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Table 6. Cisco UCS 5108 Chassis with Two Full-Width Double-High Blades (Cisco UCS B460 M4 Blade Server) 

Port1: vCON3 Port2: vCON4 

Port3: vCON1 Port4: vCON2 

Port1: vCON3 Port2: vCON4 

Port3: vCON1 Port4: vCON2 

The best configuration found to pass the hwcct test uses pinning mode. 

Choose Equipment > Global Policies, and for Chassis/FEX Discovery Policy, select None for Link Grouping 

Preference to use the pinning mode (Figure 3). 

Figure 3.   Chassis Discovery Policy 

  

In the pinning mode example in Figure 4, nothing is listed in the Port Channel column. 

Figure 4.   IOM Fabric Ports with Pinning Mode 

  

In the port-channel example in Figure 5, the Port Channel column lists the port channel used. 

Figure 5.   IOM Fabric Ports with Port Channel Mode  

  

Power Policy 

To run Cisco UCS with two independent power-distribution units (PDUs), Redundancy must be configured as Grid 

(Figure 6). 



 

 
© 2016 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public. Page 15 of 182 

Figure 6.   Power Policy 

  

Power-Control Policy 

The Cisco UCS power-capping feature is designed to save power in traditional data center use cases. This feature 

does not fit with the high-performance behavior of SAP HANA. If power capping is configured on Cisco UCS 

globally, the power-control policy for the SAP HANA nodes makes sure that the power capping does not apply to 

the nodes. The Power Capping feature should be set to No Cap (Figure 7). 

Figure 7.   Power-Control Policy for SAP HANA Nodes 

  

BIOS Policy 

To get the best performance for SAP HANA, you must configure the server BIOS accordantly. On the Main tab, the 

only change made was disabling Quiet Boot to show details in the posting (Figure 8). 

Figure 8.   BIOS Policy Main Settings 
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For SAP HANA, SAP also recommends disabling all processor C-states (Figure 9). This configuration forces the 

CPU to stay on the maximum frequency and allows SAP HANA to run with the best performance. 

Figure 9.   BIOS Policy: Advanced > Processor 

  

No changes are required on the Intel Directed IO tab (Figure 10). 

Figure 10.   BIOS Policy: Advanced > Intel Directed IO 

  

On the RAS Memory tab, choose maximum-performance and enable NUMA (Figure 11), to allow non-uniform 

memory access (NUMA). 
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Figure 11.   BIOS Policy: Advanced > RAS Memory 

  

On the Serial Port tab, be sure that Serial Port A is enabled (Figure 12). 

Figure 12.   BIOS Policy: Advanced > Serial Port 

  

No changes are required on the USB tab (Figure 13). 

Figure 13.   BIOS Policy: Advanced > USB 
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No changes are required on the PCI Configuration tab (Figure 14). 

Figure 14.   BIOS Policy: Advanced > PCI Configuration 

  

No changes are required on the Boot Options tab (Figure 15). 

Figure 15.   BIOS Policy: Boot Options 

  

For Console Redirection, choose serial-port-a, set BAUD Rate to 115200, and enable the Legacy OS Redirect 

option. These settings are used for serial console access over the LAN to all SAP HANA servers (Figure 16). 

Figure 16.   BIOS Policy: Server Management 
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Figure 21.   Server-Pool Policy Qualification: Ivy Bridge Example 

  

The processor architecture is not of interest because the combination of 60 cores with 2800 MHz or more applies 

only to the Intel Xeon processor E7-4880v2 (Ivy Bridge CPU) 4-socket server (Figure 22). The combination of 72 

cores and 2500 MHz or more applies to the Intel Xeon E7-8890 v3 (Haswell CPU) 4-socket server. 

Figure 22.   CPU Qualification Properties: Ivy Bridge Example 
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The capacity is defined as exactly 1024 GB of memory (Figure 23) for Ivy Bridge and 1536 GB of memory for 

Haswell systems. 

Figure 23.   Memory Qualification Properties: Ivy Bridge Example 
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Server-Pool Policy 

The server pool for the SAP HANA nodes and the qualification policy are also defined. In this case, the two 

definitions are mapped together (Figure 24). 

Figure 24.   Server-Pool Policy: Ivy Bridge Example. 

  

As a result, all servers with the specified qualification are now available in the server pool (Figure 25). 

Figure 25.   List of Servers in Server Pool: Ivy Bridge Example 

  

Adapter Policy Configuration 

Figure 26 shows newly created Ethernet adapter policy Linux-B460 with Receive-Side Scaling (RSS), Receive 

Queues, and Interrupts values defined. You must use this policy for the SAP HANA internal network to provide the 

best network performance with SLES 11 for both Ivy Bridge and Haswell solutions. 
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Figure 26.   Adapter Policy Linux-B460 for Use with Cisco B260 M4 and B460 M4 Servers 

  


























































































































































































































































































































