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Executive Summary 

Cisco® Unified Access establishes a framework that securely, reliably, and seamlessly connects anyone, 

anywhere, anytime, using any device to any resource. This framework empowers all employees with advanced 

services, taking advantage of an intelligent, enterprise-wide network to increase revenue, productivity, and 

customer satisfaction while reducing operational inefficiencies across the business. Cisco Unified Access includes 

services-rich network edge systems and combines a core network infrastructure embedded with integration of 

productivity-enhancing advanced technologies, including IP communications, mobility, security, video, and 

collaboration services.  

Such mission-critical business application demands enterprises to implement a resilient and agile network to 

rapidly adapt to changing requirements and securely enable new and emerging services.  

Introduction 
This document consolidates the enterprise campus network design and deployment guidelines with various best 

practices from multiple deeply focused Cisco Validated Design Guides. The best practices conclusions are derived 

from thorough solution-level end-to-end characterization of various levels of system types, network design 

alternatives, and enterprise applications.  

By following the best practices from this guide, the enterprise campus network can greatly simplify network 

operation, optimize application performance, and build resilience to operate networks in deterministic order during 

various types of planned and unplanned outages. This document limits the focus to construct a solid foundation 

and infrastructure between campus access, distribution, and core-layer systems. It covers the right set of 

recommendations to be applied on various types of platforms based on their roles in the network.  

Figure 1.   Large-Scale Enterprise Campus Distribution Network Design 
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Table 1 summarizes the hardware and software revisions that are addressed in this document. 

Table 1. Cisco Catalyst Switches Hardware and Software Versions 

Network Layer Cisco Catalyst Switch Software Version 

Distribution  Cisco Catalyst 6800 Series Switches 15.1(2)SY2 

Access  Cisco Catalyst 4500 Supervisor Engines 8-E, 7-E, and 7L-E 3.3.1.XO 

Cisco Catalyst 3850/3650 Series Switches 3.6.1.SE 

Cisco Catalyst 3750-X/3560-X Series Switches 3.6.1.SE 

Cisco Catalyst 2960 S/X/XR Series Switches 15.0.2-EX5 

Enterprise Campus Network Design Alternatives 
This section provides brief detailed network infrastructure guidance for each tier in the campus design model. Each 

design recommendation is optimized to keep the network simplified and cost-effective without compromising 

network scalability, security, and resiliency.  

Campus Multitier Network Design Recommendations 
The enterprise campus network deployment size and capacity vary broadly. Cisco offers a wide-ranging, rich Cisco 

Catalyst® switching portfolio that meets precise business and technical needs of individual customer requirements. 

With a variety of systems, offering variable port density, switching performance, scalability, and resiliency allows 

users to design and construct an end-to-end high-performance multitier network infrastructure.  

Figure 2.   Campus Multitier Network Deployment Models 

 

Figure 2 illustrates multitier deployment models. Depending on the number of distribution-layer network blocks, 

scale, and performance requirements, the campus can be deploy either of these models.  
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Table 4. Cisco Catalyst 3850/3750-X Cisco StackPower Best Practices 

Best Practices Cisco Catalyst 3850/3650: StackWise 

Deploy Cisco StackPower technology to provide hitless power 
switchover on 3850 Series Switches. Redundant mode is 
recommended 

3850-Stack(config)#stack-power stack PowerStack-1 

3850-Stack(config-stackpower)#mode redundant 

3850-Stack(config)#stack-power switch 1 

3850-Stack(config-switch-stackpower)#stack PowerStack-1 

Cisco StackWise and FlexStack Stack-MAC Best Practices 

To provide a single unified logical network view in the network, the MAC addresses of Layer 3 interfaces on 

StackWise (physical, logical, Switch Virtual Interface (SVI), port channel) are derived from the Ethernet MAC 

address pool of the master switch in the stack. All Layer 3 communication from the StackWise switch to the 

endpoints (such as IP phones, PCs, servers, and core network system) is based on the MAC address pool of the 

master switch.  

The stack-mac address on Cisco Catalyst 3850/3650 Series Switches deployed in StackWise mode maintains the 

stack-mac during ACTIVE stack switchover. By default, the stack-mac persistent timer is set to infinite, meaning do 

not modify the MAC address of Layer 3 interface. As best practices, retaining default settings and not modifying 

any stack-mac configuration are recommended. 

Table 5. Cisco Catalyst 3850/3650 and 3750X Stack-MAC Best Practices 

Best Practices Cisco Catalyst 3850/3650: StackWise 

Retain default stack-mac persistent setting on Cisco Catalyst 
3850/3650 StackWise switches 

3850-Stack(config)#default stack-mac persistent timer 

By default the Cisco Catalyst 3750X StackWise-Plus and 2960 S/X/XR Series Switches do not protect the stack-

mac address as do the Cisco Catalyst 3850/3650. Hence, as a best practice, setting the stack-mac persistent timer 

to zero (infinite) to prevent Address Resolution Protocol (ARP) and routing outages in the network is 

recommended. 

Table 6. Cisco Catalyst 3750X and 2960-XR/S Stack-MAC Best Practices 

Best Practices Cisco Catalyst 3750-X: StackWise 

Modify default stack-mac persistent timer to infinite on Cisco 
Catalyst 3750X and 2960 S/X/XR Series Switches 

3750-Stack(config)#stack-mac persistent timer delay 0 

Distribution-Layer System Design Recommendations 
The distribution or aggregation layer is the network demarcation boundary between the Layer 2 wiring closet 

network and the Layer 3 routed campus core network. The network operation, manageability, and application 

performance could become very complex with traditional Layer 2 technologies such as spanning-tree. The 

framework of the distribution-layer system must be designed with consideration of Cisco recommended best 

practices, which significantly reduce network complexities, increase reliability, and accelerate network 

performance. To build a strong campus network foundation with the three-tier model, the distribution layer has a 

vital role in consolidating networks and enforcing network edge policies. 

The next-generation fixed and modular-class Cisco Catalyst switching portfolio enables a robust scale-up and 

scale-out networking architecture to build a high-performance infrastructure. It is imperative to analyze and deploy 

the right set of Cisco Catalyst switching products for building a mission-critical distribution-layer system. Figure 4 

illustrates two system-level designs for distribution-layer deployments using enterprise-class networks. 
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Table 8. VSS Switch Domain and ID Best Practices 

Cisco Catalyst 6800: SW1 Cisco Catalyst 6800: SW2 

Distribution Layer: SW1 

Dist-1(config)#switch virtual domain 10 

Dist-1config-vs-domain)#switch 1 

Distribution Layer: SW2 

Dist-2(config)#switch virtual domain 10 

Dist-2(config-vs-domain)#switch 2 

Core Layer: SW1 

Dist-1(config)#switch virtual domain 20 

Dist-1config-vs-domain)#switch 1 

Core Layer: SW2 

Dist-2(config)#switch virtual domain 20 

Dist-2(config-vs-domain)#switch 2 

VSS Switch Priority Best Practices 

When the two switches boot, switch priority is negotiated to determine control-plane ownership for the virtual 

switch. The virtual switch configured with the higher priority takes control-plane ownership, while the lower priority 

switch boots up in redundant mode. The default switch priority is 100; the lower switch ID is used as a tiebreaker 

when both virtual switch nodes are deployed with the default settings.  

As a best practice, deploying both virtual switch nodes with identical hardware and software to take full advantage 

of the distributed forwarding architecture with a centralized control and management plane is recommended. 

Control-plane operation is identical on each of the virtual switch nodes.  

Hence modifying the default switch priority is an optional setting and retains default values, as each of the virtual 

switch nodes can provide transparent operation to the network and the user.  

Routed MAC Best Practices 

The MAC address allocation for the interfaces does not change during a switchover event when the hot-standby 

switch takes over as the active switch. However, if both chassis are rebooted at the same time and the order of the 

active switch changes (the old hot-standby switch comes up first and becomes active), then the entire VSS domain 

uses that switch's MAC address pool. Any connected devices that do not support gratuitous ARP will be affected in 

network communication until the MAC address of the default gateway/interface is refreshed or timed out.  

To avoid such a disruption, Cisco recommends using the configuration option provided with the VSS in which the 

MAC address for Layer 2 and Layer 3 interfaces is derived from the reserved pool. This takes advantage of the 

virtual switch domain identifier to form the MAC address. The MAC addresses of the VSS domain remain 

consistent with the usage of virtual MAC addresses, regardless of the boot order. 

As a best practice, implementing routed MAC during the VSS migration process to avoid multiple system reboots is 

recommended. If VSS is already implemented without routed MAC address, then plan for downtime to get the new 

virtual MAC address effective on the next reboot cycle. 

Table 9. VSS Routed MAC Best Practices 

Cisco Catalyst 6800: SW1 Cisco Catalyst 6800: SW2 

Distribution Layer: SW1 

Dist-1(config)#switch virtual domain 10 

Dist-1config-vs-domain)#mac-address use-virtual 

Distribution Layer: SW2 

Dist-2(config)#switch virtual domain 10 

Dist-2(config-vs-domain)#mac-address use-virtual 

Standby Chassis Restoration Best Practices 

The ACTIVE supervisor in a virtual switch will periodically update dynamic forwarding information to peer 

HOT_STANDBY supervisor module and local and remote distributed forwarding card (DFC) line cards to provide 

fully distributed forwarding capabilities.  
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Cisco Catalyst 6800: VSS 

Dist(config)#switch virtual domain 1 

Dist(config-if-range)#dual-active exclude interface Gi1/3/2 

Dist(config-if-range)#dual-active exclude interface Gi2/3/2 

Dist(config)#ip route <network> <mask> <gateway-1> 

Dist(config)#ip route <network> <mask> <gateway-2> 

System and Network Connectivity Best Practices  
Campus Network Oversubscription Best Practices 

The switching performance demands can be combined with the scale factors at every network layer. Most large 

enterprise campus networks in multitier architectures are oversubscribed. The network expansions at the edge 

always demanded refreshing campus core switching capacity, but it is becoming increasingly challenging to 

maintain oversubscription ratios with prolific 10G use in next-generation wiring-closet networks. The high-speed 

switching capacity demands are fueled by several reasons: new devices such as 1G desktop, wireless 802.11AC, 

video, mobile device proliferations, and so on. To maintain consistent quality of experience (QoE) with increased 

scale and performance demands, IT needs to reevaluate two major bottleneck points in campus networks. These 

bottlenecks are at the campus distribution layer that aggregates 10G physical connection and core switching 

capacity to maintain 4:1 oversubscription ratios.  

As a best practice, to mitigate campus and data center core scale and performance challenges and to protect 4:1 

oversubscription ratios, the 40G Ethernet innovations in Cisco Catalyst 6800-E and Cisco Nexus® 7000 systems 

allow easy and seamless upgrade from existing 10G-based core infrastructure. The distribution layer should 

maintain a 20:1 oversubscription ratio in distribution-access networking blocks. If the access-layer switches in 

Intermediate Distribution Frame (IDF) are increasing capacity by tenfold, then network architects must make sure 

that aggregation switches, modules, and ports are able to meet the required performance. In modular distribution-

layer design, the leading Cisco Catalyst 6800 Series system can be deployed with next-generation Supervisor 

Engine 2T with Cisco Catalyst 6904 or 6816 line-card modules for 10G port aggregations. 

Figure 10.   Network Oversubscription Best Practices 
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Figure 13.   Cisco StackWise and FlexStack Switch Priority Recommendations 

 

Table 14 provides best practices configuration to statically configure switch priority on Cisco Catalyst 3850/3650, 

3750-X, and 2960 Series Switches. 

Table 14. Cisco StackWise Switch Priority Best Practices 

Cisco Catalyst StackWise and FlexStack Switch Cisco StackWise and FlexStack Switch Priority 

3850-Stack#switch 1 priority 1 

! Switch 1 with Uplink ports 

3850-Stack#switch 2 priority 11 

3850-Stack#switch 3 priority 12 

3850-Stack#switch 4 priority 13 

3850-Stack#switch 5 priority 15 

3850-Stack#switch 6 priority 14 

3850-Stack#switch 7 priority 10 

3850-Stack#switch 8 priority 9 

3850-Stack#switch 9 priority 2 

! Switch 9 with Uplink ports 

3750X-Stack#config terminal 

3750X-Stack(config)#switch 1 priority 1 

! Switch 1 with Uplink ports 

3750X-Stack(config)#switch 2 priority 11 

3750X-Stack(config)#switch 3 priority 12 

3750X-Stack(config)#switch 4 priority 13 

3750X-Stack(config)#switch 5 priority 15 

3750X-Stack(config)#switch 6 priority 14 

3750X-Stack(config)#switch 7 priority 10 

3750X-Stack(config)#switch 8 priority 9 

3750X-Stack(config)#switch 9 priority 2 

! Switch 9 with Uplink ports 

Table 15. Cisco FlexStack Switch Priority Best Practices 

Cisco Catalyst StackWise and FlexStack Switch Cisco StackWise and FlexStack Switch Priority 

2960XR-Flex#config terminal 

2960XR-Flex(config)#switch 1 priority 1 

! Switch 1 with Uplink ports 

2960XR-Flex(config)#switch 2 priority 11 

2960XR-Flex(config)#switch 3 priority 12 

2960XR-Flex(config)#switch 4 priority 13 

2960XR-Flex(config)#switch 5 priority 15 

2960XR-Flex(config)#switch 6 priority 14 

2960XR-Flex(config)#switch 7 priority 10 

2960XR-Flex(config)#switch 8 priority 2 

! Switch 8 with Uplink ports 

2960S-Flex#config terminal 

2960S-Flex(config)#switch 1 priority 1 

! Switch 1 with Uplink ports 

2960S-Flex(config)#switch 2 priority 14 

2960S-Flex(config)#switch 3 priority 15 

2960S-Flex(config)#switch 4 priority 2 

! Switch 4 with Uplink ports 






















































