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CHAPTER

Cisco Unified Wireless Network Solution
Overview

This chapter summarizes the benefits and characteristics of the Cisco Unified Wireless Network for the
enterprise. The Cisco Unified Wireless Network solution offers secure, scalable, cost-effective wireless
LAN:Ss for business critical mobility. The Cisco Unified Wireless Network is the industry’s only unified
wired and wireless solution to cost-effectively address the wireless LAN (WLAN) security, deployment,
management, and control issues facing enterprises. This powerful indoor and outdoor solution combines
the best elements of wired and wireless networking to deliver high performance, manageable, and secure
WLANS with a low total cost of ownership.

WLAN Introduction

The mobile user requires the same accessibility, security, quality-of-service (QoS), and high availability
currently enjoyed by wired users. Whether you are at work, at home, on the road, locally or
internationally, there is a need to connect. The technological challenges are apparent, but to this end,
mobility plays a role for everyone. Companies are deriving business value from mobile and wireless
solutions. What was once a vertical market technology is now mainstream, and is an essential tool in
getting access to voice, real-time information, and critical applications such as e-mail and calendar,
enterprise databases, supply chain management, sales force automation, and customer relationship
management.

WLAN Solution Benefits

Benefits achieved by WLANS include:

* Mobility within buildings or campus—Facilitates implementation of applications that require an
always-on network and that tend to involve movement within a campus environment.

e Convenience—Simplifies networking of large, open people-areas.

e Flexibility—Allows work to be done at the most appropriate or convenient place rather than where
a cable drop terminates. Getting the work done is what is important, not where you are.

e FEasier to set-up temporary spaces—Promotes quick network setup of meeting rooms, war rooms, or
brainstorming rooms tailored to variations in the number of participants.

e Lower cabling costs—Reduces the requirement for contingency cable plant installation because the
WLAN can be employed to fill the gaps.

Enterprise Mobility 8.5 Design Guide
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B Requirements of WLAN Systems

Easier adds, moves, and changes and lower support and maintenance costs—Temporary networks
become much easier to set up, easing migration issues and costly last-minute fixes.

Improved efficiency—Studies show WLAN users are connected to the network 15 percent longer per
day than hard-wired users.

Productivity gains—Promotes easier access to network connectivity, resulting in better use of
business productivity tools. Productivity studies show a 22 percent increase for WLAN users.

Easier to collaborate—Facilitates access to collaboration tools from any location, such as meeting
rooms; files can be shared on the spot and requests for information handled immediately.

More efficient use of office space—Allows greater flexibility for accommodating groups, such as
large team meetings.

Reduced errors—Data can be directly entered into systems as it is being collected, rather than when
network access is available.

Improved efficiency, performance, and security for enterprise partners and guests—Promoted by
implementing guest access networks.

Improved business resilience—Increased mobility of the workforce allows rapid redeployment to
other locations with WLANSs.

Requirements of WLAN Systems

WLAN systems run either as an adjunct to the existing wired enterprise network or as a free-standing
network within a campus or branch. WLANS can also be tied to applications, such as location-based
services, in the retail, manufacturing, or health care industries. WLANSs must permit secure, encrypted,
authorized communication with access to data, communication, and business services as if connected to
the resources by wire.

WLANSs must be able to do the following:

Maintain accessibility to resources while employees are not wired to the network—This accessibility
enables employees to respond more quickly to business needs regardless of whether they are
meeting in a conference room with a customer, at lunch with coworkers in the company cafeteria,
or collaborating with a teammate in the next building.

Secure the enterprise from unauthorized, unsecured, or ‘rogue’ WLAN access points (APs)—IT
managers must be able to easily and automatically detect and locate rogue APs and the switch ports
to which they are connected, active participation of both APs, and client devices that are providing
continuous scanning and monitoring of the RF environment.

Extend the full benefits of integrated network services to nomadic users—IP telephony and IP
video-conferencing are supported over the WLAN using QoS, which by giving preferential
treatment to real-time traffic, helps ensure that the video and audio information arrives on time.
Firewall and Intruder Detection that are part of the enterprise framework are extended to the wireless
user.

Segment authorized users and block unauthorized users—Services of the wireless network can be
safely extended to guests and vendors. The WLAN must be able to configure support for a separate
public network—a guest network.

Provide easy, secure network access to visiting employees from other sites—There is no need to
search for an empty cubicle or an available Ethernet port. Users should securely access the network
from any WLAN location. Employees are authenticated through IEEE 802.1x and Extensible
Authentication Protocol (EAP), and all information sent and received on the WLAN is encrypted.

Enterprise Mobility 8.5 Design Guide
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e Easily manage central or remote APs—Network managers must be able to easily deploy, operate,
and manage hundreds to thousands of APs within the WLAN campus deployments and branch
offices or retail, manufacturing, and health care locations. The desired result is one framework that
provides medium-sized to large organizations the same level of security, scalability, reliability, ease
of deployment, and management that they have come to expect from their wired LANs.

e Enhanced Security Services—WLAN Intrusion Prevention System (IPS) and Intrusion Detection
System (IDS) control to contain wireless threats, enforce security policy compliance, and safeguard
information.

* Voice Services—Brings the mobility and flexibility of wireless networking to voice communications
via the Cisco Unified Wired and Wireless network and the Cisco Compatible Extensions
voice-enabled client devices.

e Location Services — Simultaneous tracking of hundreds to thousands of Wi-Fi and active RFID
devices from directly within the WLAN infrastructure for critical applications such as high-value
asset tracking, IT management, location-based security, and business policy enforcement.

e Guest Access— Provides customers, vendors, and partners with easy access to a wired and wireless
LANsS, helps increase productivity, facilitates real-time collaboration, keeps the company
competitive, and maintains full WLAN security.

WLAN:S in the enterprise have emerged as one of the most effective means for connecting to a larger
corporate network or to the internet. Figure 1-1 shows the elements of the Cisco Unified Wireless

Wave-2 AP 5520 / 3504 Series

Network.
Figure 1-1 Cisco Unified Wireless Network Architecture in the Enterprise
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The interconnected elements that work together to deliver a unified enterprise-class wireless solution
include:
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M Cisco Unified Wireless Network

¢ Client devices

e Access points (APs)

e Network unification through controllers
¢ World-class network management

e Mobility services

Beginning with a base of client devices, each element adds capabilities as the network needs evolve and
grow, interconnecting with the elements above and below it to create a comprehensive, secure WLAN
solution.

Cisco Unified Wireless Network

The core components of Cisco Unified Wireless Networks include the:
e Aironet access points (APs)
e Wireless LAN controller (WLC)
e Cisco Prime Infrastructure

For more information about the Cisco Unified Wireless Network, see:

http://www.cisco.com/go/unifiedwireless

Enterprise Mobility 8.5 Design Guide
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CAPWAP

CHAPTER

Cisco Unified Wireless Technology and
Architecture

This chapter discusses the key design and operational considerations associated with the deployment of
Cisco Unified Wireless Networks enterprise.

This chapter discusses:
e CAPWAP
e Core Components
e Roaming
e Broadcast and Multicast on the WLC
e Design Considerations
e Operation and Maintenance

Much of the material in this chapter is explained in more detail in later chapters of this design guide. For
more information on Cisco Unified Wireless Technology, see the Cisco White Paper on deployment
strategies related to the Cisco 5500 Series Wireless LAN Controller at:

http://www.cisco.com/en/US/products/ps10315/prod_white_papers_list.html

The Internet Engineering Task Force (IETF) standard Control and Provisioning of Wireless Access
Points Protocol (CAPWAP) is the underlying protocol used in the Cisco Centralized WLAN
Architecture (functional architecture of the Cisco Unified Wireless Network solution). CAPWAP
provides the configuration and management of APs and WLANSs in addition to encapsulation and
forwarding of WLAN client traffic between an AP and a WLAN controller (WLC).

CAPWAP is based on the Lightweight Access Point Protocol (LW APP) but adds additional security with
Datagram Transport Layer Security (DTLS). CAPWAP uses the User Datagram Protocol (UDP) and can
operate either over Internet Protocol version 4 (IPv4) or Internet Protocol version 6 (IPv6). Table 2-1
lists the protocol and ports implemented for each CAPWAP version:
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Table 2-1 CAPWAP Protocol and Ports

Internet Protocol IP Protocol DST Port Description

Version 4 17 (UDP) 5,246 CAPWAPv4 Control Channel
17 (UDP) 5,247 CAPWAPv4 Data Channel

Version 6 136 (UDP Lite) 5,246 CAPWAPv6Control Channel
136 (UDP Lite) 5,247 CAPWAPv6 Data Channel

IPv6 mandates a complete payload checksum for User Datagram Protocol (UDP) which impacts the
performance of the AP and the WLC. To maximize performance for IPv6 deployments, the AP and WLC
implements UDP Lite that only performs a checksum on the header rather than the full payload.

In the Releases 5.2 and later, LWAPP has been depreciated and has been replaced by CAPWAP. Older LWAPP
APs joining a WLC running on 5.2 or later will be automatically upgraded to support CAPWAP.

Figure 2-1 shows a high-level diagram of a basic centralized WLAN deployment, where CAPWAP APs
connect to a WLC via the CAPWAP protocol. In Releases 8.0 and later, CAPW AP can operate either in
an IPv4 or IPv6 transport modes. By default, IPv4 is preferred but is configurable (discussed later in this
section).

Figure 2-1 CAPWAP APs connected to a WLC

IPv4 or IPv6 CAPWAP
kil

Although CAPWAP is made up of a number of functional components, only those that influence the
design and operation of a centralized WLAN network are discussed in this design guide.
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Cisco recommends the following guidelines when implementing CAPWAP:

e [P Addressing—APs must be assigned a static or dynamic IPv4 / IPv6 address to be able to
successfully discover and communicate with a WLC. Layer 2 mode is not supported by CAPWAP.

e Firewall Rules and ACLs—All firewall rules and ACLs defined on devices placed between the APs
and WLCs must be configured to permit the CAPWAP protocol (see Table 2-1).

e [Pv6 Deployments—At least one WLC should be configured for both IPv4 and IPv6 to support APs
with older firmware that does not support IPv6.

The key features of CAPWAP include:
e Split MAC Architecture
e Encryption
e Layer 3 Tunnels

e WLC Discovery & Selection

Split MAC Architecture

A key component of CAPWAP is the concept of a split MAC, where part of the 802.11 protocol operation
is managed by the CAPWAP AP, while the remaining parts are managed by the WLC. Figure 2-2 shows
the split MAC concept.

Figure 2-2 Split MAC Architecture

CAPWAP Encapsulation

\_,—@ CAPWAP Control }—|_/ N
".’ e — \\.

CAPWAP Data

= 802.11: Beacons, Probe Responses. = 802.11 MAC: Management: Association

= 802.11 Control: Packet Acknowledgements and Requests and Actions.
Transmission. * 802.11e: Resource Reservation.

= 802.11e: Frame Queuing and Packet = B02.11i: Authentication and Key Management.
Prioritization.

= 802.11i: MAC Layer Data Encryption and
Decryption.

A generic 802.11 AP, at the simplest level as shown in Figure 2-3, is nothing more than an 802.11
MAC-layer radio that bridges WLAN clients to a wired-network, based on association to a Basic Service
Set Identifier (BSSID). The 802.11 standard extends the single AP concept (above) to allow multiple
APs to provide an Extended Service Set (ESS), as shown in Figure 2-4, where multiple APs use the same
ESS Identifier (ESSID, commonly referred to as an SSID) to allow a WLAN client to connect to a
common network through more than one AP.

The CAPWAP split MAC concept in Figure 2-5 does all of the functions normally performed by
individual APs and distributes them between two functional components:
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e CAPWAP AP
e WLC

The two are linked across a network by the CAPWAP protocol and together provide equivalent
radio/bridging services in a manner that is simpler to deploy and manage than individual APs.

Note  Although split MAC facilitates Layer 2 connectivity between the WLAN clients and the wired interface
of the WLC, this does not mean that the CAPWAP tunnel will pass all traffic. The WLC forwards only
IP EtherType frames, and its default behavior is to not forward broadcast and multicast traffic. This is
important to keep in mind when considering multicast and broadcast requirements in a WLAN

deployment.
Figure 2-3 Single AP
—
NN oco0o
Figure 2-4 APs combined into a ESS
Figure 2-5 CAPWAP Split-MAC ESS

The simple, timing-dependent operations are generally managed locally on the CAPWAP AP, while
more complex, less time-dependent operations are managed on the WLC.
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For example, the CAPWAP AP handles:

Frame exchange handshake between a client and AP.
Transmission of beacon frames.
Buffering and transmission of frames for clients in power save mode.

Response to probe request frames from clients; the probe requests are also sent to the WLC for
processing.

Forwarding notification of received probe requests to the WLC.

Provision of real-time signal quality information to the switch with every received frame.
Monitoring each of the radio channels for noise, interference, and other WLANS.
Monitoring for the presence of other APs.

Encryption and decryption of 802.11 frames.

Other functionalities are also handled by the WLC. MAC layer functions provided by the WLC include:

802.11 authentication

802.11 association and re-association (mobility)
802.11 frame translation and bridging
802.1X/EAP/RADIUS processing

Termination of 802.11 traffic on a wired interface, except in the case of FlexConnect APs (discussed
later in this guide)

A CAPWAP tunnel supports two categories of traffic:

CAPWAP control messages—Used to convey control, configuration, and management information
between the WLC and APs.

Wireless client data encapsulation—Transports Layer 2 wireless client traffic in IP EtherType
encapsulated packets from the AP to the WLC.

When the encapsulated client traffic reaches the WLC, it is mapped to a corresponding interface (VLAN)
or interface group (VLAN pool) at the WLC. This interface mapping is defined as part of the WLAN
configuration settings on the WLC. The interface mapping is usually static, however a WLAN client may
also be dynamically mapped to a specific VLAN based on the local policies defined on the WLC or
RADIUS return attributes forwarded from an upstream AAA server upon successful authentication.

In addition to the VLAN assignment, other common WLAN configuration parameters include:

SSID Name

Operational State

Radio Policies

Authentication and Security Methods
QoS / Application Visibility & Control
Policy Mappings

Releases 6.0 and later provide support for encrypting CAPWAP control and data packets exchanged
between an AP and a WLC using DTLS. DTLS is an IETF protocol based on TLS. All Cisco access
points and controllers are shipped with a Manufacturing Installed Certificate (MIC) which are used by
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an AP and WLC by default for mutual authentication and encryption key generation. Cisco also supports
Locally Significant Certificates (LSC) to provide additional security for enterprises who wish to issue
certificates from their own Certificate Authority (CA).

By default, DTLS uses a RSA 128-bit AES / SHA-1 cipher suite which is globally defined using the
config ap dtls-cipher-suite command. Alternative ciphers include 256-bit AES with SHA-1 or
SHA-256.

DTLS is enabled by default to secure the CAPW AP control channel but is disabled by default for the data
channel. No DTLS license is required to secure the control channel. All CAPWAP management and
control traffic exchanged between an AP and WLC is encrypted and secured by default to provide control
plane privacy and prevent Man-In-the-Middle (MIM) attacks.

CAPWAP data encryption is optional and is enabled per AP. Data encryption requires a DTLS license to
be installed on the WLC prior to being enabled on an AP. When enabled, all WLAN client traffic is
encrypted at the AP before being forwarded to the WLC and vice versa. DTLS data encryption is
automatically enabled for OfficeExtend APs but is disabled by default for all other APs. Most APs are
deployed in a secure network where data encryption is not necessary. In contrast, traffic exchanged
between an OfficeExtend AP and WLC is forwarded over an unsecured public network, where data
encryption is important.

Please consult your Local Government regulations to ensure that DTLS encryption is permitted. For
example, DTLS data encryption is currently prohibited in Russia.

The availability of DTLS data encryption on WLCs is as follows:

e Cisco 5508—Orderable with and without DTLS data support. Separate firmware images are
provided on cisco.com with and without DTLS support.

e Cisco 2500, 3504, 5520, 8540, WiSM2, vWLC—Requires a separate license to activate DTLS data
support.

e Cisco 3504, Flex 7500 and 8510—Includes DTLS data support built-in. You are not required to
purchase or install a separate license to enable DTLS data support.

The availability of DTLS data encryption on APs is as follows:

e Cisco 1522, 1530, 1540, 1550, 1552, 1560, 1600, 1700, 2600, 2700, 2800, 3500, 3600, 3700 and
3800 series—DTLS data encryption is performed in hardware.

¢ Cisco Aironet 18xx Series APs—Only software DTLS data encryption is supported with limited
throughput performance. Hardware encryption is not supported

Enabling DTLS data encryption will impact the performance of both the APs and WLCs. Therefore DTLS
data encryption should only be enabled on APs deployed over an unsecured network.

Layer 3 Tunnels

i Enterprise Mobility 8.5 Design Guide

Unlike LWAPP which operated in either a Layer 2 or Layer 3 mode, CAPWAP only operates in Layer 3
and requires IP addresses to be present on both the AP and WLC. CAPWAP uses UDP for IPv4
deployments and UDP or UDP Lite (default) for IPv6 deployments to facilitate communication between
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an AP and WLC over an intermediate network. CAPWAP is able to perform fragmentation and
reassembly of tunnel packets allowing WLAN client traffic to make use of a full 1500 byte MTU without
having to adjust for any tunnel overhead.

In order to optimize the fragmentation and reassembly process, the number of fragments that the WLC or
AP expect to receive is limited. The ideally supported MTU size for deploying the Cisco Unified Wireless
Network is 1500 bytes, but the solution operates successfully over networks where the MTU is as small as
500 bytes.

The figures below are of CAPWAP packet captures used to illustrate CAPWAP operation over an IPv4
network. The sample decodes were captured using a Wireshark packet analyzer.

Figure 2-6 shows a partial decode of a CAPWAP control packet. This packet originates from the WLC
using UDP destination port 5246 (as do all CAPW AP control packets from the WLC). Control Type 12
represents a configuration command used to pass AP configuration information to the CAPWAP AP by
the WLC. CAPWAP control packet payloads are AES encrypted by default using DTLS when an AP
joins the WLC.

Figure 2-6 CAPWAP Control Packet
# Frame 456: 165 bytes on wire (1320 bits), 165 bytes captured (1320 bits) on interface 0
¢ Ethernet II, Src: Cisco_a9:91:94 (00:3a:9a:a29:91:94), Dst: Broadcast (Ff:FF:Ff:FF:FF:FF)
¥ Internet Protocol Version 4, Src: 172.20.227.125 (172.20.227.125), Dst: 255.255.255.255 (255.255. 255.
= User Datagram Protocol, Src Port: 39195 (39195), Dst Port: capwap-control (5246)
Source port: 39195 (39195)
Destination port: capwap-control (5246)
Length: 131
il Checksum: 0x0000 (none)
5 control Aand Provisioning of wireless Access Points
+ Preamble
Header
Header Length: 4
radio ID: O
wireless Binding ID: IEEE 802.11 (1)
# Header flags
Fragment ID: O
Fragment Offser: 0
Reserved: 0
mac length: 6
MAC address: Cisco_dc:5a:00 (34:a8:4e:dc:5a:00)
Padding for 4 Byte Alignement: 00
-] control Header
# Message Type: 1
Ssequence Number: O
Message Element Length: 102
Flags: 0

Figure 2-7shows a partial decode of a CAPW AP packet containing an 802.11 probe request. This packet
originates from the CAPWAP AP to the WLC using UDP destination port 5247 (as do all CAPWAP
encapsulated 802.11 frames). In this example, Received Signal Strength Indication (RSSI) and
Signal-to-Noise Ratio (SNR) values are also included in the CAPW AP packet to provide RF information
to the WLC. Note that DTLS data encryption is not enabled in this example.
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Figure 2-7 CAPWAP 802.11 Probe Request

[+ Frame 668: 151 bytes on wire (1208 bits), 151 bytes captured (1208 bits) on interface 0
@ Ethernet II, Src: Cisco_42:57:5c (44:d3:ca:42:57:5c), Dst: Cisco_da:78:20 (64:d8:14:da:78:20)
Internet Protocol version 4, Src: 172.20.227.123 (172.20.227.123), Dst: 172.20.227.99 (172.20.227.99)
= User Datagram Protocol, Src Port: 9390 (9590), Dst Port: capwap-data (5247)
source port: 9590 (9590)
Destination port: capwap-data (5247)
Length: 117
# Checksum: 0x0000 (none)
control and Provisioning of wireless Access Points
Preamble
= Header
Header Length: 4
radio ID: O
Wireless Binding ID: IEEE B02.11 (1)
= Header flags
1... .... . = Payload Type: Native frame format (see wireless Binding ID field)
e . Fragment: Don't Fragment
.0. .... . = Last Fragment: More fragments follow
.1 .... . = wWireless header: wireless Specific Information is present
0... . = Radio MAC header: No Radio MAC Address
.0.. . = Keep-alive: No Keep-alive
ve.. ..00 0 = Reserved: Not set
Fragment ID: O
Fragment offset: 0
rReserved: 0
Wireless length: 4
wireless data: 00000000
= wWireless data ieee80211 Frame Info: 00000000
wireless data ieeeB0211 RSSI (dem): O
Wireless data ieeeB0211 SNR (dB): O
Wireless data ieeeB0211 Data Rate (Mbps): O
rPadding for 4 Byte Alignement: 000000
[+ IEEE 802.11 Probe Request, Flags: ........

(=]
I

Figure 2-8 shows another CAPWAP-encapsulated 802.11 frame, but in this case it is an 802.11 data
frame, similar to that shown in Figure 2-7. It contains a complete 802.11 frame, as well as RSSI and SNR
information for the WLC. This figure is shown to illustrate that an 802.11 data frame is treated the same
by CAPWAP as the other 802.11 frames. Figure 2-8 highlights that fragmentation is supported for
CAPWAP packets to accommodate the minimum MTU size between the AP and the WLC.

Note  Inthe Wireshark decode, the frame control decode bytes have been swapped; this is accomplished during
the Wireshark protocol analysis of the CAPWAP packet to take into account that some APs swap these
bytes. DTLS data encryption is not enabled in this example.
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Figure 2-8 CAPWAP Data Frame

Internet Protocol Version 4, Src: 172.20.227.100 (172.20.227.100), Dst: 172.20.227.125 (172.20.227.125)
User Datagram Protocol, Src Port: capwap-data (5247), Dst Port: 39195 (39195)
Source port: capwap-data (5247)
Destination port: 39195 (39195)
Length: 42
# Checksum: 0x0000 (none)
control And Provisioning of wireless Access Points
® Preamble
= Header
Header Length: 2
Radio ID: 1
Wireless Binding ID: IEEE B02.11 (1)
= Header flags
1... .... . = Payload Type: Native frame format (see wireless Binding ID Tield)
.0.. .... . = Fragment: Don’'t Fragment
.0. .... . = Last Fragment: More fragments follow
.0 .... . = Wireless header: No wWireless Specific Information
0... . = Radio maC header: No Radio MAC Address
.0.. . = Keep-Alive: No Keep-Aliwve
ve.. ..00 0 = Reserved: Not set
Fragment ID: O
Fragment offset: 0
Reserved: O
IEEE B02.11 Disassociate, Flags: ........
Type/Subtype: Disassociate (0x0a)
® Frame Control: 0x00a0 (Swapped)
. 000 0000 0000 0000 = Duration: O microseconds
Destination address: Apple_dl1:22:39 (18:20:32:d1:22:39)
source address: Cisco_dc:5a:00 (34:a8:4e:dc:5a:00)
BSS Id: Cisco_dc:5a:00 (34:a8:4e:dc:5%a:00)
Fragment number: 0
sequence number: O

T G R = ST Petes =

CAPWAP Modes

In the Releases 8.0 and later, Cisco Unified Wireless Network (CUWN) supports access points and
controllers using IPv4 and/or IPv6 addressing. Network administrators can deploy APs and WLCs over
a pure IPv4 or IPv6 network as well as dual-stack network to facilitate the transition from an IPv4 to
IPv6. As part of the 8.0 Release, the CAPW AP protocol and discovery mechanisms have been enhanced
to support [Pv6. CAPWAP can now operate in IPv4 (CAPWAPv4) or IPv6 (CAPWAPv6) modes to suit
the specific network environment.

To support both IP protocol versions, network administrators can configure a preferred CAPWAP mode
(CAPWAPv4 or CAPWAPV6) through which an AP joins the WLC. The prefer-mode can be defined at
two levels:

¢ Global Configuration (Figure 2-9)
e AP Group Specific (Figure 2-10
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Figure 2-9 CAPWAP Prefer-Mode (Global Configuration)
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Figure 2-10 CAPWAP Prefer-Mode (AP Group Specific)
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In the CAPWAP mode, the AP selects is dependent on various factors including the IP address versions
implemented on both the AP and WLC, the primary / secondary / tertiary WLC addresses defined on the
AP and the prefer-mode pushed to the AP.

The following outlines the CAPWAP operating mode configurations that are available:

e Default—The Global prefer-mode is set to IPv4 and the default AP Group prefer-mode is set to
un-configured. By default an AP will prefer IPv4 unless the AP has been primes with a primary,
secondary or tertiary WLC IPv6 address.

¢ AP-Group Specific—The prefer-mode (IPv4 or IPv6) is pushed to an AP only when the prefer-mode
of an AP-Group is configured and the AP belongs to that group. If no prefer-mode is defined, the
Global prefer-mode is inherited.

¢ Global—The prefer-mode is pushed to the default AP Group and all other AP-Groups on which the
prefer-mode is not configured. Note that the prefer-mode cannot be manually defined on for the
default AP Group.
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e Join Failure—If an AP with a configured prefer-mode attempts to join the controller and fails, it will
fall back to the other mode and attempt to join the same controller. When both modes fail, AP will
move to the next discovery response.

¢ Static Configuration—Static IP configuration will take precedence over the Global or AP Group
Specific prefer-mode. For example, if the Global prefer-mode is set to IPv4 and the AP has a static
Primary Controller IPv6 address defined, the AP will join the WLC using the CAPWAPv6 mode.

AP Group Specific prefer-mode provides flexibility as it allows the administrator to specifically
influence the CAPWAP transport mode utilized by different groups of APs. This allows APs deployed
across different buildings or sites to operate using different CAPWAP modes. For example, APs within
a campus that have already migrated to IPv6 can join a WLC using CAPWAPv6 while APs at remote
sites that are yet to transition to IPv6 can join a WLC using CAPWAPv4. An individual WLC with a
dual-stack configuration can support CAPWAP APs operating in both CAPWAPv4 and CAPWAPv6
modes.

An AP running an older image that is not IPv6 capable can join an IPv6 capable WLC only if the WLC
has an IPv4 address assigned. The same is true for an IPv6 capable AP joining an IPv4 capable WLC
(assuming the AP has an IPv4 address assigned). For IPv6 deployments, it is recommended that at least
one discoverable WLC be configured to support IPv4.

For a full overview of the IPv6 enhancements introduced in 8.0, see the Cisco Wireless LAN Controller
IPv6 Deployment Guide.

WLC Discovery & Selection

Step 1

Step 2

Step 3

Step 4

In a CAPWAP environment, a lightweight AP discovers a WLC by using a CAPWAP discovery
mechanism and then sends the controller, a CAPWAP join request. When an AP joins a WLC, the WLC
manages its configuration, firmware, control transactions, and data transactions. A CAPWAP AP must
discover and join a WLC before it can become an active part of the Cisco Unifies Wireless Network.

Each Cisco AP supports the following discovery processes:

Broadcast Discovery—The AP sends a CAPWAP discovery message to the IPv4 broadcast address
(255.255.255.255). Any WLC connected to the same VLAN will see the discovery message and will in
turn reply with a unicast IPv4 discovery response.

Multicast Discovery—The AP sends a CAPWAP discovery message to the all controllers multicast
group address (FFO1::18C). Any WLC connected to the same VLAN will see the discovery message and
will in turn reply with IPv6 discovery response.

Locally Stored Controller [Pv4 or IPv6 Address Discovery—If the AP was previously associated to a
WLC, the IPv4 or IPv6 addresses of the primary, secondary, and tertiary controllers are stored in the APs
non-volatile memory (NVRAM). This process of storing controller IPv4 or IPv6 addresses on an AP for
later deployment is called priming the access point.

DHCP Discovery—DHCPv4 and/or DHCPv6 servers are configured to advertise WLC IP addresses to
APs using vendor-specific options:

— DHCPv4 Discovery using Option 43—DHCPv4 servers use option 43 to provide one or more
WLC management IPv4 addresses to the AP. Option 43 values are supplied to an AP in the
DHCPv4 offer and acknowledgment packets.
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— DHCPv6 Discovery using Option 52—DHCPv6 servers use option 52 to provide one or more
WLC management IPv6 addresses to the AP. Option 52 values are supplied to an AP in the
DHCPv6 advertise and reply packets.

Step5  DNS Discovery—The AP sends a DNS query to the DNSv4 and/or DNSv6 servers to attempt to resolve
cisco-capwap-controller./ocaldomain (where localdomain is the AP domain name provided by DHCP):

— DNSv4 Discovery—Address records are defined on the name servers for the
cisco-capwap-controller hostname for each WLC managed IPv4 address to be supplied to the
AP. When queried, the name server will respond with a list of IPv4 addresses for each A record
that was defined.

— DNSv6 Discovery—Address records are defined on the name server for the
cisco-capwap-controller hostname for each WLC managed IPv6 address to be supplied to the
AP. When queried, the name server will respond with a list of I[Pv6 addresses for each AAAA
record that was defined.

Up to three address records can be defined on the DNSv4 or DNSv6 name servers to be supplied to an
AP. Each record corresponds to the primary, secondary and tertiary WLC IPv4 or IPv6 addresses.

Step6  If after steps 1 —5 no CAPWAP discovery response is received, the AP resets and restarts the discovery
process.

Once the AP selects a WLC, the AP chooses to join through CAPWAPv4 or CAPWAPvV6, depending on
the CAPWAP prefer-mode pushed to the AP.
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Figure 2-11
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For most deployments, DHCP or DNS discovery is used to provide one or more seed WLC addresses. A
subsequent WLC discovery response provides the AP with a full list of WLC mobility group members.

Client

-

Selact least loaded IPvE AP.
Manager and join WLC

An AP is normally configured with a list of one to three WLC management IP addresses (Primary,
Secondary and Tertiary) that represent the preferred WLCs.

If the preferred WLCs become unavailable or are over-subscribed, the AP chooses another WLC from

the list of WLCs learned in the CAPWAP discover responsei.e., the least-loaded WLC.
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Figure 2-12 AP Priming Example
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Note  When priming an AP, the Primary Controller, Secondary Controller and Tertiary Controller management
addresses can either be IPv4 or IPv6. It does not matter as long as the defined address is reachable by
the AP. However, it is not possible to define both [Pv4 and IPv6 addresses for a single entry. Each entry
can contain only one IPv4 or IPv6 address.
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Core Components

The Cisco Unified Wireless Network (CUWN) is designed to provide a high performance and scalable
802.11ac wireless services for enterprises and service providers. A Cisco wireless solution simplifies the
deployment and management of large-scale wireless LANs in centralized or distributed deployments
while providing a best-in-class security, user experience and services.

The Cisco Unified Wireless Network consists of:
e Cisco Wireless LAN Controllers (WLCs)
e (Cisco Aironet Access Points (APs)
e (Cisco Prime Infrastructure (PI)
e (Cisco Mobility Services Engine (MSE)

This section describes available product options for the WLCs, APs and PI. For additional information,
see the Cisco Mobility Services Engine.

Note For convenience and consistency, this document refers to all Cisco Wireless LAN Controllers as WLCs,
Aironet Access Points as APs and Cisco Prime Infrastructure as PI.
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Cisco Wireless LAN Controllers

Cisco Wireless LAN Controllers are enterprise-class, high-performance, wireless switching platforms
that support 802.11a/n/ac and 802.11b/g/n protocols. They operate under control of the operating
system, which includes the Radio Resource Management (RRM), creating a CUWN solution that can
automatically adjust to real-time changes in the 802.11 RF environment. Controllers are built around
high-performance network and security hardware, resulting in highly reliable 802.11 enterprise
networks with unparalleled security.

This section describes the various models of Cisco WLCs and their capabilities supported in the 8.1
Release.

Table 2-2 Summary of Cisco Wireless Controllers
Cisco Flex
Cisco 2504 Cisco 5508 |Cisco 5520 (7510 Cisco 8510 |Cisco 8540 |Wireless Virtual
Wireless Wireless Wireless Wireless Wireless Wireless Services Wireless
Controller Controller Controller |Controller Controller Controller Module 2 Controller
Form Factor |1U 1U 1U 1U 1U 2U - Software
Appliance Appliance  |Appliance |Appliance Appliance  |Appliance
Platform N/A N/A N/A N/A N/A N/A - N/A
Integration
Scalability 75 x Access [500 x 1500 x 6000 x 6000 x 6000 x - 200 (small)
Points Access Access Access Access Access /3000(large)
Points Points Points Points Points Access Points
1,000 x
Clients 7,000 x 20,000 x 64,000 x 64,000 x 64,000 x 6,000 (small)
1 Gbps Clients Clients Clients Clients Clients Clients/32,000
Throughput |8 Gbps 20 Gbps  |2000 x 10 Gbps 40 Gbps g?rge) X
Throughput |Throughput |FlexConnect |Throughput |Throughput fents
Groups 200 (small) /
3000 (large) x
FlexConne ct
Groups
Base AP 0.5, 15,25 0, 12, 25, 0 and 50 0, 300, 500, |0, 300, 500, [0 and 1000 |- 5 APs
Licenses and 50 APs |50, 100 and |APs 1000, 2000, [1000, 2000, |APs
250 AP 3000 and 3000 and
Increments 6000 APs 6000 APs
(CISL
Based)
AP Adder 1.5 and 25 5, 25, 50, 1 AP 100, 200, 100, 200, 1 AP - 1,5 and 25 AP
Licenses AP 100 and 250 |Increment |500 and 500 and Increments Increments
Increments |AP (Right to 1000 AP 1000 AP (Right to (Right to Use)
(CISL Increments |Use) Increments |Increments |Use)
Based) (CISL (Right to (Right to
Based) Use) Use)
High N+1 N+1 SSO N+1 SSO N+1 SSO N+1 SSO N+1 SSO - N+1
Availability
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Table 2-2 Summary of Cisco Wireless Controllers (continued)
Cisco Flex
Cisco 2504 Cisco 5508 |Cisco 5520 (7510 Cisco 8510 |Cisco 8540 |Wireless Virtual
Wireless Wireless Wireless Wireless Wireless Wireless Services Wireless
Controller Controller Controller |Controller Controller Controller Module 2 Controller
Uplink 4 x1G 8x 1G 2x1G/10G  |1x10G 1x10G 4x1G/10G |- 1 X virtual
Interfaces Ethernet Ethernet Ethernet Ethernet Ethernet Ethernet
Ports (RJ45) |Ports (SFP) |Ports Ports (SFP+) |Ports Ports
(SFP/SFP+) (SFP+) (SFP/SFP+)
Power External AC |AC AC AC/DC AC/DC AC/DC AC/DC Host
Power (Redundant |(Redundant |(Dual (Dual (Dual (Catalyst Dependant
Supply PSU PSU Redundant) |Redundant) |Redundant) Chassis)
Option) Option)
Positioning  |Branch, Enterprise, |Enterprise, |Central Site |Enterprise, |Enterprise |Enterprise |SP-Wi-Fi,
Small Office |Campus & |Campus & |Controller Large Large Campus Controller less
Full service |Fullservice |for Large Campus, SP |Campus, SP branches,
branch branch Number of Wi-Fi, Full |Wi-Fi, Full Small Office.
Distributed |Scale Scale
Controller- |Branch Branch
less
Branches
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Cisco 2504 Wireless Controller

The Cisco 2504 Wireless Controller enables system-wide wireless functions for small to medium-sized
enterprises and branch offices. Designed for 802.11n and 802.11ac performance, the Cisco 2504
Wireless Controllers are entry-level controllers that provide real-time communications between Cisco
Aironet access points to simplify the deployment and operation of wireless networks.

Cisco 2504 Wireless
Controller

Deployment Type Branch, Small Office
Operational Modes All Modes
Maximum Scale 75 APs

1,000 Clients

AP Count Range

5-75

License Entitlement

CISL Based

Connectivity 4 x 1G Ethernet Ports (RJ-45)
Power External AC Power Supply
Max Throughput 1 Gbps

Max FlexConnect Groups 30

Max APs / FlexConnect Group (20

Max Rogue APs 2,000

Max Rogue Clients 2,500

Max RFID Tags 500

Max APs / RF Group 500

Max AP Groups 75

Max Interface Groups 64

Max Interface / Interface 64

Group

Max VLANs 16

Max WLANs 16

Fast Secure Roaming Clients / |700

PMK Cache

For more information on Cisco 2504 Wireless Controller, see the Cisco 2500 Series Wireless

Controllers.
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The Cisco 3504 Wireless Controller is a compact, highly scalable, service-rich, resilient, and industry’s
first Multigigabit Ethernet platform that enables next-generation wireless networks for small to

medium-sized enterprises and branch office deployments. Optimized for 802.11ac Wave 2 performance,
Cisco 3504 Wireless Controller provides centralized control, management, and troubleshooting for small
to medium-sized enterprises and branch offices.

Cisco 3504 Wireless
Controller

Deployment Type Small to Medium Enterprise
Campus and Full Service Branch

Operational Modes All Modes

Maximum Scale 150 APs

3,000 Clients

AP Count Range

1- 150

License Entitlement

Right to Use (EULA), Cisco
SMART Licensing

Connectivity 1x MGig (1, 2.5,5 Gbps), 4 x 1G
Ethernet Ports (RJ-45)

Power External AC Power Supply

Max Throughput 4 Gbps

Max FlexConnect Groups 100

Max APs / FlexConnect Group (100

Max Rogue APs 600

Max Rogue Clients 1,500

Max RFID Tags 1,500

Max APs / RF Group 500

Max AP Groups 150

Max Interface Groups 512

Max Interface / Interface 64

Group

Max VLANs 4094

Max WLANs 512

Fast Secure Roaming Clients / 14,00

PMK Cache

For more information on Cisco 2504 Wireless Controller, see the Cisco 3500 Series Wireless

Controllers.
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Cisco 5508 Wireless Controller

Cisco 5508 Wireless Controllers deliver reliable performance, enhanced flexibility, and zero service-loss
for mission-critical wireless. Interactive multimedia applications, such as voice and video, can now
perform flawlessly over the wireless network, and clients can conveniently roam with no service
interruption. Flexible licensing allows you to easily add access point support or premium software

features.

Cisco 5508 Wireless
Controller

Deployment Type Enterprise Campus and Full
Service Branch
Operational Modes All AP Modes

Maximum Scale

500 APs
7,000 Clients

AP Count Range

12 - 500

License Entitlement

CISL Based

Connectivity 8 x 1G Ethernet Ports (SFP)
Power AC (Redundant PSU Option)
Max Throughput 8 Gbps

Max FlexConnect Groups 100

Max APs / FlexConnect Group |25

Max Rogue APs 2,000

Max Rogue Clients 2,500

Max RFID Tags 5000

Max APs / RF Group 1000

Max AP Groups 500

Max Interface Groups 64

Max Interface / Interface 64

Group

Max VLANs 512

Max WLANs 512

Fast Secure Roaming Clients / 14,000

PMK Cache

For more information about the Cisco 5508 Wireless Controller, see the Cisco 5500 Series Wireless

Controllers.

i Enterprise Mobility 8.5 Design Guide


http://www.cisco.com/c/en/us/support/wireless/5500-series-wireless-controllers/tsd-products-support-series-home.html
http://www.cisco.com/c/en/us/support/wireless/5500-series-wireless-controllers/tsd-products-support-series-home.html

| Chapter2

Cisco Unified Wireless Technology and Architecture

Cisco 5520 Wireless Controller

Core Components Il

The Cisco 5520 Series Wireless LAN Controller is a highly scalable, service-rich, resilient, and flexible
platform that is ideal for medium-sized to large enterprise and campus deployments. As part of the Cisco
Unified Access Solution, the 5520 is optimized for the next generation of wireless networks, 802.11ac

Wave 2.

Cisco 5520 Wireless
Controller

Deployment Type Enterprise Campus and Full
Service Branch
Operational Modes All AP Modes

Maximum Scale

1,500 APs
20,000 Clients

AP Count Range

1 - 1,500

License Entitlement

Right to Use (EULA)

Connectivity 2 x 10G Ethernet Ports (SFP+)
Power AC (Redundant PSU Option)
Max Throughput 20 Gbps

Max FlexConnect Groups 1, 500

Max APs / FlexConnect Group (100

Max Rogue APs 24,000

Max Rogue Clients 32,000

Max RFID Tags 25,000

Max APs / RF Group 3000

Max AP Groups 1,500

Max Interface Groups 512

Max Interface / Interface 64

Group

Max VLANs 4,095

Max WLANs 512

Fast Secure Roaming Clients / 40,000

PMK Cache

For more information about the Cisco 5520 Wireless Controller, see the Cisco 5500 Series Wireless

Controller.
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Cisco Flex 7500 Wireless Controller

The Cisco Flex 7500 Wireless Controller is available in a model designed to meet the scaling
requirements to deploy the FlexConnect solution in branch networks. FlexConnect is designed to support
wireless branch networks by allowing the data to be switched locally within the branch site, while the
access points are being controlled and managed by a centralized controller. The Cisco Flex 7500 Series
Cloud Controller aims to deliver a cost effective FlexConnect solution on a large scale.

Cisco 5520 Wireless
Controller

Deployment Type Central Site Controller for Large
Number of Distributed,
Controller-less Branches
Operational Modes FlexConnect, Flex+Bridge
Maximum Scale 6,000 APs
64,000 Clients
AP Count Range 300 - 6,000

License Entitlement

Right to Use (EULA)

Connectivity 2 x 10G Ethernet Ports (SFP+) /
1 Active

Power AC/DC (Dual Redundant)

Max Throughput —

Max FlexConnect Groups 2,000

Max APs / FlexConnect Group 100

Max Rogue APs 32,000

Max Rogue Clients 24,000

Max RFID Tags 50,000

Max APs / RF Group 6000

Max AP Groups 6000

Max Interface Groups 512

Max Interface / Interface 64

Group

Max VLANs 4,095

Max WLANSs 512

Fast Secure Roaming Clients / |64,000

PMK Cache

For more information, see the Cisco Flex 7500 Series Wireless Controllers.
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The Cisco 8510 Wireless Controller is a highly scalable and flexible platform that enables
mission-critical wireless networking for enterprise and service provider deployments.

Cisco 8510 Wireless
Controller

Deployment Type Enterprise Large Campus, SP
Wi-Fi, Full Scale Branch
Operational Modes All AP Modes
Maximum Scale 6,000 APs
64,000 Clients
AP Count Range 300 - 6,000

License Entitlement

Right to Use (EULA)

Connectivity 2 x 10G Ethernet Ports (SFP+) /
1 Active

Power AC/DC (Dual Redundant)

Max Throughput 10 Gbps

Max FlexConnect Groups 2,000

Max APs / FlexConnect Group 100

Max Rogue APs 32,000

Max Rogue Clients 24,000

Max RFID Tags 50,000

Max APs / RF Group 6000

Max AP Groups 6000

Max Interface Groups 512

Max Interface / Interface 64

Group

Max VLANs 4,095

Max WLANSs 512

Fast Secure Roaming Clients / |64,000

PMK Cache

For more information about the Cisco 8510 Wireless Controller, see the Cisco 8500 Series Wireless

Controllers.
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Cisco 8540 Wireless Controller

Optimized for 802.11ac Wave?2 performance, the Cisco 8540 Wireless Controller is a highly scalable,
service-rich, resilient, and flexible platform that enables next-generation wireless networks for
medium-sized to large enterprise and campus deployments.

Cisco 8540 Wireless |Deployment Type Enterprise Large Campus, SP
Controller Wi-Fi, Full Scale Branch
Operational Modes All AP Modes
Maximum Scale 6,000 APs
64,000 Clients
AP Count Range 1 -6,000
License Entitlement Right to Use (EULA)
Connectivity 4 x 10G Ethernet Ports (SFP+)
Power AC/DC (Dual Redundant
Hot-Swappable PSU)
Max Throughput 40 Gbps
Max FlexConnect Groups 2,000
Max APs / FlexConnect Group 100
Max Rogue APs 32,000
Max Rogue Clients 24,000
Max RFID Tags 50,000
Max APs / RF Group 6000
Max AP Groups 6000
Max Interface Groups 512
Max Interface / Interface 64
Group
Max VLANs 4,095
Max WLANs 512
Fast Secure Roaming Clients / |64,000
PMK Cache

For more information about the Cisco 8540 Wireless Controller, see the Cisco 8500 Series Wireless
Controllers.
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The Cisco Wireless Services Module 2 (WiSM2) for the Catalyst 6500 Series switches ideal for
mission-critical wireless networking for medium-sized to large single-site WLAN environments where
an integrated solution is preferred. The WiSM2 helps to lower hardware costs and offers flexible
configuration options that can reduce the total cost of operations and ownership for wireless networks.

Cisco Wireless
Services Module 2
(WiSM2)

Deployment Type Enterprise Campus
Operational Modes All AP Modes
Maximum Scale 1,000 APs

15,000 Clients
AP Count Range 100 - 1,000
License Entitlement CISL Based

Connectivity Internal to Catalyst Backplane

Power AC/DC (Catalyst Chassis with
Redundant PSU Option)

Max Throughput 10 Gbps

Max FlexConnect Groups 100

Max APs / FlexConnect Group |25

Max Rogue APs 4,000

Max Rogue Clients 5,000

Max RFID Tags 10,000

Max APs / RF Group 2,000

Max AP Groups 500

Max Interface Groups 64

Max Interface / Interface 64

Group

Max VLANs 512

Max WLANSs 512

Fast Secure Roaming Clients / |15,000

PMK Cache

For more information, see the Cisco Wireless Services Module 2.
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Virtual Wireless LAN Controller

The controller allows IT managers to configure, manage, and troubleshoot up to 3000 access points and
32000 clients. The Cisco Virtual Wireless Controller supports secure guest access, rogue detection for
Payment Card Industry (PCI) compliance, and in-branch (locally switched) Wi-Fi voice and video.

Cisco Virtual
Wireless Controller
(VWLC)

Deployment Type SP Wi-Fi, Controller-less
Branches, Small Office
Operational Modes FlexConnect, Flex+Bridge

Maximum Scale

200 AP Small / 3,000 AP Large

6,000 Clients Small / 32,000
Clients Large

AP Count Range 5-200

License Entitlement Right to Use (EULA)
Connectivity 1 (Virtual)

Power Host Dependent

Max Throughput Not Applicable

Max FlexConnect Groups 200 Small / 3,000 Large

Max APs / FlexConnect Group 100
Max Rogue APs 800
Max Rogue Clients 1,500
Max RFID Tags 3,000
Max APs / RF Group 1,000
Max AP Groups 200
Max Interface Groups —
Max Interface / Interface —
Group

Max VLANs 4,094
Max WLANSs 512
Fast Secure Roaming Clients / 6,000

PMK Cache

For more information, see the Cisco Virtual Wireless Controller.

Note

The Cisco Virtual Wireless Controller is supported on industry-standard virtualization infrastructure

including VMWare’s ESXi (5.x and higher), Microsoft Hyper-V and Linux KVM. vWLC is also
supported on the Cisco Unified Computing System Express (UCS Express) platform for the second
generation of Integrated Services Routers. Amazon AWS support has been added in the 8.5 release.
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Cisco Aironet Access Points

Cisco Aironet Series wireless access points can be deployed in a distributed or centralized network for
a branch office, campus, or large enterprise. To ensure an exceptional end-user experience on the
wireless network, these wireless access points provide a variety of capabilities, including:

¢ C(Cisco CleanAir Technology—For a self-healing, self-optimizing network that avoids RF
interference.

e Cisco ClientLink 2.0 or 3.0—To improve reliability and coverage for clients.
e (Cisco BandSelect—To improve 5 GHz client connections in mixed client environments.
¢ Cisco VideoStream—Leverages multicast to improve multimedia applications.

~

Note  Cisco 1500 series MESH APs are mentioned briefly below, but this design guide does not address
wireless MESH applications or MESH deployment guidelines. For more information about the Cisco
MESH solution, see the Cisco Mesh Networking Solution Deployment Guide.

Indoor 802.11n Access Points

The following section describes the various models of Cisco indoor 802.11n APs and their capabilities
supported in the 8.1 release.

Cisco Aironet
Cisco Aironet 600 700W Series Cisco Aironet Cisco Aironet Cisco Aironet 3600

Series 1600 Series 2600 Series Series

Wi-Fi Standard |802.11a/b/g/n 802.11a/b/g/n  |802.11a/b/g/n 802.11a/b/g/n 802.11a/b/g/n/ac

Number of Dual (2.4Ghz and 5 |Dual (2.4Ghz |Dual (2.4Ghzand |Dual (2.4Ghzand |Tri (2.4Ghz and 5 Ghz)

Radios Ghz) and 5 Ghz) 5 Ghz) 5 Ghz)

Max data Rate  |300 Mbps 300 Mbps 300 Mbps 450 Mbps 450 Mbps (802.11n)
1.3Gbps (802.11ac
Module)

MIMO Radio 2x3 2x2 3x3 3x4 802.11n: 4x4

Design 802.11ac: 3x3

Spatial Streams |2 Spatial Streams 2 Spatial 2 Spatial Streams |3 Spatial Streams |3 Spatial Streams

Streams
Antennas Internal Internal 1600i Internal 2600i: Internal 3600i: Internal

1600e External 2600e: External |3600e: External
3600p: External

CleanAIR 2.0 |— — CleanAir Express |Yes Yes
ClientLink 2.0 |— — Yes Yes Yes

Cisco — BandSelect BandSelect BandSelect BandSelect
Innovations Videostream Videostream Videostream Videostream
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Cisco Aironet

Cisco Aironet 600 700W Series Cisco Aironet Cisco Aironet Cisco Aironet 3600
Series 1600 Series 2600 Series Series
Modularity USB* — — — 802.11ac Wave 1
Module
USC Small Cell Module
Wireless Security
Module (WSM)
Power AC DC, DC, 802.3afPoE |DC, 802.3afPoE |DC, 802.3afPoE,
802.3afPoE, 802.3at PoE+,
802.3at PoE+ Enhanced PoE,
Universal PoE
Interfaces 5x1G Ethernet Ports |1x1G Ethernet |1x1G Ethernet 1x1G Ethernet 1x1G Ethernet Uplink
(RJ-)45 Uplink Port Uplink Port Uplink Port Port (RJ-45)
1x1G Ethernet WAN (RJ-45) (RJ-45) (RJ-43)
Ports (RJ-45) 4x1G Ethernet
User Ports
(RJ-45)
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The Cisco Aironet 600 Series OfficeExtend Access Points provide highly secure enterprise wireless
coverage to home. These dual-band, 802.11n access points extend the corporate network to home
tele-workers and mobile contractors. The access point connects to the home’s broadband internet access
and establishes a highly secure tunnel to the corporate network so that remote employees can access data,
voice, video, and cloud services for a mobility experience consistent with that at the corporate office.
The dual-band, simultaneous support for 2.4 GHz and 5 GHz radio frequencies helps assure that
corporate devices are not affected by congestion caused by common household devices that use the 2.4
GHz band. The Cisco Aironet 600 Series OfficeExtend Access Points are purposely designed for the
teleworker by supporting secure corporate data access and maintaining connectivity for personal home
devices with segmented home traffic.

Cisco Aironet 600
Series

Wi-Fi Standard

802.11a/b/g/n

Operational Modes OfficeExtend
Number of Radios Dual (2.4GHz and 5GHz)
Max Data Rate 300 Mbps
MIMO Design 2x3

Spatial Streams 2

Max Client Count 15

Max ClientLink Count —
ClientLink 2.0 —

ClearAir —
VideoStream —
BandSelect —

Rogue AP Detection —

Adaptive WIPS —

Power AC
Antennas Internal

For more information about the Cisco Aironet 600 Series, see the Cisco Aironet 600 Series OfficeExtend

Access Point.
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Cisco Aironet 700W Series

The Cisco Aironet 700W Series offers a compact wall-plate mountable access point for hospitality and
education-focused customers looking to modernize their networks to handle today’s increasingly
complex wireless access demands.

With 802.11n dual-radio 2 x 2 Multiple-Input Multiple-Output (MIMO) technology providing at least
six times the throughput of existing 802.11a/g networks, the Cisco Aironet 700W Series offers the
performance advantage of 802.11n quality at a competitive price.

As part of the Cisco Unified Wireless Network, the 700W Series Access Point provides low total cost of
ownership and investment protection by integrating seamlessly with the existing network.

Cisco Aironet 700W
Series

Wi-Fi Standard

802.11a/b/g/n

Operational Modes Centralized, FlexConnect
Number of Radios Dual (2.4GHz and 5GHz)
Max Data Rate 300 Mbps

MIMO Design 2x2

Spatial Streams 2

Max Client Count 100 Wireless / 4 Wired
Max ClientLink Count —

ClientLink 2.0 —

ClearAir —

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3af PoE+
Antennas Internal

For more information, see the Cisco Aironet 700W Series.
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Cisco Aironet 1600 Series

The new Cisco Aironet 1600 Series Access Point is an enterprise-class, entry-level, 802.11n based
access point designed to address the wireless connectivity needs of small and medium-sized enterprise
networks.

The Aironet 1600 Series delivers great performance at an attractive price for customers, while providing
advanced functionality such as CleanAir Express for better cover through spectrum intelligence and
Clientlink 2.0 for entry level networks that have a mixed client base. In addition to these features, the
Aironet 1600 series includes 802.11n based 3x3 MIMO technology with two spatial streams, making it
ideal for small and medium-sized enterprises.

The Aironet 1600 Series also provides at least six times the throughput of existing 802.11a/g networks.
As part of the Cisco Aironet Wireless portfolio, the Cisco Aironet 1600 Series access point provides low
total cost of ownership and investment protection by integrating seamlessly with the existing network.
With an entry-level path to 802.11n migration, the Aironet 1600 Series can add capacity to the network
for future growth for expanding applications and bandwidth.

Designed with rapidly evolving mobility needs in mind, the Cisco Aironet 1600 Series Access Point
addresses the Bring-Your-Own-Device (BYOD) trend by providing advanced functionality at the right

price point.

Cisco Aironet 1600
Series

Wi-Fi Standard

802.11a/b/g/n

Operational Modes

Centralized, FlexConnect,
Indoor Mesh, OfficeExtend

Number of Radios

Dual (2.4GHz and 5GHz)

Max Data Rate 300 Mbps
MIMO Design 3x3

Spatial Streams 2

Max Client Count 128

Max ClientLink Count 32

ClientLink 2.0 Yes

ClearAir Yes — CleanAir Express
VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE
Antennas 1600i: Internal

1600e: External

For more information, see the Cisco Aironet 1600 Series.
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Cisco Aironet 2600 Series

The Cisco Aironet 2600 Series Access Point delivers the most advanced features in its class with great
performance, functionality, and reliability at a great price. The 802.11n based Aironet 2600 Series
includes 3x4 MIMO, with three spatial streams, Cisco CleanAir, ClientLink 2.0, and VideoStream
technologies, to help ensure an interference-free, high-speed wireless application experience. Next to the
Cisco Aironet 3600 Series in performance and features, the Aironet 2600 Series sets the new standard
for enterprise wireless technology.

Designed with rapidly evolving mobility needs in mind, the Aironet 2600 Series access point is packed
with more BYOD-enhancing functionality than any other access point at its price point. The new Cisco
Aironet 2600 Series sustains reliable connections at higher speeds farther from the access point than
competing solutions resulting in more availability of 450 Mbps data rates. Optimized for consumer
devices, the Aironet 2600 Series accelerates client connections and consumes less mobile device battery
power than competing solutions.

Cisco Aironet 2600 |Wi-Fi Standard 802.11a/b/g/n
Series Operational Modes Centralized, FlexConnect,
Indoor Mesh, OfficeExtend
Number of Radios Dual (2.4GHz and 5GHz)
Max Data Rate 450 Mbps
MIMO Design 3x4
Spatial Streams 3
Max Client Count 200
Max ClientLink Count 128
ClientLink 2.0 Yes
ClearAir Yes
VideoStream Yes
BandSelect Yes
Rogue AP Detection Yes
Adaptive WIPS Yes
Power DC, 802.3af PoE, 802.3af PoE+
Antennas 2600i: Internal
2600e: External

For more information, see the Cisco Aironet 2600 Series.
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Cisco Aironet 3600 Series

Delivering up to three times more coverage versus competition for tablets, smartphones, and high-
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performance laptops, the industry’s first 4x4 MIMO, three-spatial-stream access point delivers mission
critical reliability. Current solutions struggle to scale to meet demands on the wireless networks from

the influx of diverse mobile devices and mobile applications. The Cisco Aironet 3600 Series sustains

reliable connections at higher speeds further from the access point than competing solutions, resulting
in up to three times more availability of 450 Mbps rates, and optimizing the performance of more mobile

devices. Cisco Aironet 3600 Series is an innovative, modular platform that offers unparalleled

investment protection with future module expansion to support incoming 802.11ac clients with 1.3 Gbps
rates, or offer comprehensive security and spectrum monitoring and control.

Cisco Aironet 3600 Series includes Cisco ClientLink 2.0 to boost performance and range for clients and
includes Cisco CleanAir spectrum intelligence for a self-healing, self-optimizing network.

Cisco Aironet 3600
Series

Wi-Fi Standard

802.11a/b/g/n
802.11ac (with module)

Operational Modes

Centralized, FlexConnect, Indoor Mesh,

OfficeExtend

Number of Radios

Tri (2.4GHz, 5GHz and Module)

Max Data Rate

802.11n: 450 Mbps
802.11ac: 1.3Gbps

MIMO Design 802.11n: 4x4
802.11ac: 3x3

Spatial Streams 3

Max Client Count 802.11n: 200
802.11ac: 50

Max ClientLink Count 802.11n: 128

802.11ac: 7 (ECBF)

ClientLink 2.0 Yes (ECBF with 802.11ac clients)
ClearAir Yes

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3at (PoE+),

Enhanced PoE, Universal PoE (UPOE)

Antennas 3600i: Internal

3600e: External
3600p: External

For more information, see the Cisco Aironet 3600 Series.
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Indoor 802.11ac Access Points

The following section describes the various models of Cisco indoor 802.11ac APs and their capabilities
supported in the 8.1 Release.

Cisco Aironet 1850 Cisco Aironet 2700
Cisco Aironet 1700 Series |Series Series Cisco Aironet 3700 Series
Wi-Fi Standard |802.11a/b/g/n/ac (Wave |802.11a/b/g/n/ac 802.11a/b/g/n/ac 802.11a/b/g/n/ac (Wave 1)
1) (Wave 2) (Wave 1)
Number of Dual (2.4Ghz and 5 Ghz) |Dual (2.4Ghz and 5 Dual (2.4Ghz and 5 Dual (2.4Ghz and 5 Ghz)
Radios Ghz) Ghz)
Max data Rate  |867 Mbps 1.7 Gbps 1.3 Gbps 1.3 Gbps
MIMO Radio 3x3 4x4 3x4 4x4
Design
Spatial Streams |2 Spatial Streams 4 Spatial Streams (SU |3 Spatial Streams 3 Spatial Streams
MIMO)
3 Spatial Streams
(MU MIMO)
Antennas 1700i:internal 1850i Internal 2700i Internal 3700i: Internal
1850e: External 2700e External 3700e: External
3700p: External
CleanAIR 2.0  |CleanAir Express CleanAir Express Yes Yes
ClientLink 3.0 |Tx Beam Forming Tx Beam Forming Yes Yes
Cisco BandSelect Videostream |BandSelect BandSelect BandSelect
Innovations Videostream High Density StadiumVision
E{(perlence High Density Experience
Videostream .
Videostream
Modularity — USB 2.0%* — 802.11ac Wave 2 Module
USC Small Cell Module
Hyperlocation Module
Wireless Security Module
(WSM)
Power DC, 802.3afPoE,+, DC, 802.3afPoE,+, DC, 802.3afPoE,+, DC, 802.3afPoE,802.3at
Enhanced PoE Enhanced PoE Enhanced PoE PoE+, Enhanced PoE,
Universal PoE
Interfaces 1x1G Ethernet Uplink 1x1G Ethernet Uplink |1x1G Ethernet Uplink |1x1G Ethernet Uplink Port
Port (RJ-45) Port Port (RJ-45) (RJ-45)
1x1G Ethernet Aux Port (RI-}45w/AutoLAG 1x1G Ethernet Aux
(RJ-45) 1x1G Ethernet AUX |Port (RJ-45)
Port
(RJ-45)w/AutoLAG
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If you operate a small or medium-sized enterprise network, deploy the Cisco Aironet 1700 Series Access
Point for the latest 802.11ac Wi-Fi technology at an attractive price. The 1700 Series meets the growing
requirements of wireless networks by delivering better performance than 802.11n and providing key RF

management features for improved wireless experiences.

The 1700 Series supports 802.11ac Wave 1 standard capabilities. That includes a theoretical connection

rate up to 867 Mbps.

Cisco Aironet 1700
Series

Wi-Fi Standard

802.11a/b/g/n/ac (Wave 1)

Operational Modes

Centralized, FlexConnect,
Indoor Mesh, OfficeExtend

Number of Radios

Dual (2.4GHz and 5GHz)

Max Data Rate 867 Mbps
MIMO Design 3x3
Spatial Streams 2

Max Client Count 200

Max ClientLink Count

ClientLink 2.0 Yes — Transmit Beamforming
(TxBF)

ClearAir Yes — CleanAir Express

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3at PoE+,
Enhanced PoE

Antennas 1700i: Internal

1700e: External

For more information, see the Cisco Aironet 1700 Series.
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Cisco Aironet 1850 Series

Ideal for small and medium-sized networks, the Cisco Aironet 1850 Series delivers industry-leading
performance for enterprise and service provider markets through enterprise-class 4x4 MIMO,
four-spatial-stream access points that support the IEEE’s new 802.11ac Wave 2 specification. The
Aironet 1850 Series extends support to a new generation of Wi-Fi clients, such as smartphones, tablets,
and high-performance laptops that have integrated 802.11ac Wave 1 or Wave 2 support.

Cisco Aironet 1850
Series

Wi-Fi Standard

802.11a/b/g/n/ac (Wave 2)

Operational Modes

Centralized, FlexConnect

(Future)
Number of Radios Dual (2.4GHz and 5GHz)
Max Data Rate 1.7 Gbps
MIMO Design 4x4
Spatial Streams 4 (SU-MIMO)
3 (MU-MIMO)
Max Client Count 200

Max ClientLink Count

ClientLink 3.0 Yes — Transmit Beamforming
(TxBF)

ClearAir 2.0 Yes

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3af PoE+,
Enhanced PoE

Antennas 1850i: Internal

1850e: External

For more information, see the Cisco Aironet 1850 Series.
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The Cisco Aironet 2700 Series of Wi-Fi access points (APs) delivers industry-leading 802.11ac
performance at a price point ideal for plugging capacity and coverage gaps in dense indoor
environments. The Aironet 2700 Series extends 802.11ac speed and features to a new generation of
smartphones, tablets, and high-performance laptops now shipping with the faster, 802.11ac Wi-Fi radios.

The Aironet 2700 series supports 802.11ac Wave 1 in its first implementation, providing a theoretical
connection rate of up to 1.3 Gbps. That’s roughly triple the rates offered by today’s high-end 802.11n
APs. The boost helps you stay ahead of the performance and bandwidth expectations of today’s mobile
worker, who usually uses multiple Wi-Fi devices instead of just one. As such, users are adding
proportionally larger traffic loads to the wireless LAN, which has outpaced ethernet as the default
enterprise access network.

Cisco Aironet 2700
Series

Wi-Fi Standard

802.11a/b/g/n/ac (Wave 1)

Operational Modes

Centralized, FlexConnect,
Indoor Mesh, OfficeExtend

Number of Radios

Dual (2.4GHz and 5GHz)

Max Data Rate 1.3 Mbps

MIMO Design 3x4

Spatial Streams 3

Max Client Count 200

Max ClientLink Count 128

ClientLink 3.0 Yes

ClearAir 2.0 Yes

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3at PoE+,
Enhanced PoE

Antennas 2700i: Internal

2700e: External

For more information, see the Cisco Aironet 2700 Series Access Point.
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Cisco Aironet 3700 Series

With the industry’s only enterprise class 4x4 MIMO, three-spatial-stream access points that support the
IEEE’s 802.11ac Wave 1 specification, the Cisco Aironet 3700 Series delivers industry-leading
performance and a High Density (HD) experience for both the enterprise and service provider markets.
The Aironet 3700 Series extends support to a new generation of Wi-Fi clients, such as smartphones,
tablets, and high-performance laptops that have integrated 802.11ac support.

In its first implementation, 802.11ac wave 1 provides a rate of up to 1.3 Gbps, roughly triple the rates
offered by today’s high-end 802.11n access points. This provides the necessary foundation for enterprise
and service provider networks alike to stay ahead of the performance and bandwidth expectations and
needs of their wireless users.

Due to its convenience, wireless access is increasingly the preferred form of network connectivity for
corporate users. Along with this shift, there is an expectation that wireless should not slow down user’s
day-to-day work, but should enable a high-performance experience while allowing users to move freely
around the corporate environment by utilizing a purpose-built innovative Chipset with the best-in-class
RF Architecture for a HD experience.

Cisco Aironet 3700 |Wi-Fi Standard
Series

802.11a/b/g/n/ac (Wave 1)

Centralized, FlexConnect,
Indoor Mesh, OfficeExtend

Tri (2.4GHz, 5GHz and Module)

Operational Modes

Number of Radios

Max Data Rate 1.3 Mbps

MIMO Design 4x4

Spatial Streams 3

Max Client Count 200

Max ClientLink Count 128

ClientLink 3.0 Yes

ClearAir 2.0 Yes

VideoStream Yes

BandSelect Yes

Rogue AP Detection Yes

Adaptive WIPS Yes

Power DC, 802.3af PoE, 802.3at PoE+,
Enhanced PoE, Universal PoE
(UPOE)

Antennas 3700i: Internal

3700e: External
3700p: External

For more information, see the Cisco Aironet 3700 Series.
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Cisco Prime Infrastructure

Change is the new phenomenon. Mobile device proliferation, pervasive voice and video collaboration,
and cloud and data center virtualization are transforming the network as never before. Yet along with the
new opportunities comes a host of new challenges. There's the need for higher service levels, assured
application delivery, and simplified end-user experiences, while maintaining business continuity and
controlling operating expenses.

To address these challenges, IT professionals need a comprehensive solution that enables them to
manage the network from a single graphical interface and the solution is Cisco Prime Infrastructure. It
provides lifecycle management and service assurance networkwide, from the wireless user in the branch
office, across the WAN, through the access layer, and now to the data center. We call it One Management
(Figure 2-13).

Figure 2-13 Cisco Prime Infrastructure: One Management

| T

Converged management
with integrated best
practices

Assurance

End-to-end application
experience and visibility

.
Data Center

Simplified operations
management

Convergence Consolidation Cisco Advantage

Cisco Prime Infrastructure is a network management that connects the network to the device to the user
to the application, end-to-end and all in one. Its capabilities permit:

¢ Single-pane-of-glass management—Delivers a single, unified platform for day-0 and day-1
provisioning and day-n assurance. It accelerates device and services deployment and helps you to
rapidly resolve problems that can affect the end-user experience. Minimize the amount of time you
spend managing the network so you can maximize the time you spend using it to grow your business.

¢ Simplified deployment of Cisco value-added features—Makes the design and fulfillment of Cisco
differentiated features and services fast and efficient. With support for technologies such as
Intelligent WAN (IWAN), Distributed Wireless with Converged Access, Application Visibility and
Control (AVC), Zone-Based Firewall, and Cisco TrustSec 2.0 Identity-Based Networking Services,
it helps you get the most from the intelligence built-in to your Cisco devices as quickly as possible.

e Application visibility—Configures and used as a source of performance data embedded Cisco
instrumentation and industry-standard technologies to deliver networkwide, application-aware
visibility. These technologies include NetFlow, Network-Based Application Recognition 2
(NBAR?2), Cisco Medianet technologies, Simple Network Management Protocol (SNMP), and
more. The innovative coupling of application visibility and lifecycle management of Cisco Prime
Infrastructure makes it easier to find and resolve problems by providing insight into the health of
applications and services in the context of the health of the underlying infrastructure.
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Licensing Options

Note

Management for mobile collaboration—Answers the who, what, when, where, and how of wireless
access. It includes 802.11ac support, correlated wired-wireless client visibility, unified access
infrastructure visibility, spatial maps, converged security and policy monitoring and troubleshooting
with Cisco Identity Services Engine (ISE) integration, location-based tracking of interferers, rogues,
and Wi-Fi clients with Cisco Mobility Services Engine (MSE) and Cisco CleanAir integration,
lifecycle management, RF prediction tools, and more.

Management across network and compute—Delivers powerful lifecycle management and service
assurance to help you manage and maintain the many devices and services running on your
branch-office, campus, and data center networks. It provides key capabilities such as discovery,
inventory, configuration, monitoring, troubleshooting, reporting, and administration. With a single
view and point of control, it lets you reap the benefits of One Management across both network and
computer.

Centralized visibility of distributed networks—Large or global organizations often distribute
network management by domain, region, or country. Cisco Prime Infrastructure Operations Center
lets you visualize up to 10 Cisco Prime Infrastructure instances, scaling your network-management
infrastructure while maintaining central visibility and control.

Cisco Prime Infrastructure is a single installable software package with licensing options to expand and
grow functions and coverage as needed.

Lifecycle—Simplifies the day-to-day operational tasks associated with managing the network
infrastructure across all lifecycle phases (design, deploy, operation, and report) for Cisco devices
including routers, switches, access points, and more.

Assurance—Provides application performance visibility using device instrumentation as a source of
rich performance data to help assure consistent application delivery and an optimal end-user
experience.

Cisco UCS Server Management—Offers lifecycle and assurance management for Cisco UCS B- and
C-Series Servers.

Operations center—Enables visualization of up to 10 Cisco Prime Infrastructure instances from one
central management console. One license is required for each Cisco Prime Infrastructure supported
instance.

High-Availability Right to Use (RTU)—Permits high-availability configuration with one primary
and one secondary instance in a high-availability pair.

Collector—Increases the NetFlow processing limit on the Cisco Prime Infrastructure management
node. This license is used in conjunction with the Assurance license.

Ready-to-use gateway RTU—Entitles you to deploy a separate gateway for use with the ready-to-use
feature, where new devices can call in to the gateway to receive their configuration and software
image.

Cisco Prime Infrastructure 2.2 is available for new customers, and upgrade options are available for
existing customers running on prior versions. Upgrade options are also available for Cisco Network
Control System (NCS), Cisco Wireless Control System (WCS), and Cisco Prime LAN Management
Solution (LMS) customers. For details refer to:
http://www.cisco.com/c/en/us/products/cloud-systems-management/prime-infrastructure/datasheet-listi
ng.html.
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Cisco Prime Infrastructure 2.2 is available for purchase as a virtual or physical appliance. The virtual
appliance can be installed on top of VMware’s industry-standard hypervisor and is available in multiple
versions to support networks of different sizes. A physical appliance is also available for large network
deployments, when dedicated CPU and memory resources are required.

e Physical Appliance (Second Generation)—Based on the Cisco UCS C220 M4 Rack Server.
e Virtual Appliance—ESXi Version 5.0, 5.1 or 5.5.

Table 2-3 provides a scaling matrix for Cisco Prime Infrastructure 2.2 for both the virtual and physical

appliances:
Table 2-3 Cisco Prime Infrastructure 2.2 Scaling Matrix
Express
Express Plus Standard |Pro Physical | Physical
Virtual Virtual Virtual Virtual Appliance |Appliance
Parameter Appliance |Appliance |Appliance |Appliance |(Gen 1) (Gen 2)
Devices |Max Unified 300 2,500 5,000 20,000 5,000 20,000
APs
Max 300 500 3,000 3,000 3,000 3,000
Autonomous
APs
Max WLAN 5 25 500 1,000 500 1,000
Controllers
Max Wired 300 1,000 6,000 13,000 6,000 13,000
Max NAMs 5
Max Devices 1,000 4,000 15,000 20,000 15,000 20,000
Clients Max Wired 6,000 50,000 50,000 5=20,000 |15,000 20,000
Clients
Max Wireless 4,000 30,000 75,000 200,000  |75,000 200,000
Clients
Transient 1,000 5,000 25,000 40,000 25,000 40,000
Wireless Clients
(Clients / 5 min
Interval)
Monitori |Sustained 100 100 300 1,000 300 1,000
ng Events/Sec
Netflow 3,000 3,000 16,000 80,000 16,000 80,000
(Flows/Sec)
Max Interfaces |12,000 50,000 250,000 350,000 250,000 350,000
Max.NAM Data |5 5 20 40 20 40
Poling Enabled
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Table 2-3 Cisco Prime Infrastructure 2.2 Scaling Matrix
Express
Express Plus Standard |Pro Physical |Physical
Virtual Virtual Virtual Virtual Appliance |Appliance
Parameter Appliance |Appliance |Appliance |Appliance |(Gen 1) (Gen 2)
System  |Max Sites / 200 500 2,500 2,500 2,500 2,500
Campus
Max Groups 50 100 150 150 150 150
Max Virtual 100 500 1,200 1,200 1,200 1,200
Domains
Max GUI 5 10 25 50 25 50
Clients
Max API Clients |2 2 5 5 5 5
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High Availability

The following section provides an overview of the High Availability (HA) deployment options available
for a Cisco Unified Wireless Network.

AP / Client Failover

N+1 Wireless Controller Redundancy

WLC redundancy has been around for a long time and is well understood. Redundancy is provided by
deploying multiple controllers on the network which provide backup and share load. Each AP is
configured with the IP address and name of their preferred primary, secondary and tertiary WLCs. If a
APs primary WLC becomes unreachable, the AP will failover to its configured secondary WLC (and so
forth). This redundancy model is called N+1 meaning an extra WLC is available to support the APs and
load if one (or more) of the primary WLCs becomes unreachable (see Figure 2-14).

Figure 2-14 N+1 Wireless Controller Redundancy
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AP Count: 250 AP Count: 250
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The N+1 redundancy model requires additional permanent AP licenses are purchased for each backup
WLC. A backup WLC can either be dedicated for redundancy or support APs during normal operation.
Each WLC is managed independently and does not share configuration. The necessary WLANs, AP
Groups and RF Groups must be defined on each backup WLC to ensure seamless operation during a
failure.

The example shown in Figure 2-14 demonstrates a simple N+1 deployment with two WLCs each
supporting 250 x APs during normal operation. To provide redundancy each WLC has 500 permanent
AP licenses installed to ensure that all of the APs are supported in the event that one of the WLCs
becomes unreachable. APs connected to WLC-1 are configured to use WLC-2 as their secondary WLC
while APs connected to WLC-2 are configured to use WLC-1 as their secondary WLC.
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Note  For large deployments, if the preferred WLCs are unavailable or over-subscribed, the AP chooses another
WLC from the list of WLCs within the mobility group learned in the CAPW AP discover response that is
the least-loaded WLC.

N+1 HA Wireless Controller Redundancy

The N+1 HA feature builds upon the N+1 redundancy model by allowing a single WLC to be deployed
as a backup for multiple primary WLCs. As previously mentioned an N+1 deployment requires
additional AP licenses to be purchased for the backup WLCs which are unused during normal operation.
With an N+1 HA deployment a HA-SKU WLC is deployed as the backup WLC for multiple primary
WLCs without any additional permanent AP licenses being required (seeFigure 2-15).

Figure 2-15 N+1 HA Wireless Controller Redundancy
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deployments. WLC redundancy can be provided within the same campus/site or between geographically
separate data centers. The HA WLC is managed independently and does not share configuration with the
primary WLCs. Each WLC needs to be configured and managed separately. The necessary WLANs, AP
Groups and RF Groups must be defined on the HA WLC to ensure seamless operation during a failover.

If a primary WLC becomes unreachable or fails, the affected APs failover to the HA WLC. A HA WLC
is only licensed to support APs for up to 90-days. As soon as an AP joins the HA WLC a 90-day timer
will start. A warning message will be displayed if APs are still present on the HA WLC after the 90-day
interval expires. A HA WLC can only be used as a secondary WLC for 90 days without a warning
message.

The example shown in Figure 2-15 demonstrates a simple N+1 HA deployment for a 500 AP
deployment. Both of the primary WLCs have 250 permanent AP licenses installed. The HA WLC model
is selected to initially support 500 APs and provide room for future growth. APs connected to WLC-1
and WLC-2 are configured to use WLC-BACKUP as their secondary WLC.
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HA-SKUs are available for the 2500 series, 5500 series, 7500 series, 8500 series wireless controllers as
well as the WiSM2. An N+1 HA deployment can consist of WLCs of different models (for example 5508
WLCs operating as primary and a 5520 WLC HA-SKU operating as a backup.

N+1 HA on vWLC is supported on release 8.4 and higher.

HA Stateful Switchover Wireless Controller Redundancy

Both the N+1 and N+1 HA redundancy architectures discussed in the previous sections provide AP
failover in the event that a primary WLC becomes unreachable. Both architectures impact wireless
services while APs detect that their primary WLC is unreachable and failover to their secondary or
tertiary WLC. To provide HA without impacting service, there needs to be support for seamless
transition of both APs and clients between WLCs. The WLCs implement both AP stateful switchover
(AP SSO) and client stateful switchover (Client SSO) to provide zero client service downtime and
prevent SSID outages during a WLC failover.

HA stateful switchover (SSO) is the recommended HA deployment architecture for a CUWN. This
design builds upon the N+1 HA architecture where two WLCs are deployed as a 1:1 primary / secondary
pair. The current configuration as well as AP and client state information is automatically synchronized
between the primary and secondary peers. For most deployments the primary WLC has the permanent
AP licenses installed while the secondary WLC is a HA-SKU (see Figure 2-16).

During normal operation the primary WLC assumes an active role while the secondary WLC assumes a
standby-hot role. After a switchover, the secondary WLC assumes the active role and the primary WLC
assumes the standby-hot role. After subsequent switchovers, the roles are interchanged between the
primary and secondary WLCs. The WLCs exchange UDP keep-alive packets through their redundancy
management interfaces (RMI) to check peer and management gateway reachability.

Once HA-SSO is enabled all configuration is performed on the active WLC which is automatically
synchronized to the standby-hot WLC. No configuration can be performed on the CLI or Web-UI on the
standby-hot WLC. Firmware images are also distributed to the standby-hot WLC.
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Figure 2-16 HA-SSO Wireless Controller Redundancy

Synchronization;

= Configuration

= Firmware Upgrades

= Client Database

* Internal DHCP Server
= Sleeping Client Timers
= AP Radio CAC Statistics

Y

Primary WLC
(Active)

Secondary WLC
(Standby-Hot)

Redundancy
Port

Active CAPWAP Tunnel R ——

Note  For additional details please see the “High Availability (SSO) deployment guide” at:
http://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-1/HA_SSO_DG/High_Availability
_DG.html.

The HA-SSO architecture consists of both AP and client SSO which combine to provide sub-second
failure detection and failover without impacting wireless services to clients. AP SSO was initially
introduced in release 7.3 while client SSO was introduced in release 7.5:

e AP SSO - Allows the APs to establish a CAPWAP tunnel with the active WLC and share a mirror
copy of the AP database with the standby-hot WLC. The APs do not go into a CAPWAP discovery
state during a failover. There is only one CAPWAP tunnel maintained at a time between the APs and
the WLC that is in an active state. The overall goal for AP SSO is to reduce downtime in wireless
networks due to failure conditions that may occur such as a WLC or network failover.

e Client SSO - To provide seamless failover without impacting service, there needs to be support for
seamless transition of both clients and APs from the active WLC to the standby-hot WLC. With
Client SSO, a client's information is synchronized to the standby-hot WLC when the client
associates to the active WLC or the client’s parameters change. All fully authenticated clients are
synced to the standby-hot WLC and thus, client re-association is avoided during a switch over
making the failover seamless for the APs as well as for the clients. This results in zero client service
downtime and no SSID outages.
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AP and client SSO is supported by the 3504, 5500 series, 7500 series and 8500 series WLCs as well as
the Wireless Services Module 2. Each appliance based WLC supports a dedicated redundancy port while
the WiSM2 implements a redundancy VLAN. The redundancy port is used to exchange keep-alive
messages as well as synchronize configuration and state information. Redundancy ports are either be
directly connected or indirectly connected through an intermediate layer 2 network. Table 2-4 provides
a summary of HA SSO support for each model of WLC:

Table 2-4 HA-SSO Support by Controller Platform

Platform Redundancy Port AP SS0O Client SSO

Cisco 2504 Wireless No No No

Controller

Cisco 3504 Wireless Yes Yes(8.5 and above) Yes(8.5 and above)
Controller

Cisco 5508 Wireless Yes Yes (7.3 and above) Yes (7.5 and above)
Controller

Cisco 5520 Wireless Yes Yes (8.1 and above) Yes (8.1 and above)
Controller

Cisco Flex 7500 Wireless Yes Yes (7.3 and above) Yes (7.5 and above)
Controller

Cisco 8510 Wireless Yes Yes (7.3 and above) Yes (7.5 and above)
Controller

Cisco 8540 Wireless Yes Yes (8.1 and above) Yes (8.1 and above)
Controller

Cisco Wireless Services Yes-VLAN Yes Yes

Module 2

Virtual Wireless Controller No No No

(VWLC)

~

Note

The implementation of AP and Client SSO is dependent on the software release operating on the primary
and secondary WLCs and cannot be independently configured. For example if HA is enabled and both
WLCs support 8.1, both AP SSO and Client SSO will be implemented.

Redundancy Port / VLAN Configurations

A redundancy port / VLAN is mandatory for HA-SSO deployments and are used to synchronize
configuration / state as well as exchange keep-alive packets. A redundancy port / VLAN is also used for
role negotiation. Appliance based WLCs such as the 3504, 5500 series, 7500 series and 8500 series
controllers implement a dedicated Ethernet redundancy port while the WiSM2 implements a redundancy
VLAN.

In release 7.5 and above, the redundancy ports for appliance based WLCs can be interconnected via a
dedicated Ethernet cable or indirectly connected at layer 2 over intermediate switches using a dedicated
non-routable VLAN. Direct connections with fiber over media converters is also supported. Figure 2-17
demonstrates the supported redundancy port connection options.
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Figure 2-17 Redundancy Port Interconnections
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For WiSM-2 based deployments, HA-SSO is supported for both single chassis and multiple chassis
deployments. Multi chassis deployments are supported using VSS or by extending the redundancy
VLAN. The redundancy VLAN must be dedicated and non-routable. Figure 2-18 demonstrates the
chassis deployment options.

Figure 2-18 WiSM2 Redundancy VLAN
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Considerations
When connecting redundancy ports or VLANSs over an intermediate L2 network, the following
considerations must be met:

e The round trip time (RTT) latency between the peers must be 400 milliseconds or less (80
milliseconds by default). The RTT is 80% of the keepalive timer which is configurable in the range
of 100 (default) — 400 milliseconds. A higher RTT requires the keepalive timer to be increased.

A minimum of 60 Mbps of bandwidth is required between the peers.

A minimum 1,500 byte MTU path is required between the peers.

Topologies

The following section provides an overview of the typical topologies used when deploying HA-SSO
within a Cisco Unified Wireless Network (CUWN). For simplicity each example shows appliance based
WLCs with their redundancy ports directly connected. Each topology also applies to WiSM2
deployments.

For each of the below designs, the Catalyst distribution switches provide a boundary between the
wireless services block and core layers. This boundary provides two key functions for the LAN. On the
Layer 2 side, the distribution layer creates a boundary for spanning tree protocol (STP), limiting
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propagation of Layer 2 faults. On the Layer 3 side, the distribution layer provides a logical point to
summarize IP routing information when it enters the network. The summarization reduces IP route tables
for easier troubleshooting and reduces protocol overhead for faster recovery from failures.

Standalone Distribution Switch

The topology shown in Figure 2-19 demonstrates a HA-SSO pair of WLCs that are connected to a
standalone Catalyst switch within the wireless services block. Redundancy is provided by deploying
multiple line cards or switches to form a resilient stack. This design provides minimum protection
against network and hardware failures as a complete chassis or stack failure will result in the HA-SSO
WLCs being isolated from the rest of the network.

Figure 2-19 HA-SSO with a Standalone Distribution Switch
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Fort-Channels
(All VLANs 802.1Q Tagged)

The above architecture also applies to WiSM2 deployments. The equivalent WISM2 design consisting
of a single Catalyst 6500 series chassis with two WiSM2 modules installed.

Multilayer Distribution Switches

The topology shown in Figure 2-20 demonstrates a HA-SSO pair of WLCs that are connected to a pair
of Catalyst switches within the wireless services block implementing a multilayer design. As the
Catalyst switches in this topology example are layer 3 connected, this results in a more complex design
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as the wireless management and wireless user VLANs must be extended between the Catalyst switches.
This results in a looped multilayer architecture that requires a spanning tree protocol and a first-hop
routing protocol:

e With this architecture you cannot implement routed ports or a routed port-channel between the
Catalyst switches. Instead a link-local VLAN with switched virtual interfaces (SVIs) must be used.
This allows the wireless VLANS to be extended between the Catalyst switches while maintaining a
multilayer design.

e For loop prevention spanning tree protocol (STP) must be enabled for each of the wireless VLANSs.
The Catalyst switch connected to the primary WLC must be configured as the STP root bridge for
each VLAN.

¢ First-hop router redundancy such as HSRP must be enabled and configured for each wireless VLAN.
The distribution switch connected to the primary WLC must be configured as the HSRP primary for
each VLAN.

During normal operation the Catalyst switch connecting to the active WLC is the first-hop router for
each of the wireless management and wireless user VLANSs. This minimizes the traffic that crosses the
link between the pair of Catalysts switches as it is both the STP root and the HSRP primary. If the
primary Catalyst switch fails, HA-SSO will failover to the standby-hot WLC. If the primary Catalyst
switch loses connectivity to the core network, a HA-SSO failover will not occur as the primary WLC can
still communicate with the standby-hot WLC through the port-channel established between the two
Catalyst switches.

Figure 2-20 HA-SSO with Multilayer Distribution Switches
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Note  The above architecture also applies to WiSM2 deployments. The equivalent WISM2 design consisting
of two Catalyst 6500 series chassis configured for multilayer operation each with a WiSM2 module
installed.
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VSS Distribution Switches

The topology shown in Figure 2-21 demonstrates a HA-SSO pair of WLCs that are connected to a VSS
pair of distribution switches within the wireless services block and is the recommended design. This
design minimizes the traffic that crosses the virtual switch link between the Catalyst switches in the VSS
pair during normal operation, because both the active and standby-hot WLCs have ports connected to
both switches. This design also avoids a switchover from the active WLC to the standby-hot WLC in the
event of a switch failure within the VSS pair. However, in the event of a switch failure within the VSS
pair, the number of ports connected to the active WLC would be reduced by half.

Figure 2-21 HA-SSO using VSS
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Note  The above architecture also applies to WiSM?2 deployments. The equivalent WISM?2 design consisting of
two Catalyst 6500 series chassis in a VSS configuration each with a WiSM2 module installed.

Considerations

When implementing HA-SSO, the following considerations should be made:

e The Catalyst switches should be configured and deployed following Cisco recommended best
practices as outlined in the published Cisco Validated Designs (CVDs) available at:
http://www.cisco.com/c/en/us/solutions/enterprise/design-zone/index.html.

e HA-SSO failover times are dependent on the convergence times introduced by routing protocol,
spanning tree protocol and first-hop router redundancy protocol.

e The wireless management, wireless user VLANs should be 802.1Q tagged between the Catalyst
switches and the WLCs.

e It is recommended that the HA-SSO WLCs be connected to the Catalyst switches using link
aggregation (LAG). The WLC ports should be distributed between ports on different line cards
within a chassis or switches within a resilient stack. If VSS is deployed the WLC ports can be
distributed between both Catalyst switches.
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The channel mode for the port-channel on the neighboring Catalyst switch or VSS connecting to the
WLCs must be set to mode on (static). The WLC software release 8.1 does not support LACP or
PaGP protocols.

When connecting HA-SSO WLCs to multilayer distribution switches:

The wireless management and user VLANs are 802.1Q tagged between the Catalyst distribution
switches. This will result in a multilayer looped design.

For loop prevention it is recommended that rapid spanning tree protocol be enabled for the wireless
management and wireless user VLANs. The Catalyst switch is connected to the primary WLC
during normal operation should be configured as the STP root bridge for each wireless VLAN.

A first-hop routing protocol such as HSRP must be enabled for the wireless management and user
VLANSs. The Catalyst switch that is connected to the primary WLC during normal operation should
be configured as the HSRP primary for each wireless VLAN.

Appliance based WLC redundancy ports can be directly connected or indirectly connected at layer
2. If indirectly connected it is recommended that you extend a dedicated non-routable 2 VLAN
between each of the Catalyst switches.

If the redundancy ports are extended over an intermediate L2 network, the latency, bandwidth and
MTU requirements outlined in the previous section must be followed.

HA-SSO and N+1 Redundancy

For large Cisco Unified Wireless Network (CUWN) deployments both HA-SSO and N+1 redundancy
can be combined to provide AP failover in the event that SSO-HA WLCs become unreachable

(Figure 2-22). This is the recommended design for a large CUWN deployment where different HA-SSO
pairs are assigned to service APs within a defined geography such as buildings or floors.

The configuration works exactly the same as an N+1 HA deployment where the APs are configured with
primary, secondary and tertiary WLCs. The APs primary WLC is configured as their assigned HA-SSO
WLC pair, while the secondary (and optionally the tertiary) WLC can be configured as a separate
HA-SSO WLC pair or a standalone WLC. The APs will only failover to the secondary WLC if both the
active and standby-hot WLCs in the primary HA-SSO pair become unreachable. Failover to the
secondary or tertiary WLCs is stateless.
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Figure 2-22 HA-SSO and N+1 Redundancy
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The Fast restart enhancement aims to reduce network and service downtime by up to 73% when making
changes to the following features:

¢ LAG Configuration Change

e Mobility Mode Change

e  Web-Auth Certificate Change
¢ C(Clear Configuration

Without fast restart, the above changes required a full system restart. Fast restart feature is supported on
the Cisco WLC 3504, WLC 5520, 7510, 8510, 8540 and vWLC starting release 8.1. It can be invoked
using the CLI by issuing the Restart command or by clicking Save and Restart within the Web-UI.

Link Aggregation (LAG)

Link aggregation (LAG) is a partial implementation of the 802.3ad port aggregation standard. When
enabled LAG bundles all of the WLCs Ethernet ports into a single 802.3ad port-channel providing
additional bandwidth and fault-tolerance between the WLC and its neighboring switch. If any of the
WLC ports or connections fail, traffic is automatically migrated to one of the other remaining Ethernet
ports in the bundle. As long as at least one Ethernet port is functioning, the wireless system continues to
operate, APs remain and clients are able to send and receive data.

LAG is a globally enabled on the WLC (Figure 2-23) and is supported by the Cisco WLC 2504, WLC
3504, 5508, 5520 and 8540. When you enable LAG all Ethernet ports will participate in the bundle. The
WLC requires an immediate full system reboot or fast restart to enable LAG.
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Figure 2-23 LAG Mode

cisco MONITOR  WLANs CONTROLLER WIRELESS SECURITY MAMAGEMENT COMMANDS HELP FEEDBAC
Controller General
General r
Name wic-home |
Inventory :
802.3x Flow Control Mode Disabled w
Interfaces ) _
LAG Made on next reboot Dizabled {LAG Mode is currently disabled).
Interface Groups
8 Broadcast Forwarding DTESOTES W
Multicast
AP Multicast Mode £ Multicast w| 239.152.100.14  Multicast Group Address

b Internal DHCP Server
» Mobility Management

Considerations

AP IPvE Multicast Mode £ Eylrimt W 1PvE Multicast Group Addr

When implementing LAG, the following considerations should be made:

A Cisco WLC does not send CDP advertisements on a LAG interface.

All WLC Ethernet ports in the LAG must operate at the same speed. You cannot mix Gigabit and
10Gigabit ports.

The channel mode for the port-channel on the neighboring Catalyst switch or VSS connecting to the
WLCs must be set to mode on (static). The WLC software release 8.1 does not support LACP or
PaGP protocols.

You cannot separate the WLC Ethernet ports into separate LAG groups.

Only one AP-manager interface is supported as all Ethernet ports are bundled into a single logical
port.

When you enable LAG, all dynamic AP-manager interfaces and untagged interfaces are deleted, and
all WLANS are disabled and mapped to the management interface. The management, static
AP-manager, and VLAN-tagged dynamic interfaces are assigned to the LAG port.

When you enable LAG, the WLC sends packets out on the same port on which it received them. If
a CAPWAP packet from an AP enters the controller on physical port 1, the WLC removes the
CAPWAP wrapper, processes the packet, and forwards it to the network on physical port 1.
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Mobility Groups, AP Groups, RF Groups

Within the Cisco Unified Wireless Network there are three important group concepts:
e Mobility groups
e AP groups
e RF groups

The following sections describe the purpose and application of these groups within the Cisco Unified
Wireless Network.

Mobility Groups

A mobility group is a set of controllers, identified by the same mobility group name that defines the
realm of seamless roaming for wireless clients. By creating a mobility group, you can enable multiple
WLCs in a network to dynamically share essential client, AP and RF information as well as forward data
traffic when inter-controller or inter-subnet roaming occurs. WLCs in the same mobility group can share
the context and state of client devices as well as their list of access points so that they do not consider
each other’s access points as rogue devices. With this information, the network can support
inter-controller wireless LAN roaming and controller redundancy.

A mobility group forms a mesh of authenticated tunnels between member WLCs, thereby allowing any
WLC to directly contact another WLC within the group, as shown in Figure 2-24.
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Figure 2-24
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In release 8.0 and above, mobility tunnels can be established between WLC peers using either Internet
Protocol version 4 (IPv4) or Internet Protocol version 6 (IPv6). The implementation of IPv4 or IPv6

tunnels is driven by the mobility configuration defined for each peer. Table 2-5 lists the protocol and
ports implemented for each mobility tunnel version:

Table 2-5 Mobility Tunnel Protocols and Ports

Internet

Protocol IP Protocol DST Port Description

Version 4 17 (UDP) 16,666 IPv4 Mobility Tunnel Control Channel
97 (EITHERIP) |- IPv4 Mobility Tunnel Data Channel

Version 6 17 (UDP) 16,666 IPv6 Mobility Tunnel Control Channel
17 (UDP) 16,667 IPv6 Mobility Tunnel Data Channel
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Mobility Group Considerations

Creating a mobility group is simple and well documented. However, there are a few important
considerations to keep in mind:

Up to 24 x WLCs (any model) can be assigned to a single mobility group. A maximum of 144,000
APs are supported in a single mobility group (24 WLCs x 6,000 APs = 144,000 APs). An enterprise
deployment can consist of more WLCs and APs, however they must be configured as members of a
different mobility group.

The WLCs do not have to be of the same model or type to be a member of a mobility group, however
each member should be running the same software version.

While mobility groups can function with software differences between members, Cisco strongly
recommends you use a common software version to ensure feature and functional parity across the
Cisco Unified Wireless Network deployment.

If WLCs with switchover (SSO) are deployed, each WLC SSO pair is considered a single mobility
peer.

A mobility group requires all WLCs in the group to use the same virtual IP address.

Each WLC must use the same Mobility Domain name and be defined as a peer in each other’s Static
Mobility Members list. The exception to this rule are when guest anchors are deployed where Cisco
recommends deploying a separate Mobility Group for the guest anchors.

For a wireless client to seamlessly roam between mobility group members (WLCs), a given WLAN
SSID and security configuration must be consistent across all WLCs comprising the mobility group.

As a Cisco best practice it is recommended that you enable the Multicast Mobility feature on all
members of the mobility group. This feature requires a common Local Group Multicast IPv4
Address to be defined on each mobility group member.

Mobility Group Applications

Mobility groups are used to help facilitate seamless client roaming between APs that are joined to
different WLCs. The primary purpose of a mobility group is to create a virtual WLAN domain (across
multiple WLCs) in order to provide a comprehensive view of a wireless coverage area.

The use of mobility groups are beneficial only when a deployment comprises of overlapping coverage
established by two or more APs that are connected to different WLCs. A mobility group provides no
benefit when two APs, associated with different WLCs, are in different physical locations with no
overlapping (contiguous) coverage between them. For example roaming between a campus and branch
or between two or more branches.
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Figure 2-25 Mobility Group Example
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Mobility Group Exceptions

The Cisco Unified Wireless Network solution offers network administrators the ability to define static
mobility tunnel (auto anchor) relationships between an anchor WLC and other WLCs in the network.
This option, among other things, is used when deploying wireless guest access and BYOD services.

If the auto anchor feature is used, no more than 71 WLCs can be mapped to a designated anchor WLC.
Foreign WLCs do not, by virtue of being connected to the auto anchor, establish mobility relationships
between each other. The anchor WLC must have a static mobility group member entry defined for each
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foreign WLC where a static mobility tunnel is needed. The same is true for each foreign WLC where a
static mobility tunnel is being configured; the anchor WLC must be defined as a static mobility group
member in the foreign WLC.

A WLC can be member of only one mobility group for the purpose of supporting dynamic
inter-controller client roaming. A WLC that is configured as an auto anchor does not have to be in the
same mobility group as the foreign WLCs. It is possible for a WLC to be a member of one mobility group
while at the same time, act as an auto anchor for a WLAN originating from foreign WLCs that are
members of other mobility groups. For a discussion on mobility anchor configuration, see, Chapter 10,
“Cisco Unified Wireless Network Guest Access Services.”

An AP group is logical grouping of APs within a geographic area such as a building, floor or remote
branch office that share common WLAN, RF, Hotspot 2.0 and location configurations. AP groups are
useful in a Cisco Unified Wireless Network deployment as they allow administrators to assign specific
configurations to different groups of APs. For example AP groups can be used to control which WLANs
are advertised in different buildings in a campus, the interface or interface groups WLAN clients are
assigned or the RRM and 802.11 radio parameters for radios in specific coverage areas to support
high-density designs.

Supported AP group specific configurations include:
e CAPWAP Preferred Mode — Used to determine if the AP prefers IPv4 or IPv6 CAPWAP modes.
e NAS-ID - Used by the WLC for RADIUS authentication and accounting.
e WLAN - WLAN assignments, interface / interface group mappings and NAC state
e RF Profile Assignments — 802.11, RRM, high density and client load balancing configurations.
e Hotspot 2.0 — 802.11u venue configuration and languages.
e Location — HyperLocation configuration.

By default each AP is automatically assigned to a default AP group named “default-group” and WLANSs
IDs (1-16) map to this default group. WLANSs with IDs greater than 16 require a custom AP group to be
defined. When customized AP groups are defined on a WLC, the APs must be manually assigned to the
AP group.

AP groups do not allow multicast roaming across group boundaries. For more information, see:
http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/Mobility/emob4 1dg/emob4 1dg-wrapper/ch
5_QoS.html.

Table 2-6 Cisco Wireless Controller AP Group scaling (by platform)
Controller Platform Max AP Groups | Max APs per AP Group

Cisco 2504 Wireless Controller 75 75

Cisco 3504 Wireless Controller 150 150

Cisco 5508 Wireless Controller 500 500

Cisco 5520 Wireless Controller 1,500 1,500

Cisco Flex 7500 Wireless Controller 6,000 6,000
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Table 2-6 Cisco Wireless Controller AP Group scaling (by platform)
Controller Platform Max AP Groups | Max APs per AP Group

Cisco 8510 Wireless Controller 6,000 6,000

Cisco 8540 Wireless Controller 6,000 6,000

Cisco Wireless Services Module 2 1,000 1,000

Cisco Virtual Wireless Controller 3,000 3,000

AP Group Considerations

Creating an AP group is simple and well documented. However, there are a few important considerations
to keep in mind:

If an AP does not belong to an AP group, it is assigned to the default AP group named
“default-group” and will inherit any configurations applied to that group.

As a Cisco best practice it is recommended that the customized AP group configurations on the
primary, secondary and tertiary WLCs be consistent. If an AP joins a WLC with an undefined AP
group name, the AP maintains its assigned AP group (NVRAM) but will inherit any configurations
applied to the default-group. This can result in misconfigured APs and an undesirable user
experience.

Suppose that the interface mapping for a WLAN in the AP group table is the same as the WLAN
interface. If the WLAN interface is changed, the interface mapping for the WLAN in the AP group
table also changes to reflect the new WLAN interface.

Suppose that the interface mapping for a WLAN in the AP group table is different from the one
defined for the WLAN. If the WLAN interface is changed, then the interface mapping for the WLAN
in the AP group table does not change to the new WLAN interface.

If you clear the configuration on a controller, all of the AP groups (except the AP group named
“default-group”) will disappear.

The default access point group can have up to 16 WLANSs associated with it. The WLAN IDs for the
default access point group must be less than or equal to 16. If a WLAN with an ID greater than 16
is created in the default access point group, the WLAN SSID will not be broadcasted. All WLAN
IDs in the default access point group must have an ID that is less than or equal to 16. WLANSs with
IDs greater than 16 require a custom AP group to be defined.

The OfficeExtend 600 Series access point supports a maximum of two WLANSs and one remote
LAN. If you have configured more than two WLANSs and a remote LAN on the WLC, you must
assign the Office Extend 600 Series APs to a customized AP group. The support for two WLANs
and one remote LAN still applies to the default AP group. Additionally the WLAN/remote LAN ids
must be lower than 8.

All OfficeExtend access points should be in the same AP group, and that AP group should contain
no more than 15 WLANSs. A controller with OfficeExtend access points in an access point group
publishes only up to 15 WLANS to each connected OfficeExtend access point because it reserves
one WLAN for the personal SSID.

Cisco recommends that you configure all FlexConnect APs (in the same branch / site) in the same
AP group and FlexConnect group. This ensures that all the APs at a site inherit the correct
WLAN-VLAN mappings.

Enterprise Mobility 8.5 Design Guide
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AP Group Applications

AP groups can be used to solve several business challenges within a Cisco Unified Wireless Network.
This section provides some common use-cases where AP groups can solve these problems:

¢ Controlling which WLANSs are advertised by APs within specific geographic locations. For example
in a campus deployment separate AP groups can be employed to only advertise a guest WLAN in
public areas vs. campus wide. For retail deployments AP groups can be employed to advertise
unique SSIDs for different brands stores (mergers and acquisitions) or to provide guest Wi-Fi
services to subsets of retail stores.

As shown in Figure 2-26 a WLC supporting remote FlexConnect APs has been configured with three
separate AP groups to support remote retail stores of different brands and client support. Stores 1 and 3
are the same brand and both share a common corporate SSID, however a separate AP group is required
for store 3 as this store it offers guest Wi-Fi to patrons which is not yet available in store 1.

Store 2 is a different brand that implements a different corporate SSID. A separate AP group is required

to support store 2 as the client devices in the store have not yet been migrated to the standard corporate
SSID.

Figure 2-26 AP Groups for WLAN Assignments
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e Reducing broadcast domain sizes by mapping WLAN clients to different interfaces or interface
groups within a WLC. For example in a campus deployment, AP groups can be employed to map

WLAN clients in separate buildings or floors to separate interfaces or interface groups on a single
WLC.
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As shown in Figure 2-27, a WLC has three dynamic interfaces configured, each with a site-specific
VLAN (VLANSs 22, 32 and 42). Each site-specific VLAN and associated APs are mapped to the same
WLAN SSID using AP groups. A corporate user associating to the WLAN on an AP in the AP group
corresponding to VLAN 22 is assigned an IP address on the VLAN 22 subnet. Likewise, a corporate user
associating to the WLAN on an AP in the AP group corresponding to VLAN 32 is assigned an IP address
on the VLAN 32 subnet and so on. Roaming between the site-specific VLANSs is handled internally by
the WLC as a Layer 3 roaming event and because of this the wireless LAN client maintains its original
IP address.

Figure 2-27 AP Groups for Interface / Interface Group Assignments
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e Optimizing the RF environment within geographic locations to support different client densities.

APs in coverage areas can be assigned different RF profiles optimized to support different client
needs or densities.
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As shown in Figure 2-28, a WLC has been configured with two AP groups to support different AP and
client densities. One AP group is configured for APs and clients deployed in a typical density while the
second AP group is configured to support APs and clients in a high density.

Figure 2-28 VAP Groups for RF Optimization & Client Densities
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e Migrating APs from Internet Protocol version 4 (IPv4) to Internet Protocol version 6 (IPv6). AP
groups can be employed to switch the APs CAPWAP preferred mode from IPv4 to IPv6 as individual
buildings or sites are transitioned.

As shown in Figure 2-29, a WLC has been configured with two AP groups to aid in the transition from
IPv4 to IPv6. Each AP group is configured with a specific CAPWAP preferred mode that determines the
IP Protocol used by the APs when joining a WLC.
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Figure 2-29 AP Groups for IPv6 Migrations
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RF Groups

An RF group is a logical collection of Cisco WLCs that coordinate to perform RRM in a globally
optimized manner to perform network calculations on a per-radio basis. An RF group exists for each
802.11 network type. Clustering Cisco WLCs into a single RF group enable the RRM algorithms to scale
beyond the capabilities of a single Cisco WLC. Controller software can scale to support up to 20 WLCs
and 6,000 APs in an RF group.

RF Groups and RRM is discussed in more detail in Chapter 3, WLAN RF Design Considerations” but
can be summarized as follows:

e CAPWAP APs periodically send out neighbor messages over the air that includes the WLC IP
address and a hashed message integrity check (MIC) derived from a timestamp and the BSSID of
the AP.

e The hashing algorithm uses a shared secret (the RF Group Name) that is configured on the WLC and
is pushed out to each AP. APs sharing the same secret are able to validate messages from each other
using the MIC. When APs belonging to other WLCs hear validated neighbor messages at a signal
strength of -80 dBm or stronger, their WLCs dynamically become members of the RF group.

e Members of an RF group elect an RF domain leader to maintain a primary power and channel
scheme for the RF group.

e The RF group leader analyzes real-time radio data collected by the system and calculates a primary
power and channel plan.

i Enterprise Mobility 8.5 Design Guide
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e The RRM algorithms attempt to:
— Achieve a uniform (optimal) signal strength of -65 dBm across all APs
— Avoid 802.11 co-channel interference and contention
— Avoid non-802.11 interference.

¢ The RRM algorithms employ dampening calculations to minimize system-wide dynamic changes.
The end result is dynamically calculated, near-optimal power and channel planning that is
responsive to an ever changing RF environment.

¢ The RF group leader and members exchange RRM messages at a specified update interval, which is
600 seconds by default. Between update intervals the RF group leader sends keep alive messages to
each of the RF group members and collects real-time RF data. Note that the maximum number of
WLCs per RF group is 20.

~

Note RF groups and mobility groups are similar in that they both define clusters of WLCs, but they are different
in terms of their use. An RF group facilitates scalable, system-wide dynamic RF management while a
mobility group facilitates scalable, system-wide mobility and WLC redundancy.
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Mobility, or roaming, is the ability of a WLAN client to maintain its association seamlessly from one
AP to another securely and with as little latency as possible. This section explains how mobility works
when WLCs are included in a Cisco Unified Wireless Network.

When a WLAN client associates and authenticates to an AP, the WLC places an entry for that client in
its client database. This entry includes the client MAC and IP addresses, security context and
associations, quality of service (QoS) contexts, the WLAN, SSID and the associated AP. The WLC uses
this information to forward frames and manage traffic to and from the wireless client. Figure 2-30 shows
a wireless client that roams from one AP to another when both APs are joined to the same controller.

Figure 2-30 Intra-Controller Roaming
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When the WLAN client moves its association from one AP to another, the WLC simply updates the client
database with the newly associated AP. If necessary, new security context and associations are
established as well.

The process becomes more complicated, however, when a client roams from an AP joined to one WLC
to an AP joined to a different WLC. It also varies based on whether the WLCs are operating on the same
VLAN. Figure 2-31 shows inter-controller roaming, which occurs when the WLCs interfaces or
interface groups are support the same VLAN.

Figure 2-31 Inter-Controller Roaming
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When the client associates to an AP joined to a new controller, the new WLC exchanges mobility
messages with the original WLC, and the client database entry is moved to the new WLC. New security
context and associations are established if necessary, and the client database entry is updated for the new
AP. This process remains transparent to the user.

Figure 2-32 shows inter-subnet roaming, which occurs when the WLCs interfaces are on different
VLANS.

Enterprise Mobility 8.5 Design Guide g



Chapter2  Cisco Unified Wireless Technology and Architecture |

M Roaming

Figure 2-32 Inter-Subnet Roaming
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Inter-subnet roaming is similar to inter-controller roaming in that the WLCs exchange mobility messages
on the client roam. However, instead of moving the client database entry to the new WLC, the original
controller marks the client with an Anchor entry in its own client database. The database entry is copied
to the new controller client database and marked with a Foreign entry in the new WLC. The roam remains
transparent to the wireless client, and the client maintains its VLAN membership and original IP address.

In inter-subnet roaming, WLANS on both anchor and foreign WLCs need to have the same network
access privileges and no source-based routing or source-based firewalls in place. Otherwise, the clients
may experience connectivity issues after the handoff.

Note If a client roams in web authentication state, the client is considered as a new client on another controller
instead of considering it as a mobile client.
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In order to accommodate roaming for IPv6 clients across WLCs, the ICMPv6 messages such as Neighbor
Solicitations (NS), Neighbor Advertisements (NA), Router Advertisements (RA), and Router
Solicitations (RS) must be dealt with to ensure that an IPv6 client remains on the same Layer 3 network.
The configuration for IPv6 mobility is the same as for IPv4 mobility and requires no separate software
on the client side to achieve seamless roaming. The only required configuration is the WLCs must be
part of the same mobility group.

The process of IPv6 client mobility across WLCs is as follows:

e Ifboth WLCs have access to the same VLAN the client was originally on, the roam is simply a Layer
2 roaming event where the client record is copied to the new WLC and no traffic is tunneled back to

the anchor WLC.

e If the second WLC does not have access to the original VLAN the client was on, a Layer 3 roaming
event will occur. All traffic from the client must be tunneled using a mobility tunnel to the anchor
controller. In a mixed WLC deployment with release 7.x and 8.x, the mobility tunnels will be IPv4
based using EitherIP. In a pure 8.0 deployment, the mobility tunnels can be IPv4 or IPv6 based and
will use EtherIP (IPv4) or CAPWAP (IPv6).

— To ensure that the client retains its original [Pv6 address, the RA’s from the original VLAN are
sent by the anchor WLC to the foreign WLC where they are delivered to the client using L2
unicast from the AP.

— When the roamed client renews its address via DHCPv6 or generates a new address via SLAAC,
the RS, NA, and NS packets continue to be tunneled to the original VLAN so that the client
receives an IPv6 address that is applicable to its assigned VLAN.

Figure 2-33 shows inter-subnet roaming for IPv6 clients, which occurs when the WLCs interfaces are on
different VLANSs. The process is identical to inter-subnet roaming shown in Figure 2-32 where the

roamed client’s traffic is tunneled to the anchor WLC. All ICMPv6 RS, NA and NS packets are tunneled
to the anchor WLC so that the IPv6 client can maintain its original VLAN and IPv6 address providing a

seamless roaming experience.

Figure 2-33 IPv6 Inter-Subnet Roaming
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Note

Note

In rel 8.5 and above SNMP (Simple Network Management Protocol) over Internet Protocol security
(IPSec) supported over IPv6 interfaces was added.st Secure Roaming

Before discussing the various fast roaming methods supported by a Cisco Unified Wireless Network
(CUWN), it is important to understand how clients are authenticated and validated when connecting to
a WPA2 WLAN using PSK or 8§02.1X key management. This information is important to provide
additional context when understanding how fast secure roaming is implemented for each method.

Even though WPA/WPA2-PSK and WPA/WPA2-EAP methods authenticate and validate the WLAN
clients in different ways, both use the same rules for the key management process. Whether the key
management of a WPA2 WLAN is PSK or 802.1X, the process known as the 4-way handshake begins
the key negotiation between the WLC/AP and the client with a Master Session Key (MSK) being used
as the original key material once the client is validated with the specific authentication method used.

Here is a summary of the process:

e An MSK is derived from the EAP authentication phase when WPA/WPA?2 with 802.1X key
management is used, or from the pre-shared key when WPA/WPA2 with PSK is used.

¢ From the MSK, the client and WLC/AP derive the Pairwise Master Key (PMK).

¢ Once these two Master Keys have been derived, the client and the WLC/AP initiate the 4-Way
handshake with the Master Keys as the seeds to negotiate the actual encryption keys:

— Pairwise Transient Key (PTK) — The PTK is derived from the PMK and used in order to encrypt
unicast frames with the client.

— Group Transient Key (GTK) — The Group Transient Key (GTK) is derived from the GMK, and
is used in order to encrypt multicast/broadcast on this specific SSID/AP.

Fast secure roaming aims to reduce the amount of time it takes a client to roam between APs in a CUWN.
Fast roaming is achieved by implementing clever key management and distribution techniques that can
avoid subsequent EAP authentications and/or the 4-way handshakes during a roam. Avoiding these
phases reduces the amount of time it takes a client to reassociate to a new AP limiting the perceptible
delay for time sensitive applications such as Voice over IP (VoIP).

The following section provides a brief overview of each of the supported fast secure roaming method
available in the 8.0 release.

For more detailed information on each of the fast secure roaming methods described in this section
(including packet captures and debugs), see the Cisco troubleshooting technote titled “802.11 WLAN
Roaming and Fast-Secure roaming” at:
http://www.cisco.com/c/en/us/support/docs/wireless-mobility/wireless-lan-wlan/116493-technote-tech
nology-00.html.

Cisco Centralized Key Management

i Enterprise Mobility 8.5 Design Guide

Cisco Centralized Key Management (CCKM) is the first fast secure roaming method developed by Cisco
for enterprise WLAN:S, as the solution to mitigate roaming delays when 802.1X/EAP security is enabled
on a WLAN. As this is a Cisco proprietary protocol, it is only supported by Cisco and third-party clients
that are Cisco Compatible Extension (CCX) compatible.
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CCKM can be implemented with all of the different encryption methods available for WLANSs including
WEP, TKIP, and AES. It is also supports multiple EAP methods (dependent upon the CCX version
supported by the client devices).

With CCKM, the initial association to the WLAN is similar to WPA/WPA2, where an MSK (also known
here as the Network Session Key) is mutually derived from a successful authentication with a RADIUS
server. This master key is sent from the server to the WLC after a successful authentication, and is cached
as the basis for derivation of all subsequent keys for the lifetime of the client session. The WLC and
client derive the seed information that is used for fast secure roaming based on CCKM, performing a
4-way handshake (similar to WPA/WPAZ2), in order to derive the unicast (PTK) and multicast/broadcast
(GTK) encryption keys.

When a CCKM client roams to a new AP, it sends a single Reassociation Request frame to the CAPWAP
AP (including an MIC and a sequentially incrementing Random Number), and provides enough
information (including the new BSSID MAC address) in order to derive the new PTK. With this
Reassociation Request, the WLC and new AP also have enough information in order to derive the new
PTK, so they simply respond with a Reassociation Response, avoiding both the EAP authentication and
4-way handshake.

Summary:
e Is supported by Cisco and third-party clients that are CCX compatible.
¢ Supports different encryption and EAP methods (depending on CCX version).
e Fast roaming is performed by avoiding the 802.1X/EAP authentications and 4-way handshakes.
¢ Supported for both Centralized and FlexConnect deployments (locally or centrally switched):
— Centralized — Works across APs and WLCs in the same Mobility group
— FlexConnect — Works across APs in the same FlexConnect group

¢ FlexConnect WLANS can be configured for local or centralized authentication using central or local
switching.

¢ FlexConnect APs are supported in connected or standalone modes — however there are restrictions
as to how the MSK is shared in standalone mode.

Pairwise Master Key Caching

Pairwise Master Key (PMK) caching or Sticky Key Caching (SKC) is the first fast secure roaming
method suggested by the IEEE 802.11 standard within the 802.11i security amendment. PMK caching
allows the client to associate with an AP and upon a successful 802.1X/EAP authentication and 4-way
handshake store the PMK in a cache. Should the client roam away from the AP and back again, the client
can avoid the 802.1X/EAP authentication.

PMK caching is supported on WPA2 WLANSs using 802.1X or PSK key management and requires both
WLAN infrastructure and client support:

¢ The initial association to any AP is just like a regular first-time authentication to the WLAN, where
a successful 802.1X or PSK authentication and the 4-way handshake must occur before the client is
able to send data frames.

e If the wireless client roams to a new AP (where it has never previously associated), the client must
perform a full 802.1X or PSK authentication and 4-way handshake again.
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If the wireless client roams back to an AP (where it has previously associated), the client sends a
Reassociation Request frame that lists multiple PMKIDs, which informs the AP of the PMKSs cached
from all of the APs where the client has previously authenticated. As the client is roaming back to an AP
that also has a PMK cached for this client, it does not need to reauthenticate to derive a new PMK. The
client simply goes through the WPA2 4-way handshake in order to derive the new transient encryption
keys. The roam back has to occur within a limited time window configurable on the client (default 720
minutes in Windows).

In a CUWN centralized deployment, the cached PMKs for each CAPWAP AP are managed and
maintained by the WLC. As separate PMKs are generated for each client per AP, scaling is limited. As
such PMK caching is not recommended for large scale enterprise deployments and is not widely adopted.

Summary:
e Is referred to as Sticky Key Caching (SKC) in Cisco documentation.
¢ Is only supported for WPA2 WLANSs using 802.1X or PSK key management.

¢ Due to the inefficient key management has severe scaling limitations which makes it unsuitable for
large scale enterprise deployments. A WLC can only cache PMK entries for up to eight APs per
client. Old cache entries are removed to store newly created entries if a client roams between more
than 8 APs.

e Fastroaming is performed by avoiding 802.1X or PSK authentication during a roam. A fast roam is
only provided if:

— The client roams to an AP it has previously associated with.

— The AP/WLC has the PMK cache entries for the client. In other words the cache entries have
not been removed due to successive roams.

¢ Does not function across WLCs in a mobility domain. WLCs do not exchange PMKs with mobility
peers.

¢ Not supported for FlexConnect deployments.

Proactive Key Caching

Proactive Key Caching (PKC) or pre-authentication is the second fast secure roaming method suggested
by the IEEE 802.11 standard within the 802.11i security amendment. PKC was intended to be deployed
with autonomous APs but has been adapted to work more efficiently in a CUWN (explained in more
detail later).

PKC as it was intended to be implemented, allows a WPA2 802.1X client to carry out an 802.1X/EAP
authentication with neighboring APs prior to roaming. The WPA?2 client can perform the 802.1X
authentication while connected to its current AP. Pre-authentication is achieved by the current AP
relaying the EAPOL packets to neighboring APs which in turn query the RADIUS server and cache the
PMK. The main challenge with pre-authentication is that there was no detection mechanism to determine
how the neighboring APs were selected. As a result an initial client association could result in as many
RADIUS authentications and PMKs as there were APs in the system.

A CUWN provides a more intelligent and efficient implementation by centrally caching and managing
the clients PMKs. For this to function the APs must be under common administrative control, with a
centralized device that caches and distributes the PMKs to all of the APs in the WLAN system. For a
CUWN, the WLC performs this task for all the CAPWAP APs under its control and uses mobility
messaging to exchange PMKs between other WLCs within its Mobility group. The clients cached PMK
is used for the lifetime of the client’s session.

Enterprise Mobility 8.5 Design Guide
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This fast secure roaming method avoids 80.1X/EAP authentication when roaming because it reutilizes
the original PMK cached by the client and the WLCs. The client only has to perform a WPA2 4-way
handshake in order to derive new encryption keys.

e Each time the wireless client connects to a specific AP, a PMKID is hashed based on: the client MAC
address, the AP MAC address (BSSID of the WLAN), and the PMK derived with that AP. As PKC
caches the same original PMK for all of the APs and the specific client, when a client roams to
another AP, the only value that changes in order to hash the new PMKID is the new APs MAC
address.

e When the client initiates roaming to a new AP and sends the Reassociation Request frame, it adds
the PMKID on the WPA2 RSN Information Element if it wants to inform the AP that a cached PMK
is used for fast secure roaming. As it already knows the MAC address of the BSSID (AP) for where
it roams, then the client simply hashes the new PMKID that is used on this Reassociation Request.
When the AP receives this request from the client, it also hashes the PMKID with the values that it
already has (the cached PMK, the client MAC address, and its own AP MAC address), and responds
with the successful Reassociation Response that confirms the PMKIDs matched. The cached PMK
can be used as the seed that starts a WPA2 4-way handshake in order to derive the new encryption
keys thus avoiding the EAP authentication phase.

Summary:

e s referred to as Proactive Key Caching (PKC) in Cisco documentation but is not the same
implementation as what has been defined as part of the 802.11i amendment.

¢ Is enabled by default for WPA2 WLANS using 802.1X key management.

e Fast roaming is performed by avoiding 802.1X/EAP authentications during a roam.
e Supported for centralized deployments.

e Provides scaling making it suitable for large scale enterprise deployments.

¢ Functions across WLCs in a mobility domain.

e Not supported for FlexConnect deployments.

Opportunistic Key Caching

Opportunistic Key Caching (OKC) and Proactive Key Caching (PKC) are used interchangeably by
WLAN vendors but are not the same thing. The main difference between the two methods is that OKC
is not defined by IEEE 802.11 and is therefore not a standard. OKC also operates differently PKC in how
the PMKSs are managed and distributed between the APs.

As previously discussed the main limitation of PKC (pre-authentication) was there was no mechanism
in place to determine which neighboring APs pre-authenticated the client. A WPA?2 client connection
would result in as many RADIUS authentications and PMKs as there were APs in the system.

Vendors attempted to solve these inefficiencies with OKC by distributing the clients initial PMK to all
the APs in a defined mobility zone. When a client connects it performs an 8§02.1X/EAP authentication
and 4-way handshake and the derived PMK is distributed to all the APs in the zone the client is connected
to. In affect the client is pre-authenticated on neighboring APs without each of the neighboring APs
having to perform a RADIUS authentication. Fast roaming is performed when a client roams to another
AP in the mobility zone by avoiding the 802.1X/EAP exchange.
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The main disadvantage to OKC is in how the PMKs are distributed to the APs in the mobility zone.
Unless the AP management / control protocol is secured using a mechanism such as Datagram Transport
Layer Security (DTLS), the PMKs are distributed insecurely.

In a CUWN, OKC is supported by default on WPA2 WLANSs using 802.1X key management for
FlexConnect deployments. In a FlexConnect deployment the mobility zone that defines the APs the
PMKSs are distributed to is the FlexConnect group. When client successfully authentications, the WLC
distributes the PMK to all the APs in the FlexConnect group. As Cisco’s implementation of CAPWAP
is secured using DTLS, the PMK key distribution is secure.

As the PMK distribution is managed by the WLC it requires all of the FlexConnect APs to be in
connected mode. If the FlexConnect APs at a site transition into standalone mode, fast secure roaming
can only be provided for existing clients.

Summary:

¢ Opportunistic Key Caching (OKC) is used interchangeably with Proactive Key Caching (PKC),
however they are not the same thing.

¢ Is not defined as an IEEE 802.11 standard.

e [senabled by default for WPA2 WLANSs using 802.1X key management for FlexConnect
deployments.

e Fast roaming is performed by avoiding 802.1X/EAP authentications during a roam.
e Supported for FlexConnect only (locally or centrally switched).
¢ FlexConnect APs must be in connected mode when the PMK is initially derived.

¢ Functions across APs in the same FlexConnect group that are associated to the same WLC.

Fast Secure Roaming with 802.11r

i Enterprise Mobility 8.5 Design Guide

802.11r (officially named Fast BSS Transition by the 802.11 standard, and known as FT), is the first fast
secure roaming method officially ratified by the IEEE as the solution to perform fast transitions between
APs. The 802.11r amendment was officially ratified in 2008 and clearly defines the key hierarchy that
is used to handle and cache keys on a WLAN.

This technique is more complex to explain than the other methods, as it introduces new concepts and
multiple layers of PMKs that are cached on different devices (each device with a different role), and
provides even more options for fast secure roaming. Therefore, a brief summary is provided about this
method and the way it is implemented with each option available.

¢ Handshake messaging (PMKID, ANonce, and SNonce exchange, for example) happens in 802.11
Authentication frames or in Action frames instead of Reassociation frames. Unlike PMKID caching
methods, the separate 4-way handshake phase, which is carried after the (re)association message
exchange, is avoided. The key handshake with the new AP begins before the client fully
roams/reassociates with this new AP.

e It provides two methods for the fast roaming handshake: over the AIR, and over the Distribution
System (DS).

e 802.11r has more layers of key hierarchy.

e As this protocol avoids the 4-way handshake for the key management when a client roams (generates
new encryption keys PTK and GTK without the need of this handshake), it can also be applied for
WPA2 setups with a PSK, and not only when 802.1X/EAP is used for the authentication. This
accelerates the roaming even more for these setups, where no EAP or 4-way handshake exchanges
occur.
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With 802.11r, the wireless client performs just one initial authentication against the WLAN
infrastructure when a connection is established to the first AP, and performs fast secure roaming while
roaming between APs within the same FT mobility domain. APs that use the same SSID (known as an
Extended Service Set or ESS) handle the same FT keys. The way the APs handle the FT mobility domain
keys is identical to PKC/OKC. For a CUWN, the WLC performs this task for all the CAPWAP APs under
its control and uses mobility messaging in order to exchange FT keys between other WLC peers within
its Mobility group.

Here is a summary of the key hierarchy:

e An MSK is still derived on the client supplicant and RADIUS server from the initial 802.1X/EAP
authentication phase (transferred from the RADIUS server to the WLC once the authentication is
successful). This MSK is used as the seed for the FT key hierarchy. When you use WPA2-PSK
instead of an EAP authentication method, the PSK is the MSK.

¢ A Pairwise Master Key RO (PMK-RO0) is derived from the MSK, which is the first-level key of the
FT key hierarchy. The key holders for this PMK-RO are the WLC and the client.

¢ A second-level key, called a Pairwise Master Key R1 (PMK-R1), is derived from the PMK-RO, and
the key holders are the client and the APs managed by the WLC that holds the PMK-RO.

e The third and final level key of the FT key hierarchy is the PTK, which is the final key used in order
to encrypt the 802.11 unicast data frames (similar to the other methods that use WPA/TKIP or
WPA2/AES). This PTK is derived on FT from the PMK-R1, and the key holders are the client and
the APs managed by the WLC.

802.11r is supported by default for both Centralized and FlexConnect deployments (centralized or local
switching). To be supported by FlexConnect the WLAN authentication must be centralized. 802.11r is
not supported on FlexConnect APs using local authentication or FlexConnect APs operating in
standalone mode. FlexConnect APs within a given 802.11r roaming domain should belong to the same
FlexConnect group.

Summary:
1. Only supported on WPA2 WLANSs using PSK or 802.1X key management.

2. Fastroaming is performed by avoiding 802.1X/EAP authentications and 4-way handshakes during
a roam.

3. Supported for both Centralized and FlexConnect (centralized or locally switched) deployments:
a. Centralized — Works across WLCs in the same Mobility group.
b. FlexConnect — Works across APs in the same FlexConnect group.

4. FlexConnect requires WLANSs to be configured for centralized authentication, local authentication
is not supported. Fast secure roaming is not supported on FlexConnect APs operating in standalone
mode.

For Additional details on IEEE 802.11r and other 802.11 amendments, please see 802.11r Fast
Transition Roaming

The following provides some considerations that need to be made when selecting a fast secure roaming
method for WLANSs:
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802.11r enabled WLAN provides faster roaming for wireless client devices. It is desired that Apple iOS
devices be able to join a WLAN with 11r enabled for better roaming experience. However, if 11r is
enabled on a WLAN, the legacy devices that do not recognize the FT AKM’s beacons and probe
responses will not be able to join the WLAN. We need a way to identify the Client device capability and
allow 11r capable device to join on the WLAN as an FT enabled device and at the same time to allow
legacy device to join as an 11i/WPA2 device. Cisco WLC Software release 8.3 will enable 802.11r on
an 802.11i-enabled WLAN selectively for Apple devices . The capable Apple devices will identify this
functionality and perform an FT Association on the WLAN. The Cisco Wireless infrastructure will allow
FT association on the WLAN from devices that can negotiate FT association on a non-FT WLAN.

In addition, with WLC AireOS code 8.3, 802.11k and 11v features are enabled by default on an SSID.
These features help clients roam better by telling them when to roam and providing them with
information about neighboring APs so that no time is wasted scanning when roaming is needed. Since
Apple devices support dual-band, the 802.11k neighbor list is updated on dual-band, adaptively for !.

It is very important to understand that fast secure roaming methods are developed in order to
accelerate the roaming process when clients move between APs on WPA2 WLANs with security
enabled. When no WLAN security is in place, there is no 802.1X/EAP authentication or 4-way
handshake that can be avoided to accelerate the roam.

802.11r is the only fast secure roaming method that supports WPA2-PSK. 802.11r accelerates
WPAZ2-PSK roaming events avoiding the 4-way handshake.

None of the fast secure roaming methods will work in FlexConnect deployments when WLANs are
configured for local authentication. If local authentication is enabled, the clients will perform a full
authentication during a roam.

All of the fast secure roaming methods have their advantages and disadvantages, but in the end, you
must verify that the wireless client stations support the specific method that you want to implement.
You must select the best method that is supported by the wireless clients that connect to the specific
WLAN/SSID. For example, in some deployments you might create a WLAN with CCKM for Cisco
wireless IP Phones (which support WPA2/AES with CCKM, but not 802.11r), and then another
WLAN with WPA2/AES via 802.111/FT for wireless clients that support 802.11r (or use OKC/PKC,
if this is what is supported).

If the 802.1X clients do not support any of the fast secure roaming methods available, those clients
will always experience delays when roaming between APs. The 802.1X clients will need to perform
a full 802.1X/EAP authentication and 4-way handshake during a roaming event. This can cause
disruptions to applications and services.

All fast secure roaming methods (except PMKID/SKC) are supported between APs managed by
different WLCs (inter-controller roaming), as long as the WLCs are members of the same Mobility

group.

1. Apple devices supporting the Optimized WiFI Connectivity solution are
iPhone 6s and later

iPhone 6s Plus and later

iPad Air 2 and later

iPad mini 4 and later

iPad Pro and later

iPhoneSE
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On the Cisco Infrastructure side, Cisco AP will advertise the support for adaptive 802.11r in beacons and
probes, and FT over the DS capability will be set.

On the client side, Apple devices running iOS 10 or higher will look for the adaptive 11r feature support
in the IE. If the capability bit is set, it will look for AKM (dotlx or PSK) and use FT dotlx or FT PSK

respectively. The Apple device will send IE with FT support in its association request and also include
the Vendor specific OUI.

Cisco WLAN will process the association request and respond with 802.11r support in association
response, allowing FT association. The 4-Way handshake will involve FT Association.

This feature is supported on Local mode as well as FlexConnect mode APs, for all 802.11n and 802.11ac
wave 1 APs for AireOS code release 8.3? and higher and 8.3.11.0 for Wave2 APs

2. AP1600/2600 Series Access Points, AP1700/2700 Series Access Points, AP3500
Series Access Points, AP3600 Series Access Points + 11ac Module, WSM,
Hyperlocation module, 3602P, AP3700 Series Access Points + WSM, 3702P,
OEAP600 Series OfficeExtend Access Points, AP700 Series Access Points,
AP700W Series Access Points, AP1530 Series Access Points, AP1550 Series
Access Points, AP1570 Series Access Points, and AP1040/1140/1260 Series
Access Points.
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Broadcast and Multicast on the WLC

The section discusses the handling of broadcast and multicast traffic by a WLC and its impact on design.
Figure 2-34 depicts basic 802.11 broadcast/multicast behavior. In this example, when Client 1 sends an
802.11 broadcast frame it is unicasted to the AP. The AP then sends the frame as a broadcast out both of
its wireless and wired interfaces. If there are other APs on the same wired VLAN as the AP, they also
forward the wired broadcast packet out their wireless interface.

Figure 2-34 802.11 Broadcast / Multicast Behavior
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The WLC CAPWAP split MAC method treats broadcast traffic differently, as shown in Figure 2-35. In
this case, when a broadcast packet is sent by a client, the AP/WLC does not forward it back out the
WLAN, and only a subset of all possible broadcast messages are forwarded out a given WLAN's wired
interface at the WLC.

Figure 2-35 Default WLC Broadcast Behavior
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The protocols forwarded under which situations is discussed in the following section.

WLC Broadcast and Multicast Details

DHCP

VideoStream

Broadcast and multicast traffic often require special treatment within a WLAN network because of the
additional load placed on the WLAN as a result of this traffic having to be sent at the lowest common

data rate. This is done to ensure that all associated wireless devices are able to receive the broadcast /

multicast information.

The default behavior of the WLC is to block broadcast and multicast traffic from being sent out the
WLAN to other wireless client devices. The WLC can do this without impacting client operation because
most IP clients do not send broadcast / multicast type traffic for any reason other than to obtain network
information (DHCP).

The WLC acts as a DHCP relay agent for associated WLAN clients. The WLC unicasts client DHCP
requests to a locally configured or upstream DHCP server except during Layer 3 client roaming
(discussed in more detail below). DHCP server definitions are configured for each dynamic interface,
which in turn is associated with one or more WLANs. DHCP relay requests are forwarded by way of the
dynamic interfaces using the source IP address of a given dynamic interface. Because the WLC knows
which DHCP server to use for a given interface/WLAN, there is no need to broadcast client DHCP
requests out its wired and wireless interfaces.

This method accomplishes the following:
e It eliminates the need for DHCP requests to be broadcasted beyond the WLC.

e The WLC becomes part of the DHCP process, thereby allowing it to learn the MAC/IP address
relationships of connected WLAN clients, which in turn allows the WLC to enforce DHCP policies
and mitigate against IP spoofing or denial-of-service (DoS) attacks.

The VideoStream feature makes the IP multicast stream delivery reliable over the air, by converting the
broadcast frame over the air to a unicast frame. Each VideoStream client acknowledges receiving a video
IP multicast stream. VideoStream is supported on all Cisco APs.

The following are the recommended guidelines for configuring VideoStream on the controller:
e The AP1100 and AP1200 do not support the reliable multicast feature.

¢ Ensure that the multicast feature is enabled. As a best practice Cisco recommends configuring IP
multicast on the controller with multicast-multicast mode.

e Check for the IP address on the client device. The device should have an IP address from the
respective VLAN.

e Verify that the AP has joined the controllers.
¢ Ensure that the clients are able to associate to the configured WLAN at 802.11a/n/ac speed.
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Other Broadcast and Multicast Traffic

As mentioned earlier, the WLC (by default) does not forward broadcasts or multicasts toward the
wireless users. If multicast forwarding is explicitly enabled, as described in Chapter 6, “Chapter 6,
“Cisco Unified Wireless Multicast Design’”, steps should be taken to minimize the multicast traffic
generated on those interfaces that the WLC connects to.

All normal precautions should be taken to limit the multicast address groups explicitly supported by a
WLAN. When multicast is enabled, it is global in nature, meaning it is enabled for every WLAN
configured regardless if multicast is needed by that WLAN or not. The Cisco Unified Wireless Network
solution is not able to distinguish between data link layer and network layer multicast traffic, nor is the
WLC capable of filtering specific multicast traffic. Therefore, the following additional steps should be
considered:

e Disable CDP on interfaces connecting to WLCs.
e Port filter incoming CDP and HSRP traffic on VLANSs connecting to the WLCs.

e Keep in mind that multicast is enabled for all WLANSs on the WLC, including the guest WLAN;
therefore multicast security including link layer multicast security must be considered.

Enterprise Mobility 8.5 Design Guide
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For a Cisco Unified Wireless Network deployment, the primary design considerations are WLC location
and AP/WLC connectivity. This section will briefly discuss these topics for centralized (local-mode) AP

WLC Location

deployments and make general recommendations where appropriate. Recommendations and design

Design Considerations

considerations for FlexConnect AP deployments are not covered in this section and are instead discussed

in Chapter 7, “FlexConnect”.

A Cisco Unified Wireless Network allows the WLCs to be centrally located or distributed within a
campus depending on the size and type of the deployment. The different deployment types and

considerations are described in the following sections.

WLC Homologation

Prior to release 8.2 only 20 countries were supported on the WLC, begin with release 8.2 110 countries
are supported on the WLC for distributed controller configuration and concurrent country support with

different region-specific APs.

http://www.cisco.com/c/dam/assets/prod/wireless/wireless-compliance-tool/index.html#wp9005314
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Distributed WLC Deployment

Figure 2-36 illustrates a distributed WLC deployment. In this model the WLCs are located throughout
the campus network, typically on a per building basis, to manage the APs that are resident in the given
building. The WLCs are connected to the campus network by way of the distribution layer switches
within each building. In this scenario the CAPWAP tunnels between the APs and the WLC stay within
each building.

Figure 2-36 FWLCs in Distributed Deployment
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Centralized WLC Deployment

Figure 2-37 illustrates a centralized WLC deployment. In this model, WLCs are placed at a centralized
location in the campus network. This deployment model requires the CAPWAP tunnels to traverse the
campus backbone network. Note in the illustration that the centralized WLCs are not shown in a specific
building. The centralized pool of WLCs are connected by way of a dedicated switch block to the campus
core, which is typically located in the same building as the data center. The WLCs should not be
connected directly to the data center switching block because network and security requirements within
data center are generally different than that of the WLC pool.
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Figure 2-37 Centralized WLCs in a Campus
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Reference Architectures

Cisco’s recommendation for the WLC placement is dependent on the size and scale of the Cisco Unified
Wireless Network deployment. The following section provides reference architectures with
recommended WLC placement and redundancy configuration for small, medium, large and very large
campus networks each based on Cisco’s hierarchical design principles. A reference architecture for a
remote branch office deployment using local-mode APs is also provided at the end this section.

Note  Additional details for Cisco validated designs and best practices can be viewed at:
http://www.cisco.com/c/en/us/solutions/enterprise/design-zone/index.html

Small Campus

Figure 2-38 shows the recommended WLC placement for a CUWN deployment for a small campus
network implementing a distribution layer operating as a collapsed core. The distribution layer provides
connectivity to the WLCs, WAN and Internet edge. Depending on the size of the LAN, the WLCs may
connect directly to distribution layer or be connected by means of a dedicated switch block (as shown).
The small campus in this example is a single building with multiple access layer switches.

Enterprise Mobility 8.5 Design Guide
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Figure 2-38 Small Campus Reference Design
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Figure 2-39 shows additional details for the wireless services block for a small campus network
deployment. In this example a pair of WLCs are connected to a dedicated services switch block (Catalyst
chassis or resilient stack) that connects to the distribution layer. The services switch block can be
dedicated to services or connect both the data center and services blocks. The switch block is connected
to the distribution layer using layer 3 links implementing EIGRP or OSPF for route aggregation. The
WLCs in this example are considered to be centralized.

The WLCs connect to the services switch block using static port-channels configured for 802.1Q VLAN
tagging. The wireless management, data and voice VLANS are all 802.1Q tagged between the WLCs and
the services switch block. The services switch block provides first-hop unicast and multicast routing for
each of the wireless VLANS.
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Figure 2-39 Small Campus / Wireless Services Block Detail
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For a small campus deployment Cisco recommends a pair of Cisco 5508 or Cisco 5520 WLCs configured
for HA-SSO. The WLC model you select will depend on the specific throughput that is required for the
site. The redundancy ports for both WLCs are directly connected as both WLCs reside in the same
physical data center. The APs are configured to use the HA-SSO pair as their primary WLC. All
configuration is automatically synchronized between the active and standby-hot WLC.

Figure 2-40 shows the recommended WLC placement for a CUWN deployment for a medium campus
network implementing a dedicated distribution layer. The benefits for deploying a dedicated distribution
layer for larger networks is well documented and understood. The WLCs in this architecture connect
directly to the core layer by means of a dedicated switch block. The medium campus in this example is
a single building with multiple floors each with multiple access layer switches.
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Figure 2-40 Campus WLC Deployment Details
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Figure 2-41 shows additional details for the wireless services block for a medium campus deployment.
In this example a pair of WLCs are connected to a dedicated services switch block that connects to the
core layer. The services switch block is a pair of Catalyst switches configured for multilayer or VSS.
The services switch block is connected to the core layer using layer 3 links implementing EIGRP or
OSPF for route aggregation. The WLCs in this example are considered to be centralized.

The WLCs connect to the services switch block using static port-channels configured for 802.1Q VLAN
tagging. The wireless management, data and voice VLANSs are all 802.1Q tagged between the WLCs and
the services switch block. The services switch block provides first-hop unicast and multicast routing for
each of the wireless VLANG.
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Figure 2-41 Medium Campus / Wireless Services Block Detail
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For a medium campus deployment Cisco recommends a pair of Cisco 3504, Cisco 5508 or Cisco 5520
WLCs configured for HA-SSO. The WLC model you select will depend on the specific throughput that
is required for the site. The redundancy ports for both WLCs are directly connected as both WLCs reside
in the same physical data center. The APs are configured to use the HA-SSO pair as their primary WLC.
All configuration is automatically synchronized between the active and standby-hot WLC.

Figure 2-42 shows the recommended WLC placement for a CUWN deployment for a large campus
network consisting of multiple buildings connected to a campus core. The WLCs in this architecture are
distributed between the buildings where each pair of WLCs manages the APs within their given building.
The WLCs in this architecture connect directly to the distribution layer within each building.

As multiple pairs of WLCs are distributed throughout the campus, each WLC is assigned as a member
of the same Mobility group to provide seamless mobility to clients as they roam throughout the campus.
The WLCs in each building are assigned different wireless management and user VLANS that terminate
at the distribution layer within each given building. Mobility tunnels are used to forward roam user’s
traffic between the foreign and anchor WLCs through the campus core.
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Figure 2-42 Large Campus Reference Design
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Distributing the WLCs between the buildings provides several scaling advantages as the number of
wireless clients supported by a CUWN increases. As more devices are added to the wireless network,
the number of layer 2 and layer 3 table entries that are processed and maintained by the service block
switches increases exponentially. This results in a higher CPU load on the service block switches.

Why is this consideration important? The current generation of WLCs can scale to support up to 6,000
APs and 64,000 clients. In a pure IPv4 environment, this can result in a 128,000 entries being processed
and maintained by the service block switches. As most wireless clients also support a dual-stack, the
number of entries that are processed and maintained increase further.

As a best practice Cisco recommends distributing the WLCs for large campus deployments supporting
25,000 or more wireless clients. Distributing the WLCs spreads the MAC, ARP and ND processing and
table maintenance between the distribution layer switches reducing CPU load. This architecture also
allows for faster convergence during a distribution layer failure as only a subset of the entries need to be
re-learned by the affected distribution layer. If the campus deployment supports fewer than 25,000
clients, a centralized WLC architecture can be employed where the WLCs are connected to the core by
means of a dedicated switch block (see medium campus).

Figure 2-43 shows additional details for the wireless services block for a large campus deployment. In
this example each pair of WLCs are connected to the distribution layer switches within each building.
The distribution layer switches are Catalyst switches configured as multilayer or VSS that connect to the
core layer using layer 3 links. EIGRP or OSPF is used for route aggregation.

The WLCs connect to the distribution switches using static port-channels configured for 802.1Q VLAN
tagging. The wireless management, data and voice VLANSs are all 802.1Q tagged between the WLCs and
the distribution switches. The distribution switches provides first-hop unicast and multicast routing for
each wireless VLAN.
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Figure 2-43 Large Campus / Wireless Services Block Detail
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For large campus deployments Cisco recommends a pair of Cisco 5520 or 8540 WLCs within each
distribution layer configured for HA-SSO. The WLC model that you select for each building will depend
on the number of APs and the throughput required for each building. The redundancy ports for both
WLCs can be directly connected or extended over a dedicated layer 2 VLAN depending on the physical
location of the distribution layer switches.

The APs within each building are configured to use their local HA-SSO pair as their primary WLC.
Additional redundancy is provided using N+1 redundancy by configuring a different buildings HA-SSO
pair as the secondary WLC. The necessary WLANSs, AP groups and RF groups are defined on both the
primary and secondary HA-SSO pairs.

The configuration requirements of the distribution layer switches different depending on if they are
configured as multilayer or VSS. A detailed overview of the requirements for each implementation is
provided in the High Availability, page 2-43 section of this chapter.

Figure 2-44shows the recommended WLC placement for a CUWN deployment for a very large campus
network supporting hundreds of buildings that connect to a distributed core layer. Each distributed core
switch acting as a distribution layer within the campus core. Large buildings in the campus implement
their own distribution and access layers while smaller buildings implement only an access layer.

The WLCs in this architecture are distributed between the core layer switches where each pair of WLCs
manages the APs for groups of buildings. Each wireless services block can support up to 6,000 APs,
25,000 and 40Gbps of throughput. The WLCs in each wireless services block are assigned different
wireless management and user VLANS that terminate at the distributed / core layer servicing each group
of buildings. The number of required wireless services blocks being determined by the number of
wireless devices that need to be supported.
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The example campus network shown in Figure 2-44 implements four separate wireless services blocks,
each block supporting groups of buildings placed into a specific zone. This CUWN design comfortably
scaling to support up to 24,000 APs and 100,000 clients.

Figure 2-44 Very Large Campus Reference Design
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on the wireless coverage provided between the buildings and zones. Ideally the buildings placed into
each zone representing a wireless coverage area.
e If continuous wireless coverage is provided within each zone and between zones, a single Mobility

group can be defined. Each pair of WLCs configured as members of the same Mobility group.
Wireless clients will be able to seamlessly roam throughout the campus while maintaining their

original network membership.
e If continuous wireless coverage is only provided within each zone, separate Mobility groups must

be deployed. Each pair of WLCs configured with a separate Mobility group. Wireless clients will be
able to maintain their network membership within the zone and be assigned to a new network when

they connect to an AP in a separate zone.
e If continuous wireless coverage is provided between some of the zones, the WLCs servicing those

zones maybe assigned to the same Mobility group. Wireless clients will be able to maintain their
network membership within those zones and be assigned to a new network when they connect to an

AP in a separate zone.

i Enterprise Mobility 8.5 Design Guide




| Chapter2

Cisco Unified Wireless Technology and Architecture

Branch

Note

Design Considerations 1l

Figure 2-45 shows additional details for the wireless services block for a very large campus deployment.
In this example each pair of WLCs are connected to the distribution / core layer switches servicing each
group of buildings. The distribution / core layer switches are Catalyst switches configured as multilayer
or VSS that are interconnected using layer 3 links. EIGRP, OSPF or BGP is used for route aggregation.

The WLCs connect to the distributed core switches using static port-channels configured for 802.1Q
VLAN tagging. The wireless management, data and voice VLANSs are all 802.1Q tagged between the
WLCs and the distributed / core switches. The distribution / core switches provides first-hop unicast and
multicast routing for each wireless VLAN.

Figure 2-45 Very Large Campus / Wireless Services Block Detail

WLAN Services Block

Campus Core

For very large campus deployments Cisco recommends a pair of Cisco 8540 WLCs within each
distribution layer configured for HA-SSO. The redundancy ports for both WLCs can be directly
connected or extended over a dedicated layer 2 VLAN depending on the physical location of the
distribution layer switches.

The APs within each zone are configured to use their designated HA-SSO pair as their primary WLC.
Additional redundancy is provided using N+1 redundancy by configuring a different zones HA-SSO pair
as the secondary WLC. The necessary WLANSs, AP groups and RF groups are defined on both the
primary and secondary HA-SSO pairs.

The configuration requirements of the distribution layer switches different depending on if they are
configured as multilayer or VSS. A detailed overview of the requirements for each implementation is
provided in the High Availability, page 2-43 section of this chapter.

A Cisco Unified Wireless Network provides two architectures to support remote branch offices
connected over a wide area network (WAN). For branch sites network administrators can implement APs
operating in local or FlexConnect modes. Both CUWN architectures operate differently and solve
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different business needs. This section provides details for local mode AP deployments only. Additional
details and recommendations for FlexConnect AP deployments is discussed in Chapter 7,
“FlexConnect”.

A branch site implementing local mode APs follows the small campus architecture where a WLC is
placed directly within a branch. All CAPWAP tunnels stay within the branch. If multiple branch sites
with local mode APs are deployed, it is considered a distributed architecture as WLCs are deployed in
one or more branches connected by means of a WAN.

Figure 2-46 shows the recommended WLC placement for a CUWN deployment for a small branch
network implementing a distribution layer operating as a collapsed core. The distribution layer provides
connectivity to the WLCs, WAN and Internet edge. Depending on the size of the branch, the WLCs may
connect directly to distribution layer (as shown) or be connected by means of a dedicated switch block.
The branch network in this example is a single building with one distribution layer two access layer
switches.

Figure 2-46 Small Branch Reference Design
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Figure 2-47 shows additional details for the wireless services block for a branch network deployment.
In this example a pair of WLCs are connected directly to the distribution layer using static port-channels
configured for 802.1Q VLAN tagging. The wireless management, data and voice VLANS are all 802.1Q
tagged between the WLCs and the distribution layer. The distribution layer provides first-hop unicast

and multicast routing for each of the wireless VLANS.
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Figure 2-47 Small Branch / Wireless Services Block Detail
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For a branch office deployment Cisco recommends a pair of Cisco 2504 WLCs configured for N+1 HA.
The Cisco 2504 WLC is designed specifically for branch office deployments and can scale to support up
to 75 APs. Both WLCs are configured are assigned to the same Mobility group and are configured to
support the same interfaces / interface groups, WLANs, AP groups and RF groups. The APs are
configured to use the permanently licensed WLC as their primary WLC and the HA-SKU WLC as their
secondary WLC.

Note  Cisco does not support deploying local mode APs using a centralized WLC over a wide area network. If
remote APs need to be supported over a WAN, Cisco recommends implementing the FlexConnect
architecture.

Traffic Load and Wired Network Performance

When deploying a Cisco Unified Wireless Network solution, topics of discussion often include:
e CAPWAP traffic impact/load across the wired backbone.
e Minimum performance requirements to support a unified wireless deployment.

e Relative benefits of a distributed versus centralized WLC deployment in the context of traffic load
on the network.

In examining the impact of the CAPWAP traffic in relation to overall network traffic volume, there are
three main points to consider:

¢ Volume of CAPWAP control traffic
e Overhead introduced by tunneling

e Traffic engineering
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Volume of CAPWAP Control Traffic

The volume of traffic associated with CAPWAP control can vary depending on the actual state of the
network. For example, traffic volume is usually higher during a software upgrade or WLC reboot
situations. Traffic studies have found that the average load CAPWAP control traffic places on the
network is approximately 0.35 Kbps. In most campuses, this would be considered negligible and would
be of no consequence when considering a centralized deployment model over a distributed one.

Overhead Introduced by Tunneling

A CAPWAP tunnel adds 44 bytes to a typical IP packet to and from a WLAN client. Given that average
packets sizes found on typical enterprises are approximately 300 bytes, this represents an overhead of
approximately 15 percent. In most campuses, this overhead would be considered negligible and again

would be of no consequence when considering a centralized deployment model over a distributed one.

Traffic Engineering

Any WLAN traffic that is tunneled to a centralized WLC is then routed from the location of the WLC to
its end destination in the network. Depending on the distance of the tunnel and location of the WLC,
WLAN client traffic might not otherwise follow an optimal path to a given destination. In the case of a
traditional access topology or distributed WLC deployment, client traffic enters the network at the edge
and is optimally routed from that point based on destination address.

The longer tunnels and potentially inefficient traffic flows associated with a centralized deployment
model can be partially mitigated by positioning the WLCs in that part of the network where most of the
client traffic is destined (for example, a data center). Given the fact that most enterprise client traffic goes
to servers in the data center and the enterprise backbone network is of low latency, any overhead
associated with inefficient traffic flow would be negligible and would be of no consequence when
considering a centralized deployment model over a distributed one.

For most enterprises, the introduction of a WLAN does not result in the introduction of new applications,
at least not immediately. Therefore, the addition of a Cisco Unified Wireless Network alone is not likely
to have a significant impact on the volume of campus backbone traffic.

AP Connectivity

APs should be on different subnets from the end users (802.11 clients). This is consistent with general
best-practice guidelines that specify that infrastructure management interfaces should be on a separate
subnet from end users. Additionally, Cisco recommends that Catalyst Integrated Security Features
(CISF) be enabled on the CAPWAP AP switch ports to provide additional protection to the WLAN
infrastructure. (FlexConnect AP connectivity is discussed in Chapter 7, “FlexConnect”).

DHCP is generally the recommended method for AP address assignment, because it provides a simple
mechanism for providing current WLC address information for ease of deployment. A static IP address
can be assigned to APs, but requires more planning and individual configuration. Only APs with console
ports permit static IP address configuration.

In order to effectively offer WLAN QoS within the Cisco Unified Wireless Network, QoS should also
be enabled throughout the wired network that provides connectivity between CAPWAP APs and the
WLCs.
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WLC EoGRE Tunneling

Ethernet over GRE (EoGRE) is a new aggregation solution for aggregating Wi-Fi traffic from hotspots.
This solution enables customer premises equipment (CPE) devices to bridge the Ethernet traffic coming
from an end host, and encapsulate the traffic in Ethernet packets over an IP GRE tunnel. When the IP
GRE tunnels are terminated on a service provider broadband network gateway, the end host’s traffic is
terminated and subscriber sessions are initiated for the end host.

CAPWAPR Data
EoGRE

CAPWAP Contral

Benefits of Tunneling in General
¢ C(Client can maintain IP address and policy across heterogeneous access networks with different
technologies and/or vendors.
e Bypass MAC address scaling limitation of the L2 switch connecting to the WLC.
e Lawful Intercept (LI).

The EoGRE Tunneling offers the following benefits for mobile operators:
e Reduces network congestion by reducing OpEx and increasing network efficiency by offloading 3G

and 4G traffic.

e Provides access to 3G and 4G core in spite of a lack of weak cell signal, leading to subscriber
retention.

e Lowers CapEx on per user basis or bandwidth basis in dense metro environments.

The EoGRE tunneling offers the following benefits for wireline and Wi-Fi operators:

e Provides WiFi security and subscriber control.
e Delivers scalable, manageable, and secure wireless connectivity.
¢ Enables new revenue-sharing business models.

e Delivers a WiFi platform that offers new location-based services.

The EoGRE tunneling offers the following benefits for subscribers:

e Provides enhanced quality of experience to subscribers on WiFi networks.

e Provides unified billing across access networks.

¢ Provides mobility across radio access technologies—3G or 4G to WiFi and WiFi to WiFi.

e Provides multiple options within the Wi-Fi platform, thereby enabling location-based services.

e Begin with rel 8.2 EoGRE Tunneling is supported on the Dynamic interface.
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¢ Dynamic IPv6 AP-manager interface is not supported.

¢ Inrel 8.3 Dynamic interface with IPv6 supports only as tunnel interface.

¢ Inrel 8.3 maximum number of dynamic interface to which IPv6 address can be assigned is 16.

e Inrel 8.3 TGW supports both IPv4 and IPv6 address format. You can create up to 10 tunnel gateways
¢ Inrelease 8.4 EoGRE IPv4 and IPv6 tunnel is supported from WLC and Flex Connect AP to TGW
¢ In release 8.5 support for Primary and Secondary TGW failover and redundancy was added

e Inrelease 8.5 SNMP MIBs are added to manage the EOGRE tunnel.

Supported Controller and APs

e (Cisco 3504, 5508, 5520 series, WiSM-2 and 8500 series wireless LAN controllers.
e Rel 8.2 and above support EOGRE on the 2500 series and vWLC.
e 7500 controllers support only Flex Connect Aps with EOGRE direct tunnel to TGW.

e Cisco WLC 8.4 supported access points—3800, 2800, 1800, 3700, 2700, 1700, 1600, 3600, 2600,
2700, 702i, 3500, 702w,1540, 1560,1552, 1532, 1572.

EoGRE Tunnels System Design Options

Design 1: WLC based EoGRE Tunnel

e CAPWAP Control Path (AP-WLC)
e CAPWAP Data Path (AP-WLC)
¢ EoGRE Data Flow (WLC-TGW)

In this design model, a tunnel gets generated from WLC to the tunnel gateway such as ASR 1000. Begin
with release 8.2, controllers supports up to10 tunnel Gateway configurations and 10 EoOGRE Tunnel
Domains with 10 profile rules per each tunnel. Each profile can also be configured with multiple realms.
When realms are configured, it will be a user name followed by @. Realm is a string after @, for
example, user_name @realm. Two or more tunnels can be configured for redundancy, so that when the
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primary or active tunnel fails, the secondary or standby tunnel will take over the operation of the EOGRE
tunnel. Intra-controller and Inter-controller mobility is also supported with the EOGRE tunnel
configuration.

IPv4 or IPv6 EOGRE Tunnel From WLC

MN-Local o f
MHN-Remote

MMN-Remote R-Cocal

EoGRE From the WLC

MMN's WLAN is configured for

Central Switching
| - 1

N

The WLC in release 8.1 and above supports two tunnel type configurations on the northbound interface:
1. IP/GRE as defined in PMIPv6 (RFC 5213) — L3
2. Ethernet over GRE — L2
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Note In this guide, only EoGRE tunnel is discussed.

Only one type of tunnel is supported per WLAN. EoGRE is supported on either open or 802.1x based
WLANSs. Tunneled clients support EAP-SIM or EAP-AKA mode only. Other authentication modes are
not supported by the tunneled clients.

When open SSID WLAN is used, either all local/simple or all tunneled clients are supported but cannot
be mixed on the same WLAN. However, 802.1x authenticated simple or tunneled EoGRE clients are
supported on the same WLAN.

Prior to Release 8.3, only WLANSs configured for Open and WPA2-802.1X were supported.

It is now possible to assign EOGRE Tunnel Profiles to WLANSs configured for Internal WebAuth and
WPA2-PSK. WLANSs configured with WPA2-PSK / WPA2-802.1X and Internal WebAuth are also
supported.

Based on authentication, clients will be separated into local or tunneled mode. The WLC supports two
types of user’s traffic such as Remote-Tunneled and Local on the same WLAN.

Local users traffic is defined as traffic that is locally bridged by the WLC.

Remote-Tunneled user traffic is defined as traffic of remote-tunnel users and is tunneled by the WLC to
aTGW.

AAA override for EOGRE users is supported. Tunnel gateway can also act as AAA proxy.

If AAA Override is enabled on the controller for EOGRE EAP authenticated clients:

e WLC parses Access Accept and looks for MPC-Protocol-Type, such as EOGRE, GTPv2 or PMIPv6.

e Ifthe Protocol-Type AVP exists, WLC looks for all parameters related to that tunnel-type. The static
profile is ignored and the AAA provided parameters are used to setup tunnel.

e If AVPis not present, WLC uses static profile on WLC to determine tunnel type based on the realm
extracted from user name.

e If some of the parameters are not present, the authentication fails. For example, if everything is
present except T-GW IP, then the client authentication fails.

e If the MPC-Protocol-Type is None, then it will be simple IP.

Some of the attributes that can be returned by the AAA server are: User-Name, Calling-Station-Id,
gw-domain-name, mn-service, cisco-mpc-protocol-interface, and eogre_vlan_id.
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Typical Deployment: WLC EoGRE Topology

In this typical EOGRE deployment configuration, two users MN1 and MN2 are connected to Realm
@att.com and two other users MN3 and MN4 are connected to Realm @att.net. When the users MN1
and MN2 connect, they must be on the VLAN1 and TGW1 and users MN3 and MN4 must connect to
VLAN?2 and TGW2 as shown in the following figure. In this setup, two profiles with one realm in each
are created and mapped to TGW1 and TGW2 accordingly in the same domain.
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Design 2: FlexConnect AP based EoGRE Tunnel

e CAPWAP Control Path (Flex AP-WLC).
e EoGRE Data Path (Flex AP-TGW).
e Once tunnel is established, data flows from FC AP directly to the TGW.

In this design, direct tunneling from the AP offers data and control planes separation from the controller
and the AP. The central data throughput is limited only by the capacity of the core network with optimal
data-path routing towards the core of the network. The inter/intra controller mobility is not supported
but client can still roam in the same FlexConnect group in Locally Switched mode.

Enterprise Mobility 8.5 Design Guide g



Chapter2  Cisco Unified Wireless Technology and Architecture |

M Design 2: FlexConnect AP based EoGRE Tunnel

Detailed Best Practices

¢ FlexConnect AP — EoGRE is supported on Open and 802.1x based WLANSs.

e 802.1x authenticated “simple” and “tunneled” EoGRE clients are supported on the same WLAN.
e Based on authentication, clients are separated into local or tunneled mode.

e Tunneled clients support EAP-SIM or EAP-AKA modes.

e Open SSID WLAN supports either all local or all tunneled clients.

e AAA override for EOGRE users is supported.

e Tunnel GW can also act as AAA proxy.

¢ Flex Connect AP supports TGW failure detection and switch over to alternate TGW.

e TGW supports Fault Tolerance with Active/Standby mode.

e Inter and Intra Controller mobility is supported in connected FlexAP mode.

¢ In Stand-Alone mode, mobility supported only within FlexConnect group tunnel GW can be
configured as AAA and Accounting proxy.

e Tunnel GW supports “Configurable” DHCP Option-82.

¢ Flex Connect supports IPv6 addresses in releases 8.4 and above.

Basic Flex AP EoGRE Configuration

e When configuring Flex AP with EoGRE tunnel:

e Same tunnel configurations apply to WLC or FC AP tunnels when profile is applied on the WLAN.
e When FC AP is in Locally Switched mode, the FC AP gateway tunnel automatically applies.

¢ C(Clients connected to Local Mode AP communicates through the WLC-TGW tunnel.
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¢ C(Clients connected to FC AP communicates through the FC AP-TGW tunnel.

e C(Client selection is also impacted by the AAA or Profile override.
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2. Tunnel Gateway creation
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check goes from FC AP to
TGW
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7. Associate
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Note

configured in the EOGRE tunnel mode.

In redundancy tunnel configuration mode, the keep-alive pings will be sent from every FC AP that is

Typical Deployment: Flex Connect AP - EoOGRE Topology

In this typical FC AP -EoGRE tunnel deployment configuration, two users MN1 and MN?2 are connected
to Realm @att.com and two other users MN3 and MN4 are connected to Realm @att.net. When users
MN1 and MN2 connect, they should be on the VLAN1 and TGW1 and users MN3 and MN4 should
connect to VLAN-2 and TGW?2 as shown in the following figure. In this setup, two profiles with one
realm in each will be created and mapped to TGW1 and TGW?2 accordingly in the same domain. In this
deployment scenario, the tunnel will be setup directly between FlexConnect AP in a Locally switched
mode and TGW1 and TGW2; all data traffic will flow bypassing the controller.

Tunnel Profile mapped to WLAN
Irner BO2. 10 Galinasry
Tag
att.com Vian-1 TGW1
att.com Vian-1 TGW1
att_net Vian-2 TGW2
ati.met 2

EoGRE

For additional design and configuration details please see the EoGRE Deployment Guide at the link
below

https://www.cisco.com/c/en/us/support/wireless/wireless-lan-controller-software/products-technical-re
ference-list.html
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Operation and Maintenance

This section focuses on general deployment considerations and recommendations for easy operation and
maintenance of a Cisco Unified Wireless Network deployment.

WLC Discovery

The different WLC discovery mechanisms for APs (discussed earlier) make initial deployment of
CAPWAP APs very simple. Options include:

e Staging (priming) CAPWAP APs in advance using a WLC in a controlled environment
¢ Deploying them right out of the box by using one of the auto discovery mechanisms (DHCP or DNS)

Although auto discovery is highly useful, a network administrator will generally want to be able to
control which WLC an AP will join once it is connected to the network for the first time. Subsequently,
an administrator will want to define which WLC will be the primary for a given AP during normal
operation in addition to configuring secondary and tertiary WLCs for backup purposes.

AP Distribution

In a typical initial WLAN deployment, the APs automatically distribute themselves across the available
WLCs based on the load of each WLC. Although this process makes for an easy deployment, there are
a number of operational reasons not to use the auto distribution method.

APs in the same physical location should be joined to the same WLC. This makes it easier for general
management, operations and maintenance, allowing staff to control the impact that various operational
tasks will have on a given location, and to be able to quickly associate WLAN issues with specific WLCs,
whether it be roaming within a WLC, or roaming between WLCs.

The elements used to control AP distribution across multiple WLCs are:

e Primary, secondary, and tertiary WLC names — Each AP can be configured with a primary,
secondary, and tertiary WLC name, which in turn determines the first three WLCs in the mobility
group that the AP will prefer to join regardless of the load variations across WLCs in the mobility
group.

e Primary WLC — When an AP joins a WLC for the first time in a mobility group, it is not yet
configured with a preferred primary, secondary, and tertiary WLC; therefore, it will be eligible to
partner with any WLC (within the mobility group) depending upon the perceived WLC load. If a
WLC is configured as a primary WLC, all APs without primary, secondary, and tertiary WLC
definitions will join with the primary WLC. This allows operations staff to easily find newly joined
APs and control when they go into production by defining the primary, secondary, and tertiary
WLCs name parameters.

Best Practices

For convenience of network deployment engineers, starting with CUWN software release 8.1, a best
practices checklist is available within the dashboard for WLAN controllers (Figure 2-48). The checklist
is used to fine tune WLC configuration to match the best practices as suggested by Cisco. The checklist
compares the local configuration on the WLC with recommended best practices and highlights all of the
features that differ. The check also provides a simple configuration panel to turn on the best practices.
Use of best practices is highly recommended for all CUWN deployments.
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Figure 2-48 Best Practices Dashboard

T

NN s
e cisco % T 4 o

Monitoring EEELTICES Compliance Level 2127 [ ]

Network Summary INFRASTRUC

Access Paoinls AVC Visibility 0

Clients
Application Visibility is enabled on one or

mora WLAN

Wireless Dashboard

AP Performance

Clienl Performance

Load
Balancing

Local Frofiling
NTF

Fast 551D

A O

mONS
Galeway

Management
Over Wireless

HTTPs for n -

The dashboard checks the adherence for each recommended feature and provides feedback about the
compliance of each one. A best practice score is displayed based on the number of recommended
features that are enabled. Each recommended features is categorized as either Infrastructure, Security or
RF Management and the majority can be enabled directly within the dashboard using a single mouse
click. Additional information about a specific feature as well as the benefits are also provided in the
dashboard.
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Table 2-7 Release 8.1 Best Practices
Infrastructure Security RF Management
e Application Visibility e 802.1X on WLAN e SSID Limit

and Control
Load Balancing
Local Profiling
NTP

Fast SSID
mDNS Snooping

Management over
Wireless

Secure Web Access
Aironet IE
Multicast Forwarding

Controller High
Availability

Rogue Policies
Rogue Threshold
SSH / Telnet Access
Client Exclusion
Legacy IDS

Local Management
Password Policies

CPU ACLs

Client Bandselect
40MHz Channel Width

Auto Dynamic Channel
Assignment

Automatic Transmit Power
Control

Automatic Coverage Hole
Detection

CleanAir

Event Driven Radio Resource
Management

~

Note

A full list of each of the current best practices provided in the dashboard is available at:

http://www.cisco.com/c/en/us/td/docs/wireless/controller/best-practices/base/b_bp_wlc.html
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Apple Devices and ISE RADIUS Best Practices

Release 8.5 adds a number of best practices related to Apple Devices to enhance the performance of
Apple devices in a Cisco network, and ISE best practices that are recommended when using ISE as a
RADIUS server.

& Menitoring
28 Network Summary
Accass Points WLAN Gonfguration
Clients SGHz Ensbled (/]
'FJRDQL.IEE S0Hz EDCA Fastane ﬂ
Access Points SGHz MCS Rates 9
Clients 008 Trust DSCP
fi P ity P
I Interferers QOS Piatirum Profie /]
. ) mDNS or Bonjour
& Wireless Dashboard
Optimized Ao
AP Performance i e ]
GClient Performance — nizat
Radius Sarver
Timgoul
WLAN I5E
Configuration
Radius Aggrassive
F.1= Innrrﬂ - a

Release 8.5 Best Practices

Apple Devices ISE RADIUS

ISE RADIUS RADIUS Server Timeout
5GHz Enabled WLAN ISE Configuration
5GHz EDCA RADIUS Aggressive failover
Fastlane disabled

5GHz MCS Rates
QoS Trust DSCP

QoS Platinum
Profile

mDNS or Bonjour
enabled

Optimized Roaming
Disabled

The WLAN Configuration Best Practice under these sections expands into a detailed listing of best
practices enabled and disabled on a per-WLAN Basis which lends to easy visualization of the best
practice feature gaps
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Note A full list of each of the current best practices provided in the dashboard is available at:
https://www.cisco.com/c/en/us/td/docs/wireless/controller/best-practices/base/b_bp_wlc.html
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CHAPTER

WLAN RF Design Considerations

This chapter describes the basic information necessary to understand radio frequency (RF)
considerations in planning for various wireless local area network (WLAN) environments. The topics of
this chapter includes:

e Regulatory domains and RF considerations

e IEEE 802.11 standards

e RF spectrum implementations of 802.11b/g/n (2.4-GHz) and 802.11a/n/ac (5-GHz)
¢ Planning for RF deployment

e Radio resource management (RRM) algorithms and configuration

¢ RF Profiles and fine tuning

RF Basics

In the United States there are three main bands (frequency ranges) allocated for unlicensed industrial,
scientific, and medical (ISM) usage.

The ISM bands are designated as the:

e 900 MHz band: 902 to 928 MHz

e 2.4 GHz band (IEEE 802.11b/g/n): 2.4 to 2.4835 GHz

e 5 GHz band (IEEE 802.11a/n/ac):

e 5.150 to 5.250 GHz (UNII-1)Originally for indoor use only (indoor/outdoor now permitted US)
- 5.250 to 5.350 GHz (UNII-2a)
— 5.350 to 5.470 GHz (U-NII-2b) <-Proposed but not yet approved
- 5.5504 to 5.725 GHz (UNII-2c)
- 5.725 to 5.875 GHz (UNII-3)
- 5.825t0 5.925 GHz (U-NII-4)

The 900 MHz band is not used for Wi-Fi. Each of the remaining bands has different characteristics and
for Wi-Fi the pro’s and con’s depend on what your coverage and capacity goals are, and what is already
occupying the spectrum in your location. See deployment considerations later in this chapter for more
detail.
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It is important to understand how Wi-Fi differs from modern day LAN implementations. A modern day
wired LAN is most often a full duplex, switched infrastructure. This means that traffic is sent and
received simultaneously and switched between active ports, so a client can both transmit and receive
concurrently. A telephone conversation is full duplex — see Figure 3-1.

Figure 3-1 Example of Full Duplex Conversation

Full Duplex

G

Wi-Fi on the other hand is half duplex (Fig. 2), meaning we can either Transmit (Tx) to or Receive (Rx)
from a client/AP on the medium, the clients and the network take turns accessing the medium — it is a
shared broadcast and collision domain. Wi-Fi is contention based — meaning there are rules for stations
trying to access the medium and collisions (due to two or more stations simultaneously accessing the
medium) are worked out fairly so everyone gets a chance.

Figure 3-2 Example of a Half-Duplex Conversation

Half-Duplex
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Separation of physical groups of clients is performed using different frequency assignments — or
channels. For an access point operating on a given channel, there is a finite amount of airtime available
and every client connecting to an access point shares the airtime that the AP’s channel has to offer. The
more clients that are actively using an AP, the less airtime each client will get individually. Supporting
a higher data rate for one or more clients (more efficient use of airtime) will increase available airtime
for all clients, and result in higher potential bandwidth to the individual user.

All clients on a given channel share a common collision domain that extends to other AP’s operating on
the same channel regardless of whose network they ultimately belong to. This means that other clients
and access points using the same channel and can hear one another, share the available airtime. Each
additional AP added to a channel brings with it management overhead on the air. The effect of this
additional management traffic further reduces the total amount of airtime available for each user and
constrains performance.

Bandwidth = Airtime x Data Rate.

If you require more bandwidth than can be served from a single access point (i.e. you have many users
in a small area) then multiple AP’s will be required. When implemented on non overlapping channels,
each AP provides an isolated chunk of airtime over its coverage area. AP’s that are on the same channel
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must be kept out of range of one another. This is what Cisco’s RRM manages for you —the power and
the channel selection to coordinate multiple AP’s and neighbors for optimal performance. (See Radio
Resource Management - RRM below in this document.)

Channel assignment and reuse for the network is a big factor in determining the airtime efficiency and
ultimately the bandwidth that can be delivered to the clients. When two AP’s can hear one another on
the same channel the result can be co-channel interference unless the overlapping BSS is managed
carefully. Whether co-channel interference is the result of your own AP’s, or your AP and a neighbor
doesn’t matter— either way the AP’s must share the channel. In order to produce a good physical design,
four things must be considered:

e AP placement

e AP operating band (2.4 GHz or 5 GHz)
e AP channels selected

e AP power levels assigned

The goal in a good design is to produce even wireless coverage (similar conditions end to end) with
minimal co-channel interference maximizing the available potential bandwidth for the client devices.

Cisco’s RRM, Radio Resource Management, calculates and assigns the best channels and power
combinations using measured, over the air metrics. Over The Air observations include Wi-Fi networks
operating within the infrastructure as well as existing external users Wi-Fi and non-Wi-Fi of the
spectrum. RRM will mitigate co-channel assignments and balance power, but if there are no open
channels available, or the AP’s are simply too close together the only choice remaining is sharing the
channel with an existing user. This happens in congested environments and two different networks may
have to share the same bandwidth. If one or the other is not busy — the other may use all of the bandwidth.
If both become busy, they will share the bandwidth 50/50 due to 802.11’s contention mechanisms
(“listen before talk”) that are designed to ensure fair access.

Regulatory Domains

Devices that operate in unlicensed bands do not require a formal licensing process by the end user.
However equipment designed and built for operating 802.11 in the ISM bands is obligated to follow the
government regulations for the region it is to be used in. “Unlicensed, does not mean “without rules”.
Cisco Wireless equipment is designed and certified to operate and meet the regulatory requirements for
specific regions. Regulatory designations are either included in the part numbers for pre provisioned
region.

The end user bears responsibility for correct implementation and ensuring that the correct equipment is
used for the specified region. Your Cisco sales team can guide you in selection. For provisioning a
universal AP — at least one AP must be provisioned using the smart-phone application to ensure the GPS
location of the AP. This ensures that the AP is physically located in the region being activated for. Once
provisioning of the first UAP is completed, other UAP’s may be provisioned off the initial UAP with
enable radio interfaces.

The regulatory agencies in different regions of the world monitor the unlicensed bands according to their
individual criteria. WLAN devices must comply with the specifications of the relevant governing
regulatory body. Although the regulatory requirements do not affect the interoperability of IEEE
802.11b/g/n- and 802.11a/n/ac-compliant products, the regulatory agencies do set certain criteria in the
product implementation. For example, the RF emission requirements for WLAN are designed to
minimize the amount of interference any radio (not just Wi-Fi) can generate or receive from any other
radio in the same proximity. It is the responsibility of the WLAN vendor to obtain product certification
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from the relevant regulatory body. And it is the responsibility of the installer to ensure that the resulting
installation does not exceed those requirements. We recommend and certify the use of antenna’s and
radio combinations that meet regulatory requirements.

Besides following the requirements of the regulatory agencies, Cisco ensures interoperability with other
vendors through various Wi-Fi Alliance (WFA) certification programs (www.wi-fi.org).

Operating Frequencies

The 2.4-GHz band regulations of 802.11b/g/n have been relatively constant, given the length of time they
have been in operation. The FCC (U.S) allows for 11 channels, ETSI (and most other parts of the world)
allow for up to 13 channels, and Japan allows up to 14 channels but requires a special license and
operating modes to operate in channel 14.

Countries that adhere to the 5.0-GHz band regulations of 802.11a/n/ac are more diverse in the channels
they allow and their rules for operation. In general, with the advancement of 802.11ac most are now
considering opening more spectrum for 5 GHz Wi-Fi — and all have more non overlapping channels in
5 GHz than is available anywhere in 2.4 GHz.

These frequency bands and their associated protocols can and do change as the technology evolves and
regulatory rules change. All Cisco AP’s regulatory certifications and allowed frequencies and channels
are documented in their individual data.

2.4 GHz - 802.11b/g/n

802.11b

The 2.4 GHz band as it is commonly referred to consists of frequencies between 2400 MHz and 2483
MHz for a total of 83 MHz of usable spectrum in most of the world.

There are currently 3 protocol specifications permitted for 802.11 Wi-Fi operations in the 2.4 GHz band.
802.11b, 802.11g and 802.11n are standards created by the IEEE and agreed to by individual regulatory
authorities around the world. Many other non Wi-Fi technologies also use the 2.4 GHz band for
operation; Microwave Ovens, Baby Monitors, Gaming consoles, Bluetooth devices and cordless phones
to name just a few. These other non Wi-Fi devices represent interference to Wi-Fi signals as they can and
do interfere with Wi-Fi operations in the 2.4 GHz band. Consumer Wi-Fi devices also heavily use the
2.4 GHz band. Many older (but still in widespread use) consumer access points (or wireless routers as
they are sometimes called) are single band devices that only operate with a 2.4 GHz radio. The aggregate
of all the various users accessing the 2.4 GHz band combined with a limited amount of spectrum leads
to this bands growing reputation for congestion.

Does this mean that you wont be able to successfully deploy Wi-Fi in 2.4 GHz? No. It simply means that
the 2.4 GHz band will fill up faster and support less users than the 5 GHz band will. Congestion in the
band is a local phenomenon and your location may be fine. A site survey will show you what you have
to work with in your application.

The 802.11b protocol was ratified as an amendment to the 802.11 standards in 1999. It added support
for data rates of 5.5 and 11 Mbps and enjoys broad user acceptance and vendor support. 802.11b has
been deployed by thousands of organizations, as it was the first standardized specification for modern
Wi-Fi communications. It is the least efficient of all the protocols available today, which means that you
will exhaust available airtime quite rapidly using this protocol and with less airtime; you can support
less users. 802.11b is based on a single transmitter/receiver design and suffers from multipath frequency
phenomena that affects reliability and makes design more difficult. What remains of true 802.11b clients
can generally be found in application specific appliances such as bar code scanners or printers generally
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in Logistics, Retail or Health Care verticals. Modern day radios that are able to support 802.11b are
generally all implemented on radios designed for 802.11n and improve the reliability (MRC Receivers),
but not the efficiency of the 802.11b standard.

The 802.11g protocol, which was ratified as an amendment to the 802.11 IEEE standards in 2003,
operates in the same spectrum as and is backwardly compatible with the 802.11b specification. The
802.11g standard uses a completely different modulation technique (OFDM) and supports data rates of
6,9, 12, 18, 24, 36, 48, and 54 Mbps. While backwardly compatible, this compatibility comes at a cost
to airtime and additional management overhead required for 802.11b which reduces the overall gains
that could be realized with 802.11g when operating in an 11g only client environment. Performance in
a mixed 802.11b 802.11g environment will cost as much as 50% of a cells potential capacity. Initial
802.11g radios like 802.11b designs also had a single receiver and transmitter and where subject to a lot
of the same reliability issues in implementation.

The 802.11n protocol, which was ratified as an amendment to the 802.11 standards in 2009 allows for
usage in either 2.4 or 5 GHz bands and introduces MIMO (multiple input, multiple output) using
multiple radios allows for encoding multiple Spatial Stream’s simultaneously (i.e) up to 4 times the data
in the same amount of airtime theoretically, 3 spatial Streams is the practical limit. The 2.4 GHz band
supports data rates up to 216 Mbps (assuming 20 MHz channel and 3 spatial stream transmitter). 802.11n
also specifies a wider channel operation at 40 MHz commonly referred to as a bonded channel as it
requires two 20 MHz channels to make a single 40 MHz channel. We do not support bonding of channels
in 2.4 GHz because of interference issues associated with only having 3 non-overlapping channels
available (Figure 3-3). The number of devices, which support 3 spatial streams, is limited to higher end
laptops and tablets as well as access points. Two spatial stream devices are more plentiful but still limited
to Laptops and tablets, with only a few of the newest smartphones now support multiple spatial streams.
In all cases, 802.11n products introduced a technology for receivers called MRC (Maximal Ratio
Combining) a technique which relied on multiple receivers/antenna’s to mitigate the reliability issues
associated with early 802.11b and 802.11g/a receivers and improved the overall reliability and
performance of Wi-Fi. Therefore, modern 802.11n based radios improve on reliability when operating
under the 802.11g standard.

2.4 GHz Wi-Fi Channel Planning

Channel plans for the 2.4 GHz band identify 14 Overlapping channels, but only 3 of these are Channels
1,6,11 are highlighted below, note that all other channels overlap or share boundaries and in the US only
1,6,11 are available for non-interfering channel operation.
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Figure 3-3 2.4 GHz Channels, Showing 1,6,11 Selected

Channels 1,6,11 Non - Overlapping

2412 2417 2422 2427 2432 2437 2442 244T 2452 2457 2462 2467 2472 2477 2184

Note In some regulatory domains, it has been suggested that a 4 channel plan will work. This continues to
come up time and again however without going into a lot of detail about what happens outside of the
channel boundaries — there is simply not enough space between channels left for this to work practically
in anything but the least dense environments. Also consider that the majority of the world agrees on
1,6,11 and most radios will default to this channel plan — in such a case if you have selected 1,5,9,13 any
radio using the standard channels will interfere with at least one — in most cases 2 of your channels — We
do not recommend it for these reasons.

Figure 3-4 2.4 GHz Channels Showing 1/5/9/13 Selected

Using 1,5,9,13 instead of 1,6,11

2412 2417 2422 2427 2432 2437 2442 2447 2450 2457 2462 2467 2472 2477 2384

<1 MHz = 1MHz

Valid strategies for reducing the congestion in 2.4 GHz include reduction in self interference by:

1. Disabling the 802.11b data rates — this will reduce the area of coverage/interference and eliminate
the least efficient protocols from the air

2. Choosing a relatively high minimum mandatory data rates — this also reduces effective
coverage/interference and data rates of 12-18 Mbps are used in high density deployments
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3. No more than 3-4 SSID’s (WLAN’s) on any one AP, as each AP must broadcast each configured
WLAN - this can dramatically reduce the management overhead associated with the physical
channel

4. Eliminate known non Wi-Fi interference sources, CleanAir can help you identify, evaluate and
locate these.

For interference coming from neighboring Wi-Fi networks that are not part of your solutions. All involve
additional hardware and complexity in design. If you have a valid need for critical operations in 2.4 GHz
it is recommended that you employ someone who has experience with this level of design.

5 GHz - 802.11a/n/ac

802.11a

802.11n

Operating in the unlicensed portion of the 5 GHz radio band, 802.11a/n/ac radios are immune to
interference from ALL devices that operate in the 2.4 GHz band, including non Wi-Fi interference from
consumer devices. The 5 GHz band available for Wi-Fi use can differ significantly around the world from
100 to 300 MHz, but in all cases there is more bandwidth available than in 2.4 GHz spectrums.

Because the 802.11a/n/ac standards operate in a different frequency range, 2.4 and 5 GHz band devices
can operate in the same physical environment without interfering with each other. Most Cisco AP’s
support both 2.4 and 5 GHz dual band operation. There are three protocol specifications ratified for use
in 5 GHz Wi-Fi, 802.11a, 802.11n and 802.11ac. The range of frequencies/channels is broken into
different frequency segments in 5 GHz — and the range of frequencies has increased over time. In the
United States we have:

e 5.150 to 5.250 GHz (UNII-1 - 4 Channels 36-48)

e 5.250 to 5.350 GHz (UNII-2 - 4 Channels 52-64)

e 5.470 to 5.725 GHz (UNII-2c - 12 Channels 100-144)
e 5.725t05.825 GHz (UNII-3 - 5 Channels 140-165)

e 5.825t05.925 GHz (U-NII-4 - 4 Channels 169-181)

All three protocols are backwardly compatible using identical mechanisms and work quite well together
with no noticeable penalties for mixed operation apparent due to a common encoding technology. The
primary differences are airtime efficiency.

Channel assignments in 5 GHz bands are much more straightforward in that all assignments are NON
Overlapping channels with a minimum of 5 MHz separation maintained between channels.

802.11a protocol, which was ratified as an amendment to the 802.11 standards in 1999 and is identical
in most respects to the 802.11g standard except the band in which it operates and no need for backward
compatibility for 802.11b. 802.11a supports speeds of 6, 9, 18, 24, 36, 48 and 54 Mbps. This is largely
considered a legacy protocol in 2015 and you likely will not find many native 802.11a devices left in the
wild. You may still see the 802.11a protocol in the air — but it is much more likely that this protocol is
being used on a device that is natively at least an 802.11n device.

802.11n protocol, which was ratified as an amendment to the 802.11 standards in 2009 allowed for
operation in 2.4 GHz as well as 5 GHz. It also included several enhancements that allowed for wider
channel operation (up to 40 MHz up from 20 MHz) with two times the channel width, one can expect
twice the capacity or speed. This protocol introduced a new concept in radio design — MIMO - or
Multiple Input, Multiple Output. Using multiple spatial streams allows simultaneous encoding of
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separate streams of data within the same signal and increased the density of data that could be sent at
one time providing an order of magnitude increase in capacity and speed. The data rates for 802.11n
needed to accommodate a varying number of spatial streams (dictated by individual radio design) as well
as the encoding method used. The new data rate structure adopted MCS (Modulation and Coding
Scheme) as a substitute for the then standard Data Rate.

Table 3-1 802.11n MCS 1-23 Data Rates

Data Rate (Mbit/s)
MCS Spatial  Modulation  Coding 20 MHz Channel |40 MHz Channel
Index |Streams |Type rate 800 ns GI 400 ns GI (800 ns GI |400 ns Gl
0 1 BPSK 172 6.5 7.2 13.5 15
1 1 QPSK 172 13 14.4 27 30
2 1 QPSK 3/4 19.5 21.7 40.5 45
3 1 16-QAM 1/2 26 28.9 54 60
4 1 16-QAM 3/4 39 433 81 90
5 1 64-QAM 2/3 52 57.8 108 120
6 1 64-QAM 3/4 58.5 65 121.5 135
7 1 64-QAM 5/6 65 72.2 135 150
8 2 BPSK 172 13 14.4 27 30
9 2 QPSK 172 26 28.9 54 60
10 2 QPSK 3/4 39 43.3 81 90
11 2 16-QAM 172 52 57.8 108 120
12 2 16-QAM 3/4 78 86.7 162 180
13 2 64-QAM 2/3 104 115.6 216 240
14 2 64-QAM 3/4 117 130 243 270
15 2 64-QAM 5/6 130 144.4 270 300
16 3 BPSK 172 19.5 21.7 40.5 45
17 3 QPSK 172 39 43.3 81 90
18 3 QPSK 3/4 58.5 65 121.5 135
19 3 16-QAM 1/2 78 86.7 162 180
20 3 16-QAM 3/4 117 130 243 270
21 3 64-QAM 2/3 156 173.3 324 360
22 3 64-QAM 3/4 175.5 195 364.5 405
23 3 64-QAM 5/6 195 216.7 405 450

MIMO or the use of Multiple Spatial Streams requires separate transmitters and receivers in order to
operate — 1 for each Spatial Stream being coded. More radios require more power and antennas, for this
reason the exact number of spatial streams that a given radio supports is often a design decision related
to available power and real estate on a given device. In practical terms the more power and space a device
has, the more spatial streams it can support. Hence AP’s with wired power sources mostly support
multiple spatial streams, as do many laptops and tablets. Smartphones with limited battery and space
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generally support a single spatial stream (there are exceptions, but not many). You will also find a range
of capabilities related to cost and performance. The transmitter is the real power drain —SISO or Single
input — Single Output) do support multiple receivers improving (and MRC — a dramatically improved
receiver technology) even if they do not support multiple transmitters (and the ability to do multiple
spatial streams). Notation for 802.11n radios is typically seen as 3x3:2 or 2x3:2 or 1x2:1 where as
#HTX)x(#RX) and :# spatial streams supported.

802.11ac protocol which was ratified as an amendment to the 802.11 standards in 2013

There is only one 802.11ac standard, but there were two different timeliness for bringing 11ac to market
commonly referred to by the market as Wave 1 and Wave 2. Both have been released as of the date of
this writing.

802.11ac built upon many of the lessons learned in 802.11n and permitted up to 8 spatial streams using
up to a 160 MHz channel. The first Wave 1 products to market supported up to 80 MHz channels with
three spatial streams. All devices Wi-Fi certified for 802.11ac W1 must operate at 20, 40 and 80 MHz
channel width. In the 802.11n specification 40 MHz operation was vendor optional and allowed for a
mismatch of client capabilities to network design. Not all 802.11n devices can take advantage of a 40
MHz channel plan and see no gain for the reduced number of channels.

Wave 2 products being marketed today implement up to 4 spatial streams and a 160 MHz channel width,
this is formed by bonding 2x80 MHz channels together as a single channel (consuming a total of 4x20
MHz channel assignments). Again, 4 spatial streams means 4 transmitters and receivers (and antennas)
— so there is a real estate issue right away with 8 Tx/Rx chains for a single band radio.

Just like 802.11n which supported up to 4 Spatial Streams, the practical limit was 3 Streams as gains
from a fourth are miniscule. 8 Spatial Streams for 802.11ac is unlikely on a single 5 GHz radio. Pay
attention as some manufacturers are marketing 4 ss on 2.4 and 4 ss on 5 GHz as 8 spatial streams — not
quite the same thing. For More on Spatial Streams see Fundamentals of Spatial Streams with Rob Lloyd
for an excellent short discussion.

The other major contribution to Wi-Fi coming with Wave 2 is MU-MIMO - That is Multi User MIMO.
With 802.11ac MU-MIMO is possible to serve multiple clients on separate spatial streams
simultaneously.This functionality does require that a client support MU-MIMO, and we are seeing client
support growing as of this writing For an in depth view of 802.11ac see: 802.11ac: The Fifth Generation
of Wi-Fi Technical White Paper

US 5 GHz New FCC —B domain

e New software releases after 8.2MR1 now supports —B domain
e As of June 2016 Cisco has restricted the —A SKU and no longer makes this available in the US.

e In the US, new Federal Communications Commission (FCC) order 14-30 implemented changes
from what was implemented into the —A SKU causing the introduction of -B. Changes include:

— U-NII-1 band (5150-5250 MHz) is now permitted for outdoor use

— Tx power in U-NII-1 increased to 1W however there are additional restrictions on Effective
Isotropic Radiated Power (EIRP) above the 30 degree horizon when used outdoors.
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— Terminal Doppler Weather Radar (TDWR) bands (channels 120, 124 & 128) are permitted with
new test requirements for Dynamic Frequency Selection (DFS)

- New power spectral density and above/below band edge emission requirements for U-NII-3
(5.725-5.85 MHz)

US 5 GHz channel Plans

e The creation of protocols that can consume ever larger channels (20/40/80/160 MHz) involves lot of
pressure on the existing channels today. Due to regulatory restrictions, it is not always possible to
bond channels in two separate frequency ranges (even though the 80+80 mode in 11ac enables this)
— and today we have gaps between the channels defined, so there are real limits. In the US, more
spectrum has already been granted (the return of channels 120, 124, 128) and facilitated the use of
two 160 MHz channel possibilities. Additional spectrum has been requested to bridge gaps in ranges
and is in currently under consideration to allow for more. World Wide, other regulatory agencies are
taking note as.

e US Channel and band assignments for 20, 40, 80 and 160 MHz channels are depicted below with
future requested allocations noted.

Figure 3-5 Current US 5 GHz 802.11 Wi-Fi channel plan
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The data rate increases for 802.11ac come in three forms, either more spatial streams (1-8), wider
channels (20/40/20/160 MHz) or expansion of encoding rates. 802.11n was limited to 2 channel widths,
and 4 spatial streams (only 3 of which are practical) — so MCS 1-23 was used to define the speeds — with
0-7 defining the data rate for 1 spatial stream, and 8-15, 16-23 repeating those rates on first 2, then 3
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spatial streams. We have 8 spatial streams now — so something needed to be done. I wish it were simpler

— but MCS 0-9 now define the modulation and coding rate only. Multipliers are used to calculate the

impact of additional spatial streams, and or additional channel widths. The table below shows up to 2
spatial streams and all channel widths. It’s not easier — but it is easier in the long run given the challenge.
Note the multiplier rules below the table.

Table 3-2 802.11ac MCS Data Rates

MCS |Modulation Coding |Spatial

Index |Type Rate |Streams [20MHz [40MHz 80 MHz |160 MHz
0 BPSK 1/2 1 7.2 15.12 32.4 64.8

0 BPSK 1/2 1 14.4 30.24 64.8 129.6
1 QPSK 172 1 14.4 30.24 64.8 129.6
1 QPSK 172 1 28.8 60.48 129.6 259.2
2 QPSK 3/4 1 21.7 45.57 97.65 195.3
2 QPSK 3/4 1 43.4 91.14 195.3 390.6
3 16-QAM 172 1 28.9 60.69 130.05 260.1
3 16-QAM 172 1 57.8 121.38  |260.1 520.2
4 16-QAM 3/4 2 43.3 90.93 194.85 389.7
4 16-QAM 3/4 2 86.6 181.86  [389.7 779.4
5 64-QAM 2/3 2 57.8 121.38  |260.1 520.2
5 64-QAM 2/3 2 115.6 242776  [520.2 1040.4
6 64-QAM 3/4 2 65 136.5 292.5 585

6 64-QAM 3/4 2 130 273 585 1170
7 64-QAM 5/6 2 72.2 151.62  |324.9 649.8
7 64-QAM 5/6 2 144.4 303.24  [649.8 1299.6
8 256-QAM 3/4 3 86.7 182.07 |390.15 |780.3
8 256-QAM 3/4 3 173.4 364.14  |780.3 1560.6
9 256-QAM 5/6 3 96.3 202.23  |433.35 866.7
9 256-QAM 5/6 3 192.6 404.46  |866.7 17334

1. MCS9 20 MHz not legal per specification for SS1, 2,4, 5,7, 8
2. Each spatial stream adds %100 (i.e.) MCSO 1ss data rate = 7.2 x2 for 2 ss, x3 for 3 ss

3. Channel width multipliers = 20 MHz speed x 2.1 for 40 , 4.5 for 80, 9 for 160, i.e. MCSO 20 MHz,

1ss = 7.2 Mbps x 2.1 for 40 MHz = 15.2

802.11ac is a quantum leap in efficiency for Wi-Fi. As for device support, more spatial streams means

more power and antennas. Radio designs continue to improve and we are already seeing more multi

spatial stream implementations in smaller devices. Today, a lot of the clients are limited at 1-2 spatial
streams (ss), but all 802.11ac clients must support up to 80 MHz channel operation for certification. A
160 MHz channel is a tight squeeze in current spectrum allocations in the US — and ranges to impossible
in some regulatory domains. For reference — a 3ss Wavel client operating in 80 MHz today can achieve

a data rate of 1.3 Gbps, We will be going faster too in the future.
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802.11ad

802.11ad is different from 802.11a/b/g/n/ac in that it does not use 2.4 GHz or 5 GHz. This standard
originally referred to as WiGig utilizes frequencies in the 60 GHz range. The very high millimeter
frequency range limits the range often to devices in the very near field. The higher the frequency the
more energy it takes to propagate, it is suggested that this technology with its short range yet high
potential throughput (up to 7 Gbps) makes this technology a nice fit of personal area network or wireless
USB/video applications.

Understanding the IEEE 802.11 Standards

IEEE 802.11 is the working group within the Institute for Electrical and Electronics Engineers (IEEE)
responsible for wireless LAN standards at the physical and link layer (Layers 1 and 2) of the OSI model,
as compared to the Internet Engineering Task Force (IETF), which works on network layer (Layer 3)
protocols. Within the 802.11 working group are a number of task groups that are responsible for elements
of the 802.11 WLAN standard. Table 3-3 below summarizes some of the task group initiatives.

For more information on these working groups see: http://www.ieee802.org/11/

Table 3-3 IEEE Task Group Activities

Task Group |Project

MAC Develop one common MAC for WLANS in conjunction with a physical layer entity
(PHY) task group.

PHY Develop three WLAN PHYs—Infrared, 2.4 GHz FHSS, 2.4 GHz DSSS.

a Develop PHY for 5 GHz UNII band.

b Develop higher rate PHY in 2.4 GHz band.

c Cover bridge operation with 802.11 MACs (spanning tree).

d Define physical layer requirements for 802.11 operation in other regulatory domains
(countries).

e Enhance 802.11 MAC for QoS. (see Chapter 5)

f Develop recommended practices for Inter Access Point Protocol (IAPP) for
multi-vendor use.

g Develop higher speed PHY extension to 802.11b (54 Mbps).

h Enhance 802.11 MAC and 802.11a/n/ac PHY-Dynamic Frequency selection (DFS),
Transmit Power control (TPC).

i Enhance 802.11 MAC security and authentication mechanisms.

] Enhance the 802.11 standard and amendments to add channel selection for 4.9 GHz
and 5 GHz in Japan.

k To facilitate roaming, an 11k capable client associated with an AP requests a list of
suitable neighbor APs. The 802.11k capable AP responds with a list of neighbor APs
on the same WLAN along with their current Wi-Fi channel numbers.

m Perform editorial maintenance, corrections, improvements, clarifications, and
interpretations relevant to documentation for 802.11 family specifications.

n Focus on high throughput extensions (>100 Mbps at MAC SAP) in 2.4 GHz and/or 5
GHz bands.
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Table 3-3 IEEE Task Group Activities (continued)
Task Group |Project
o) Provide Fast Handoffs in Voice over WLAN (goal is around 50 ms)
p Focus on vehicular communications protocol aimed at vehicles, such as toll
collection, vehicle safety services, and commerce transactions using cars.
r 802.11r introduces a new concept of roaming where the initial handshake with the

new AP is done even before the client leaves the current AP. This is called Fast
Transition (FT)

S Define a MAC and PHY for meshed networks that improves coverage with no single
point of failure.

t Provide a set of performance metrics, measurement methodologies, and test
conditions to enable manufacturers, test labs, service providers, and users to measure
the performance of 802.11 WLAN devices and networks at the component and
application level.

u Provide functionality and interface between an IEEE 802.11 access network
(Hotspot) and any external network.

v Provide extensions to the 802.11 MAC/PHY to provide network management for
stations (STAs).

w Provide mechanisms that enable data integrity, data origin authenticity, replay
protection, and data confidentiality for selected IEEE 802.11 management frames
including but not limited to: action management frames, de-authentication and
disassociation frames.

ac This amendment specifies enhancements to the 802.11 MAC and PHY to support
very high throughput (500-1000 Mbps) in the 5 GHz bands.

Deployment Considerations

Should I design for 2.4 or 5 GHz?

Wi-Fi is a relatively mature technology today. While there are still places where Wi-Fi is not present, it
is hard to find any place where there are people and places, that doesn’t have some signal coverage today.
A good way to look at this is: the more independent neighbors you have — the more Wi-Fi interference
you either already have — or possibly will. This is often at its worst in multi-dwelling facilities where
many disparate company offices share a single building and spectrum.

This is of critical importance, since Wi-Fi passes through walls and floors and must operate and accept
all interference from other Wi-Fi and non Wi-Fi devices alike. What this means is that to the degree that
your network devices can hear other networks — they will share the available airtime with those other
networks. If you and your neighbor are both heavy users, in the areas that your networks overlap you
will both get less bandwidth than the connection speeds would suggest. For both networks waiting on
the other to access the channel will cost time (and less time on the air leads to less throughput).

Using 2.4 GHz in a congested metropolitan city, multi dwelling facility, or shopping mall will enjoy
variable success at best and frequently can be unusable at worst. Best Practices recommends three
non-overlapping channels in most of the world. In a densely deployed environment with multiple
different network owners— someone is always trying the other 8-10 channels in hope that this will buy
some advantage in an over filled spectrum. Most often, it does not; in fact choosing channels that overlap
others makes it worse for everyone.
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When two AP’s are on the same channel, the contention mechanisms of each allow for fair access to the
channel between them. An AP on a different but overlapping channel can’t demodulate the 802.11
packets on the overlapped frequencies and it appears only as noise. Without the 802.11 mac layer, no
coordination is possible between the two AP’s. Errors, and collisions increase for both AP’s cell’s
increasing utilization and wasting precious airtime. If you live in a region where a 4 channel plan is
possible (1, 5,9, 13) keep in mind that many client drivers will not enable channels 12 and 14 by default.
Also most consumer and many AP systems default to using channels 1, 6, 11. Under these conditions
channel 6 will interfere with both channel 5 and 9, and channel 11 interferes with 9 and 13 and vice versa.
If your neighbors are using 1, 6, 11 — you should too — it will perform better.

If an application is critical to business operations, plan on using 5 GHz. Once upon a time — this was
more difficult to do as 5 GHz devices were less prevalent. This is not the case today as most
manufacturers are focusing on 802.11ac as the standard for their products and 802.11ac only operates in
5 GHz.

If you absolutely must deploy a critical function on 2.4 GHz understand why and what is driving that
requirement (specifically which devices) and consider replacing these with updated hardware. You can
only put so many 2.4 GHz radios in close proximity to one another and once the channels are full — they
are full.

A look at the Wi-Fi Alliance certification database (Wi-Fi Alliance certification product-finder)
confirms that 5 GHz support is plentiful in todays devices. Consider these findings from the latest results

e As of August 2015 — 2,409 Smartphones/tablets have certified 5 GHz 802.11n operation.
— 477 of which where certified in 2013
— 591in2014/15 - all 802.11ac

— Total WFA certifications for the same period is 3167 putting 2.4 GHz only devices at 24% of
the current Market (this down from 32% 6 months previous)

— The majority of these being low end consumer gear

Table 3-4 Pro's and Con's 2.4 vs. 5 GHz

Frequency Band Pro Con

2.4 GHz Good Range - As frequency increases, |Less AP's can be configured in the
propagation distance decreases same physical space due to mutual

(assuming equivalent transmit power) |interference, less capacity

Higher penetration of objects - better |Less AP's can be configured in the
range indoors same physical space due to mutual
interference, less capacity

Less Spectrum/channels Increased congestion

Increased risk of interference from
improper implementation-rogues

Favorite band for non-Wi-Fi devices -
increased interference in general

Not enough channels to use bonded
channels and increase throughput -
increased interference
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Frequency Band

Pro

Con

5 GHz

Less range/ self interference, more
AP’s possible, more users

Less range generally means more AP's
possibly required (higher power levels
for UNII_3 is generally only
supported by the AP side

More Channels - bandwidth -
Capacity

Less consumer Wi-Fi devices and non
Wi-Fi. Less congestion

802.11ac - only in 5 GHz

less range - not as suitable for low
density hotspot coverage models

In Figure 3-6 you can see the difference in usable signal for both the 2.4 GHz band on the left, and the
5 GHz signal on the right using the same Tx power setting. In the Unii-3 band — power can be increased
to 23 dBm and 5 GHz can cover more than 2.4 GHz but only in that band. The numbers of people who
will share the fixed bandwidth available for the AP in each are contained within the cell’s footprint.

Figure 3-6

What Protocols should | enable?

Propagation Distance of 2.4 GHz and 5 GHz

5 GHz 8 dBm TX 1100 feet
3 dB wall
H\\I
L
) .-'I
[N _‘f
268 Feet
I
-46
dem |
| >=o |

There are multiple protocol standards available in the 802.11 standard, in fact everything that has been
ratified since 1999 is still required for WFA certification and present in all hardware that supports the
band it belongs to. That doesn’t mean that you need to use it though. The choices you make in deciding
which protocols to support (and which NOT to) can have a big impact on your networks efficiency.
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Note

By efficiency we mean the use of airtime. The faster a station can get onto and off of the air, the more
airtime will be available for other stations. 802.11b as previously mentioned was one the first protocols
implemented in 2.4 GHz. Today it is truly a unique example amongst all other Wi-Fi protocols as both
the coding and modulation methods are completely different than every other protocol that has been
ratified since.

As a group — the legacy protocols of 802.11b, a and g all used a wide guard interval of 800 ms. The guard
interval is a time space between radio symbols (characters) being transmitted that ensures they do not
collide in the air. 802.11n and 802.11ac have an optional short Guard Interval, but in practice all products
implement this option. You can see the gains that a short guard interval provides in the §02.11n data rate
chart (Table 3- 1 802.11n MCS 1-23 data rates), they are significant.

802.11n and 802.11ac also provide for block ACK, or block acknowledgments, which allows for higher
efficiency gains by allowing a large block of packets to be acknowledged all at one. The legacy protocols
all send a packet — get a response — one by one. This adds a considerable number of frames to the
transaction for reliability that is largely no longer needed with modern standards.

Think about it this way - a golf cart has 4 wheels and a steering wheel just like an automobile— but you
would hardly let it enter a formula one race. Imagine the outcome of that — and that’s pretty much what
happens in a no holds barred Wi-Fi network.

Figure 3-7 below compares the airtime requirements of different protocol standards and data rates using
different sized packets over the air. This shows airtime (us) consumed per packet, before any gains from
aggregation are realized. It is easy to see that even a modest 802.11n or ac speed can move twenty 1024
byte packets before 802.11b can move 1.

The lower the data rate — the longer the airtime required for a given packet size. Less over all data can
be accommodated within each second. Less available bandwidth is the result.

Figure 3-7 Airtime of Packets by Speed and Size
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As a network architect, the concern is to provide services that everyone can use. The good news is that
by and large there are very few environments where you will find a “real” requirement for native 802.11b
or legacy protocols today.

Cisco WLC’s have several options available for implementing the most popular and necessary speeds.
The various network types and decision points is detailed later in this document to ensure you to
understand the need of implementing a well-tuned network from the start.

What is a DFS channel, should | use them?

Many of the channels available in 5 GHz are known as DFS channels. DFS stands for Dynamic
Frequency Selection and along with TPC (Transmit Power Control) define co-existence mitigations (i.e.,
detect and avoid) for radar while operating in the UNII-2 and UNII-2e bands (channels 52-144). These
mechanisms are detailed in an amendment to the 802.11 standard.

The 802.11h standard was crafted to solve problems like interference with satellites and radar which also
legally use the 5 GHz band as primary users. A primary user has priority over the frequency range of
UNii-2 and UNiiZ2e. It is Wi-Fi’s job, as a condition of using these frequencies, to not interfere with any
primary users. While this standard was introduced to primarily address European regulations, it is used
by many other regions of the world today to achieve the same goals of more operational 5 GHz spectrum
for Wi-Fi.

In 2004, the US added channels 100-140 in the UNII-2e (e stands for extended) band with rules requiring
802.11h certification which allow us to peacefully coexist with Primary licensed users of the 5 GHz
frequencies in this range. For Europe these channels represent most of their available 5 GHz spectrum
today. Before the rules and mechanisms where worked out, Europe was limited to only 4 channels in 5
GHz. At the same time in the US we had UNII-1, 2 and 3 for a total of 13 channels.

In order to not interfere with licensed band users — the requirement is pretty straightforward:
1. The Wi-Fi equipment must be able to detect radar and satellite emissions

2. Before using a channel in this range — a “channel primary” (an Infrastructure AP) must first listen
for 60 seconds and determine that the channel is clear of Radar

3. If aradar signal is detected, the Wi-Fi channel primary — and all the clients associated to it have to
abandon the channel immediately and not return to it for 30 minutes at which time it can be cleared
again for Wi-Fi use if no radar emissions are detected.

U-Nii-2e channels got a bad name early in 2004 in the US by Network Administrators. Clients were slow
to adopt the new rules initially — so using these channels in the infrastructure meant you could (and some
did) inadvertently configure a channel that some clients wouldn’t be able to use — creating a coverage
hole for that client type. There was also many undue concerns about DFS operations (the requirements
for scanning and time required) in a production network. The concern was if DFS detected radar, a
channel change followed by waiting a full minute before resuming transmissions was viewed as
disruptive — however the behavior is not disruptive as RRM places the AP initially into a non DFS
channel. The channel is blocked for 30 minutes and then made available again to RRM by means of
background scanning to clear the required listening time. Once the channel is available we can choose
to use it or remain on the current channel — depending which is better for the clients.

It has been a decade since the addition of these channels and 802.11h logic. In Europe DFS is and has
been making 5 GHz Wi-Fi possible and even flourish. Client vendors vary, the majority support the DFS
channels just fine as there is no additional logic required by the client.
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If you are within 5 Miles of an airport or shipping port and have concerns, evaluate by monitoring the
channel range with Cisco AP’s. Cisco leads the industry in certified hardware models and function for
DFS operation and flexibility, monitoring the channels will alert you to any potential interference and
identify the affected channels.

Site Survey

A site survey is an important tool. It will tell you who is operating around you — and more importantly
where and how much that interferes with your intended coverage zones. It also allows identification of
mounting locations, existing cable plants, infrastructure requirements, architectural oddities, and yields
a plan to get the coverage your particular application requires. Because RF interacts with the physical
world around it, and all buildings and offices are different so is each network to a degree. Unfortunately,
there is no one size fits all for Wi-Fi. There are recommendations by deployment type and it is possible
to generalize what is likely to be encountered. If you have not done a site survey in a while — keep in
mind what has changed since the last one before you decide against it.

1. The protocols and radio technology
2. How the users will use the network (likely everyone, and for almost anything)

3. How many clients the network supports (likely a lot more users count as atleast two devices these
days and many have more)

4. The primary use of the network (very likely changed since the initial plan and implementation)

While early WLAN designs focused on coverage in order to get a few casual users signal everywhere,
todays WLAN designs are more focused on capacity — as the number of users has increased — and what
we are demanding of the network has gone up exponentially. A capacity design requires more AP’s in
closer proximity to manage the number of users who are sharing the bandwidth of the cell. Increasing

placement density should have a plan.

If you decide to conduct your own survey and plan — tools are important. There are multiple free tools
on line and available as downloads. However if you want professional results — you need professional
tools.

The free tools can provide simple solutions for smaller less complex projects. But if you are looking to
provide ubiquitous multi media coverage in a multi-floor/multi building campus — you need a good tool
to balance the elements that will be required for success. Planning tools have evolved with the radio
technologies and applications in use today. A familiarity with the design elements and applications is
required to produce a good plan.

Cisco Prime Infrastructure has a planning tool built in — and you can import and export maps and plans
between CPI and many top Survey and Planning applications such as Ekahau ESS, Airmagnet Pro
Planner and Survey.

For more on Site Surveys — See Site Survey Guidelines for WLAN Deployment

Having a site survey done for 802.11ac now — will yield good information that can be used again and
again as the network grows and continues to evolve. It depends on the size of your project and level of
knowledge with regards to Wi-Fi if this is something that you should contract out in part or as a whole.
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Planning for RF Deployment

Different Deployment Types of WLAN Coverage

How much WLAN coverage you set in the design of your wireless network depends largely on the usage
and density of clients you require. With limited exceptions, all designs should be deployed to minimize
retransmission and data rate shifting while supporting good client roaming and throughput. Wireless
networks can be deployed for data-only, voice, video, and location-aware services or more frequently
these days, a combination of all of these. The difference between these application types is minimal
today with the requirements of each largely describing good solid capacity based coverage. Location
Aware services adds some AP placement criteria for good location triangulation and guidelines on
Hyper-Location technologies. Real Time Multi-media (voice and video) applications have different
latency requirements for two way live implementations. But by and large all describe a minimum
coverage level that needs to be achieved to make the application viable for the number of users you
expect in any given area.

For the majority of campuses and enterprise installations coverage and capacity are the primary concern
and easily achievable. High Density Client implementations or High interference locations — like
shopping malls or apartment buildings may require additional equipment like external antenna’s to
properly implement to scale. For more on application specific guidelines, recommendations and
configurations — see the following guides for in depth information:

e Best Practices Location-Aware WLAN Deployment guide

e Microsoft Lync Client/Server in a Cisco Wireless LAN

e Cisco Jabber and UCM on a Cisco Wireless LAN

e Application Visibility and Control Feature Deployment Guide 8.1

e Wireless LAN Design Guide for High Density Client Environments

e Cisco Wireless Mesh Access Points, Design and Deployment Guide, Release 8.1

Coverage Requirements

Most application specific coverage guidelines describe the signal level or coverage at the cell edge
required for good operation as a design recommendation. This is generally a negative RSSI value like
-67 dBm. It’s important to understand that this number assumes good signal to noise ratio of 25 dB with
a noise floor of -92 dBm. If the noise floor is higher than -92 dBm then -67 dBm may not be enough
signal to support the minimum data rates required for the application to perform it’s function.

For Location-Aware services, deploying a network to a specification on -67 dBm is fine — however what
matters to Location-Aware applications is how the network hears the client — not how the client hears
network. For Location-Aware we need to hear the client at three AP’s or more at a level of >=-75 dBm
for it to be part of the calculation. (-72 is the recommended design minimum)

Clients are a big consideration when planning coverage. They come in all shapes and sizes these days,
and as a result individual implementations can and do vary widely on their opinion of a given RF signal.
For instance, the laptop you are using for Surveying may show -67 dBm at the cell edge, the tablet might
show -68 dBm, and the smartphone may show -70 dBm. These are all very different opinions and affect
roaming and data rates that each individual will use. Overbuilding to accommodate this varying opinion
assures a trouble free installation. When taking measurements using the device that will support the
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application is the best approach. Understanding that your smartphones are generally 5 dB off your survey
tool will let you develop good rules for design (like add or subtract 5 dB to what ever the reading is from
your survey tool). Then test and tune the resulting implementation.

High Density Client Coverage Requirements

One thing that can dramatically affect the success of a network is High Client Density areas. As
mentioned earlier — every client contained within an AP’s Cell Boundary is sharing the potential
bandwidth (airtime) of that cell. Using simple math to illustrate this — we will use the rule of 555 simply
for illustration of the concept. Sharing 1 Gbps equally for 200 concurrent clients at S GHz each client
will cost you 5 msec of airtime and receive 5 Mbps.

1000 Mbps/200 = 5Mbps
1 sec/200 = 5 msec

In reality, more clients will bring more overhead, collisions and errors with the varying conditions across
a cell. Some clients will get more than 5 Mbps, and some will get less. This is an average view of the
cell only. A good average cell throughput under similar conditions will provide an accurate prediction
of the mileage you will get.

Providing more bandwidth is as simple as changing the equation, if you need to support 100 clients at

2-5 Mbps, you will need another AP on a different channel to provide more bandwidth to share between
the clients. You can add more AP’s to get additional capacity, as long as you use different channels. You
can re-use existing channels to accomplish this at scale, provided that the first re-use of a channel cannot
be heard by another AP using that channel.

If two AP’s on the same channel can hear one another, then they will share the channel equally (assuming
each is equally busy). The 802.11 specifications have contention mechanisms built into the specification
that ensure this. But you really have not increased the bandwidth for these users — since both cells are
sharing a channel (each getting 50% of the airtime), and now we have 2 AP’s which effectively doubles
the management traffic further reducing the available airtime.

In 2.4 GHz where we only have 3 usable channels, channel re-use becomes a problem far sooner than at
5 GHz where we have many more channels to choose from. Propagation characteristics also come into
play — since 2.4 GHz will be heard farther away than 5 GHz you are further limited to the number of
re-uses in a smaller physical area with 2.4 GHz options.

In 5 GHz, we have multiple channel widths to consider. The wider the channel width selection the fewer
overall channels you will have (but in exchange, the greater capacity per cell).

Larger cells cover more users, in order to increase bandwidth in a given physical area; smaller cells will
yield more capacity. In the graphic below, each seating section accommodates 167 seats (seats are
represented as PAX in Figure 3-8), we could cover the entire section with one access point, or by
designing smaller cells we can get 4 AP’s serving the same area for a 4x increase in available bandwidth.
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Figure 3-8 User vs. Cell Density

For most Enterprise installations higher density conference rooms and the like can be handled just fine
using internal Omni Directional antenna AP’s. Cisco’s RRM will handle the channel and power required
to make it work. At a certain point — with too many AP’s being too close together —- RRM will configure
for the most optimal efficiency possible, but there must be spectrum available or it can do nothing. You
can only turn the AP’s power down so much, and the Omni directional antenna pattern will hear other
adjacent AP’s and the user experience will suffer. Coverage levels at 2500 sq feet per AP and up should
be fine at 5 GHz with 20/40 MHz channels. For 2.4 GHz requirements at cell densities going below 2500
sq feet, you will likely need directional antennas to physically limit the transmit and receiver patterns of
the AP and get useful smaller cells.

There are many features that have been specifically developed to manage and configure High Density
client/AP environments; they are part of a group of features known as HDX (High Density Experience).
See the HDX deployment guide below for specifics of each feature:

High Density Experience (HDX) Deployment Guide

Roaming and Voice Coverage Requirements

Client Roaming enables a client to move from one AP’s coverage zone into another AP’s coverage zone
minimizing interruption in service/coverage. This is the very essence of mobility. There are many factors
that must be considered in order for this to be effective. For instance, how the client transitions it’s

association and authentication from one AP to another must be considered as well as the time it takes to
do so. An often-overlooked aspect is the network design itself. In order for a client to roam — there must
be something to roam to. Cells must overlap with good coverage in order for a client to gracefully leave

Enterprise Mobility 8.5 Design Guide
| g a2


http://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-1/HDX-DG/b_hdx_dg_final.pdf

Chapter3  WLAN RF Design Considerations |

M Planning for RF Deployment

coverage of one cell and establish association within coverage on another without delay. Too little
overlap encourages “sticky” clients, meaning a client holding onto an AP well after it moves into the
coverage area of another AP.

When designing for network coverage, consider the amount of overlap in the required signal range you
are getting. Overlap should be 10-15% (15-20% for Voice) of the total coverage area. Voice is
particularly sensitive as the conversation is real time — and any coverage lapse will result in broken audio
or potentially a lost call. An easy way to calculate overlap — measure the distance from the AP that you
reach -67 dBm — multiply that distance x 1.4 for 15-20% or 1.3 for 10-15% and that’s where your next
AP goes.

Data rates are also matter, as the usable cell size increases with lower data rates and decreases with
higher data rates. Higher Data Rates require a higher SNR, and since the noise floor is theoretically
constant — the closer the client is to the signal (the AP) the higher the SNR and the resulting data rate
will be. We can enforce minimum data rates in configuration, and when a client can no longer support a
given data rate — it will have to move.

Figure 3-9 shows the Cell overlap and the effect that data rates have on cell size.

Figure 3-9 Cell Density and Overlap at different data rates
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A good physical design enables and supports roaming at the physical layer. Only the client decides when
to roam though and the decisions it makes are based on the clients observation of the network. There
have been multiple amendments added to the 802.11 specification specifically to help clients make better
decisions based on network infrastructure observations. See these guides for additional information on
Roaming and configuring Cisco hardware/software to enable good roaming transitions. Cisco supports
802.11r, 802.11k, and 802.11v which assists capable clients in making good decisions and affords some
control from the infrastructure to enforce design goals:

e High Density Experience (HDX) Deployment Guide - see Optimized Roaming
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e 802.11 WLAN Roaming and Fast-Secure Roaming on CUWN
e 802.11r, 802.11k, and 802.11w Deployment Guide, Cisco IOS-XE release 3.3

Location-Aware Coverage Requirements

Location —Aware deployments differ slightly from other types in that the goal of the installation is to
provide good location resolution of Clients, Tags, and IOT sensors in context of where they are on a
given map. We derive this information in its most basic form Client RSSI readings obtained by multiple
AP’s (a minimum of 3 AP’s are required to Triangulate on the clients position). The pattern that you
choose to deploy your AP’s can have a big effect on the networks ability to “locate” a client accurately.

For good Location resolution, the APs are laid out in a staggered pattern with AP’s defining the borders
and corners. It is possible to get coverage using AP’s in a straight line down the middle of both sections
— however this would not provide enough AP’s to hear and triangulate on clients in all locations
(remember — we need 3). Coverage and capacity requirements for this floor require so many AP’s to start
with, so it is quite likely given your coverage requirements that you already have what is needed to
perform good location calculations.

Figure 3-10 2.4 Example of a Single Floor Location AP Placement
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The Best Practices-Location Aware-WLAN Design Considerations is a must read chapter and still quite
relevant as the physical requirements for the design have not changed. The entire document Wi-Fi
Location Based Services 4.1 Design Guide is a good reference for Theory, particularly the first chapter
Location Tracking Approaches will familiarize you with the technology.
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Flexible Radio Architecture (FRA) Radio’s and Coverage Requirements

A recent Cisco innovation — the Flexible Radio AP models 2800/3800 where designed specifically to
solve some of the challenges presented by traditional dual-band radios. Each of the above coverage
scenarios have improved solutions when using these radios.

High Density is impacted by the ability of the 2800/3800°s dual 5 GHz ability — allowing for 2
independent 5 GHz channels from a single Access Point.

¢ The Internal antenna model will be implement as a Macro/Micro Cell, or a cell — within a cell. The
FRA RRM logoc (details below in RRM section) also provides logic for balancing clients between
the two cells. This will double the bandwidth — within the cell boundary. The cell boundary of the
2800/3800 I model is relatively the same size as the older 2700/3700 and 2600/3600 models.

e The E Model or external Antenna model — can provide two 5 GHz Macro Cells, which allows the
implementation to gain 2 x5 GHz cells —using the same Ethernet cable/switch port. A second
antenna, and a Dart connector to attach it are required — but both together are far cheaper than an
additional access point and switch ports — and you would still need the antenna. This is particulary
beneficial for updating an existing High Density coverage area — as very often —you can reuse
everything except the AP’s and dramatically increase the capacity in 5 GHz.

Voice Coverage — both the AP2800/3800 participate in the RRM — FRA (Flexible Radio Assignment)
algorithm, which will calculate the correct 2.4 vs 5 GHz balance and prevent overutilization of 2.4 GHz
radios. In general, voice should be implemented in 5 GHz only, and FRA helps there significantly by
enabling a higher density of 5 GHz while right sizing the density of 2.4 GHz radios. Protections are built
in against being over dense in 5 GHz by allowing the flexible interface to be placed in a monitoring role
(both bands) which increases the resolution of RF metrics (RRM observations, location information).

Location Services Coverage considerations — All of the AP3800/2800 models greatly enhance location
resolution. In the I/E/P models —the ability to transform the flexible radio to a monitor role increases
greatly the dwell time in both bands and produces more input for the location algorithms. This is
managed again by the FRA algorithm, which will right size 2.4 GHz — and with the ability to put the
redundant radios into a monitor role — actually improves location resolution.

Note  Innon-flexible AP’s, the only resolution to excessive 2.4 GHz radios was to disable the radio completely,
which reduced visibility and location resolution for 2.4 GHz. The 2800/3800 H model — is purpose built
with a location array antenna to support AoA calculations specifically for greatly improved location
resolution and accuracy. The H models also host their own BlueTooth radio and antenna to support BLE
applications making it the all around location use case best in class radio. If your application requires
highly accurate location results — this is the radio you should be considering.

Power Level and Antenna Choice

Power level and antenna design choice go hand-in-hand to determine AP placement/coverage results.
Together, these two variables determine where and how powerful the RF is in any given place in the
environment. Along with choosing the correct antenna to produce the required coverage area, we
recommend you to use RRM to control the power level and provide the optimal channel/power plan. For
more information, see RRM section below in this document.

An antenna gives the wireless system three fundamental properties:
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e Gain—A measure of increase in power introduced by the antenna over a theoretical (isotropic)
antenna that transmits the RF energy equally in all directions. Gain also affects received signals and
can assist weaker client devices by increasing the signal presented to the receiver.

— Front To Back Ratio or FTB — the opposite of gain is signal rejection — the opposite direction
of the gain in an antenna is less sensitive than the focus of the antenna, and this property can be
used to isolate your cell from unwanted signals behind the antenna for instance.

¢ Direction—The shape of the antenna transmission pattern. Different antenna types have different
radiation patterns that provide various amounts of gain in different directions. A highly directional
antenna will produce a very tight beam pattern. Outside of the area of focus, signals erode quickly
which allows more cells to be placed in the same physical space without interference.

e Polarization—Indicates the direction of the electric field. An RF signal has both an electric and
magnetic field. If the electric field is orientated vertically, the wave will have a vertical polarization.

A good analogy for how an antenna works is the reflector in a flashlight. The reflector concentrates and
intensifies the light beam in a particular direction similar to what a parabolic dish antenna does to an RF
source in a radio system. The antenna however is both the ears and the mouth of the AP — so
characteristics of a given antenna work for both transmit and receive. Many different antenna designs
exist to serve different purposes some of the more familiar designs appear below in Fig. 11

Figure 3-11 Antenna design types

Gain and direction mandate range, speed, and reliability while polarization affects reliability and
isolation of noise.

For more information on antenna selection, see the Cisco Aironet Antennas and Accessories Reference
Guide
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Omni-Directional Antennas

Omni-directional antennas have a different radiation patterns compared to isotropic antennas; the
isotropic antenna is theoretical and therefore all physical antennas are different to the isotropic antenna.
Any change in shape of the radiation pattern of an isotropic antenna is experienced as gain and increases
directionality. The dipole Omni-directional antenna features a radiation pattern that is nearly symmetric
about a 360 degree’s axis in the horizontal plane and 75 degrees in the vertical plane (assuming the dipole
antenna is standing vertically). The radiation pattern of an Omni-directional antenna generally resembles
a donut in shape and hence is directional. The higher the rated gain in dBi of a given Omni-Directional
antenna, the more focused the energy is (generally in the vertical plane) and directional it becomes. See
the comparison between an isotropic and Omni-Directional dipole antenna in Fig. 12 below. Note the
views are from the side.

Figure 3-12 Isotropic Antenna vs. Omni-Directional

Omrgli—Direc}tionaI
Dipole antenna

Beamwidth

Area of poor coverage directly under the antenna

Most modern day internal antenna AP models beginning with the AP 1140 use internal antenna stubs
with multiple transmitters and receivers. Unlike the simple Dipole antenna, this produces a pattern that
has an improved donut shape. In the antenna plots below — note the elevation plane and how the energy
is predominantly focused downward in Fig. 13.
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Figure 3-13 Cisco AP 2600i 2.4 and 5 GHz Radiation Patterns
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This makes the AP least sensitive on the back — the part that is facing the ceiling in most installations.

Omni-Directional antenna’s work well, and are easy to implement — to a point. If you are faced with
increasing the density of AP’s to accommodate more capacity requirements, then you will see increasing
channel utilization from self-interference. This happens because the antenna pattern is designed for
maximum coverage. 3000-6000 sq ft (280 -560 sq meters) of coverage per AP can be managed with the
internal antennas, if your coverage requirements are at the minimum or denser than this, you should
consider directional antennas.

Directional Antenna'’s

A directional antenna differs from an Omni-Directional antenna in that the energy is focused in a
particular way to achieve different coverage goals. Most people assume that a directional antenna is used
specifically for gain — to increase power. While it can be used for that reason and achieve greater
distances, it is more often used in Wi-Fi to control the size (and shape) of the transmit and receive cell.

For current Cisco indoor AP’s (3600e, 2600e, 3700e, 2700e the antenna selections are all dual band
(each antenna covers 2.4 and 5 GHz) patch type antenna’s designed for different coverage distances. The
3 most popular are below.
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Figure 3-14 Cisco Directional Antenna's for High Density applications

Photo Name/Part No. Beam Use Case
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& 8 L
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Each antenna is designed for a specific purpose in mind. One of the things about antenna selection that
must be considered is the Beamwidth. Beamwidth describes coverage area of an antenna, however it does
not describe how hard or soft the edge of that coverage is. For that you need to look at the antenna’s
pattern in a plot.

The plot below is from one antenna of the AIR-ANT2566D4M-R antenna, it is designed to provide good
coverage over a general area. The beamwidth of this antenna at 2.4 GHz 105° x 70° and describes the
point where the peak gain of the antenna falls by 3 dB. What’s important in a directional antenna is what
happens after that 3 dB. Note the blue marks on the antenna plot below at the rated beamwidth, the gain
falls sharply after the rated beamwidth. This is exactly what needs to happen to put more AP’s closer
together for higher capacity.

Figure 3-15 Antenna Plot for AIR-ANT2566D4M-R antenna

Azimuth and Elevation Radiation Patterns
Left Antenna - 2.4 GHz Band

J00ET
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If the antenna can not hear, it may not interfere with your AP. We only have 3 channels in 2.4 GHz;
channel re-use in a dense deployment is already a problem there. With a good antenna, you can make the
cell size smaller and get more radios closer together and provide adequate capacity in your design for
2.4 GHz users. 5 GHz has more channels, however with 20/40/80 MHz Channel widths, we are using
channels up faster, and cell isolation is becoming more of a problem.

Other problems that can be solved using directional antennas include high interference environments —
a shopping mall for instance — most of the stores in a shopping mall will have installed some kind of
Wi-Fi, and this creates interference for your Wi-Fi. Using directional antennas, you can isolate your store
from the neighbors by focusing the ears of the AP inward, and making the receive sensitivity less behind
the antenna. The front to Back ratio of an antenna is responsible for this — think of it like cupping your
hands over your ears to hear a distant sound — when you do this you focus the sound energy into your
ears, but you also shield your ears to the surrounding noise and this produces a better Signal to Noise
ratio — you experience it as better more intelligible sound. Putting a directional antenna on your AP will
focus it’s ears and it will experience a better sound with less noise as well.

Newer antenna designs

e The external antenna connectors on the 2800/3800 E series are identical to the antenna connectors
on previous access points. There is no difference in operation when the access point is used in dual
band (2.4 and 5 GHz) operation (the default mode). RF coverage and cell sizes are similar to the
previous AP 2700 and 3700 series so there is no need to do a new site survey.

¢ Unlike the prior external antenna versions, the new 2800 and 3800 series Access Points now support
the capability of dual 5-GHz operation. When in this mode, a smart antenna connector must be used
on the external antenna models, as the additional 5-GHz radio cannot use the same top antennas on
the access point that are being used by the primary 5-GHz radio.

e When a smart antenna connector is installed, the XOR radio (the radio that is defined in software as
Radio 0) now has its RF switched to the smart antenna connector.

e The smart antenna connector is able to detect the type of antenna used and has 16 digital lines as
well as 4 analog RF lines.

Smart Antenna
Connector

Figure showing smart antenna connector
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When the smart antenna is not installed the antenna on top of the unit are in Dual Radiating Element
(DRE) mode, if the smart antenna connector is installed the XOR (2.4 or 5 GHz depending on the mode)
goes out the smart connector. In this mode the XOR radio (unless in monitor mode) can only be
configured for one band 2.4 GHz or the other band 5 GHz. This is in Single Radiating Element (SRE)
mode.

5 GHz only
SRE Inmtul

Default 2.4 & 5 GHz
DRE mode

5 GHz
Additional
SRE mode

OR

2.4 and 5 GHz
Monitor only mode

Antenna control (default and when the smart antenna connector is used)

In addition to new antennas being designed with the smart connector, conventional antennas using
RP-TNC connectors may attach to the 2800/3800e series using the smart connector.

Cisco smart antenna adapter P/N AIR-CAB002-DART-R
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For more on this topic see the AP-3800 deployment guide at the following URL

https://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-3/b_cisco_aironet_series_2800_
3800_access_point_deployment_guide.pdf

Smart connector using 3600/3700 Series with Hyperlocation module

The smart antenna connector on the 3700 series operates a little differently, when a Hyperlocation
module is installed in a 3600 or 3700 Series Access Point, a special antenna array can be used for
location accuracy. The Hyperlocation array is not compatible with the 2800 and 3800 series.

Hyperlocation Feature Introduction

Overview of Hyperlocation

Note

Hyperlocation is a combination of a new Hyperlocation module with Advanced Security that replaces
the older WSSI/WSM: AIR-RM3000M module which does not support Hyperlocation as it lacks the
ability to support an advanced Hyperlocation antenna system.

e Advanced WSM support (as a stand-alone module) similar to the older WSM but with 802.11 20,40
and 80 MHz support (non-serving radio)

e Advanced WSM & location when used with the Hyperlocation antenna
e FastLocate support (non-serving radio)
¢ Integrated Bluetooth Low Energy “BLE” Beacon transmit capability.

The Hyperlocation methodology of calculating location using Angle of Arrival (AoA) tracks 802.11
OFDM clients (meaning 802.11a/g/n/ac clients) that are associated (connected) on the network and is
able to do so with much higher accuracy than conventional Real Time Location Systems (RTLS) that
rely on only RSSI (RF Signal Strength).

The final calculation of location not only utilizes Cisco's AoA method but also takes into account many
other factors including RSSI for a very accurate location assessment.

AoA Hyperlocation (at this time) does not track “pure” 802.11b clients as AoA works best with OFDM
emissions meaning 802.11a/g/n/ac associated clients so 802.11b clients will be tracked using
conventional RSSI data.
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AP360G0
AP3700

CircularAntenna

module |,
ATR-ANT-LOC-01=

Plug-In
“ module ~

ATR-RM3010L-x-K9%=

Components Cisco Hyperlocation System — antenna array connects via plug in module using smart
antenna connector

For more on Hyperlocation see the Hyperlocation deployment guide at the following URL:

https://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-1/Halo-DG/b_hyperlocation-de
ployment-guide.html

RF Deployment Best Practices
Some design considerations can be addressed by general best practice guidelines. The following applies
to most situations:
e We recommend, for a given AP the number of users per AP be:
— 30 to 50 for data-only users
— 10 to 20 voice users

This number should be used as a guideline and can vary depending on the AP model, handset or
application in use. Check your handset/application requirements

e The AP data rates should be limited to those designed and for which the site survey was performed.
Enabling lower data rates can cause increases in co-channel interference and greater throughput
variations for clients. A common minimum data rate to start with is 12 Mbps.

e The number of APs depends on coverage and throughput requirements, which can vary. For
example, the Cisco Systems internal information systems (IS) group currently uses one AP per 3000
square feet of floor space.

Radio Resource Management - RRM

Cisco RRM, Radio Resource Management has been around for a long time now. What most people are
not aware of is that RRM’s collection of algorithms has seen updates with every release of code since

4.1. The rate of change in these algorithms is for a good reason; the questions keep changing and so must
the answers. Technology has gone from balancing simple coverage based Wi-Fi networks operating in a
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single 20 MHz channel to accommodating channel and power solutions for 20, 40, 80, and soon 160
MHz channels all inter-operating in the same spectrum. And in most cases — backward compatibility and
a mix of protocols must be considered as well. Even if your organization has standardized — you almost
assuredly have neighbors and internal resources that have not.

What RRM Does

RF Grouping

RRM consists of four algorithms:

1. RF Grouping

DCA (Dynamic Channel Assignment)

TPC (Transmit Power Control)

CHDM (Coverage Hole Detection and Mitigation)

FRA -Flexible Radio Assignment (manages FRA hardware such as the AP 2800/3800 Models)

LA o

RRM is a big subject, but it was designed to manage the RF environment in a dynamic way with little to
no user intervention. A brief description of the algorithms will be useful in understanding the
configuration tasks. RRM’s default settings are generally the best fit initially. In a new controller the Day
0 setup wizard will allow you to fine tune many settings by picking the deployment type that you are
working with. Advanced configuration can also be achieved manually

The RF Grouping Algorithm is responsible for identifying and consolidating hardware groupings under
an elected or chosen leader—all resources that belong to the same network—WLC’s and AP’s alike. This
forms the RF Group which then becomes a logical configuration domain. The Network resources are
identified by the RF Group Name, which was entered on the initial controller configuration. The group
name is shared by all the WLC’s on the same network. AP’s connected to the controllers learn the group
name from their controller and in turn broadcast it over the air in NDP (Neighbor Discovery Protocol)
messages for other AP’s to hear and report back to their controllers what their individual RF
Neighborhoods look like. Metrics such as noise, interference, channel utilization, and how near or far
it’s neighbors are from a particular AP’s view will be reported and saved for subsequent action by the
algorithms that make up RRM.

Note  ALL RRM configurations are performed only on the RF Group Leader, configuration made on member
controller have no effect on the running RRM algorithms and would only be effective if that
controller/band becomes the RF Group Leader for the network.

Automatic RF Grouping

RF Grouping is automatic by default, and in a multiple controller configuration—any controller belonging
to the same RF group will participate in an election process designating 1 or more WLC’s as the RF
Group Leader(s). The 2.4 GHz (802.11b,g,n) band and the 5 GHz (802.11a,n,ac) band each must have
their own RF Group Leader.Both RF Group Leaders can reside on the same physical controller. They
may not necessarily be so, and until the introduction of FRA there was no real requirement that they do
reside on the same physical controller. With FRA both bands must be on the same physical WLC
designated as the RF Group Leader. Best Practice moving forward is to use static as the RF grouping
method to ensure you have control in larger deployments. If your deployment resides on a single HA
pair of controllers then its already taken care of, else use Static.
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Static RF Grouping

Note

In order for Automatic RF Grouping to be effective, each controller you wish to be included in the same
RF Group must have active AP’s attached to them, and the AP’s must be able to hear at least one other
controllers AP’s. You MUST, connect your AP’s to the controllers that you want to form as a group first
else each controller will assume that it is it’s own RF Group Leader. If your design incorporates a single
controller on each site, and the sites are geographically separated each controller will be it’s own group
leader for both bands at each site, as the AP’s from one site will not hear AP’s at another geographically
separated site.

Static RF Grouping allows user selection of the RF Group Leader(s) and manual assignment of group
members. All WLC’s must have a wired network path to one another — there is no over the air component
so active AP’s are not necessary to form a static group but wired connectivity between the controllers is
a must. Once the RF Group is created — RRM operates the same using over the air metrics.

It is not quite a best practice to use static RF Grouping — however it is highly recommended as always
ensuring you are actively on the RF Group Leader can and does at times lead to confusion — the level of
which expands with the more WLC’s you have in the group.

RF Group Leader WLC Hierarchy

There are a number of controller models, and some are more capable than others. In both Auto and Static
mode, there is a hierarchy applied that prevents a 2500 series controller from becoming the group leader
over an 8540 series controller. The largest most capable controller should be selected as the RF Group
Leader.

The RF Group Leader is where all measurements, configurations, and calculations that are being used to
manage the RF Group and RRM will be sent and stored. The WLC’s RRM configuration on the RF
Group Leader is the configuration that is used by RRM for the RF Group. It is important to synchronize
the RRM configurations on all of your controllers, in automatic RF Grouping mode — the RF Group
leader can change for several reasons — and if the configuration is different, then the behavior of the RF
Group will change when the leader changes.

Configurations at the RF Group Leader level are considered Global — as they affect the entire RF Group.
RRM allows for RF Profiles; which can be created and applied to individual AP groups (sub groupings
of AP’s by functional or physical attributes) that span multiple controllers and override the global
configurations to allow localization for a different RF environment or role. A High Client Density vs. a
Coverage model design will require different Data Rates and TPC thresholds at a minimum to function
properly. RF Profiles can be applied to AP Groups (collections of AP’s in different coverage models for
instance) and a separate configuration can be applied to each.

For more information on the specifics of RRM’s RF Grouping Algorithm see -Radio Resource
Management White Paper RF Grouping Algorithm which covers grouping mechanisms, as well as over
the air measurement activities and intervals.

RF Grouping Configuration

On the WLC GUI, Navigate to the Wireless, 802.11a/n/ac or 8§02.11b/g/n, RRM, RF Grouping.
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Note  Information regarding configuration is provided as an example and to help you get started. Information
regarding RF Grouping changes by necessity with the introduction of new products and capabilities — it
is highly recommended that you refer to the currentrevision of this document located here: Radio
Resource Management White Paper - RF Grouping Algorithm for granular analysis of your specific
needs.

Figure 3-16 RRM RF Grouping Ul configuration
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1. Group Mode—The default mode for the RF Grouping algorithm is AUTO this should be fine for
most installations Use the Static mode — by selecting Leader and adding member WLC’s if you have
many controllers operating in a shared RF domain. If you are selecting Static, there is a practical
limit to the number of AP’s that can be configured within an RF Group. For all controllers up to the
5500 series this is 2x the licensed AP count, for 75xx and 85xx the limit is 6000 AP’s. Design your
RF Grouping to keep groups of AP’s and controllers together for like spaces and buildings. Whats
important to the RF group is AP’s that can hear one another and need to be configured together
should be in the same RF Group and managed by the same RF Group Leader. Create a new RF Group
for geographically separated facilities.

2. Restart—after changing the mode — and applying the changes — the restart button —“restarts” the
grouping algorithm
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3. Information—informs the user of the status for the viewed controller on current mode, the current
RF Group Leader, the protocol version (important as not all version will play together — see Cisco
Wireless Solutions Software Compatibility Matrix IRCM section, the algorithms interval, current
AP and member controller counts.

4. RF Group Member—used for adding member controllers to a Static leader

5. List of current members and status—full list of member status messages can be found in -Radio
Resource Management White paper RF Grouping Algorithm

DCA — Dynamic Channel Assignment

Dynamic Channel Assignment is responsible for monitoring the spectrum, and choosing the best channel
plan to place the AP’s on. Interference is the primary concern, the less interference there is the more
bandwidth (airtime) we can use. To do this DCA monitors four parameters

¢ Signal—any Wi-Fi signal created by my network/RF Group

e Noise—any RF signal that is not identified as Wi-Fi; this includes collisions and packets to low to
be demodulated as well.

¢ Interference—any Wi-Fi signal that is from Rogue devices or devices not part of my RF Group
e Load—The relative channel utilization of AP’s in the RF Group

The user has control of how to prioritize the above metrics in DCA configuration, all 4 are always used
but weighting in the calculation can be adjusted. DCA will grade each channel based on the 4 factors
above as observed by each individual AP and make a determination on the best channel for that AP to
operate on in it’s environment.

DCA selections include Channel Bandwidth, for 802.11n and 802.11ac AP’s this selects the operating
channel width that will be configured, 20/40/80 MHz selections may be made. Unless you are certain of
your operating environment and design, current best practice is 40 MHz (2 x 20 MHz channels)
operations in most enterprise locations. Using 80 MHz channels consumes 4 x 20 MHz channels for each
channel and can introduce unwanted interference in the infrastructure unless you have designed for this
specifically.

DCA knows the regulatory for every connected AP, and can manage multiple countries and domains
without fear of violating local rules. DCA also monitors all DFS channels for Radar; it manages the
channels that are available and selects alternate channels if Radar is detected. Decisions for every AP in
the RF Group are made at the RF Group Leader level, and sent back to the local controller for
configuration to the associated AP.

Channel Changes can be disruptive on an active network, for that reason DCA has two main operating
modes.

e Steady State—Normal
e Startup Mode—Aggressive

Under normal operation — we assume a good initial channel plan after startup has run (see Startup Mode
below for more information). DCA then dampens channel changes slightly by applying a hysteresis for
operational steady state. This hysteresis determines just how much better a channel must be before
allowing the AP to switch to that channel. The Hysteresis is user selectable; the default is medium and
is generally adequate. Wi-Fi is bursty in nature and RF conditions can and do change frequently, though
mostly for short durations. Channel changes based on short duration bursts will result in frequent and
disruptive channel changes; DCA manages whole network channel plans based on trends. Basing
network wide changes on isolated or short peak events tends to create problems for clients. RRM does
remain sensitive to serious issues and can manage very quick changes for emergencies. See EDRRM in
DCA configuration below for the notable exceptions to this rule.
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Startup Mode assumes no hysteresis; it is intended for aggressively selecting an initial channel plan and
spreading out the radios coverage in the selected spectrum.

This is important to remember when you are making changes to your network such as—
e Adding additional radios
e Changing channel width assignments (adding 802.11n or 802.11ac radios)
e Removing Radios from service

All of these things represent a major change to the operating environment, and invoking startup mode
will ensure the best solution to the new question. RRM will adjust for these under normal conditions but
it will do so with the Hysteresis applied and may not result in the most optimal answer for the new
operating environment.

The default DCA settings are quite adequate; a majority of networks are running with these settings
today. Changes to the defaults should be understood and implemented only to solve issues.

Default settings for DCA are shown below. The defaults should be adequate for most installations,
exceptions will be noted below. The DCA configuration screen is displayed below — 5 GHz is shown here
for example, the notable differences from the 2.4 GHz screen is the channel width selection (4) below.
We do not support Bonded channels in 2.4 GHz as there are not enough channels or spectrum for this to
be practical in a multi AP installation.

The following configuration discussion is a subset of DCA’s functions. For an in depth discussion —
please refer to the Radio Resource management White Paper - DCA where current content regarding
features and version are maintained.
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Figure 3-17 DCA Configuration at 5 GHz

Saye Configarstion  Ping  Logout

CISco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
BO2.11b/g/n - N F ;
i 802.11a > RRM > Dynamic Channel Assignment (DCA) Applh
Global Configuration
k Advenced Dynamic Channel Assignmaent Algorithm
Mesh Chanmel Assignment Method Qautomatic trterval: 10 minutes | AnchorTene: &
e 1 Frecze Invoke Channel Updste Dace |
FlexConnect o
Groups
FlexCannect ACLs Awoid Forgign AP interferencs Enabled
OEAP ACLs Awoid Cisco AP load 2 Enabled
Metwork Lists Avoid pon-B02.116 roise Ensbled
* B0Z.1lafnfac Awoid Persisten? Non-WiFi Interference Enabled
Lomtit Channel Assignment Leader Cisco_cd:fved (192.168.10.20)
- REM 3
RF Grouping Last Autd Chanmel Assignement 200 secs ago
;’;—; I DA Channel Sensitivity Medum [ (15 &B) I <—| 4
Covarage Cranncl Width Ozommz — somnz Ceommrgt | 5
General
MAwold check for noa-DFS channel Enabled
Chent Roaming I |+ 6
e DCA Channel List
EDCA Parameters
Metwork Lists 36, 40, 44, 48, 52, 56, &0, 64, 149, 153,
187, 181
* B02.11afn/ac
Network DCA Channals
- RAM
RF Grouping
TRC
DCA
Coverage Eoloct Channal
General L ol ?
Chent Roaming a &0
Lo a 64
EDCA Parameters
DFS (B02.11h) s
High Thirouwghput 104
(B0 11n/c) 108
Chenridr
¥ B802.11bfg/n
Natwork Extended UNII-2 channels [naulch B
- REM
RF Grouping Event Driven RRM
™
S EDRAM Bensties | 9
Coverage
General Sensitivity Threshodd Muedium E
D

DCA Configuration elements:
1. Change Assignment Method - controls how and if DCA runs, Automatic is the default setting.
e Automatic—DCA runs every 10 minutes (600 seconds)

— The DCA Interval may be changed using a range of 10 minutes to 24 hours, and an anchor time
may be selected. Selected Anchor times are 0-23 representing a 24 hour clock — setting the
anchor time of 3 (3 AM) with an interval of 4 will run DCA every 4 hours beginning at 3 AM.

e Freeze—After a DCA run is completed, the channel plan is frozen, DCA continues to run but makes
no changes. Depressing the Invoke Channel Update Once button — does exactly that — and will run
channel changes in conjunction with the NEXT scheduled DCA run — this overrides the Freeze on
demand - for one cycle and permits channel changes for that cycle only.

e  Off—Turns the DCA function Off (not recommended — see below)

2. These selections allow for tuning of what and how DCA makes decisions
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Avoid Foreign AP interference—Default is selected, this counts neighbor rogue AP’s and
encourages DCA to work around them. If you are in a congested area, it may be better to disable this
contribution. In a congested neighbor environment this can initiate a lot of channel changes — try the
default first though.

Avoid Cisco AP Load—The default is Disabled. This measures Load only on Your (Cisco) AP’s.
This contribution makes DCA more sensitive to conditions and encourages MORE channel changes.
In practice, Client experience is better riding through transient load peaks.

Avoid Non-802.11 Noise—The default is selected — This prioritizes Noise contribution which is
defined as any signal that can not be demodulated as 802.11, this includes a lot of noise which is
unintelligible 802.11 due to collisions, or simply being to low for proper demodulation. This should
always be selected.

Avoid Persistent Non-WiFi Interference—The default is Disabled, if you have CleanAir AP’s, this
selection allows for contribution of Non-Wi-Fi persistent signals such as Microwave Ovens,
Outdoor Bridges, Video Surveillance Cameras and should be selected. When CleanAir discovers
such a device, it allows for the addition of a Bias to the affected channel for the detecting AP to
encourage a better channel selection — even if the device is not active at the moment. Microwave
oven’s operate heavily during the lunch hour and again late afternoon — this makes RRM remember
and avoid the impacted channels on devices that can hear the interference full time for 7 days and
expires if no other detections have been made in that time.

Channel Assignment Leader — identifies the group leader mac and IP address of the Group leader
for this band, Last Auto Channel Assignment tells you in seconds how long ago DCA ran.

DCA Channel Sensitivity — The default is Medium. This setting determines the Hysteresis used to
make a channel change decision. DCA compares the score of the current channel against all other
possible channels — and will change to a better channel IF it meets or exceeds this metric. Medium
is 10 dB better in 2.4 GHz and 15 dB better in 5 GHz. Low= 5 dB (more aggressive) and High=20
dB (less aggressive) for both bands. This determines how Much better a channel must be in order to
change.

Channel Width — The Default is 20 MHz This selects the Global Channel Width, selections can also
be overridden at the RF profile, or individual radio level. This only affects 802.11n and 802.11ac
capable AP’s, a selection of 80 MHz will set 802.11n Radios to 40 MHz

Avoid Check for non-DFS channels — The default is disabled. DFS requires that there be at least one
non-DFS channel available in the DCA channel list. If you are deploying Outdoor AP’s in ETSI
regulatory — there are no non DFS channels available for outdoor — selecting this prevents the
enforcement of requiring a NON-DFS channel.

DCA Channel List — the top part shows you what channels are currently configured, the list allows
you to select and deselect channels. Adding or deleting channels requires that the band (2.4 or 5
GHz) be disabled before making changes.

Extended UNii2 channels- the default for this is disabled, enabling will add channels 100-144
automatically to the DCA channel List. This is a best practice today — especially for
802.11n/802.11ac 40/80 MHz channel selection.

Event Driven RRM — EDRRM is enabled by default — best practice is to enable. EDRRM allows
RRM to work with CleanAir Air Quality (AQ) and permits a CleanAir AP that experiencing a
classified catastrophic interference to mitigate it by changing channels. What do we mean by
catastrophic? In the event a non Wi-Fi interference source broadcasts at 100% duty cycle, it will
completely block the channel for that AP, neither clients or AP will be able to speak because they
listen before they talk — and every time they listen, they will hear energy. The decision is made on
the AP and independent of DCA (this happens within 30 seconds). RRM will know of this change
and prevent the AP from changing back for a period of 1 hour. There are 4 sensitivity thresholds
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Table 3-5 ED-RRM AQ Event Threshold Mapping

Low AQ=35

Medium AQ=50 (default)

High AQ=60

Custom User Threshold - be careful here

1. For new installations — ensure that ALL of your AP’s are mounted and associated with the controller
before restarting the controller or initiating DCA reset

e DCA can be restarted and initialized at the command line with the command config 802.11a/b
channel global restart - to verify operation check the DCA config page in the GUI under
wireless=>802.11a/b=>RRM=>DCA will display Startup.

Figure 3-18 DCA

DCA Channel Sensitivity Medium J& STARTUP (5 dB}

2. Re- initialize DCA any time there is a major change to the requirements of the channel plan
¢ Change in channel bandwidth (20/40/80)

e Adding additional AP’s

¢ Changing DCA channels (adding or subtracting UNII2e channels for instance)

3. Default options are best, with the exception of “Avoid Foreign AP Interference” which may be
unchecked if your installation has a lot of rogue neighbors and channel changes happen daily for
this reason.

TPC — Transmit Power Control

The other component critical in Wi-Fi is the transmit power of the Radios in the AP. TPC uses over the
air messages to hear and measure every AP in the RF Group. By keeping track of how each AP hears
other AP’s and how other AP’s hear our own AP we can adjust the power dynamically to provide the best
coverage (cell size) without causing interference to our neighbors. The TPC calculation keeps track of
regulatory requirements like Maximum Power as this changes in most regulatory region depending on
which channel and band you are using. There are two different methods for TPC calculation presently
with TPCv1 being the default and TPCv2 as an alternative for higher density deployment coverage.

Since TPC relies on measurements over the air between AP’s to calculate the optimal power levels, it
really does not know how the client at the floor level will hear it. For that reason there is a range of
coverage levels than can be selected within the algorithm to tune the environment the value is a dBm
value that you want at the edge of the cell you are configuring and allows for tuning to different AP
placements and mounting solutions. For instance, in a high ceiling environment the AP’s may be located
60 feet (18 meters) apart, with the floor being 25 feet (8 meters) below, in this case the default value of

-70 may be inadequate to allow for sufficient power and coverage at the floor level and a value of -60
will.

TPC also has overrides that can be applied through RF Profiles or at the global level for a whole WLC
that allow the administrator to designate a minimum and maximum power level that the AP’s will not
exceed. This is useful for tuning in High Client Density environments and can correct for poor AP
placement options as well.

Enterprise Mobility 8.5 Design Guide
[ 340 | I




| Chapter3 WLAN RF Design Considerations

Radio Resource Management - RRM [l

We will cover more on how to tune TPC for optimal coverage in the best practices below.

TPC Configuration

The default selections for TPC should be adequate for a normal enterprise office environment. The
default TPC user threshold assumes a 10 ft (3 meter) ceiling height.See the RRM White Paper — Transmit
Power Control for an in-depth discussion regarding TPC’s functions and configuration best practices.

Figure 3-19 TPC Configuration Ul
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Choose TPC Version — TPC v1 is the default selection. TPCv2 can be used for higher density designs
and coupled with channel mode will yield better capacity if AP’s are closer together with less
reduction in power. Installations where AP cell size is 3K sq feet and under in large open areas
should consider this — coupled with the command line argument “channel mode”. This limits TPCv2
functionality to only looking at neighbors on the same channel. Only one version may be selected
as this is a global command affecting the entire RF group. If this is selected on a member controller
— it will have no effect on the RF group unless that controller becomes the Group Leader.

Power Level Assignment Algorithm
Automatic—Default and runs at 600 second (10 minute) intervals.

On Demand—Will only run on the next scheduled interval (600 seconds) if Invoke Power Update is
depressed. Power levels are frozen unless the Invoke command is received but TPC continues to run
in the background.

Fixed—Allows a manual power level to be assigned to all AP’s; this is not recommended for several
reasons.

— All AP’s will be on the Selected Power Level indication; however depending on the 5 GHz
channel assignment, may have very different power output in dBm. See Reference Guides under
Access points and refer to Channels and Maximum Power for your model under documentation.

— This excludes all AP’s from the TPC algorithm.
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3. Min/Maximum power level assignment—Default is “Disabled” (note that values of -10 and 30 dBm
are not supported on ANY Cisco AP). This is a per controller override — and allows setting a
minimum and maximum power level that will be allowed on ALL AP’s attached to that controller.
If TPC attempts to apply a setting higher or lower than the local controllers Min/Max, it is
overridden by this setting. See above for Channels and Maximum power as the entry is in dBm and
will produce the closest max or minimum power to an actual allowed power on the AP being applied
to. This setting can also be made at the RF Profile level and applied to a select AP group — this is
recommended for larger deployments containing multiple coverage and capacity zones.

4. Power level assignment leader — identifies the active RF Group leader for the band. Last power level
assignment shows seconds since last assignment was made.

5. Power Threshold (-80 to -50 dBm) — This tells the TPC algorithm the value you want for the cell
edge. TPC uses this the threshold value for neighbors in the calculation to determine the optimal
power level of the AP’s.

e TPCv1l—The default is -70 dBm and assumes a normal office space with 10 foot ceilings, if your
application has High Ceilings — 15-20+ feet you may need to adjust this threshold up to receive
adequate power at the floor. The measurement is made using NDP packets between AP’s. If the AP’s
have all been placed in a hallway, this can negatively affect coverage in rooms on either side of the
hallway — measurements should be taken — mitigation may require different placement of the AP’s.

e TPCv2—The default is -65 dBm.

6. TPCvl Channel Aware — This is a new feature added in version 8.5. It adds the ability in TPCvl to
consider co-channel neighbors in it’s calculation, which allows a more aggressive assignment by
TPC while ensuring that co-channel interference does NOT increase. This generally provides 2-3
dB more power with no consequences over the previous TPCv1 algorithm alone.

CHDM- Coverage Hole Detection and Mitigation

CHD measures the client. It does this on a per controller basis, and unlike other RRM Algorithms, is
NOT configured and run from the RF Group Leader for the entire RF Group. CHD monitors the clients
associated to each AP to determine if the client is receiving adequate coverage based on the AP’s
measurement of the client RSSI. This assumes that the client is not willfully maintaining a connection
to an AP when there is a closer and better (RF wise) AP available. (a condition known as a sticky client).
Clients alone decide when to roam, and some will simply make poor decisions. CHD weeds out sticky
clients by looking at the associated AP’s neighbors, and determining how well the same client can be
heard from other AP’s that are nearby, if the client should and could be on a better AP, it is marked as a
false positive event and no action is taken. If a client is not sticky, and it’s RSSI is falling below the
threshold of coverage, we will alert and report on the client’s location and the AP it is associated with.

CHD also has a mitigation component that can make a local decision (outside of the RRM TPC
algorithm) to increase the power output of the AP it is associated to attempt to mitigate the coverage
problem. This functionality is still in the algorithm; however, the default behavior is heavily weighted
to ensure that the coverage hole is severe (such as losing a a neighboring AP and multiple clients are
being affected)

For Stcky Clients we take a more direct approach using a feature called Optimized Roaming which takes
it’s direction from CHD derived metrics and actively intervene by sending a Dis-associate to encourage
the client to roam to a better AP. (See Optimized Roaming discussion—in this document below)

Enterprise Mobility 8.5 Design Guide
[ 342 | I



| Chapter3 WLAN RF Design Considerations

Radio Resource Management - RRM [l

Coverage Hole Detection and Mitigation (CHDM) Configuration

Coverage Hole Detection and Mitigation is a per controller Algorithm and is not configured at the RF

group Leader only for management of the whole RF Group. It must be set up individually on controllers
you wish to monitor. Coverage Hole Mitigation, the action of raising a particular AP’s power level — does
interact at the RF Group Level however and will force changes in power levels in other AP’s around it.

Coverage Hole Detection monitors the Client RSSI on the associated AP. Refer to the chapter in the
RRM White Paper - CHDM for detailed information

Figure 3-20 Coverage Hole Detection Configuration Ul
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1. Enable/Disable Coverage Hole Detection—The default is enabled. This can be overridden on
individual WLAN’s as well as in RF Profiles.

2. Data RSSI threshold—The default is -80 dBm

S

Note  Data RSSI entry is also used for Optimized Roaming threshold — if optimized roaming is enabled at the
global level. Please read Optimized Roaming before enabling.

3. Voice RSSI Threshold—The default is -80 dBm
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4. Minimum Failed Client Count per AP—The default is 3. This determines how many clients must
exceed either the voice or the data threshold from above in order for a Coverage Hole to be alerted,
this also works in conjunction with the Coverage Exception Level below.

5. Coverage Exception Level per AP — this setting determines what percentage of total clients on a
given AP need to exceed the threshold to declare a coverage hole and woks in conjunction with
minimum Failed Clients from above.

Coverage Hole detection and Mitigation is highly tunable with the exception of the thresholds, the
default settings are generally sufficient. Minimum client count and coverage exception work together
and the default count of 3 clients with a coverage exception of 25% says for example that if 3 clients are
below the threshold — in order to act there must be 12 clients currently associated (3=25% of 12). CHDM
also listens for clients on every AP in order to determine if a failed client is really in a coverage whole,
or if it is simply not roaming. In the event that we can hear a client from an AP better than the one it is
currently associated too, this will be counted as a false positive and not count towards a coverage hole
event. If both conditions are met, Coverage Hole Mitigation can increase the AP’s power by one power
level to attempt to fix the coverage. RRM will then re-evaluate coverage requirements on the next DCA
and TPC run.

Optimized Roaming

Optimized Roaming is a tool that can help resolve the problem of sticky clients that remain stubbornly
associated to an access point instead of roaming to a more robust available connection. The client alone
makes the decision when and to whom to roam, and not all clients are created equal. The optimized
roaming feature borrows some of the same rich data gathered from the AP’s as the coverage hole
algorithm detailed above in this chapter. Optimized roaming looks at the Data RSSI of the client as
measured by the AP against the Data RSSI threshold set in the Coverage Hole configuration dialogue.
If a client falls bellow this threshold, the client is sent a disassociation message (Reason 4 — Timeout) .
The default configurations are Optimized Roaming is disabled, and the Data RSSI in Coverage hole is
used for CH calculations. Optimized Roaming also has an optional metric — Data Rate — which is
disabled by default and can be used to form a double gate based on the RSSI threshold AND the Data
Rate of the received data packets. If Data Rate is also used — then both must be true to trigger a
dis-association event.

Optimized Roaming, once triggered for a given client, also prevents client re-association when the
client's RSSI is bellow threshold — and requires the client to be 6 dB above the disassociation threshold
to re-associate to that AP. It is for this reason alone — that it is not advised to also use the less known
RSSI low check feature. The two thresholds DO NOT work in conjunction with one another and you can
inadvertently lock out a cell’s access.

Optimized Roaming Configuration

Optimized roaming resolves the problem of sticky clients that remain associated to access points that are
far away and. This feature disassociates clients based on the RSSI of the client data packets and data rate
as observed by the AP. This feature uses data generated by the Coverage Hole Algorithm detailed above
in this document.

The client is disassociated if the RSSI alarm condition is met and the current data rate of the client is
lower than the optimized roaming data rate threshold. You can disable the data rate option so that only
RSSI is used for disassociating clients.

e Optimized Roaming is implemented in the following scenarios:

— Addresses stubborn sticky client challenges by pro-actively disconnecting clients in enterprise
environments.
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— Standalone Wi-Fi hotspot implementations to manage.
— Disassociates client when the RSSI is lower than the set threshold.

Please see the HDX (High Density Experience) Design Guide versions 8.0 and 8.1, or the most current
on the Wireless Lan Controller — Technical Reference page for a complete discussion on how the feature
works and how to properly deploy it.

Optimized roaming is configurable on a per controller, not at the RF Group Leader level. The decision
is true for the entire controller — and all AP’s associated with it. Individual AP groups can be managed
at different (other than the global CH threshold levels) by use of an RF Profile on the AP group. This
will allow granularity if you wish on a per SSID/AP group level.

Save Configuration
MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS  HELP

Wireless

Optimized Roaming

¥ Access Points

All APs
« Radios 802.11a
802.11a/nfac
802.11b/g/n -
Dual-Band Radios Optimized Roaming Mode Enable 2
Global Configuration 55
* Advanced 802.11b B
= RF Managment a
Flexible Radio Assignment n
Load Balancin o : 1z
FE ing Optimized Roaming Mode ¥ Enable ;:
Band Select i 0 .
Rx Sop Threshold Optimized Roaming Interval ap Sec ig
Optimized Roamin ) . < z
mg_ﬂ Optimized Roaming Data Rate Threshold | Disable | mbps 54

- Qos
Preferred Calls 1. CHDM configuration can be done in Wireless---> RF Profile ---> Edit ‘Profile Name' ---> RRM tab
SIP Snooping 2. CHDM configuration can be aiso done in Wireless > 802.11a/n/ac or 802.11b/g/n > RRM > Coverage pag
Fastlane 3. Disable 802.11a / 802.11b network befare changing Optimized Roaming Interval value

Enable/Disable-disabled by default.

Optimized Roaming Interval — 90 seconds is the default, decreasing this interval places an un-necessary
load on the AP and controller and it is highly recommended that you do not change this interval unless
directed to do so by TAC or other suitable Technical support guidance. This will also require disabling
of the network (band 2.4 or 5 GHz) that you wish to change.

1. Enable/Disable-disabled by default.
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2. Optimized Roaming Interval — 90 seconds is the default, decreasing this interval places an
un-necessary load on the AP and controller and it is highly recommended that you do not change
this interval unless directed to do so by TAC or other suitable Technical support guidance. This will
also require disabling of the network (band 2.4 or 5 GHz) that you wish to change.

192.168.10.20 says:

Warning: Modifying the default settings for the Optimized Roaming data
rate and CHDM RSSI configurations could result in unintended client
connectivity problems. Please be careful when making changes from the
default settings

OK

3. Data Rate Threshold—establishes the minimum acceptable data rate to be used in conjunction with
the Data RSSI threshold. Be careful as this is an additional criteria that will be used to make the
trigger decision and BOTH the RSSI and the Datarate Criteria must be met for a disassociation to
be sent.

Flexible Radio Assignment (FRA) Algorithm

The Flexible radio Assignment algorithm was introduced in WLC version 8.2.100.0 specifically to
manage the Flexible Radio Architecture hardware contained in the AP 2800/3800 series access points.

FRA uses the rich information provided by the RF Group to evaluate coverage and identify redundant
2.4 GHz (un-needed for proper coverage) radios that can be re-assigned to a more beneficial role. This
does 2 things —

o[t correctly covers 2.4 GHz to provide a usable cell, while eliminating the destructive self interference
resulting from an oversaturation of 2.4 GHz interfaces

*A dual-band redundant radio can be re-purposed to multiple beneficial roles without requiring any
additional hardware, cable or switch-ports.

Creating over-saturation is actually pretty easy to do — refer to the discussion above in the chapter on
Deployment Considerations — design for 2.4 GHz or 5 GHz. If you design for 5 GHz (which you
absolutely should be doing) you will have an too many 2.4 GHz radios given the narrow bandwidth and
3 channels available. The solution to this prior to FRA generally involved a detailed analysis (pre or post
deployment) by a trained professional to sort out the coverage issues and disable a number of the 2.4
GHz radios. That analysis was done on the Neighbor relations of the AP’s — the same data that FRA uses
now.

*The AP 2800/3800 in conjunction with the RRM FRA algorithms provide a simple solution that:
— Measures the effective coverage
— Analyzes which AP’s cells can be covered by a neighbors coverage
- Identifies them as redundant

*The results of this analysis are passed back to RRM who then decides via customer preference and DCA
what ROLE the now un-needed interface could be most beneficial in.

— Second 5 GHz interface (increases 5 GHz capacity by an additional 98%)
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— Monitor —Dedicated Sensor2.4 and S GHz Monitoring (increasing the resolution for each
channel 24 times over a client serving radio)

- DNA-c Wireless Assurance Sensor (provides active client mode to perform tests on surrounding
AP’s at the direction of Service Assurance under the DNA architecture)

FRA uses RRM’s neighbor (NDP) database to:
e Locate neighboring 2.4 GHz AP’s relative positions to one another
e (Calculate the required coverage area for each AP at -67 dBm*

e Analyze the results for each AP’s coverage and evaluate neighboring AP’s Coverage Overlap as a
percentage of total coverage of the target cell

*For the DNA-c Wireless Assurance Sensor Role — Coverage is not always at -67 and can be driven lower
to permit more sensor’s to be selected over 2.4 GHz coverage requirements.

A radio is marked redundant when the COF (Coverage Overlap Factor) exceeds the configurable
required coverage threshold. Coverage Overlap Factor is a number from 1-100% that represents for a
given AP, What percentage of it’s cell for AP-1 0-100% of its cell is effectively covered at -67 dBm buy
up to 3 neighboring AP’s. If that number is 100%, then AP-1 could effectively be disabled — with no
negative impact to the effective client coverage. Rather than disabling this radio, we re-assign it in one
of multiple roles listed above. FRA will mark the radio as redundant and we re-use that interface to
provide additional value/intelligence to the network.

For an in depth discussion of FRA and how it makes coverage calculations please see — RRM White
Paper — Flexible Radio Assignment

In order for FRA to operate — both the 2.4GHz RF Group Leader, and the 5 GHz RF Group leader must
reside on the same physical WLC — this is most often the case under automatic RF Grouping — but it is
not always the case. If you are operating accros multiple WISM’s or 5508 controllers — it is highly
recommended to use Static RF Group Configuration if enabling FRA.

FRA operates in 3 modes which can be selected via the Service Priority selection in the Global FRA
configuration Dialogue.

e (Coverage—Traditional configuration in which the coverage estimation is maintained at -67 dBm and
role selection by DCA is either 5 GHz(priority) or Monitor Role (if 5 GHz is already saturated.

e Client Aware—new in 8.5, follows the same decision thresholds as Coverage but implements the
ability for a monitor Role assignment to be pressed into service as a second 5 GHz interface in the
event the primary 5 GHz channel becomes very busy.

Service Assurance—This mode adjusts both the COF required to meet FRA Sensitivity threshold as well
as the target coverage RSSI to modify FRA aggressiveness. The output also gives an indication of the
% of the network that would be covered. Aggressiveness is adjustable by means of the Sensor Threshold
selection dialogue — see below —

For a full discussion on FRA see Radio Resource Management White Paper
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FRA Configuration

Note

Configuration for FRA involves running the algorithm (global — on the RF Group Leader) as well as at
the AP ( the radio interface is either in FRA Auto or Manual mode). The global or WLC level —is
implemented — for the entire RF group and requires that both RF Groups Leaders (2.4 GHz and 5 GHz)
reside on the same physical controller. The default configuration on the WLC for the FRA algorithm is
Disabled (in the 8.2-8.5 releases).

FRA will likely be enabled by default in 8.6. A default value — will only apply to a new controller
installation, an upgrade to a new version will respect the current setting and make no changes. If the
upgrade is to a version of code in which the feature was not present — then the Default value will apply
to the newly added feature.

The other part of the configuration involves the Radio Interfaces that you want the Global FRA algorithm
to have control of. At the radio configuration level — the dual-band radios are all in auto FRA by default.
This will allow FRA to control them as soon as you enable it at the global level. The other option for
the radios is Manual mode — which prevents FRA from assigning a new role, but allows the algorithm to
make the COF calculations and otherwise run considering those radios in it’s output — but without
driving changes.

Global FRA configuration Dialogue

CISCO MONITOR. ~ WLANs CONTROLLER  WIRELESS  SECURITY

Wireless Flexible Radio Assignment Configuration

* Access Points

All APs Flexible Radio Assignment
= Radios
802.11a/n/ac ® enable O Disable 1
802.11b/g/n
Dual-Band Radios Sensitivity | LOW v] f,
Global Configuration
w Advanced Interval 1 HOUR  ~ 3
* RF Managment
Elexible Radio Service Priority | Coverage = 4
Assignment

Load Balancing
DTLS

Band Select

Rx Sop Threshold

1. Enable-Disable-Default is disabled through release 8.5

2. Sensitivity — Low (100%), Medium (95%), High (90%) denotes the COF (Coverage Overlap Factor
required before Marking a Radio as Redundant for purposes of re-assignment to a more beneficial
role)
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Interval- Minimum 1 hour, maximum 24 hours. In all cases — this must be set higher than DCA’s
run interval.

Service Priority—(new in 8.5) changes the mode FRA will run in and allows prioritization on what
role the redundant radios will be assigned.

Coverage—this is the only priority available prior to version 8.5. It sets the Cell Coverage target for FRA
to -67 dBm, and respects the selected Sensitivity Threshold of low, medium, and high. The priority for
a redundant radio in order of preference by DCA is:

1.

Second 5 GHz interface-DCA will first try to add the additional interface into the existing 5
GHz channel plan based on DCA’s assessment of co-channel interference. This calculation is
very much affected by channel bandwidth (20/40/80/160) and the density of the network (how
close together the existing AP’s are). If not possible — DCA will place the redundant radio in
monitor role.

Monitor Role—the redundant Dual Band radio is placed in a full time scanning mode for both
the 2.4 and 5 GHz bands. Prior to version 8.4, this was a lifetime assignment unless one of the
contributing radios (those covering it’s cell) indicated a coverage hole, in which case the radio
is returned to service in 2.4 GHz instantly. In 8.4, logic was added to allow DCA to re-evaluate
5 GHz assignment after the initial assignment has been in the monitor role for at least 30
minutes. DCA will continue to see if the radio can be assigned to a 5 GHz role each time it runs

Client Aware—Is new in version 8.5. Client aware uses the same values as the coverage service priority
(target -67 dBm and Threshold) to make decisions on redundancy. However if the Radio role is placed
in Monitor role — if allows FRA to monitor the load on the dedicated 5 GHz interface and strongly
encourage DCA to add it to 5 GHz and deal with increased client density. Think of this as very High
Density on demand.

MONITOR  WIANs CONTROLLER WIRELESS SECURITY

Wireless

* Access Points

All APs
» Radios

802.11a/n/ac
802.11b/g/n

Flexible Radio Assignment Configuration

Flexible Radio Assignment

® Enable O Disable

Dual-Band Radios Sensitivity LOW v
Global Configuration

w Advanced

# RF Managment
Flexible Radio
Assignment
Load Balancing

DTLS

Band Select

Interval 1 HOUR v

Service Priority | Client Aware st f 1)
Client Select (0 to 100%) |s0 |2
Client Reset (0 to 100%) 5 3

Rx Sop Threshold
Optimized Roaming

-
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1. Client Aware—Service Priority Mode

2. Client Select—-The Default value is 50%. This means that if the Dedicated 5 GHz interface reaches
50% Channel Utilization, this will trigger the Monitor Role Dual-Band interface to transition to 5
GHz client serving role.

3. Client Reset—Once the AP is operating as a dual 5 GHz AP, this setting indicates the reduction in
the combined radios overall Channel Utilization required to reset the Dual Band radio to Monitor
Role

Example:

1. Client Aware is selected, a large group of people fille into a meeting room, the single AP serving
that room has the Flexible radio in Monitor Role.

2. The Channel Utilization of the dedicated 5 GHz radio begins to rise as users roam to it — and when
that level exceeds the Client Select Trigger threshold — DCA will re-evaluate the redundant interface
with a lower acceptable threshold for Co-Channel interference and likely move the redundant radio
into 5 GHz client serving role.

3. Once both radios are in 5 GHz — the system will monitor the combined (both radios) Channel
Utilization. Once in Dual 5 GHz mode —radio-1 has 30% CU, and radio-2 = 30% CU — the combined
CU from both is 60%. By default as soon as the Combined CU drops by 5% (in our example this
would be 60% - 5% = 55%) the Radio will be “Reset” to the original Monitor Role.

It is quite likely that you will want more of a reset trigger buffer than 5% determining when to call the
emergency over and return the radio to Monitor Role. The value of 50% to trigger the role change is
likely as high as you would want it — given that the mission is to prevent client performance issues. These
values are configurable to allow you to tune this feature to your individual requirements.

Service Assurance-Is a new service Priority added in 8.5 and allows the redundant radio — to be used
as a Sensor — at the direction of DNA-c with the assurance package added. For FRA — this means that
both the target RSSI and the configured COF can be changed according to the Sensor Threshold Value
selected in the Service Assurance configuration dialogue.
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SECURITY  MANAGEMENT  COMMAND

Wireless

¥ Access Points
All APs
w» Radios
B02.11afn/ac
BO2.11bfg/n
Dual-Band Radios
Global Configuration

w Advanced

= RF Managment
Flexible Radio
Assignment
Load Balancing
DTLS
Band Select
Rx Sop Threshold
Optimized Roaming
Network Profile

= Qos
Preferred Calls
SIP Snooping

Flexible Radio Assignment Configuration

Flexible Radio Assignment

® Enable

) pisable

Sensitivity

Interval

tow

1 HOUR v

WIRELESS

| SEE:I'EE EI:'IQI:'II!: Service Assurance | |
0w [2]

Sensor Coverage

I sensor Threshold

[ Chient Prionty

w

| I s I + Client Priority

Target RSSI

-67

[4]

Client Preferred
Balanced

Sensor Preferred
Sensor Priarity

1. Enables Service Assurance

2. Sensor Coverage—this value is a product of the FRA configuration and calculation — after the first
run of FRA with Service Assurance priority selected — this value will indicate the % of the known
network DNA should be able to reach given the Sensors that where enabled during the previous FRA
calculation. This value will only populate after FRA has been configured and run against the
remaining values below.

3. Sensor Threshold—configurable to 1 of 5 agressiveness settings — beginning with a safe Value
prioritizing clients connectivity (same values as the Coverage Service priority) and progressively
moving towards less 2.4 GHz coverage for clients and more aggressive coverage for sensors.

4, Target RSSI-Itis the RSSI being used for the calculation and this value will change as progressively
higher aggressiveness is selected for coverage.

~

Note It is very possible to leave 2.4 GHz with less coverage than may be required by increasing Sensor
Threshold aggressiveness. See below for the full discussion on what this means.

Table 3-6

Sensor Threshold COF% Target RSSI
Client Priority 100 -67

Client Preferred 100 -70
Balanced 100 -73

Sensor Preferred 95 -76

Sensor Priority 90 -79
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RF Profiles

As the target RSSI Decreases the acceptable cell size will increase (become larger) and we will accept
a lower power level across the cell in order to increase the number of radios we mark redundant.
Swlwcting the Sensor Priority Sensor Threshold — allows FRA to mark any interface redundant that has
90% of it’s cell area covered by others at or greater than a signal strength of -79 dBm. This is going to
allow for a lot more sensors than Client Priority will with a coverage overlap factor of 100% at or greater
than -67 dBm.

A radio marked redundant when the Service Priority is Service Assurance, it continues to be handed to
DCA, and will be assigned a 5 GHz or Monitor role as above. However — if DNA Center determins that
it needs to turn the interface into an active client to carry out assurance testing — then that’s what that

radio will do — when called. Once the testing is done — the radio is returned to service in its previous role.

For a full discussion on FRA see the Radio Resource Management White Paper

RRM at the Global Level set’s configuration parameters that apply to every AP associated with the RF
Group. Back when Wireless LAN Controllers had relatively low maximum numbers of AP’s (e.g.,100),
that was fine. Things change, and not only have AP limits jumped up so have users consumption of

network resources. Different use cases like High Client Density or Capacity model vs. Coverage models
require different optimizations to be efficient and meet design goals. In High Density, we are asking to
optimize users experience when close to a lot of AP’s — at minimal distances. For Coverage we are

optimizing for maximum cell coverage and reliable connection at distance from the AP in thin coverage.

RF Profiles allows for modifications to be applied to select groups of AP’s contained in the same AP
Group. You can configure an RF Profile for each radio on the AP, 2 RF Profiles per AP Group may be
applied. The classic use case for this is a lecture hall or large theater where a high Capacity design is
required to manage a high client density. Surrounding this theater however are hallways and open areas
where coverage is the bigger concern. A single global RRM setting for all of these AP’s will result in a
configuration that is likely not optimized for either environment. Placing the AP’s inside the theater in
one AP group (perhaps grouped with AP’s from other High Client density locations) and the AP’s in the
coverage areas like hallways and open areas in another AP group. Now you can configure RF Profiles
that optimize the required configurations to the intended design.

RF Profiles allow control over many functions beyond RRM’s algorithms; many of the HDX features
can also be customized for a specific group. On the controller’s Wireless menu — select
/Wireless/Advanced/RF Profiles:

Enterprise Mobility 8.5 Design Guide
EZ3 I


https://www.cisco.com/c/en/us/td/docs/wireless/controller/technotes/8-3/b_RRM_White_Paper.html

| Chapter3

WLAN RF Design Considerations

Figure 3-21

CISCO MONITOR WLANs

Pre-configured RF Profiles
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Wireless

¥ Access Points
All APs
« Radios
802.11a/nfac
802.11bfg/n
Dual-Band Radios
Global Configuration

b Advanced
Mesh
RF Profiles

FlexConnect
Groups

Save Configuration Ping Logout Refres
CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANID
RF Profile apply | | wew... |
0
Enable Out Of Box I:
3
Enable Persistence B
Radio
Profile Name III Policy Applied

High-Client-Density-802.11a

High-Client-Density-802.11bqg

Low-Client-Density-802.11a

Low-Client-Density-802.11bg

Typical-Client-Density-802.11a

Typical-Client-Density-802.11bg

802.11a No
802.11b/g No
B02.11a No
802.11b/g No
802.11a No
802.11b/g No

1. Example pre-built RF Profiles

2. New—To create a custom RF Profile

3. Enable Out of box—To place any new AP’s into the Out of Box AP group; which has the radios
disabled. Persistent is checked if you want Out of Box (OOB) to remain in effect across re-boots of

the controller.

We’ll cover the configuration options contained in an RF Profile first. Then we’ll cover the intended use
and configurations for the example profiles. In order to create a new RF Profile, go to Wireless > RF
Profiles and select “New....” (Fig. 19 bullet 2) and open the New RF Profile dialogue.

Figure 3-22 New RF profile dialogue

RF Profile > New

RF Profile Name Example_1

Radio Policy B02.11a

B02.11b/g

We will cover the configuration options contained in an RF Profile first. Then we will cover the intended
use and configurations for the example profiles. In order to create a new RF Profile, go to Wireless >
RF Profiles and select “New....” (Fig. 19 bullet 2) and open the New RF Profile dialogue.
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RF Profile - General

Figure 3-23 RF Profile General Tab

RF Profile > Edit 'Example_1'
General 802.11 | RRM High Density  Client Distribution
Profile Name Example_1

Radio policy B802.11b/g

Description

On the general tab — you can enter a short description regarding the use of this profile; you have 64
characters max. The general Tab Identifies what band the profile is created for and the RF Profile name
— neither of these can be edited after creation. If a mistake was made on the name during creation, you
need to delete the profile and re-create with the correct name.

RF Profile - 802.11

The 802.11 tab gives you control over the network settings which are controller specific not global.
These settings in RF Profiles override the controller Global configuration for the AP group it is applied
to
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Figure 3-24 RF Profile 802.11 tab

RF Profile > Edit ‘Example_1' < Back | Apply J

Data Rates! MCS Settings

l 1 Mbps Disabled ﬂ I 0 Supported
2 Mbps Disabled [ 1 Supported
5.5 Mbps Disabled |} 2 Supported

[ & Mbps Supported 1] 3 Supported

[ 9 Mbps Mandatory H | 4 Supported
11Mbps Disabled | 5 Supported
12 Mbps = Supported ﬂ 6 0 Supported
1B Mbps = Supported a 7 Supported
24 Mbps  Mandatory [ B Supported
36 Mbps = Supported E 3 Supported
48 Mbps | Supported &) 10 Supported
54 Mbps Supported [ 11 [ Supported

General | B802.11 l RRM | High Density | Client Distribution

12 Supported
13 @ Supported
14 Supported
15 Supported

16 Supported

The 802.11 tab allows selection of data rates and their mode. On a Cisco AP a data rate can be in one of
3 states

1. Disabled—not allowed by the AP
2. Supported—allowed but not required by the AP
3. Mandatory—The client must support this data rate

The Minimum (lowest) Mandatory Data Rate (in the example above 9 Mbps) determines the speed at
which the beacon and all other subsequent broadcast messages will be sent at. In order for a client to
associate with an AP using 9 Mbps as the minimum Mandatory data rate, the client must be able to
complete association at 9 Mbps or faster or the client will not be allowed to join the AP. This effectively
limits the cell size of the AP to clients close enough to support 9 Mbps. This is a good default value for
average installations. In higher client density the value may be 12 Mbps, or in extreme high client density
designs where cell sizes are at their minimum you may even select 18,24 or 36 Mbps depending on the
design requirements.

The second Highest Mandatory data rate (24 Mbps in the example above) will be the default multicast
speed if auto multicast is not set (it is by default)

A data rate that is marked as supported, may be used by the client and the AP will honor it.
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A data rate that is marked disabled will not be honored by the AP.

MCS data rates can be selected or de-selected only. Deselecting these rates will prevent the AP from
using them. All Data rates and selections are broadcast to potential clients in the beacon frame, and your
changes here will be reflected in the beacon message.

RF Profile - RRM

Figure 3-25 RF Profiles RRI_VI tfb

General I 802.11 I RRM | High Density I Client Distribution |

TPC | 4 Coverage Hole Detection
Maximum Power Level 0 Data RSSI(-90 to -60 _80
Assignment (-10 to 30 dBm) dBm)

Minimum Power Level 10 Voice RSSI{-90 to -60 80
Assignment (-10 to 30 dBm) dBm)

Power Threshold v1({-80 to -50 70 Coverage Exception(l to 3
dBm) 75 Clients)

Power Threshold v2(-80 to -50 67 Coverage Level(0 to 100 a5
dBm) %)

DCA Profile Threshold For 4

9 Traps
Awvaoid AP Foreign AP 2 o Interference (0 to
Interference Enabled 100%) 10
Clients (1 to 200) 12
MNoise (-127 to 0 dBm) -70
Utilization (0 to 100 %) BO

DCA Channel List | 2

1, 6,11

DCA Channels

Select Channel

1
6
11

The RRM tab within an RF Profile allows for overriding the global parameters set at the RF Group Level.

1. TPC, allows for a custom Min/Max power level to be assigned for the entire AP Group, also a
custom TPC threshold for either TPCv1 or 2. NOTE: Selection of the TPC version is a global
selection only and either the TPCv1 or v2 threshold will be used as appropriate.

2. DCA, while not all the features of DCA are included at the RF Profile level the most important are,
for instance avoiding foreign AP interference may well perform better disabled in a rogue rich
environment. You can also set custom channel plans using a copy of the DCA channel list. In order
for a channel to be available within the RF Profile — it must be selected at the global DCA channel
List.
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3. Coverage Hole Detection, is replicated completely and applies to all WLAN’s assigned to the AP
Group, individual WLANs may have coverage hole enabled or disabled on the global configuration
per controller.

~

Note  Data RSSI entry is also used for Optimized Roaming threshold, if optimized roaming is enabled at the
global level. Please read Optimized Roaming before enabling.

4. Profile Threshold For Traps, allows setting of other thresholds within the RF profile — for instance
in a high client density area — more of everything will be normal — this allows you to make trap alert
messages useful for an AP group which otherwise may be set too low.

RF Profile - High Density

The High Density tab allows for optimizing certain HDX features at the RF Profile level on an AP group.

Figure 3-26 RF Profile High Density tab

RF Profile > Edit 'Example_1'

General ] 802.11 I RRM  High Density | Client Distribution

High Density Parameters Multicast Parameters

Maximum Clients(1 to 200) 200 Multicast Data Ratesd auto v ]

Rx Sop Threshold Parameters

Rx Sop Threshold Auto |~

e High Density Parameters, allows selection of the maximum number of allowed clients on a radio
interface. This selection will simply deny access to any client number over the selected number. The
default value is 200. It is recommended to leave this at the default value.

¢ Rx SOP, allows selection of a RX Start Of Packet Sensitivity threshold — the selections are High,
Medium, Low, auto — the default is Auto. A thorough understanding of RX-SOP how it works and
the settings is highly advised. RX-SOP changes the receive sensitivity by setting a threshold RSSI
that a logical packet must meet in order to be received as Wi-Fi. See — High Density Experience
Features Release 8.0 for more on RX-SOP settings.

e Multicast Parameters — the default is Auto, or you may select a single dedicated data rate that all
multicast packets will use.

RF Profiles — Client Distribution

The Client Distribution tab gives you control over Load Balancing and Band Select options
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Figure 3-27 RF Profiles Client Distribution tab

RF Profile > Edit ‘Example_1' < Back Apply

| General | 802.11 | RRM | High Density | Client Distribution

Load Balancing Band Select

Window(D to 20 Clients) 5 Probe Response

Denial(1 to 10) 3 Cycle Count{1 to 10 Cycles) 2

Cycle Threshold(1 to 1000 msecs) 200
Suppression Expire(10 to 200 secs) 20
Dual Band Expire{10 to 300 secs) 60
Client RSSI(-90 to -20 dBm) -80

Client Mid RSSI(-90 to -20 dBm) -B0

¢ Load Balancing, allows setting of a threshold on an AP at which additional clients will be denied
with a status code of 17 which states that the AP can not process this request now because it has too
many clients, you can select the number of clients 0-20 and the number of denials that will be sent
before admission is granted. This is important, as client devices do not universally support status
code 17. Load Balancing can be better ensured by the selection of proper data rates and good
network design.

e Band Select, 802.11b/2.4 GHz profile only — Selection of the probe response box enables band
Select configuration at the RF Profile level and overrides the configuration settings at the global
level allowing for more aggressive band Select operation on a selected AP group only.

WLAN Express

With release 8.0 we’ve included a new day 0/1 startup dialogue that guides the user through questions
targeting best practices for Wireless LAN Controller deployment. The configuration dialogue and
options are designed to support the Cisco Wireless LAN Controller Configuration Best Practices. The
dialogue supports the application of suitable RF settings for low, medium, and high Client/AP density
and will apply suitable selections for data rates, and features designed to support higher density
environments. While no building or installation is ever the same, generalizations can be applied based
on the density of the Access Point deployment and intended number of clients.

In addition to the startup dialogue, there are 3 pre-configured RF profiles contained on the controller that
you can use for reference or apply as is. The configuration settings for these are below.
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Table 3-7 Pre-configured RF Profiles
Low
Density
Typical (Coverage |Legacy
(Enterprise - High Density |Open (if disabled
Dependency Default Profile) |(Throughput) |Space) RF opt)
TPC Threshold |Global per band Default -65 dBm -60 dBm Default
Specific RF Profile per (5GHz) (5GHz)
band -70 dBm -65 dBm
(2.4GHz) (2.4 GHz)
TPC Min Global per band Default 7 dBm Default Default
Specific RF Profile per
band
TPC Max Global per band Default Default Default Default
Specific RF Profile per
band
Rx Sensitivity |Global per band Default Medium low Default
(rxsop) (Advanced Rx Sop)
RF profiles
Coverage RSSI |Global per band Default Default Higher Default
Threshold data and voice RSSI in
(Coverage)
RF Profile
CCA Global per band Default Default Default Default
Threshold 802.11 a only (hidden)
RF Profile
Coverage Global Per band Default Default Lower Default
Client (Coverage Exception) (1-3)
Count RF Profiles (Coverage
Hole Detection)
Data Rates Global per band 12 Mbps 12 Mbps CCK rates |default
(network) mandatory mandatory enable
RF Profiles 9 supported 9 supported 1.2.55.6
1,2,55,6,11 |1,2,5.5,6,11 (9,11,12
Mbps disable |Mbps disable |Mbps
enable
Band Select Per WLAN basis Enable Enabled Disable Enable
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High Density

Typical Density

Low Density

Table 3-7 Pre-configured RF Profiles (continued)
Low
Density
Typical (Coverage |Legacy
(Enterprise - High Density |Open (if disabled
Dependency Default Profile) |(Throughput) |Space) RF opt)
SI Global per band (Clean |Enable Enable Enable Enable
ED-RRM Air) Disable Disable Disable | Disable
PDA Global per band (DCA) Enable Enable Enable Enable
Global per band
(802.11a/802.11b
channel...)
Load Per WLAN basis Disable Enabled Disable Disable
Balancing
DCA Default High High Default
Sensitivity
Channel Global per band (DCA) |Default Default Default Default
RF Profiles

High Density in this context should be thought of as any area where the average cell size is 3000-2000
sq feet (280-185 sq meters) and multiple AP’s have been deployed for Capacity reasons. Typical client
counts would be 50-100 clients per cell.

AP’s spaced at a distance of roughly 60 feet (18 meters) = 3000 sq ft cell size.
AP’s spaced at a distance of 50 feet (15 meters) = 2000 sq ft cell size

If you are engineering a specific theater, or lecture hall and increasing capacity to handle a density of 1
user per sq/meter you should follow the design recommendations for minimum data rates and power
levels.

Typical density will apply to most every other area of an enterprise installation, or common areas and
cube’s where active clients are spread out a bit but continuous coverage is provided. The average cell
size would be 3000 — 5000 sq feet (280-460 m sq) and the average number of users per cell would be
10-30.

AP’s spaced at a distance of 60 feet (18 meters) = 3000 sq ft cell size.
AP’s spaced at a distance of 80 feet (24 meters)= 5000 sq ft cell size

The low density threshold is provided for very large cells of 5000 sq feet or more. In this profile — all
data rates are enabled, and power levels are increased through the TPC threshold to provide coverage
over the maximum distance of the cell edge. Lower data rates mean higher airtime utilization per user,
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so the capacity is limited by airtime in this configuration. This would be a fine configuration for an
individual hot spot application or for outdoor coverage of an open field. This is also very close to the
default AP configurations if no selection is made.

RF Power Terminology

dB

dBm

The terms such as dB, dBi, dBr and dBm are used to describe the amount of change in power measured
at points in a system, as perceived by the radio or compared to a reference power level. The following
sections cover their differences and provide general rules for their use. Effective isotropic radiated power
(EIRP) is also described.

The term dB (decibel) is mainly used to describe attenuation or amplification of the signal level. dB is
a logarithmic ratio of a signal to another standardized value. This means that the dB by itself is not a
measurement For example, dBm is where the signal level value is being compared to 1 milliwatt of
power, and dBW is where the value is being compared to 1 watt of power.

The mathematical equation is:
power (in dB) = 10 * log10 (signal/reference)

Substituting in real numbers (signal 100 mW, reference 1 mW) provides a value in dB of 20 (100 = 10
squared; taking the exponent 2 and multiplying by 10 gives you 20).

Keep in mind that it is logarithmic, meaning that it increases or decreases exponentially and not linearly,
and it is a ratio of a given value to a reference. Also keep in mind that every increase of 10 dB represents
a multiplication by 10 (for example, 0 dBm = 1 mw, 10 dBm = 10 mw, 20 dBm = 100mW, and 30 dBm
=1000mW (1W).

Given that it is logarithmic, there are general rules to take into consideration. An increase or decrease of
3 dB means that the signal doubled (double the power) or halved, respectively. An increase or decrease
of 10 dB means that the signal went up by 10 times or down to 1/10th of the original value.

Indoor and outdoor WLAN deployments each offer separate challenges in RF deployments that need to
be analyzed separately. However, there are a few general rules for indoor use. For every increase of 9
dB, the indoor coverage area should double. For every decrease of 9 dB, the indoor coverage area should
be cut in half.

The term dBm (dB milliwatt) uses the same calculation as described in the dB section but has a reference
value of 1 mW (0.001 W). Power in Wi-Fi is always below 1 mW.

Taking into consideration the example given above in the dB section, if the power increased from 1 mW
to 100 mW at the radio, the power level would increase from 0 dBm to 20 dBm.

Besides describing transmitter power, dBm can also describe receiver sensitivity. Receiver sensitivity is
in represented as minus dBm (-dBm) because the relatively low transmit power used in Wi-Fi —received
signals are always below 1 mW. The sensitivity indicates the lowest power the receiver can effectively
receive before it considers the signal unintelligible.

Enterprise Mobility 8.5 Design Guide g



Chapter3  WLAN RF Design Considerations |

I Radio Resource Management - RRM

dBi

The term dBi (dB isotropic) describes the forward gain of a real antenna compared with the hypothetical
isotropic antenna. An isotropic antenna (a theoretical or imaginary antenna) is one that sends the same
power density perfectly in all directions.

Antennas are compared to this ideal measurement, and all FCC calculations use this measurement (dBi).
For example, a Cisco omni-directional AIR-ANT4941 antenna has a gain of 2.2 dBi, meaning that the
maximum energy density of the antenna is 2.2 dB greater than an isotropic antenna.

Effective Isotropic Radiated Power (EIRP)

Although transmitted power based on the radio setting is rated in either dBm or milliwatts, the maximum
energy density coming from an antenna from a complete system is measured as EIRP, which is a
summation of the dB values of the various components. EIRP is the value that regulatory agencies such
as the FCC or ETSI use to determine and measure power limits, expressed in terms of maximum energy
density within the first Fresnel of the radiating antenna. EIRP is calculated by adding the transmitter
power (dBm) to antenna gain (dBi) and subtracting any cable losses (dB). For example, if you have a
Cisco Aironet bridge connected to a solid dish antenna by a 50 foot length of coaxial cable, substituting
in the numbers gives the following:

e Bridge: 20 dBm

e 50 Foot Cable: -3.3 dBm (negative because of cable loss)
e Dish Antenna: 21 dBi

e FEIRP: 37.7 dBm

For more information and fun math see the Cisco tech Note: RF Power Values.
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CHAPTER I

Cisco Unified Wireless Network
Architecture—Base Security Features

The Cisco Unified Wireless Network solution provides end-to-end security of architecture and product
security features to protect wireless local area network (WLAN) endpoints, the WLAN infrastructure,
and client communications.

The Cisco Unified Wireless Network solution builds upon the base security features of the IEEE
802.11-2012 standard by enhancing radio frequency (RF) and network-based security features to ensure
overall security.

Secure Wireless Topology

Figure 4-1 illustrates a secure wireless topology. The topology is made up of the following components
with their basic roles in the 802.1X authentication process.

e WLAN client with 802.1X supplicant (wireless software) on the client.

e Access point (AP) and Wireless LAN Controller (WLC) using the control and provisioning of
wireless access points (CAPWAP) protocol.

e RADIUS protocol carrying extensible authentication protocol (EAP) packets between the client and
the authentication server.

e Authentication, Authorization, and Accounting (AAA) server as the Authentication Server.
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Figure 4-1 Secure Wireless Topology
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WLAN Security Mechanisms

Security is implemented using authentication and encryption in the WLAN network. The security
mechanisms for WLAN networks are:

¢ Open Authentication (no encryption)

e Cisco WEP Extensions (Cisco Key Integrity Protocol + Cisco Message Integrity Check)

e  Wi-Fi Protected Access (WPA)

e  Wi-Fi Protected Access 2 (WPA2)

¢ Identity PSK (WPA2 PSK + Mac-Filtering)

e (Cisco Adaptive Wireless Intrusion Prevention System (wIPS) with Enhanced Local Mode (ELM)

Wi-Fi Protected Access (WPA)

The 802.11 WEP standard failed to address the issue of how to manage encryption keys. The encryption
mechanism itself was found to be flawed, in that a WEP key could be derived simply by monitoring client
traffic. The IEEE 802.11i standard addresses these security issues found in the original 802.11 WEP
standard.

WPA and WPA?2 are 802.11i-based security solutions as defined by the Wi-Fi Alliance. The Wi-Fi
Alliance certifies inter-operability of IEEE 802.11 products and promotes wireless LAN standards
across all market segments. The Wi-Fi Alliance's test suite defines how products are tested to obtain
interoperability certification with other Wi-Fi Certified products.

WPA uses Temporal Key Integrity Protocol (TKIP) for encryption and dynamic encryption key
generation with either a pre-shared key or a RADIUS/802.1x-based authentication. The mechanisms
introduced in WPA are designed to provide more robust security to WEP solutions without requiring a
hardware upgrade.
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Wi-Fi Protected Access 2 (WPA2)

WPAZ2 is the next generation of Wi-Fi security based on the ratified IEEE 802.11i standard and is also
approved by the Wi-Fi Alliance interoperability implementation of the 802.11i standard. WPA2 provides
certification in both Enterprise and Personal classifications.

The Enterprise classification requires support for a RADIUS/802.1x-based authentication and
pre-shared key; Personal classification requires only a common key shared by the client and the AP.

The newer Advanced Encryption Standard (AES) mechanism introduced in WPA?2 generally requires a
hardware upgrade of WLAN clients and APs; however, all Cisco CAPWAP hardware is WPA?2 enabled.

802.1X

802.1X is an IEEE framework for port-based access control as adopted by the 802.111i security
workgroup. The framework provides authenticated access to WLAN networks.

e The 802.11 association process creates a "virtual" port for each WLAN client at the AP.
e The AP blocks all data frames apart from 802.1X-based traffic.

e The 802.1X frames carry the EAP authentication packets, which are passed through to the AAA
server by the AP.

e If the EAP authentication is successful, the AAA server sends an EAP success message to the AP,
where the AP then allows data traffic from the WLAN client to pass through the virtual port.

e Before opening the virtual port, data link encryption is established between the WLAN client and
the AP. This is to ensure no other WLAN client can access the port established for authenticating
clients.

Identity PSK

The Identity PSK (IPSK) feature supports the growing number of devices that are getting connected to
the Internet and do not support the 802.1x security protocol. These devices can connect to the network
using the WSA-PSK protocol. Using the IPSK feature, you can easily and securely connect individual
device or group of devices on the network with unique pre-shared keys.

Authentication and Encryption

The Cisco Wireless Security suite provides options for security approaches based on required or
pre-existing authentication, privacy, and client infrastructure. The Cisco Wireless Security suite supports
WPA, WPA2, WEP Extension, and wIPS with the ELM feature.

The following options are available:
e Authentication based on 802.1X using the following EAP methods:
— Cisco LEAP, EAP-Flexible Authentication via Secure Tunneling (EAP-FAST)
— PEAP- Generic Token Card (PEAP-GTC)
— PEAP-Microsoft Challenge Authentication Protocol Version 2 (PEAP-MSCHAPvV2)
— EAP-Transport Layer Security (EAP-TLS)
— EAP-Subscriber Identity Module (EAP-SIM)
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e Encryption:
- AES-CCMP encryption (WPA2)

— TKIP encryption enhancements: key hashing (per-packet keying), message integrity check
(MIC) and broadcast key rotation via WPA/WPA2 or WEP TKIP Cisco Key Integrity Protocol
(CKIP)

[ General | Security | QoS | Policy-Mapping | Advanced |

Layer 2 | Layer 3 | AMR Servers |

Layer 2 Security S | WPA+WPAZ b
MNone

. go0z.1x
Fast Transition Static WEP
Fast Transition [ ] Static-WEP + S02.1%

CEIP
Protected Manageme pope + EAP Passthrough

PMF Disabled |+
WPA+WPAZ Parameters

WPa Palicy ¥
WPAZ Policy
WPAZ Encryption LAES TKIP

Identity PSK for non-802.1X authentication

Identity PSK combines the ease of WPA-PSK with RADIUS integration. It is an ideal alternative for
many devices that do not support 802.1X supplicant. It is also a simpler method to enabling unique
pre-shared keys for different clients within the same WLAN. The flexibility also enhance policies
distribution with the added capability of AAA override.

e WPA-PSK and Mac-Filtering: RADIUS authorizing client mac and send passphrase as part of VSA
to WLC.

Extensible Authentication Protocol

Extensible Authentication Protocol (EAP) is an IETF RFC, stipulates that an authentication protocol
must be de-coupled from the transport protocol. This allows the EAP protocol to be carried by transport
protocols such as 802.1X, UDP, or RADIUS without making changes to the authentication protocol
itself. The basic EAP protocol contains the following four packet types:

Enterprise Mobility 8.5 Design Guide
[ 44 | I



| Chapter4 Cisco Unified Wireless Network Architecture—Base Security Features

821X W

e EAP request—The request packet is sent by the authenticator to the supplicant. Each request has a
type field that indicates what is being requested; for example, supplicant identity and EAP type to
be used. A sequence number allows the authenticator and the peer to match an EAP response to each
EAP request.

e EAP response—The response packet is sent by the supplicant to the authenticator, and uses a
sequence number to match the initiating EAP request. The type of the EAP response generally
matches the EAP request, except if the response is a negative-acknowledgment (NAK).

e EAP success—The success packet is sent, from the authenticator to the supplicant, when successful
authentication occurs.

e FEAP failure—The failure packet is sent, from the authenticator to the supplicant, when unsuccessful
authentication occurs.

When using EAP in an 802.11i compliant system, the AP operates in EAP pass-through mode.
Pass-through mode checks the code identifier and the length fields, and then forwards EAP packets
received from the client supplicant to the AAA. EAP packets received by the authenticator from the AAA
server are forwarded to the supplicant. Figure 4-2 is an example of an EAP protocol flow.

Figure 4-2 EAP Protocol Flow

< BO2AK e e e RADIUS

a -

CAPWAP [ Enterprise
- Network
< EAP Identity Request -
EAP Identity Response > Forward Identify to ACS Server —»|
«—————— EAP Request— EAP Type «—— EAP Request— EAP Type ——
EAP Response — EAP Type > EAP Response — EAP Type —>

<« Authentication conversation is between client and Authentication Server —»

A

EAP Success < EAP Success

Authentication

Depending on your requirements, various authentication protocols such as PEAP, EAP-TLS, and
EAP-FAST are used in secure wireless deployments. Regardless of the protocol, they all use 802.1X,
EAP, and RADIUS as their underlying transport.
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These protocols allow network access control based on the successful authentication of the WLAN client
and vice-versa. This solution also provides authorization through policies communicated through the
RADIUS protocol, as well as RADIUS accounting.

EAP types used for performing authentication are described in more detail below. The primary factor
affecting the choice of EAP protocol is the authentication system (AAA) currently used. Ideally, a secure
WLAN deployment should not require the introduction of a new authentication system, but rather should
leverage the authentication systems that are already in place.

Supplicants

The various EAP supplicants that are available in the marketplace reflect the diversity of authentication
solutions available and customer preferences.

Table 4-1 shows a summary of common EAP supplicants:

e EAP-FAST—EAP-Flexible Authentication via Secured Tunnel. Uses a tunnel similar to that used in
PEAP, but does not require the use of Public Key Infrastructure (PKI).

e PEAP MSCHAPv2—Protected EAP MSCHAPv2. Uses a Transport Layer Security (TLS) tunnel,
(the IETF standard of SSL) to protect an encapsulated MSCHAPvV2 exchange between the WLAN
client and the authentication server.

e PEAP GTC—Protected EAP Generic Token Card (GTC). Uses a TLS tunnel to protect a generic
token card exchange; for example, a one-time password or LDAP authentication.

e EAP-TLS—EAP Transport Layer Security. Uses PKI to authenticate both the WLAN network and
the WLAN client, requiring both a client certificate and an authentication server certificate.

Table 4-1 Comparison of Common Supplicants

Cisco PEAP PEAP

EAP-FAST MS-CHAPv2 |EAP-GTC EAP-TLS
Single sign-on (MSFT AD only) Yes Yes Yes! Yes
Login scripts (MSFT AD only) Yes Yes Some Yes?
Password change (MSFT AD) Yes Yes Yes N/A
Microsoft AD database support Yes Yes Yes Yes
ACS local database support Yes Yes Yes Yes
LDAP database support Yes® No Yes Yes
OTP authentication support Yes* No Yes No
RADIUS server certificate required? No Yes Yes Yes
Client certificate required? No No No Yes
Anonymity Yes Yes® Yes® No
1. Supplicant dependent
2. Machine account and machine authentication is required to support the scripts.
3. Automatic provisioning is not supported on with LDAP databases.
4. Supplicant dependent
5. Supplicant dependent
6. Supplicant dependent
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Authenticator

The WLC is the authenticator acting as a relay for EAP messages exchanged between the 802.1X-based
supplicant and the RADIUS authentication server. Once authentication is completed successfully, the
WLC receives the following:

e A RADIUS packet containing the EAP success message.
e An encryption key, which is generated at the authentication server during the EAP authentication.
e RADIUS vendor-specific attributes (VSAs) for communicating policy.

Figure 4-3 displays the logical location of the authenticator within the overall authentication
architecture. The authenticator controls network access using the 802.1X protocol, and relays EAP
messages between the supplicant and the authentication server.

Figure 4-3 Authenticator Location

5 ' EAP
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The EAP exchange sequence is as follows:

e Packet no.1 is sent by the AP to the client, requesting the client identity; this begins the EAP
exchange.

e Packet no.2 contains the client identity, which is forwarded to the RADIUS server. Based on the
client identity, in packet 2, the RADIUS server will determine to continue the EAP authentication
or not.

e Packet no.3 contains a RADIUS server request to use PEAP as the EAP method for authentication.
The actual request depends on the EAP types configured on the RADIUS server. If the client rejects
the PEAP request, the RADIUS server can offer other EAP types.

e Packets no.4 through 8 are the TLS tunnel setup for PEAP.
e Packets no.9 through 16 are the authentication exchange within PEAP.
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e Packet no.17 is the EAP message informing the supplicant and the authenticator that the
authentication was successful; in addition, Packet no.17 carries encryption keys and authorization
information, in the form of RADIUS VSAs, to the authenticator.

Authenticator with Identity PSK

e  When the client sends association request to the SSID broadcasted by the access point, the Wireless
LAN Controller forms the RADIUS request packet with the particular macaddress of the client and
relays to the RADIUS server.

e The RADIUS server performs the authentication (checks whether the client is allowed or not) and
sends either ACCESS-ACCEPT or ACCESS-REJECT as response to the WLC.

e To support dynamic PSK, in addition to sending the authentication response, the authentication
server would also provide the passphrase for this specific client. This is used further for the
computation of PSK.

e The RADIUS server could also provide additional parameters such as username, VLAN, QoS etc in
the response, that is specific to this client. For multiple devices that is owned by a single user, the
passphrase could remain the same.

¢ Upon reception of passphrase/computation of PSK, the WLC would generate PTK using 4-way
handshake process as depicted in the below diagram (figure 4-x)

_—'“me-' (] caPwAP

@

; Access ;
Point | .-’-‘\uthentlcation
Suppllcant -  Enterprise Network ¥ Server (AAA)
S i SUCCESE  ceessssssssasaaas o i Buccess --------

(Pazsphraze)
€————  ANonce
PTK |————— SMonce (MIC) ———» |PTK

4 way handshake
o Ready to use MIC, GTK

Ok, usg —————>»

Authentication Server

The authentication server used in the Cisco Secure Unified Wireless Network solution is the Cisco
Access Control Server (ACS) and the Cisco Identity Services Engine (ISE). ACS is available as software
that is installed on a Windows servers, or as an appliance. ISE is available as software that is installed
on the VM server. Alternatively, the authentication server role can be implemented within specific
WLAN infrastructure devices such as local authentication services on an IOS AP, local EAP
authentication support within the WLC, AAA services integrated in any AAA server that supports the
required EAP types.
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Figure 4-4 shows the logical location of the authentication server within the overall wireless
authentication architecture, where it performs the EAP authentication via a RADIUS tunnel.

Figure 4-4 Authentication Server Location
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After the completion of a successful EAP authentication, the authentication server sends an EAP success
message to the authenticator. This message tells the authenticator that the EAP authentication process
was successful, and passes the pair-wise master key (PMK) to the authenticator that is in turn used as

the basis for creating the encrypted stream between the WLAN client and the AP.

Encryption

Encryption is a necessary component of WLAN security to provide privacy over a local RF broadcast
network. Any new deployment should be using either TKIP (WPA/WPA2) or AES encryption.

In WPA and WPA2, the encryption keys are derived during the four-way handshake discussed later in
this section.

TKIP Encryption

Enterprise-level encryption mechanisms specified by 802.11i are certified as WPA/WPA?2 and wIPS by
the Wi-Fi Alliance: Temporal Key Integrity Protocol (TKIP), and Advanced Encryption Standard (AES).
TKIP is the certified encryption method. It provides support for legacy WLAN equipment by addressing
the original flaws associated with the 802.11 WEP encryption method. It does this by making use of the
original RC4 core encryption algorithm.
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The hardware refresh cycle of WLAN client devices is such that TKIP and AES is likely to be a common
encryption option for a number of years to come. The AES encryption is the preferred method because
it brings the WLAN encryption standards into alignment with broader IT industry standards and best
practices. Figure 4-5 displays a basic TKIP flow chart.

Figure 4-5 TKIP Flow Chart
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The two primary functions of TKIP are the generation of a per-packet key using RC4 encryption of the
MAC service data unit (MSDU) and a message integrity check (MIC) in the encrypted packet. The
per-packet key is a hash of the transmission address, the frame initialization vector (IV), and the
encryption key. The IV changes with each frame transmission, so the key used for RC4 encryption is
unique for each frame.

The MIC is generated using the Michael algorithm to combine a MIC key with user data. The use of the
Michael algorithm is a trade-off because its low computational overhead is good for performance, but it
can be susceptible to an active attack. To address this, WPA includes countermeasures to safeguard
against these attacks that involve temporarily disconnecting the WLAN client and not allowing a new
key negotiation for 60 seconds. Unfortunately, this behavior can itself become a type of DoS attack.
Many WLAN implementations provide an option to disable this countermeasure feature.

Removal of TKIP from Wi-Fi® Devices

As per the Wi-Fi alliance and 802.11 WPA, wireless networks that use Temporal Key Integrity Protocol
(TKIP), no longer provide sufficient security to protect consumer or enterprise Wi-Fi® networks. TKIP
is an older security technology with known vulnerabilities to some cryptographic attacks. Wi-Fi®
networks. TKIP is an older security technology with known vulnerabilities to some cryptographic
attacks. TKIP and WEP use the same underlying cipher, and, consequently, they are vulnerable to a
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number of similar attacks. TKIP was designed as a transitional mechanism in 2004 for devices equipped
with WEP and unable to support AES. Due to the known vulnerabilities of TKIP, networks utilizing it
may be more susceptible to attack.

Recommendations:
e Network administrators should purchase or deploy equipment that supports WPA?2.

e Network administrators should configure their APs to be WPA2 only.

e Equipment vendors should proactively transition away from TKIP support by discouraging its use
to their customer base, and removing the functionality in product as internal research indicates when
their market no longer needs it.

For equipment vendors, Wi-Fi Alliance recommends that they discourage the use of TKIP in the short
term, and ultimately remove TKIP from all Wi-Fi devices when their market no longer needs it. At a
minimum, vendors should remove TKIP and any "TKIP-only" mode configurations from the primary
device interface. Access to the "TKIP-only" configuration mode via a secondary configuration interface
is acceptable. The requirement to go to a secondary interface is a mechanism used to restrict TKIP usage
to only those deployments with legacy devices; other deployments will typically use the primary
configuration interface.

Transitional Exception:

Vendors should remove TKIP and any "TKIP-only" mode configurations from the primary device
interface. Access to the "TKIP-only" configuration mode via a secondary configuration interface is
acceptable (CLI).

For more information, see Technical Note - Removal of TKIP from Wi-Fi Devices.

We developed a set of commands to configure TKIP from CLI mode only as was recommended by the
Wi-Fi alliance:

(Cisco Controller) >config wlan security wpa wpal ciphers tkip <en/dis> <wlan#>
(Cisco Controller) >test wlan standalone-tkip <enable/disable> <wlan#>>

If the same configuration is attempted from the GUI interface the following will be displayed on the
screen:

TKIP as standalone cipher is not allowed for ViLAN,
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AES Encryption

Figure 4-6 displays the basic AES counter mode/CBC MAC Protocol (CCMP) flow chart. CCMP is one
of the AES encryption modes, where the counter mode provides confidentiality and CBC MAC provides
message integrity.

Figure 4-6 WPA2 AES CCMP
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In the CCMP procedure, additional authentication data (AAD) is taken from the MAC header and
included in the CCM encryption process. This protects the frame against alteration of the non-encrypted
portions of the frame.

To protect against replay attacks, a sequenced packet number (PN) is included in the CCMP header. The
PN and portions of the MAC header are used to generate a nonce that is in turn used by the CCM
encryption process.

Four-Way Handshake

The four-way handshake is the method used to derive the encryption keys to encrypt wireless data
frames. Figure 4-7 graphically represents the frame exchanges used to generate the encryption keys.
These keys are referred to as temporal keys.
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The encryption keys are derived from the PMK that is mutually derived during the EAP authentication.
This PMK is sent to the authenticator in the EAP success message, but is not forwarded to the supplicant
because the supplicant has derived its own copy of the PMK.

1.

The authenticator sends an EAPOL-Key frame containing an authenticator nonce (ANonce), which
is a random number generated by the authenticator.

The supplicant derives a PTK from the ANonce and supplicant nonce (SNonce), which is a random
number generated by the client/supplicant.

The supplicant sends an EAPOL-Key frame containing an SNonce, the RSN information element
from the (re)association request frame, and an MIC.

The authenticator derives a PTK from the ANonce and SNonce and validates the MIC in the
EAPOL-Key frame.

3. The authenticator sends an EAPOL-Key frame containing the ANonce, the RSN information
element from its beacon or probe response messages; the MIC, determining whether to install the
temporal keys; and the encapsulated group temporal key (GTK), the multicast encryption key.

4. The supplicant sends an EAPOL-Key frame to confirm that the temporal keys are installed.

Figure 4-7 Four-Way Handshake
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Proactive Key Caching (PKC) and CCKM

Proactive Key Caching (PKC) is an 802.11i extension that allows for the proactive caching (before the
client roaming event) of the PMK that is derived during a client 802.1x/EAP authentication at the AP
(see Figure 4-8). If a PMK (for a given WLAN client) is pre-cached at an AP, to which the client is about
to roam, full 802.1x/EAP authentication is not required. Instead, the WLAN client can simply use the
WPA four-way handshake process to securely derive a new session encryption key for communication
with that AP.

The distribution of these cached PMKs to APs is greatly simplified in the Cisco Unified Wireless
Network deployment. The PMK is simply cached in the controller(s) and made available to all APs that
connect to it. The PMK is also shared with all other controllers that make up a mobility group with the
anchor controller.

Figure 4-8 Proactive Key Caching Architecture
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Cisco Centralized Key Management (CCKM) is a Cisco standard supported by Cisco Compatible
Extensions clients to provide fast secure roaming (FSR). The principle mechanism for accelerating the
roaming process is the same as PKC, which is to use a cached PMK. However, the implementation in
CCKM is slightly different, which makes the two mechanisms incompatible with each other.

The state of the key cache for each WLAN client can be seen with the show pmk-cache all command.
This identifies which clients are caching the keys, and which key caching mechanism is being used. The
802.11r workgroup is responsible for the standardization of an FSR mechanism for 802.11.

The WLC supports both CCKM and PKC on the same WLAN -802.1x+CCKM, as shown in the
following example:
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Cisco Unified Wireless Network Architecture

Figure 4-9 shows a high level topology of the Cisco Unified Wireless Network architecture that includes
the CAPWAP APs, the mesh CAPWAPs, the management system (WCS/NCS/PI), and the wireless LAN
controller (WLC).

The Cisco Access Control Server (ACS) or the Identity Services Engine (ISE) and their AAA features
complete the solution by providing RADIUS services in support of wireless user authentication and

authorization.
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Figure 4-9 Cisco Unified Wireless Network Architecture
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Figure 4-10 illustrates one of the primary features of the architecture: how APs use the CAPWAP
protocol to communicate with and tunnel traffic to a WLC.
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Figure 4-10 CAPWAP APs and WLC Connection
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CAPWAP has three primary functions:

Control and management of the AP
Tunneling of WLAN client traffic to the WLC
Collection of 802.11 data for the management of the Cisco Unified Wireless IPv6

Cisco Unified Wireless Network Security Features

The native 802.11 security features combined with the physical security and ease of deployment of the
CAPWAP architecture serves to improve the overall security of WLAN deployments. In addition to the
inherent security benefits offered by the CAPWAP protocol, the Cisco Unified Wireless Network
solution also includes the following additional security features:

Enhanced WLAN security options
ACL and firewall features
Dynamic Host Configuration Protocol (DHCP) and Address Resolution Protocol (ARP) protection
Peer-to-peer blocking
Wireless intrusion protection system (wIPS)
- Client exclusion
— Rogue AP detection
Management frame protection
Dynamic RF management
Architecture integration

IDS integration
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Enhanced WLAN Security Options

The Cisco Unified Wireless Network solution supports multiple concurrent WLAN security options. For
example, multiple WLANS can be created on a WLC, each with its own WLAN security settings that can
range from an open guest WLAN network and WEP networks for legacy platforms to the combinations
of WPA and/or WPA?2 security configurations.

Each WLAN SSID can be mapped to either the same or different dot1q interface on the WLC, or Ethernet
over IP (EoIP) tunneled to a different controller through a mobility anchor (Auto Anchor Mobility)
connection.

If a WLAN client authenticates via 802.1x, a dotlqg VLAN assignment can be controlled by way of
RADIUS attributes passed to the WLC upon successful authentication.

