Executive Summary

VMware for the past decade has been the thought leader in driving virtualization of the data center infrastructure services. The introduction of VMware vSphere 4 as the industry’s first cloud operating system has brought to fruition the vision of data center infrastructure virtualization. Cisco has a long history as an innovator in networking and data center infrastructure and promotes this same vision with the introduction of the Cisco Nexus™ 1000V Series Switches for the VMware vSphere 4 platform. The two companies view data center virtualization as an effective strategy for helping customers reduce data center total cost of ownership (TCO), increase IT’s responsiveness to the needs of the business, and implement a platform for innovative solutions to business problems. This shared vision has served as the foundation for a number of joint research and development efforts to deliver solutions that benefit both Cisco and VMware customers. The Cisco Nexus 1000V Series distributed virtual switch and its tight integration into VMware vSphere 4 is the first solution delivered as a result of this collaboration.

VMware vSphere 4 and Cisco Nexus 1000V Series Solution

VMware vSphere 4 transforms data centers into dramatically simplified cloud infrastructure and enables the delivery of the next generation of flexible and reliable IT services, using internal and external resources, securely and safely. Proven through use by more than 130,000 customers, VMware vSphere drastically reduces capital and operating costs and increases IT control over delivery of service levels while preserving the flexibility to choose between any type of OS, application, and hardware hosted in-house or using external resources.

The cloud operating system virtualizes traditional siloed data center compute, storage, and network resources into modules: VMware vCompute, vStorage, and vNetwork as shown in Figure 1. This modularity creates the flexibility and scalability needed to provide a robust and highly available infrastructure layer. This modularity also allows customers to quickly and easily take advantage of solutions from other vendors.
The VMware vNetwork module provides network infrastructure services to the cloud OS and delivers advanced features such as IPv6 support and third generation VMware VMXNET (VMXNET-3). A unique feature of the VMware vNetwork infrastructure module is that it isolates the network control plane from the network switching data plane, which improves management and enables the federation of the data plane across multiple disparate VMware vSphere servers. It also enables a new technology called the VMware vNetwork Distributed Switch (vDS), a federated network switching platform that spans several VMware vSphere servers.

Introduced with VMware vSphere 4, the defining feature of VMware vDS is that the switching fabric resides virtually across multiple VMware vSphere servers, as shown in Figure 2. This feature enables virtual machines to migrate transparently from one VMware vSphere server to another. In addition, VMware vDS abstracts the configuration of individual virtual switches and provides a single-pane, centralized provisioning through its integration into VMware vCenter Server. VMware vNetwork module in that encompasses the vDS and VMXNET-3 enables inline monitoring and centralized firewall services and maintains the virtual machine's network run-time characteristics.
As part of its collaboration with VMware, Cisco has developed the first third-party vDS switch. The Cisco Nexus 1000V Series distributed switch replaces the VMware vDS in the VMware vNetwork layer, as shown in Figure 3. The Cisco Nexus 1000V Series is a full-fledged Cisco® NX-OS Software switch, which gives network administrators the same features, capabilities, and management functions that they have on traditional hardware-based switches, but now delivered with virtual machine–level granularity.

The benefit to the network administrator is that the Cisco Nexus 1000V Series Switch is managed like any other Cisco Nexus switch. Logically, the virtual switch behaves like a virtual modular switch. Network administrators also have access to familiar tools such Encapsulated Remote Switched Port Analyzer (ERSPAN) and NetFlow. The result is operational consistency with the rest of the network, which translates to lower operating expenses and improved productivity. For server administrators, this enhanced network capability creates a more robust, more secure, and more responsive foundation to support virtual machines and their applications. Further, because access to the functions of the Cisco Nexus 1000V Series for server administrators is through VMware vCenter, administrators’ existing operation processes do not change.

**Business Benefits**

VMware vSphere coupled with the Cisco Nexus 1000V Series offers a number of short-long-term advantages to customers. In the short term, as customers begin to virtualize their data centers, the solution can help customers quickly scale their virtualization strategy by addressing some of the network, security, and operating challenges introduced by virtualization. In the longer term, as customers move toward cloud computing, VMware vSphere decouples applications and information from the complexity of underlying infrastructure, creating internal cloud infrastructure so that IT can focus on the support and enablement of business value. The Cisco Nexus 1000V Series, with its enhanced networking capabilities, makes the internal cloud infrastructure more robust and easier to manage.

Benefits of VMware vSphere 4 and the Cisco Nexus 1000V Series switch include:

- **Improved IT efficiency:** VMware vSphere provides an efficient way of delivering IT services by optimizing both infrastructure investments and the resources consumed in managing and maintaining IT infrastructure. VMware vSphere delivers more than 50 percent reduction in capital expenses and more than 60 percent reduction in operating expenses, achieving low TCO on a per-application basis. VMware vSphere delivers the highest consolidation ratios in the industry, with automated management and dynamic allocation of resources to applications across internal and external cloud infrastructures. The Cisco Nexus 1000V Series helps customers take advantage of the full potential of VMware vSphere by addressing many of the networking and security challenges and reducing the operational complexity that can slow the adoption of virtualization. The net result is a clean break from...
the expensive model of application and information delivery that is tied to specific systems and architectures, and transparent movement to a self-managed, dynamically optimized environment for efficient delivery of business services.

- **Increased IT control through service-level automation:** As businesses have become increasingly reliant on IT services, the effective delivery of applications can mean the difference between growth and decline, success and failure. Businesses depend on IT to fully control quality of service (QoS) for application delivery, without compromise. VMware vSphere 4 automates the delivery of service-level agreements (SLAs) covering availability, security, and scalability, shifting the model of data center management from infrastructure to service delivery. The interaction between VMware vCenter and the Cisco Nexus 1000V Series is an excellent example of the value of this level of automation. Changes to the network infrastructure are handled transparently and automatically, dramatically improving the efficiency, accuracy, and speed at which changes can be made to data center infrastructure. Application owners who need to roll out new business services are shielded from the complexities of server, storage, and network infrastructure, leaving them to focus on the delivery of business value. The result is an automated, controlled environment that is resilient to failures and responsive to changing requirements without complexity or operational overhead.

- **Non-disruptive operations model:** The VMware and Cisco solution allows customers to preserve their existing management model and operations best practices. Server and virtualization administrators continue to use VMware vCenter to manage their environments, and network administrators continue to use their existing network tools to manage the switches. Because VMware vCenter and the Cisco Nexus 1000V Series are so tightly coupled, the interactions between these teams are also simplified since moving a virtual machine no longer needs to involve any action on the part of the network team (such as VLAN reconfiguration).

- **Increased security and compliance capabilities:** The Cisco Nexus 1000V Series provides improved security and aides to maintain regulatory policies by providing capabilities to configure, maintain, and execute audits at the virtual machine–level granularity. In fact, the joint solution allows applications to be migrated to virtual machines that in the past could not be, because of security or compliance concerns.

- **Choice and flexibility for IT departments:** VMware vSphere future-proofs the IT department while delivering business services on demand, with the freedom to choose the right industry-standard hardware, application architecture, operating system, and in-house or external infrastructure for your changing business requirements. With VMware vSphere 4, customers retain flexibility of choice, remaining independent of hardware, operating system, application stack, and service providers. This means that customers can support their existing applications and feel confident about future applications while retaining the flexibility to deploy within internal or external cloud infrastructures.
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