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New 
network 

topologies 

Á Network Simplification    
i.e.  decrease number of routers from 45 (27x GSR and 18x ASR) to 27 
(9x GSR and 18xASR) - and simplified routing mechanisms 

Á Elimination  of equipment with  software / hardware reaching end of 
life  
i.e. IOS XR is no longer developed for GSR platforms 

Á Reuse of existing infrastructure  
utilize existing ASR routers, existing transport layer and existing locations 

Á Integration / Interconnection of Core IP network with Romtelecom  IP 
Core   
final common architecture, with intermediate interconnection step 

Á Higher traffic request due to LTE implementation, demanding network 
capacity increase 

Á Cost savings - the need to reduce OPEX through simplified network 
architecture 

Á Network equipment lifecycle 
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Solution  Solution 

Cosmote IP Core Modernization 
Main Drivers 

Main drivers for  transformation 



Cosmote IP Core Modernization 
National Mission Critical Network 

 

Á National NGN  

Á First developed in 2007 based on GSR 12k 
routers and further developed in 2010 with 
ASR 9k for aggregation 

Á Cosmote Romania was one of the first 
service providers transporting mobile Voice 
on NGN 

Á MPLS Traffic Engineering used for the best 
control over the traffic paths and fast 
convergence 

Á Strict QoS requirements for mission critical 
traffic 

Á Aggregation layer feeds with 2G/3G/4G 
voice/data/signaling/services 

Network overview 



Á Upgrade ASR9K with all possible high availability options (redundant RSP, line cards) 

Á Decommission GSR 12k and promote ASR 9k to the Core layer 

Á Achieve Network Simplification and Increased capacity on a multi-purpose platform 

Á Use one network for all services (Mobile Internet, Mobile TV, VPNs, voiceé) 

Á Mobile Voice & Data (National & Roaming) 

Á Various services and control systems like Prepaid, SMS and MMS Centers, databases, etc. 

Á Business Customers (IP VPN), Internet connectivity for all APNs and Mobile TV 

Scope 

Impacted Services 

Cosmote IP Core Modernization 
Project Scope & Impact 



Cosmote IP Core Modernization 
Applied Solution 

 

 

 

Á Installed redundant line cards with 4x higher 

capacities, and open possibilities to scale even 

further 

Á Installed redundant RSP440s. 

Á Noticeable advantages of RSP440 include: 

Á 50%+ more DRAM 

Á Faster CPU 

Á More storage 

Á 11x higher switch fabric capacity 

 

Á Tuning the local TCP stack 

Á Further IGP/LDP tuning 

 

Á Staging phase included evaluation of the features 

that were going to be used and thorough testing 

in Romtelecom Laboratory 

Solution Components 



Cosmote IP Core Modernization 
Achievements 

 

 

 

Á 5y TCO showed 70% lower OPEX than in case 

of continuing with the current topology 

 

Á Ready for 100Gbps 

 

Á Prepared to use ASR 9k as a multi-purpose 

system (Broadband Network Gateway, 

Wireless Access Gateway, IPsec Gateway, etc.) 

 

Á Inline with future plans for IP Core Network 

evolution (100G transport, IPv6, integration of 

IP and optical layers) 

Achievements 



Cosmote IP Core Modernization 
Integration of Cosmote & Romtelecom IP Core Networks 

 

 

 

Á Successful interconnection trial between 

Cosmote and Romtelecom networks in 2012 

 

Á Cosmote ASR9k to be interconnected with 

Romtelecom CRS backbone 

ASR9k integration with CRS 

 

 

 

Á Evaluate peak capacity requirements for 

Cosmote traffic 

 

Á Define detailed integration plan 

Next Steps 



Main Trends in Network Engineering 

Á High Availability on All Layers -> Always On Network!  

Á Fast Convergence 

Á Optimizing Traffic Flows  

Á QoS 

Á 100Gbps 

Á ASR 9k, CRS-X, NCS6k 

Á IPv6 



SP Features on CRS/ASR9k 
FAT Pseudowire Load Balancing (RFC6391) 

Insertion of extra MPLS label to load balance high-speed L2 services on demand. 

Future development: MPLS Entropy Labels (RFC6790) 



SP Features on CRS/ASR9k 
GTP Load Balancing 

Avoid GTP-U traffic polarization by using the TEID for load balancing. 



State of the Art Lab 
Business Services 

Service Provider:  

         CRS, ASR9k, 7600  

Enterprise:  

         ASR1k, ISRG2, Catalyst  

         6500 

Data Center:  

         Nexus Series  

Security:  

         ASA-X 

         ISE (BYOD), ACS 

Unified Communications  

Cisco Telepresence  

Wireless  



What Can We Do for You? 
Open Lab Days 

Á All of the above can be trialed & tested in our Lab! 

Á Replicating/troubleshooting problems found in your live network  


