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Executive Summary

Cisco Validated Designs (CVDs) include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco and Pure Storage have partnered to deliver FlashStack, which serves as the foundation for a variety of
workloads and enables efficient architectural designs that are based on customer requirements. A
FlashStack solution is a validated approach for deploying Cisco and Pure Storage technologies as a shared
cloud infrastructure.

This CVD describes the Cisco and Pure Storage® FlashStack Datacenter with Cisco UCS Manager unified
software release 3.2(2b) and Microsoft Hyper-V 2016. Cisco UCS Manager (UCSM) 3.1 provides
consolidated support for all the current Cisco UCS Fabric Interconnect models (6200, 6300, 6324 (Cisco
UCS Mini)), 2200/2300 series IOM, Cisco UCS B-Series, and Cisco UCS C-Series. FlashStack Datacenter
with Cisco UCS unified software release 3.2(2b), and Microsoft Hyper-V 2016 is a predesigned, best-
practice data center architecture built on Cisco Unified Computing System (UCS), Cisco Nexus® 9000
family of switches, MDS 9000 multilayer fabric switches, and Pure Storage.

This document primarily focuses on deploying Microsoft Hyper-V 2016 Cluster on FlashStack Datacenter
using Fibre Channel and SMB storage protocols.
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Solution Overview
]
Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization
along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by
moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby
increasing agility and reducing costs. Cisco and Pure Storage have partnered to deliver FlashStack, which
uses best of breed storage, server and network components to serve as the foundation for a variety of
workloads, enabling efficient architectural designs that can be quickly and confidently deployed.

Audience

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step configuration and implementation guidelines for the FlashStack
Datacenter with Cisco UCS Fabric Interconnects, Pure Storage /M10, and Cisco Nexus 9000 solution. This
document primarily focuses on deploying Microsoft Hyper-V 2016 Cluster on FlashStack Datacenter using
Fibre Channel protocols.

What’s New?
The following design elements distinguish this version of FlashStack from previous FlashStack models:
e Support for the Cisco UCS 3.2(2b) unified software release and Cisco UCS B200-M5 servers

e Support for the latest release of Pure Storage PURITY4.10.4 fibre channel storage design

o Validation of Microsoft Hyper-V 2016
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_________________________________________________________________________________________________________________________________|

Architecture

FlashStack architecture is highly modular, or pod-like; although each customer's FlashStack unit might vary
in its exact configuration, after a FlashStack unit is built, it can easily be scaled as requirements and
demands change. This includes both scaling up (adding additional resources within a FlashStack unit) and
scaling out (adding additional FlashStack units). Specifically, FlashStack is a defined set of hardware and
software that serves as an integrated foundation for all virtualization solutions. FlashStack validated with
Microsoft Hyper-V 2016 includes Pure Storage All Flash storage, Cisco Nexus® networking, Cisco Unified
Computing System (Cisco UCS®), Microsoft System Center Operation Manager and Microsoft Virtual
Machine Manager in a single package. The design is flexible enough that the networking, computing, and
storage can fit in a single data center rack or be deployed according to a customer's data center design.
Port density enables the networking components to accommodate multiple configurations of this kind.

The reference architectures detailed in this document highlight the resiliency, cost benefit, and ease of
deployment across multiple storage protocols. A storage system capable of serving multiple protocols
across a single interface allows for the customer choice and investment protection because it truly is a wire-
once architecture.

Figure 1 illustrates the Microsoft Hyper-V built on FlashStack components and its physical cabling with the
Cisco UCS 6324 Fabric Interconnects. This design has end-to-end 8 Gb FC connections from Cisco UCS
5108 Blade Chassis to Pure Storage //M10. This infrastructure is directly connected without the need for
upstream FC switching. Networking is uplinked to a pair of Cisco 9000 switches for 40GB of network
bandwidth.
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Physical Topology

Figure 1  FlashStack with Cisco UCS 6324 Fabric Interconnects
UCS FI-6324

8GB FC 8GB FC

Pure Storage Flasharray //M10 (Rear)

The reference 40Gb based hardware configuration includes:
e Two Cisco 93180YC-EX switches
e Two Cisco UCS 6324 fabric interconnects
e One chassis of Cisco UCS blade servers

e One Pure Storage //M10 (HA pair) running PURITY with disk shelves and solid state drives (SSD)

11
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Deployment Hardware and Software
_________________________________________________________________________________________________________________________________|

Software Revisions
Table 1 lists the software revisions for this solution.

Table 1 Software Revisions

Layer Device Image Comments
e Cisco UCS Fabric * Iifzr ézskt)r)uc_ture
Interconnects 6324 Bundl
Compute Series. undie UCS VIC 1340
UCS B-200 M5 3.2(2b) - Server
Bundle
Cisco Nexus 9000
Network NX-OS 7.0(3)I14(5)
Pure Storage //M10 PURITY 4.10.4
Storage
Cisco UCS Manager 3.2(2b)
MICI‘OSOfF System 2016 (version:
Center Virtual 4.0.2051.0)
Software Machine Manager e '
Microsoft Hyper-V 2016
Citrix XenDesktop 7.15LTSR

Configuration Guidelines

This document provides details on configuring a fully redundant, highly available reference model for a
FlashStack unit with Pure Storage PURITY operating environment. Therefore, reference is made to the
component being configured with each step, as either 01 or 02 or A and B. In this CVD we have used
nodeO1 and node02 to identify the two Pure Storage //M10 controllers provisioned in this deployment
model. Similarly, Cisco Nexus A and Cisco Nexus B refer to the pair of Cisco Nexus switches configured.
Likewise, the Cisco UCS Fabric Interconnects are also configured in the same way. Additionally, this
document details the steps for provisioning multiple Cisco UCS hosts, and these examples are identified as:
Hyper-V-Host-01, Hyper-V-Host-02 to represent infrastructure hosts deployed to each of the fabric
interconnects in this document. Finally, to indicate that you should include information pertinent to your
environment in a given step, <text> appears as part of the command structure.

This document is intended to help enable you to fully configure the customer environment. In this process,
various steps require you to insert customer-specific naming conventions, IP addresses, and VLAN
schemes, as well as to record appropriate MAC addresses. Table 3 lists the virtual machines (VMs)
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necessary for deployment as outlined in this guide. Table 2 describes the VLANs necessary for deployment
as outlined in this guide.

Table 2 Necessary VLANs

ID Used in Validating

VLAN N VLAN P
ame urpose This Document

Out-of-Band-Mgmt VLAN for out—.of—band 132
management interfaces

VLAN for in-band management

MS-IB-MGMT .
interfaces

20

VLAN to which untagged

Native-VLAN .
frames are assigned

VLAN designated for the
MS-LVMN-VLAN movement of VMs from one 29
physical host to another.

MS-Cluster-VLAN VLAN for cluster connectivity 28

MS-Tenant-VM-VLAN VLAN for Production VM 21
Interfaces

Table 3 lists the VMs necessary for deployment as outlined in this document.

Table 3 Virtual Machines
Virtual Machine Description Host Name

Active Directory (AD) MS-AD

Microsoft System Center Virtual Machine
Manager MS-SCVMM

Microsoft System Center Operation Manager MS-SCOM

Physical Infrastructure

FlashStack Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlashStack
environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain details for the prescribed and supported configuration of the Pure Storage
//M10 running Pure Storage PURITY 4.10.4. Future upgrade releases of Purity will not require re-cabling
unless a new feature outside of the scope of this document requires it.
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# This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps. Make
sure to use the cabling directions in this section as a guide.

14
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Infrastructure Servers Prerequisites

Active Directory DC/DNS

Production environments at most customer’s location might have an active directory and DNS infrastructure
configured; the FlashStack with Microsoft Windows Server 2016 Hyper-V deployment model does not
require an additional domain controller to be setup. The optional domain controllers is omitted from the
configuration in this case or used as a resource domain. In this document we have used an existing AD
domain controller and an AD integrated DNS server role running on the same server, which is available in our
lab environment.

Microsoft System Center 2016

‘ﬁ This document does not cover the steps to install Microsoft System Center Operations Manager (SCOM)
and Virtual Machine Manager (SCVMM).

Follow the Microsoft guidelines to install SCOM and SCVMM 2016:

e SCOM: https://docs.microsoft.com/en-us/system-center/scom/deploy-overview

e SCVMM: https://docs.microsoft.com/en-us/system-center/vmm/install-console
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Network Switch Configuration

This section provides a detailed procedure for configuring the Cisco Nexus 9000s for use in a FlashStack
environment. Follow these steps precisely because failure to do so could result in an improper configuration.

Physical Connectivity

Follow the physical connectivity guidelines for FlashStack as covered in the section FlashStack Cabling.

FlashStack Cisco Nexus Base

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlashStack
environment. This procedure assumes the use of Cisco Nexus 9000 7.0(3)I4(5) and is valid for both the
Cisco 93180YC-EX switches deployed with the 40Gb end-to-end topology, and the Cisco Nexus 93180YC-
EX switches used in the 10Gb based topology.

# The following procedure includes the setup of NTP distribution on the in-band management VLAN. The
interface-vlan feature and ntp commands are used to set this up. This procedure also assumes that the
default VRF is used to route the in-band management VLAN.

Set Up Initial Configuration

Cisco Nexus A

To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, complete the
following steps:

1. Configure the switch.

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should
automatically start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup? (yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for ""admin**: <password>

Confirm the password for **admin"": <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter
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Enter the switch name: <nexus-A-hostname>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
MgmtO IPv4 address: <nexus-A-mgmtO-ip>

MgmtO IPv4 netmask: <nexus-A-mgmtO-netmask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <nexus-A-mgmt0O-gw>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <global-ntp-server-ip>

Configure default interface layer (L3/L2) [L3]: L2

Configure default switchport interface state (shut/noshut) [shut]: Enter

Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter
Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.
Use this configuration and save it? (yes/no) [y]: Enter

Cisco Nexus B

To set up the initial configuration for the Cisco Nexus B switch on <nexus-B-hostname>, complete the
following steps:

1. Configure the switch.

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should
automatically start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup? (yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no) [y]: Enter
Enter the password for ""admin**: <password>

Confirm the password for "‘admin'': <password>
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Would you like to enter the basic configuration dialog (yes/no): yes
Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter
Configure read-write SNMP community string (yes/no) [n]: Enter
Enter the switch name: <nexus-B-hostname>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
MgmtO IPv4 address: <nexus-B-mgmtO-ip>

MgmtO IPv4 netmask: <nexus-B-mgmtO-netmask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <nexus-B-mgmtO-gw>
Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter
Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <global-ntp-server-ip>

Configure default interface layer (L3/L2) [L3]: L2

Configure default switchport interface state (shut/noshut) [shut]: Enter
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter
Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.

Use this configuration and save it? (yes/no) [y]: Enter

FlashStack Cisco Nexus Switch Configuration

Enable Licenses

Cisco Nexus A and Cisco Nexus B

To license the Cisco Nexus switches, complete the following steps:

1. Login as admin.
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2. Run the following commands:

config t

feature interface-vlan
feature lacp

feature vpc

feature lidp

feature nxapi

Set Global Configurations
Cisco Nexus A and Cisco Nexus B
To set global configurations, complete the following step on both switches.

1. Run the following commands to set global configurations:

spanning-tree port type network default

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
port-channel load-balance src-dst |4port

ntp server <global-ntp-server-ip> use-vrf management
ntp master 3

ip route 0.0.0.0/0 <ib-mgmt-vlan-gateway>

copy run start

Create VLANS

Cisco Nexus A and Cisco Nexus B

To create the necessary virtual local area networks (VLANSs), complete the following step on both the
switches.

1. From the global configuration mode, run the following commands:
vlan <ms-ib-mgmt-vlan-id>
name MS-IB-MGMT-VLAN
vlan <native-vlan-id>

name Native-VLAN
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vlan < ms-lvmn-vlan-id>
name MS-LVMN-VLAN

vlan <ms-tenant-vm-vlan-id>
name MS-Tenant-VM-VLAN
vlan <ms-cluster-vlan-id>
name MS-Cluster-VLAN

exit

Add NTP Distribution Interface

Cisco Nexus A

From the global configuration mode, run the following commands:
ntp source <switch-a-ntp-ip>
interface Vlan<ib-mgmt-vian-id>
ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown
exit

Cisco Nexus B

From the global configuration mode, run the following commands:
ntp source <switch-b-ntp-ip>
interface Vlan<ib-mgmt-vian-id>
ip address <switch-b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exit

Add Individual Port Descriptions for Troubleshooting

Cisco Nexus A

To add individual port descriptions for troubleshooting activity and verification for switch A, complete the
following step:

‘& In this step and in the later sections, configure the Pure //M10 nodename <st-node> and Cisco UCS 6324
fabric interconnect clustername <ucs-clustername> interfaces as appropriate to your deployment.
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From the global configuration mode, run the following commands:
interface Eth1/3
description <st-node>-1:e2a
interface Eth1/4
description <st-node>-2:e2a
interface Eth1/25
description <ucs-clustername>-a:1/27
interface Eth1/26
description <ucs-clustername>-b:1/27
interface Eth1/27
description <nexus-hostname>-b:1/27
interface Eth1/28
description <nexus-hostname>-b:1/28
exit

Cisco Nexus B

To add individual port descriptions for troubleshooting activity and verification for switch B, complete the
following step:

From the global configuration mode, run the following commands:
interface Eth1/3
description <st-node>-1:e2e
interface Eth1/4
description <st-node>-2:e2e
interface Eth1/25
description <ucs-clustername>-a:1/28
interface Eth1/26
description <ucs-clustername>-b:1/28
interface Eth1/27
description <nexus-hostname>-a:1/27

interface Eth1/28
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description <nexus-hostname>-a:1/28

exit

Create Port Channels

Cisco Nexus A and Cisco Nexus B

To create necessary port channels between the devices, complete the following step on both the switches.
From the global configuration mode, run the following commands:
interface Po10
description vPC peer-link
interface Eth1/27-28
channel-group 10 mode active
no shutdown
interface Po13
description <st-node>-1
interface Eth1/3
channel-group 13 mode active
no shutdown
interface Po14
description <st-node>-2
interface Eth1/4
channel-group 14 mode active
no shutdown
interface Po125
description <ucs-clustername>-a
interface Eth1/25
channel-group 125 mode active
no shutdown
interface P0126

description <ucs-clustername>-b
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interface Eth1/26
channel-group 126 mode active
no shutdown

exit

copy run start

Configure Port Channel Parameters
Cisco Nexus A and Cisco Nexus B
To configure port channel parameters, complete the following step on both the switches.
From the global configuration mode, run the following commands:
interface Po10
switchport mode trunk
switchport trunk native vlan 1

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <LiveMigration-vlan-id>, <vm-traffic-vlan-id>,
<infra-ClusterComm-id>,

spanning-tree port type network

interface Po13

switchport mode trunk

switchport trunk native vlan 1

switchport trunk allowed vlan <ib-mgmt-vlan-id>,
spanning-tree port type edge trunk

mtu 9216

interface Po14

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>,
spanning-tree port type edge trunk

mtu 9216

interface Po125

switchport mode trunk
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switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <LiveMigration-vlan-id>, <vm-traffic-vlan-id>,
<infra-ClusterComm-id>

spanning-tree port type edge trunk
mtu 9216

interface P0126

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <LiveMigration-vlan-id>, <vm-traffic-vlan-id>,
<infra-ClusterComm-id>

spanning-tree port type edge trunk
mtu 9216
exit

copy run start

Configure Virtual Port Channels
Cisco Nexus A
To configure virtual port channels (vVPCs) for switch A, complete the following step.
From the global configuration mode, run the following commands:
vpc domain <nexus-vpc-domain-id>
role priority 10
peer-keepalive destination <nexus-B-mgmtO-ip> source <nexus-A-mgmt0-ip>
peer-switch
peer-gateway
auto-recovery
delay restore 150
interface Po10
vpc peer-link
interface Po13

vpc 13
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interface Po14
vpc 14
interface Po125
vpc 125
interface P0126
vpc 126

exit

copy run start

Cisco Nexus B

To configure vPCs for switch B, complete the following step.
From the global configuration mode, run the following commands:

vpc domain <nexus-vpc-domain-id>

role priority 20

peer-keepalive destination <nexus-A-mgmtO-ip> source <nexus-B-mgmtO-ip>

peer-switch

peer-gateway

auto-recovery

delay restore 150

interface Po10

vpc peer-link

interface Po13

vpc 13

interface Po14

vpc 14

interface Po125

vpc 125

interface P0126

vpc 126

exit
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copy run start

Uplink into Existing Network Infrastructure

Depending on the available network infrastructure, several methods and features can be used to provide
uplink connectivity to the FlashStack environment. If a Cisco Nexus environment is present, we recommend
using vPCs with the Cisco Nexus switches included in the FlashStack environment. The previously described
procedures can be used to create an uplink vPC to the existing environment. Make sure to run copy run start
to save the configuration on each switch after completing the configuration.
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Pure Storage All Flash //M10 Controllers

Controllers

.S

Pure Storage installation engineers or certified partners will conduct the physical installation and initial con-
figuration of the array, up until the management Ul is available on the network.

The implementation engineer will complete the following steps:

1. Rack the array.

2. Install power cables on redundant PDUs. (Controller A to a separate PDU than Controller B).

3. Connect 1GB Ethernet cables to the management interfaces on both controllers. (preferably to separate
switches for redundancy).

4. A Pure Storage implementation engineer will console into the array locally and configure the IP address-
es on the management interfaces, including a VIP, enable ODX, connect the array to Purel manage for
remote support connectivity and monitoring (if desired) and if necessary, upgrade to a later required ver-
sion of the Purity Operating Environment.

5. At this point, the web Ul will be available to begin volume creation and host initiator management.

Disk Shelves

The Pure Storage //M10 array is targeted for smaller customer deployments and sites at low cost. As such it
is either available in 5TB raw or 10TB raw capacity configurations, both of which fit in the 3U chassis.
Customers who need further capacity or performance scaling can upgrade completely non-disruptively to
the //M20 controller or above without any data migration or 1/O interruption all within the same chassis.

More dense capacity packs can be installed in the front of the chassis or via a 2U expansion shelf and 100%
trade-in credit is given for both controllers as well as capacity. The complete list of controller and capacity
configuration options that are supported by the FlashArray //M series is available here.
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|
Cisco UCS Base Configuration

This FlashStack deployment will show configuration steps for the Cisco UCS 6324 Fabric Interconnects (Fl)

in a design that will support Fibre Channel to the Pure Storage through Cisco UCS.

Perform Initial Setup

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS)
for use in a FlashStack environment. The steps are necessary to provision the Cisco UCS B-Series and C-
Series servers and should be followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A

To configure the Cisco UCS for use in a FlashStack environment, complete the following steps:

1. Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method: gui

Physical switch MgmtO IP address: <ucsa-mgmt-ip>
Physical switch MgmtO0 IPv4 netmask: <ucsa-mgmt-mask>
IPv4 address of the default gateway: <ucsa-mgmt-gateway>

2. Using a supported web browser, connect to <ucsa-mgmt-1ip>, accept the security prompts, and click
the ‘Express Setup’ link under HTML.

3. Select Initial Setup and click Submit.
4. Select Enable clustering, Fabric A, and IPv4.
5. Fill in the Virtual IP Address with the UCS cluster IP.

6. Completely fill in the System setup section. For system name, use the overall UCS system name. For the
Mgmt IP Address, use <ucsa-mgmt-ip>.
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Cluster and Fabric setup

®' Enable clustering
Standalone mode
Synchronize

Fabric Setup: ® Fabric A "' Fabric B

® Pv4
IPv6

Virtual IP Address: 192 168 . [156 |12

— System setup

Enforce strong password?: ®* Yes ' No

System name: bb04-6332

Admin Password: werrrees Confirm Admin password: verrene

Mgmt IP Address: 192 168 | 156 .10 Mgmt IP Netmask: 255 . |255 | 235
Default Gateway: 192 . |168 |. 156 . [1

DNS Server IP: 0 1 L1156 |9 Domain Name : vikings.cisco.com

—UCS Central managed environment

UCS Central IP: A A R Shared Secret:

Submit || Reset
[l

1

7. Click Submit.

Cisco UCS Fabric Interconnect B
To configure the Cisco UCS for use in a FlashStack environment, complete the following steps:

1. Connect to the console port on the second Cisco UCS fabric interconnect.

Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsb-mgmt-ip>

Physical switch Mgmt0O IPv4 netmask: <ucsb-mgmt-mask>
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IPv4 address of the default gateway: <ucsb-mgmt-gateway>

2. Using a supported web browser, connect to <ucsb-mgmt-ip>, accept the security prompts, and click
the ‘Express Setup’ link under HTML.

3. Under System setup, enter the Admin Password entered above and click Submit.

4. Enter <ucsb-mgmt-ip> for the Mgmt IP Address and click Submit.
Cisco UCS Setup

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

# You may need to wait at least 5 minutes after configuring the second fabric interconnect for Cisco
UCS Manager to come up.

2. Click the Launch UCS Manager link under HTML to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to log in to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 3.2(2b)

This document assumes the use of Cisco UCS 3.2(2b). To upgrade the Cisco UCS Manager software and
the Cisco UCS Fabric Interconnect software to version 3.2(2b), refer to Cisco UCS Manager Install and
Upgrade Guides.

Anonymous Reporting

To create anonymous reporting, complete the following steps:

1. Inthe Anonymous Reporting window, select whether to send anonymous data to Cisco for improving fu-
ture products. If you select Yes, enter the IP address of your SMTP Server.

2. Click OK.
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Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymously. This data helps us priontize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the " Anonymous Reporting”
in the Call Home settings under the Admin tab.

Do you authorize the disclosure of this information to Cisco Smart CallHome?

Yes MNO

Don't show this message again.

Cancel

Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home
will accelerate resolution of support cases. To configure Call Home, complete the following steps:

1. In Cisco UCS Manager, click Admin on the left.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fill in all the fields according to your Management preferences and click Save Changes and OK to com-
plete configuring Call Home.

Configure Unified Ports

Fiber Channel port configurations differ slightly between the 6324 and the 6248UP Fabric

Interconnects. Both Fabric Interconnects have a slider mechanism within the Cisco UCS Manager GUI
interface, but the fiber channel port selection options for the 6324 are from the first 4 ports starting from the
first port on the left and configured in increments of the first 2 of the unified ports. With the 6248UP, the port
selection options will start from the right of the 32 fixed ports, or the right of the 16 ports of the expansion
module, going down in contiguous increments of 2.

To enable the fiber channel ports, complete the following steps for the 6324:

1. In Cisco UCS Manager, click Equipment on the left.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).

3. Select Configure Unified Ports.
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4. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the
fabric interconnect and changes to the expansion module will require a reboot of that module.

5. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to
select 2 ports to be set as FC Uplinks.

Configure Unified Ports ?

UCS-FI-N-6324

r

Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue).

Port Transport If Role or Port Channel Membership Desired If Role
FC Port 1 fc FC Storage

FC Port 2 fc FC Storage

Port 3 ether Ethernet Uplink Port Channel Member

Port 4 ether Ethernet Uplink Port Channel Member

Up B Adrin Down B Fail  Link Down

6. Click OK, then click Yes, then click OK to continue.

.

Select Equipment > Fabric Interconnects > Fabric Interconnect B (primary).

8. Select Configure Unified Ports.

9. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the
fabric interconnect and changes to the expansion module will require a reboot of that module.

10. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to
select either 2,or 4 ports to be set as FC Uplinks.
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11. Click OK, then click Yes, then click OK to continue.
12. Wait for both the Fabric Interconnects to reboot.
13. Log back into UCS Manager.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.
2. Expand Pools > root > IP Pools.
3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4. Enter the starting IP address of the block, number of IP addresses required, and the subnet mask and
gateway information.

Create Block of IPv4 Addresses B X

S 255.255.255.0

Default Gateway : |1Y-£9.152

Primary DNS : (0-0.0.C Secondary DNS : 1"--' 0.0.0

5. Click OK to create the block.
6. Click OK in the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, complete the
following steps:

1. In Cisco UCS Manager, click Admin on the left.
2. Expand All > Time Zone Management.
3. Select Timezone.
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4. In the Properties pane, select the appropriate time zone in the Timezone menu.
5. Click Save Changes, and then click OK.
6. Click Add NTP Server.

7. Enter <switch-a-ntp-ip> and click OK. Click OK on the confirmation.

Add NTP Server ?

NTP Server: |10.29.164.131|

8. Click Add NTP Server.

9. Enter <switch-b-ntp-ip> and click OK. Click OK on the confirmation.

All / Time Zone Management / Timezone

General Events

Actions Properties

Add NTP Server Time Zone : | America/Los_Angeles (Pacif v

NTP Servers

Y, Advanced Filter 4 Export  # Print

%) Add

34



Server Configuration

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of Cisco UCS B-Series chassis and of additional fabric
extenders for further Cisco UCS C-Series connectivity. To modify the chassis discovery policy, complete the
following steps:

1. In Cisco UCS Manager, click Equipment on the left and select Equipment in the second list.
2. In the right pane, click the Policies tab.

3. Under Global Palicies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink
ports that are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

4. Set the Link Grouping Preference to Port Channel. If Backplane Speed Preference appears, leave it set at
40G. If the environment being setup contains a large amount of multicast traffic, set the Multicast Hard-
ware Hash setting to Enabled.

Equipment

Main Topology Yiew Fabric Interconnects Servers Thermal Decommissioned Firrmware Management Paolicies

Faults Diagnostics

Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups Port Auto-Discovery Policy Security

Chassis/FEX Discovery Policy

Action ;|2 Link v
Link Grouping Preference E MNone ‘e Port Channel
Multicast Hardware Hash e Disabled () Enabled

5. Click Save Changes.
6. Click OK.

Enable Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
3. Expand Ethernet Ports.

4. Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure
as Uplink Port.

5. Click Yes to confirm uplink ports and click OK.
6. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

7. Expand Ethernet Ports.
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8. Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure
as Uplink Port.

9. Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.

Acknowledge Chassis

X

Are you sure you want to acknowledge Chassis 1 ?
This operation will rebuild the network connectivity between the Chassis and the Fabrics it is connected to.
Currently there are 2 active links to Fabric A and there are 2 active links to Fabric 8.

4. Click Yes and then click OK to complete acknowledging the chassis.

Create Uplink Port Channels to Cisco Nexus Switches
To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

& In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches
and one from fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.
3. Right-click Port Channels.

4. Select Create Port Channel.
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5. Enter 11 as the unique ID of the port channel.

6. Enter Port-Channelllas the name of the port channel.

7. Click Next.

8. Select the ports connected to the Nexus switches to be added to the port channel:
9. Click >> to add the ports to the port channel.

10. Click Finish to create the port channel.

11. Click OK.

12. In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.

13. Right-click Port Channels.

14. Select Create Port Channel.

15. Enter 12 as the unique ID of the port channel.

16. Enter Port-Channell2 as the name of the port channel.

17. Click Next.

18. Select the ports connected to the Nexus switches to be added to the port channel:
19. Click >> to add the ports to the port channel.

20. Click Finish to create the port channel.

21. Click OK.

Create a WWNN Pool for FC Boot

To configure the necessary WWNN pool for the Cisco UCS environment, complete the following steps on
Cisco UCS Manager.

1. Select SAN on the left.

2. Select Pools > root.

3. Right-click WWNN Pools under the root organization.
4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN-POOL for the name of the WWNN pool.

6. Optional: Enter a description for the WWNN pool.

37



Server Configuration

7. Select Sequential for Assignment Order.

Create WWNN Pool 7 X
Deafine Mams and Dascription Marme © [ VWAM-POOL
Deaseription
Add WWHN Blocks
Assignrment Order : Desfault (#) Saguential
MNext > Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment

ﬁ Modifications of the WWNN block, as well as the WWPN and MAC Addresses, can convey identify-
ing information for the UCS domain. Within the From field in our example, the 6th octet was
changed from 00 to 52 to represent as identifying information for this being in the UCS 6324 in the
4th cabinet.

ﬁ Also, when having multiple UCS domains sitting in adjacency, it is important that these blocks, the
WWNN, WWPN, and MAC hold differing values between each set.

11. Specify a size of the WWNN block sufficient to support the available server resources.
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Create WWN Block

Fream : | 20:00:00:25:85:52:00:00 | Size

To ansure migueness of WWHNS n the SAN fabric, you are strongly encouraged to usa
th Follerwing WAWN preshx:

20:00:00:25:b5xwx 00

12. Click OK.
13. Click Finish and OK to complete creating the WWNN pool.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select Pools > root.

3. In this procedure, two WWPN pools are created, one for each switching fabric.
4. Right-click WWPN Pools under the root organization.

5. Select Create WWPN Pool to create the WWPN pool.

6. Enter WWPN-POOL-A as the name of the WWPN pool.

7. Optional: Enter a description for the WWPN pool.

8. Select Sequential for Assignment Order.
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Create WWPN Pool ? X
Define Mame and Dascription Marme o WWPN-POOL-A
Deaseription
Add WWN Blocks
Assignrmant Order | Dresfault () Saguential
Mext > Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN.

& For the FlashStack solution, the recommendation is to place A in the next-to-last octet of the start-
ing WWPN to identify all of the WWPNSs as fabric A addresses. Merging this with the pattern we
used for the WWNN, we saw a WWPN block starting with 20:00:00:25:B5:52:0A:00

12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.
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Create WWN Block

From: ‘ 20-00:00:25-85:52-:04:00 | Size: [ 18 -

To ansure unigueness of WWNS in the AN fabric, you ara strongly encouraged to use
the Follorirg WAWN prehs:

20000:00:25: b5

13. Click OK.

14. Click Finish.

15. In the confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN-POOL-B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

21. Click Next.

22. Click Add.

23. Specify a starting WWPN.

'& For the FlashStack solution, the recommendation is to place B in the next-to-last octet of the start-
ing WWPN to identify all of the WWPNSs as fabric A addresses. Merging this with the pattern we
used for the WWNN we see a WWPN block starting with 20:00:00:25:B5:52:0B:00.
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24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server re-
sources.

25. Click OK.
26. Click Finish.

27. In the confirmation message, click OK

Configuring an FC Storage Port

This task describes only one method of configuring FC storage ports. You can also configure FCoE storage
ports from the General tab for the port.

Before You Begin

The Fibre Channel switching mode must be set to Switching for these ports to be valid. The storage ports
cannot function in end-host mode.

To use the Switching mode, complete the following steps:

1. In the Navigation pane, click Equipment.

2. Expand Equipment > Fabric Interconnects > Fabric_Interconnect_Name.

3. Click one or more of the ports under the FC Ports node.

4. Right-click the selected port or ports and choose Configure as FC Storage Port.
5. If a confirmation dialog box displays, click Yes.

6. Click OK.

42



Server Configuration

Equipment / Fabric Interconnects / Fabric Interconnect A{primary)... / Fixed Module / FC Ports / FC Port1

General Faults Events

Fault Summary

FSM

Statistics

Physical Display

® V)

o 1

Status

Overall Status : W Failed
Additional Info: Offline
Admin State  : Enabled

Actions

Disable Port

Configure as FC Storage Port

Show Interface

W Up M Admin Down B Fail 0 Link Down

Properties
D 1 Slat ID 1
User Label :
WWPN - 20:01:F8:C2:88:D9:A5:80 Mode : E

Port Type : Physical
VSAN : |Fabric [ v

Transceiver

Negotiated Speed : Indeterminate

Type : Sfp

Model : FTLF8528P2BCV-CS
Wendor: CISCO-FINISAR
Serial : FNS§15300AUX

License Details

License State : License OK

License Grace Period: O
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Create VSANs and Enable FC Zoning

Equipment / Fabric Interconnects / Fabric Interconnect A(primary)... / Fixed Module / FCPorts / FCPort1

General Faults Events FSM

Fault Summary

Physical Display

® V)

o o

Status

Overall Status : 4 Up
Additional Info:
Admin State : Enabled

Actions

Disable Port

Configure as Uplink Port

Show Interface

W Up B Admin Down B Fail & Link Down

Properties
ID 1 Slot ID i1
User Label :
WWPN - 20:01:F8:C2:88:D9:A5:80 Mode . F

Port Type : Physical
WSAN : |Fabric [ v

Transceiver

Megotiated Speed : 8Gbps

Type : Sfp

Model : FTLF8528P2BCV-CS
Wendor: CISCO-FINISAR
Serial : FNS15300AUX

License Details

License State : License OK

License Grace Period: O

To create the necessary VSAN’s for the Cisco UCS environment, complete the following steps:

1.

2.

In Cisco UCS Manager, click SAN on the left.

Expand Storage Cloud.
Expand Fabric A.

Expand VSANSs.

Click the + Add button to Add our VSAN for fabric A.
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Create Storage VSAN B X

Name : | pure-A

FC Zoning Settings

FC Zoning : Disabled (®) Enabled h

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global (®) Fabric ! Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to A VLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric A. VSAN.

Enter the VSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this VSAN.

VSANID: 200 FCoE VLAN : | 2000

ha

6. For 'FC Zoning' select 'Enabled’.

7. Repeat the steps for Fabric B and ensure a unique VSAN ID from Fabric A.

‘& In this study we used VSAN 200 for A and 201 for B.

When this step and the SAN Boot policy are completed, FC Zones will be created when service profiles are
deployed.

45



Server Configuration

asco. UCS Manager

‘*‘ All - Servers / Service Profiles | root / Service Profile pure-hv-01

v Servers General Storage Network iSCSI vNICs Boot Order Virtual Machines

v Service Profiles
v root
» HV-01 O

» pure-hv-02

@ m fe m

» pure-hv-03

v v v v

— » pure-hv-04
=
=

» pure-hv-05
—1 » pure-hv-06
=1

» pure-infra-1
P » pure-infra-2
» Sub-Organizations
v Service Profile Templates

v root ()

Create VHBA Templates

To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create VHBA Template.

5. Enter vHBA-Template-A as the vHBA template name.
6. Keep Fabric A selected.

7. Leave Redundancy Type set to No Redundancy.
8. Select VSAN-A.

9. Leave Initial Template as the Template Type.
10. Select WWPN-POOL-A as the WWPN Pool.
11. Click OK to create the vHBA template.

12. Click OK
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Create vHBA Template ?
Izarmie ;[ wHBA-Template-A

Dreascription

Fataric I Dofel A B

Redundancy

Redundancy Type &) Mo Redundancy Primary Termplats Sacondary Termplats

Sedact WESAN WE AR -8 w Create WsAM

Tamplate Typs nitial Template (& Updating Tamplate

Max Data Field Siee @ | 2048

WWVIPT Poal WWPMN-POOL-A[TE/1E) w

Ol Polcy <not set> ¥

Fin Graup Il St o

Stats Threshodd Policy : default w

< -

13. Right-click vHBA Templates.

14. Select Create vVHBA Template.

15. Enter vHBA-Template-B as the vHBA template name.

16. Leave Redundancy Type set to No Redundancy.
17. Select Fabric B as the Fabric ID.

18. Select VSAN-B.

19. Leave Initial Template as the Template Type.
20. Select WWPN-POOQOI-B as the WWPN Pool.

21. Click OK to create the vHBA template.

22. Click OK.
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Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Pools > root.

# In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC-POO1-A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.

8. Click Next.

9. Click Add.

10. Specify a starting MAC address.

# For the FlashStack solution, the recommendation is to place A in the next-to-last octet of the start-
ing MAC address to identify all of the MAC addresses as fabric A addresses. In our example, we
have carried forward the of also embedding the UCS domain number information giving us
00:25:B5:52:0A:00 as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-
sources.
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Create a Block of MAC Addresses ? X

First MAC Address ; | 00:25:B5:52:0A00 Size | 48 -
T errsure unigquanass af MACS n the LAN fabric, you ara strongly encowraged to usa the following MAC

prafi:
0 25:B500 ey

12. Click OK.

13. Click Finish.

14. In the confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC-POOL-B as the name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

19. Select Sequential as the option for Assignment Order.
20. Click Next.

21. Click Add.

22. Specify a starting MAC address.

# For the FlashStack solution, it is recommended to place B in the next to last octet of the starting
MAC address to identify all the MAC addresses in this pool as fabric B addresses. Once again, we
have carried forward in our example of also embedding the UCS domain number information giving
us 00:25:B5:52:0B:00 as our first MAC address.

23. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-
sources.

24. Click OK.
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25. Click Finish.
26. In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID-POO1 as the name of the UUID suffix pool.
6. Optional: Enter a description for the UUID suffix pool.
7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the From field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available blade or server resources.
13. Click OK.

14. Click Finish.

15. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

‘& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click Servers on the left.
2. Select Pools > root.

3. Right-click Server Pools.
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4. Select Create Server Pool.

5. Enter MS-Server-Pool as the name of the server pool.
6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the Hyper-V management cluster and click >> to add them
to the MS-Server-Pool server pool.

9. Click Finish.

10. Click OK.

Create VLANSs

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click LAN on the left.

# In this procedure, five unique VLANS are created.

2. Select LAN > LAN Cloud.

3. Right-click VLANS.

4. Select Create VLANS.

5. Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter the native VLAN ID.

8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.
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Create VLANSs ? X
WVLAN Mame/Prefix o | Native-VLAN

Multicast Policy Name © | <not set> ¥ Create Multicast Policy

& Common/Global Fabric A Fabric B Both Fabrics Confgured Differently

You are creating global VLANS that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN [Ds.(e.g. * 2009-2019%, " 29,35 40-45" " 23", " 23 34-45")

VELAM IDs: | 2

Sharing Type : |(e) Mone Primary Isolated Community

Check Overlap o Cancel

10. Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and select
Set as Native VLAN.

11. Click Yes, and then click OK.

12. Right-click VLANSs.

13. Select Create VLANs

14. Enter HV-MGMT as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANS.
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20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

Select Create VLANS.

Enter pure-SMB as the name of the VLAN to be used for SMB File share.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the SMB File Share VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANS.

Select Create VLANS.

Right-click VLANSs.

Select Create VLANSs.

Enter HV-LiveMig as the name of the VLAN to be used for Live Migration.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Live Migration VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANSs.

Enter HV-CSV as the name of the VLAN to be used for Cluster communication network.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Cluster network VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANS.

Enter HV-VDI as the name of the VLAN to be used for VM Traffic.

Keep the Common/Global option selected for the scope of the VLAN.

Enter the VM-Traffic VLAN ID.
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45, Keep the Sharing Type as None.

46. Click OK, and then click OK again.

LAN Cloud . LAN Cloud / VLANs
VLANs
 LAN Cloud
» Fabric A v, Advanced Fiter 4 Export Print
> Fabric B Name D Type Transport Native VLAN Sharing
» QoS System Class VLAN default (1) 7 Lan Ether Yes None
pEAN.Bin. Grolips VLAN HV-CSV (29) 29 Lan Ether No None
» Threshold Policies >
VLAN HV-Infra (21) 21 Lan Ether No None
» VLAN Groups
VLAN HV-LiveMig (28) 28 Lan Ether No None
VLANS
VLAN HV-Mgrrt (20) 20 Lan Ether Ne Nene
VLAN HV-VDI (30} 30 Lan Ether No None
VLAN pure-SMB (27) 27 Lan Ether No None
VLAN VLAN-OOB (132) 132 Lan Ether N Nane

Modify Default Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters,

host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

1.

2.

In Cisco UCS Manager, click Servers on the left.
Select Policies > root.

Expand Host Firmware Packages.

Select default.

In the Actions pane, select Modify Package Versions.

Select the version 3.2(2b) for both the Blade Package.
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Modify Package Versions X
Blade Package : |3.2(2b)B -

Rack Package : [<not set> -

Service Pack v

The images from Service Pack will take precedence over the images from Blade orRack
Package

Excluded Components:

Adapter

BIOS

Board Controller

CIMC

FC Adapters

Flex Flash Controller

GPUs

HBA Option ROM

Host NIC

Host NIC Option ROM
v Local Disk

PSU

SAS Expander

CAC E dar Daaular Eicrmsara

OK Cancel Help

7. Click OK then click OK again to modify the host firmware package.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select LAN > LAN Cloud > QoS System Class.

3. Inthe right pane, click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes in the bottom of the window.
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Configuration

6. Click OK.

LAN Cloud / QoS System Class

General Events FSM
Actions Properties
Owner: Local

Priority Enabled CoS Packet Weight

Drop
Platinum 5 10 ¥
Gold 4 v 9 v
Silrer 2 ) 8 v
Bronze 1 v v
Best v Any v =
Effort
Fibre v 3 5 =

Channel

Create Local Disk Configuration Policy (Optional)

Weight
(%)

N/A

NiA

N/A

N/A

50

50

MTU

normal

normal

normal

normal

8216

fe

Multicast
Optimized

N/A

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do

n

ot have a local disk.

# This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1.

2.

In Cisco UCS Manager, click Servers on the left.
Select Policies > root.
Right-click Local Disk Config Policies.

Select Create Local Disk Configuration Policy.

Change the mode to No Local Storage.

Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy ? X
Marmes ;| SAM-Boot
Drascripticn
MAcncie : | Mo Local Storagea -
FlexFlash
FlexFlash State e Disable Enaila
If FlexFlash State is disabled. S0 cards wall bacome unavalabds iremediatehy.
Pleasa ervure 50 cards are not m use before dissabling the FlasFlash Statea,
FlexFlash RAID Reparting State : (e Disable Enatilea
«<» -
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery
Protocol (LLDP)

To create a network control policy that enables CDP and LLDP on virtual network ports, complete the
following steps:

1. In Cisco UCS Manager, click LAN on the left.
2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable-CDP-LLDP as the policy name.

6. For CDP, select the Enabled option.
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7. For LLDP, scroll down and select Enabled for both Transmit and Receive.

8. Click OK to create the network control policy.

Create Network Control Policy ?

CDP : [ Disabled (&) Enabled |

MAC Fagister Made |# Oinly Mative Wian All Hast Viares

Action an Uplink Fail . fe) Link Dawn Warnineg

MALC Security

Forge: [ Allow Dy

LLDOP
Transrmit | Oisabled (e Enabled |
Recsive : [ Disabled (o) Enabled |
< -
9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers tab on the left.

2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
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Create Power Control Policy ? X

Mame - | Mo-Power-Cap
Description

Fan Speed Policy © | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Prionty values range from 1 to 10, with 1 being the highest prionty. If
you choose no=cap, the server is exempt from all powsr capping.

) Mo Cap cap

Cisco UCS Manager only enforces power capping when the servers in @ power group regquire
more power than s currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter B200-M5-BIOS as the BIOS policy name.

6. Configure the remaining BIOS policies as follows and click Finish.
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Servers / Policies / root / BIOS Policies / B200-M5

Main Advanced

Actions

Boot Options

Server Management

Delete

Show Policy Usage

Properties

Name
Description
Owner
Reboot on BIOS Settings Change :

Y, Acvanced Fiter 4 Export

: B200-M5

: Local

T4}

& Prit

BIOS Setting

Value

CDN Control

Front panel lockout
POST error pause
Quiet Boot

Resume on AC power loss

Main Advanced Boot Options Server Management

Platform Default
Platform Default
Platform Default
Platform Default

Platform Default

Events

Intel Directed IO RAS Memory Serial Port Use PCI QPl LOM and PCle Slots Trusted Platform Graphics Configuration
Y, Advarced Fiter 4 Export  # Print
BIOS Setting Value
I Altitude Platform Default

CPU Hardware Power Management

Boot Performance Mode
CPU Performance

Core Multi Processing
DRAM Clock Throttling
Direct Cache Access

Energy Performance Tuning

Enhanced Intel SpeedStep Tech

Execute Disable Bit
Frequency Floor Override
Intel HyperThreading Tech

Intel Turbo Boost Tech

Intel Virtualization Technology

Channel Interleaving

IMC Inteleave

Memory Interleaving

Rank Interleaving

Sub NUMA Clustering
Local X2 Apic

Max Variable MTRR Setting
P STATE Coordination
Package C State Limit
Processor C State

Processor C1E

Platform Default
Max Performance
Enterprise

All

Performance
Enabled

BIOS

Enabled
Enabled
Platform Default
Enabled
Enabled
Enabled
Platformn Default
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default
Platform Default
Platforrm Default
Disabled

Disabled
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7

Configuration

Processor C3 Report
Processor C6 Report
Processor C7 Report
Processor CMCI
Power Technology
Energy Performance
Adjacent Cache Line Prefetcher
DCU IP Prefetcher
DCU Streamer Prefetch
Hardware Prefetcher
UPI Prefetch

LLC Prefetch

XPT Prefetch

Derand Scrub

Patrol Scrub

Workload Configuration

Disabled

Enabled

Disabled

Platform Default

Performance

Perforrance

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Platform Default

Servers / Policies / root / BIOS Policies / B200-M5

Main Advanced Boot Options
Processor Intel Directed 1O RAS Memory Serial Port

Server Management Events

use

PCI QP LOM and PCle Slats Trusted Platform Graphics Configuration

Y, Advanced Fiter 4 Export & Print

BIOS Setting

Value

Intel VTD ATS support

Intel ¥TD coherency support
Intel ¥T for directed 1O

Intel ¥TD interrupt Remapping

Intel VTD pass through DMA support

. Click Finish.

Update the Default Maintenance Policy

Platform Default

Platform Default

Enabled

Platform Default

Platform Default

To update the default Maintenance Policy, complete the following steps:

1.

Select Policies > root.

Select Maintenance Policies > default.

Change the Reboot Policy to User Ack.

In Cisco UCS Manager, click Servers on the left.

Select “On Next Boot” to delegate maintenance windows to server administrators.
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Servers / Policies / root /| Maintenance Poli... / default

General Events
Actions Properties
MName . default
Show Policy Usage Description
Owmer . Local
Soft Shutdown Timer @ | 150 Secs v
Reboot Policy : Immediate () User Ack Timer Automatic

| On MNext Boot |(Apply pending changes at next reboot.)

6. Click Save Changes.
7. Click OK to accept the change.

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete
the following steps. A total of 2 vNIC Templates will be created.

Create Infrastructure vNICs

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter HV_SET A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.

10. Under Target, make sure that only the Adapter checkbox is selected.

11. Select Updating Template as the Template Type.

62



Server Configuration

12. Under VLANS, select the checkboxes for HV-MGMT, HV-CSV, HV-LiveMig, HV-VDI, and HV-Infra
VLANS.

13. Set Native-VLAN as the native VLAN.

14. Select vNIC Name for the CDN Source.

15. For MTU, enter 9000.

16. In the MAC Pool list, select MAC-POOL-A.

17. In the Network Control Policy list, select Enable-CDP-LLDP.

Create vNIC Template B X
MName . HV_SET_A
Description
Fabric D . (e Fabric A _ Fabric B Enable
Failover

Redundancy

Redundancy Type : Mo Redundancy ‘e Primary Template Secondary Template )

Peer Redundancy Template : | <not set> v

Target
V| Adapter
| WM

Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type <[ Initial Template ‘) Updating Termplate ‘
VLANSs VLAN Groups
Y, Advarced Fiter 4 Export /% Print fol
Select MNarne Native VLAN
v HV-LiveMig
v HV-Mgmt
HV-VDI | I

< -
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Create VLAN

CDN Source o e wNIC Name User Defined
MTU : 19000

MAC Pool © | MAC_Pool_A(55/64) v

QoS Policy I <not set> v

Network Control Policy: | CDP_Enabled v
Pin Group D <not set> v

Stats Threshold Policy ©  default v

Connection Policies

e Dynamic vMNIC ushIC WMQ

Dynamic vNIC Connection Policy: | <not set> v

18. Click OK to create the vNIC template.

19. Click OK.

Create the secondary redundancy template Infra-B:

1.

2.

Select LAN on the left.

Select Policies > root.

Right-click vNIC Templates.

Select Create VNIC Template

Enter HV_SET B as the vNIC template name.
Select Fabric B.

Do not elect the Enable Failover checkbox.
Set Redundancy Type to Secondary Template.

Select Infra-A for the Peer Redundancy Template.

10. In the MAC Pool list, select MAC-POOL-B. The MAC Pool is all that needs to be selected for the Second-

ary Template.

11. Click OK to create the vNIC template.

12. Click OK.
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Create FC Boot Policy

This procedure applies to a Cisco UCS environment in which two Fibre Channel logical interfaces are on
cluster node 1 (CTO.FCO and FC1) and two Fibre Channel connections are on cluster node 2 (CT1.FCO and
FC1). Also, it is assumed that the CTO are connected to Fabric A (Cisco UCS Fabric Interconnect A) and the
CT1 are connected to Fabric B (Cisco UCS Fabric Interconnect B).

One boot policy is configured in this procedure. The policy configures the primary target to be CTO-FCO.
To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter Pure HV Boot as the name of the boot policy.

6. Optional: Enter a description for the boot policy.

# Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down menu and select Local CD/DVD.
9. Expand the vHBAs drop-down menu and select Add SAN Boot.

10. Select the Primary for type field.

11. Enter £c0 in VHBA field.
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Add SAN Boot 3 X

wHBA : | fcO|

Type : | e Primary ”Secondan,r Any |

12. Click OK.
13. From the vHBA drop-down menu, select Add SAN Boot Target.
14. Keep 0 as the value for Boot Target LUN.

15. Enter the WWPN for CTO-FCO.

‘& To obtain this information, log in to the Purity Interface and select System > Connections.

(, PURESTORAGE Welcome pureuser
DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES 3ei
System Health | Target Ports
Configuration FORY NAME SPEED FAILOVER | PORT o PEED
CTOFCO T 524A937265:3F-C6:00 86his CTIFCD ) S24K93TZ663F.CE10 80bis
Connected Arrays
CTOFCH 1) 524A937265:3FC601 86bis CT1FCH ) 524K937265:3F CEN1 80bis
Connections

Host Connections

Target Ports

Users
Plugins

Apps.

16. Select Primary for the SAN boot target type.
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Add SAN Boot Target 3 X<

Boaot Target LUN  : O
Boot Target WWPN : | 52:4A:33:72:65.3F: C6:00

Type : (e Primary Secondary

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot Target.
Enter O as the value for Boot Target LUN.

Enter the WWPN for CTO.FC1.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot.

In the Add SAN Boot dialog box, enter fc1 in the vHBA box.
The SAN boot type should automatically be set to Secondary.
Click OK to add the SAN boot.

From the vHBA drop-down menu, select Add SAN Boot Target.
Keep 0 as the value for Boot Target LUN.

Enter the WWPN for CT1.FCO.

Select Primary for the SAN boot target type.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot Target.
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32. Keep 0 as the value for Boot Target LUN.
33. Enter the WWPN for CT1.FC1.

34. Click OK to add the SAN boot target. Click OK, then click OK again to create the boot policy.

Servers / Policies / root / Boot Policies / Boot Policy Pure_HV_Boot

General Events

Actions Properties
Delete Name : Pure_HV_Boot
Show Policy Usage Description

Owner Local

Reboot on Boot Order Change
Enforce vNIC/VHBASISCSI Name : &

Boot Mode o Legacy () Ueh

Warning

The type (primary/secondary) does not indicate a boat order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/iSCSI Name is selected and the vNIC/vHBA/ISCSI does not exist, a config error will be reported.

If it is not selected, the vNICs/vHBAs are selected if they exist, othenwise the vNIC/vHBA with the lowest PCle bus scan order is used.

(#® Local Devices BootOrder
4+ — Y,Advanced Fiter 4 Export /& Print
+ CIMC Mounted vMedia faza P ~ GNIGAHBAISG. Type R RN e
CD/DVD 1
+ vNICs
v San 2
P vHBAs w SAN Prirnary feo Prirary
. SAN Target Pr. Primary 52:4A:83:72:6. 1
+) iSCSI vNICs
SAN Target S Secondary 52:4/4:33:72:6. 1
¥ EF| Shell w SAN Secondary fc Secondary

Create Service Profile Templates
In this procedure, one service profile template for Infrastructure Hyper-V hosts is created for Fabric A boot.
To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter pure-HV-FC as the name of the service profile template. This service profile template is config-
ured to boot from storage node 1 on fabric A.

6. Select the “Updating Template” option.
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7. Under UUID, select UUID_Pool as the UUID pool.

Create Service Profile Template ? X

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template ternplate and enter a description.

Storage Provisioning Name : pure-HV-FC

The template will be created in the following organization. Its name must be unique within this organization.
Networking Where : org-root
The template will be created in the following organization. Its name must be unique within this organization.

SAN Connectivity Type Initial Template (e Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuID
Zoning
vNIC/vHBA Placement UUID Assignment: UUID_Pool(55/64) v
The UUID will be assigned from the selected pool.
vMedia Policy The availableftotal UUIDs are displayed after the pool name.
Server BootOrder

Ogptionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Maintenance Policy
Server Assignment

Operational Policies

8. Click Next.

Configure Storage Provisioning

1. If you have servers with no physical disks, click on the Local Disk Configuration Policy and select the
SAN-Boot Local Storage Policy. Otherwise, select the default Local Storage Policy.

2. Click Next.

Configure Networking Options

1. Keep the default setting for Dynamic vNIC Connection Policy.
2. Select the “Expert” option to configure the LAN connectivity.
3. Click “Add” to add a vNIC.

4. Label the vNIC ‘ethO’ and ‘eth1’ for the vNIC interfaces.

5. Check the box for “Use vNIC Template” and use the vNIC templates created earlier.
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Create vNIC

Narne :  ethQ

Use wNIC Template : ¥

Redundancy Pair: |/
wNIC Template : | HV_SET_A v ‘

Adapter Performance Profile

Peer Narne :

Create vNIC Template

?

Adapter Policy : ‘ Windows v

Create Ethernet Adapter Policy

Cancel
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Create Service Profile Template ?

Ogptionally specify LAN configuration information.
Identify Service Profile

Template
Dynamic wNIC Connection Policy: Select a Palicy to use (no Dynamic wNIC Policy by default) v
Storage Provisioning
Create Dynamic vNIC Connection Policy

MNetworking

How would you like to configure LAN connectivity?

SAN Co tivi .
nnectivity Simple () Expert Mo vMICs (1 Use Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Zoning Nare MAG Address Fabric ID Native VLAN
YNIC/HBA Placement vNIC eth1 Derived derived

vNIC eth0 Derived derived
vMedia Policy
Server BootOrder
Maintenance Policy

(+) Add

Server Assignment ) iSC3I vNICs

Operational Policies

6. Click Next.

Configure Storage Options

1. Select the Expert option for the “How would you like to configure SAN connectivity?” field.

2. Click Add to add the vHBA Templates.
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Create vHBA ?2 X

Narne : el

Use vHBA Template : ¥

Redundancy Pair : Peer Name :

wHBA Template : | pure-vHBA-A v Create vHBA Template

Adapter Performance Profile

Adapter Policy: | Windows v Create Fibre Channel Adapter Policy

o J

3. Click OK.

Configure Zoning Options
1. Click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.
2. Click Next.

Configure vMedia Policy

1. Do not select a vMedia Policy.
2. Click Next.

Configure Server Boot Order

1. Select Pure-HV Boot for Boot Policy.
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Create Service Profile Template 2

Ogptionally specify the boot policy for this service profile template.
Identify Service Profile

Template
Select a boat policy.
Storage Provisioning Boct Policy: Pure_HV_Boat v Create Boat Policy
MName : Pure_HV_Boot
Networking Description
Reboct on Boot Order Change : No
SAN Connectivity Enforce wNIC/vHBA/ISCSI Name : Yes
Boot Mode . Legacy
Zoning WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
VNIC/HBA Placement If Enforce vNIC/vHBA/iSCSI Name is selected and the wNIC/vHBA/iISCSI does not exist, a config error will be reported.

If it is not selected, the wNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

BootOrder
vMedia Policy
+ — TY,Advarced Fiter 4 Export & Print Lo
= Name Ordera  wNIC/v.. Type WWN LUNMN.. SlotN.. BootN.. BootP.. Descri..
r Boot Order

coove T
Maintenance Policy v Sen 2

w SAN Prirnary fco Prirmary
Server Assignment SAN Target Primary Primary ~ 52:4A:. 1

SAN Target Secondary Secon 52:4A:.. 1

Operational Policies

» SAN Secondary fe1 Secon...

< Prev Next > m Cancel

2. Click Next.

Configure Maintenance Policy

1. Change the Maintenance Policy to default.

73



Server Configuration

Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.
Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networking Maintenance Policy: default w Create Maintenance Policy
SAN Connectivity
Name : default
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Rehoat Policy : User Ack
vMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

2. Click Next.

Configure Server Assignment

1. Keep Defaults.
2. Click Next.

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select MS-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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3.

4,

Create Service Profile Template ?
Opticnally specify information that affects how the system operates
Identify Service Profile
Template
=) BIOS Configuration
Storage Provisioning
If we ant to override the default BIOS settings, select a BIOS policy that will be associated with this service profila
Networking BIOS Policy : | MS-Host v
SAN Connectivity
(%) External IPMI Management Configuration
Zoning
(#) Management IP Address
vNIC/vHBA Placement
4+ Monitoring Configuration (Thresholds)
viMedia Policy
(=) Power Control Policy Configuration
Server Boot Order
Power control palicy determines power allocation for a server in a given power group.
Power Contrdl Policy: | No-Power-Cap v Create Power Control P
Maintenance Policy ! oae S
Server Assignment (4) Scrub Policy
Operational Policies (#) KVM Management Palicy

Click Finish to create the service profile template.

Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1.

2.

Connect to UCS Manager and click Servers on the left.

Select Service Profile Templates > root > Service Template Pure_HV_FC.
Right-click Hyper-V-Host-FC and select Create Service Profiles from Template.
Enter pure-hv-0 as the service profile prefix.

Enter 1 as “Name Suffix Starting Number.”

Enter 6 as the “Number of Instances.”

Click OK to create the service profiles.
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Create Service Profiles From Template ? X

MNaming Prefr : pure-hv-0
MName Suffix Starting Number: 1

Number of Instances 6

8. Click OK in the confirmation message.

Add More Servers to FlashStack Unit

Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlashStack unit. All other pools and policies are at the root level and
can be shared among the organizations.
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Storage Configuration - Boot LUNs

Pure Boot Storage Setup

ﬁ Disable 3 of 4 FC interfaces on the Cisco Fabric Interconnects prior to installing Windows 2016 since Win-

dows 2016 does not support multipathing. After multipathing is installed and enabled, enable all interfaces
on the Fabric Interconnects and the Pure Storage array.

To disable FC interface on each node, complete the following steps:

1. Navigate to FC Port 1.
2. Click the General tab.

3. Right-click in the Physical Display pane.

4. Click Disable.

/ Fabi / Fabi A(primary)... / Fixed Module / FCPorts / FCPort1

General l Fault: Event FSM tatisti
Fault § » Physical Display

® o © T

00000 RPIVIIE00 00
2} [:} 1} 1} PPNO0NEC0108000000 4
| S

Stats

500

Show Navigator

Overall Status : ¢ Up W Up B Admin Down M Fail ¥ Link Down

Additional Info

Admin State Enabled Configure as Uplink Port

Propert
Actions
D 1 Siat D 1
User Lael
Disable Port
S WWPN  : 20:01:F8:C2:88:D9:A5:80 Mode CF
Configure as Uplink Port

Port Type : Physical Negctiated Speed: 8Gbps

Show Interface VSAN : | Fabric Dualfvsan defaul v
Transceiver
Type Sfp

Model : FTLF8528P2BCV-CS
Vendor: CISCO-FINISAR
Serial FNS15300AUX

Create Hosts

To create Hosts in the Pure Storage, complete the following steps:

1. Select STORAGE on the Pure Menu.

2. In the Left Navigation Pane, Select the ‘+’ button next to Hosts.
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o PURESTORAGE

DASHEOARD STORAGE PROTECTION ANALYSIS SYSTERM MESSAGES

el | pure-hv-1 | Provisioned Total Reduction
sl H o r P2 §cternisks | 20T 914101

2= ClusterDisks

Volumes Snapshots

o= pure-hy-2

o= pure-hv-3 Connected Volumes (3) ELUS§IEIPII Protection (0)  Details (0}
o= pure-hy-4

o= pure-hv-5

o= pure-hv-6 e

o= pure-infra-01 I 20:00:00:25:B5:00:04:3C

o= pure-infra-02
0 20:00:00:25:B5:00:08:3C

3. Click Create Host.

- B OWSERRE TSN VT

re-hv-1 | Provisioned Total Reduction
~ Hosts : leterbicks | 24407 914t01

e — I

L lVolumes Snhapshots
== pure-hy-1 24957 G 0

o= pure-hy-2

o= pure-hy-3

o= pure-hy-4 Create Host

o= pure-hy-5

o= pure-hy-6 Name: || }

Create Multiple... | Cancel ‘

o= pure-infra-01

o= pure-infra-02

4. You can create a single host or a whole group of Hosts by selecting ‘Create Multiple..’
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ﬂ PURESTORAGE

pure-hv-1 | Frovisionsd Total Reduction
T P2 Cistenisis | 20407 014t

Volumes Snapshots
24957 G o

~ Hosts
\

2= ClusterDisks

== pure-hv-1

o= pure-hy-2
o= pure-hv-3
o= pure-hy-4

o= pure-hy-5 | |

o= pure-hv-6 PORT I Create Multiple Hosts x

o= pure-infra-01

o= pure-infra-02 Enter name pattern in the form ‘prefi@sufic.

Name: pure-hv-10

Start number: |10

Count: |s

Number of Digits: | 1]

Create Single... | Cancel

5. When the host is created, click the ‘Host Ports’ tab, then click the menu button to configure Fibre Chan-
nel WWPNSs.

Help Terms Log Ou
o PURESTORAGE Welcome pureuser r o1 0-Hypervi
DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES Search Hosts and Volumes QI
~ Hosts +| |~ o= pure-hv-10 ;u:wlému@d Total Reduction Data Redustion | = |
Bay | R _
‘ s Used
N
Z= ClusterDisks =7
= E Volumes . Snapshots
o= pure-hy-1 0 0
|
= pure-hy-2 UBGINEY(R Protection (0)  Details (0)
o= pure-hy-3 —
oofo |=
o= pure-hy-4 —‘

o= pure-hv-5 No host ports have been configured. ’ Configure Fibre Channel YWWNs ‘
o= pure-hv-6 Configure iSCSI IQNs
o= pure-infra-01 Remove Ports

= pure-infra-02

6. The WWPN can either be entered manually or the Pure Array will discover vHBAs attached to it.
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Configure Fibre Channel WWNs for Host = pure-hv-10 x

Enter WWWNs Manually Selected WWNs

No available WWNs have been discovered. None selected

Enter WIWWNs Manually

Type or paste one or more VW strings separated by white space or commas.

Port WWWNs:

et | [

Create Volumes and Attach to Hosts on the Boot

To create Volumes in Pure Storage, complete the following steps:

1. Select ‘STORAGE’ on the Pure Menu.

H H (. 3 ’
2. Inthe Left Navigation Pane, Select the ‘+’ button next to ‘Volumes’.
Help = Terms Log Ou
o PURESTORAGE Welcome pureuser fogged in as array_admin to Ciscolt10-Hyper-VCVD
—  STORAGE Search Hosts and Volumes Q)
—_——— =
pure-hv-1 | Provisioned Total Reduction Data Reduction | =
> Hosts [+] |~ o= B ohie | 2adoT  otatad 547t01 | =
~ Volumes + 3 Used
. 24953G
‘ [ Valumes I Snapshots
249.536 0
Hythoott
& Hwboot2
& Hwhoot3 - .3
& Hwbootd 13013 =
Krbuoiy NAME PROVISIONED VOLUMES SNAPSHOTS REDUCTION SHARED LUN
Hvthoots
s H-boot! 1006 545.85 M 0.00 18.2t01 1
& Hwboot?
& Hwinfra2 & pure-Quorum 0.00 76to1 254

g Create Volume x I
pure-infral-DS

& pure-infra2-Ds
& pure-Quorum

& weot

g weot 0.00 548101 253

Name: Hyper-\-Boof

Provisioned Size: | 100

Create Multiple...

Enter a volume name and desired size. In this design, we used 100GB for Windows Boot Volume size. In
this step there is also an option to create multiple Volumes at once.

When the Boot Volumes are created, return to the ‘Hosts’ section in the left navigation pane and use the
menu button to connect the volumes to the Hosts created earlier.
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Help Terms LogOu

O PURESTORAGE Welcome pureuser A /
DASHBOAI STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES Search Hosts and Volumes Q]

| rovisiol Total Ri o ata Reducti =

~ Hosts +| || ~ D= pure-hy-10 | ;eoned Tl Reoucton Dt Reducton | =

2= ClusterDisks

o= pure-hv-1

o= pure-hy-2 I [T COLRYV T CEN ()M Host Ports (0)  Protection (0)  Details (0)
o= pure-hv-3 —
o= pure-hv-4 d =

o= pure-hv-5 No volumes have been connected. ConnectVolumes
o= pure-hv-6 Disconnect Volumes

o= pure-infra-01 Download CSV

o= pure-infra-02

~ Volumes E2R

H-Boot-01
Hy-boot1
Hv-hoot2
Hy-hoot3
Hy-hoot4

€0 € @ © W

5. Select the proper volume to their respective hosts (In this study, host ‘pure-hv-1 is mapped to volume
‘HV-boot-1’ and so on).

Help 1

o PURESTORAGE Welcome pureuser logged in as array_admin to Ciscall

S Search Hosts and ol
; 7 3
~ Hosts v o= pure-hv-10 ':@\llsmned :l'ota Reduction -Data Redi
2= ClusterDisks I
l Volumes I Shapshots
== pure-hv-1 0 0
e 1 commectosvommen o
o= pure-hy-2 : L
o= pure-hv-3 Connect Volumes to Host = pure-hv-10 x
== pure-hv-4
Existing Volumes Selected Volumes
o= pure-hv-5
o= pure-hv-6 1-130f13 | 1 selected Clear All
o= pure-infra-01 v g Hv-Boot-01 1006 ° | @ HvBoat-01 1006 @
o= pure-infra-02
& Hwhoott o=x1 1006
& Hvhoot2 o=x1 100G
& Hvboot3 o=x1 1006
& Hv-hootd o=x1 1006
~ Volumes
- — & Hwboots o=x1 1006
‘» & Hv-hoot o=x1 1006
& HwBoot-01
=} A d
Hvbot £ Hv:boot? o=x1__ 1006
& Hvboot2 Cancel |
& Hwboot3
& Hv-bootd I
H\:boots
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Microsoft Windows Server 2016 Hyper-V Deployment Procedure

Setting Up Microsoft Windows Server 2016

This section provides detailed instructions for installing Microsoft Windows Server 2016 in an environment.
After the procedures are completed, 8 booted Windows Server 2016 hosts will be provisioned.

Several methods exist for installing Microsoft Windows Server 2016. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNS).

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS)
through remote media. It is necessary to log in to the Cisco UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1. Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

2. Click the Launch UCS Manager link under HTML to launch the HTML 5 UCS Manager GUI.
3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Tolog into Cisco UCS Manager, click Login.

6. From the main menu, click Servers on the left.

7. Select Servers > Service Profiles > root > pure-hv-01.

8. Right-click pure-hv-01 and select KVM Console.

9. Follow the prompts to launch the Java-based KVM console.

10. Select Servers > Service Profiles > root > pure-hv-02.

11. Right-click pure-hv-02. and select KVM Console.

12. Follow the prompts to launch the Java-based KVM console.

13. From the virtual KVM Console, select the Virtual Media tab.

14. Select Add Image in the right pane.

15. Browse to the Windows Server 2016 installation ISO image file and click Open.

16. Map the image that you just added by selecting Mapped.
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17. To boot the server, select the KVM tab.
18. Select Power On Server in the KVM interface Summary tab, and then click OK.

Install Windows Server 2016

To install Windows Server 2016 to each host, complete the following steps:

1. On boot, the machine detects the presence of the Windows installation media.

2. After the installer has finished loading, Enter the relevant region information and click Next.
3. Click Install now.

4. Enter the Product Key and click Next.

5. Select Windows Server 2016 Datacenter (Server with a GUI) and click Next.

ﬂ You may optionally remove the GUI after the Hyper-V cluster is operational.

6. After reviewing the EULA, accept the license terms and click Next.

.

Select Custom: Install Windows only (advanced).
8. Select Custom (advanced) installation.

9. In the Virtual Media Session manager uncheck the Mapped checkbox for the Windows ISO and select
yes to confirm.

10. Click Add Image.
11. Browse to the Cisco fNIC driver ISO, click Open.

12. Check the Mapped checkbox next to the Cisco fNIC Driver ISO. Download the latest driver iso image
from the cisco.com site.

Browse for driver software on your computer

Search for driver software in this location:

| FiMetworkh Cisco\WVICWW 2K Bl w Browse...

[]Include subfolders

13. Back in the KM Console, click Load Driver and then click OK.

14. The Cisco VIC FCoE Storport Miniport driver is auto detected, click Next.
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'\.;/’ g% Windows Setup

Select the driver to install

Cisco VIC-FCoE Storport Miniport (Chdmver\fnicZkl6.inf)

Browse Rescan g:

15. You should see a LUN listed in the drive selection screen.

‘ﬁ Only a single LUN instance should be displayed. Multiple instance of the same LUN indicates that
there are multiple paths to the installation LUN. Verify that the SAN zoning is correct and restart the
installation.

ﬁ The message ""Windows Can't be installed on this drive' appears because the Windows installation
ISO image is not mapped at this time.

ﬁ The Cisco eNIC driver can be loaded at this point in the same way as the fNIC driver. Loading the
eNIC driver at this time bypasses the need to load the eNIC driver in the section titled *Installing
Windows eNIC Driver"'.
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@ g Windows Setup ﬁ
Where do you want to install Windows?
Mame Total size Free space | Type
I v Drive 2 Unallocated Space 2000 GB 2000 GB
43 Refresh f Delete & Format Mew
&4 Load driver :j] Extend
MNext

16. Select the LUN and click Next to continue with the install.

17. When Windows is finished installing, enter an administrator password on the settings page and click Fin-
ish.

Install Chipset and Windows eNIC Drivers

This section provides detailed information about installing the Intel chipset drivers and the Cisco VIC enic
drivers.

All Hosts

1. In the Virtual Media Session manager, uncheck the Mapped checkbox for the Windows 1SO.
2. Click Add Image.

3. Browse to the Cisco UCS driver ISO, click Open.

4. Check the Mapped checkbox for the Cisco UCS driver I1SO.

5. Browse to the CD ROM > Chipset > Intel > <Server Model> W2K16 > x64

6. Double click on Setup Chipset to install the chipset driver and reboot the system.

7. Inthe KVM console, open Server Manager, and select Tools > Computer Management.

8. In Computer Manager, select System Tools > Device Manager > Other devices.
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9. Right-click one of the Ethernet Controller, and select Update Driver Software.

d Device Manager
File Action View Help

a | T EH HE B EX®

O

X

w ...: WIMN-RGNOCIKIKKH

5 4gp Batteries

» I Computer

» um Disk drives

» [ Display adapters

v aa DVD/CD-ROM drives

» = Floppy disk drives

» (g Human Interface Devices

» B3 Keyboards

» i Mice and other pointing devices

» [ Monitors

~ LY Other devices
Bi Ethemet (-==--"-- =
Ei Ethemet ! Update Driver Software...

» B Portable Devi Disable

> @ Ports(COME Uninstall

» = Print quewes

» n Processors Scan for hardware changes
» Sy Storage conti .

Properties
» [Em System devic..

> @ Universal Serial Bus controllers

Launches the Update Driver Software Wizard for the selected device.

10. Click Browse, and select CDROM drive, click OK.

11. Click Next > Close.

ﬁ Device Manage
File Action View Help

e @ EHEBER EX®

~ & WIN-RY
» 49 Bat
> Il Co B Update Driver Software - Cisco VIC Ethernet Interface
y g D
> B Dis
s &2 DV Windows has successfully updated your driver software
3 a3 Floj
> i Hu Windows has finished installing the driver software for this device:
> @ M
» I Mol . Cisco VIC Ethernet Interface
v ¥ otH
B

i

> B Por
) ﬁ Por
» = Prin
> I Pro
> Su Sto
5 [l Sys|
> § Uni
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12. Right-click the next Ethernet Controller and select Update Driver Software.
13. Click Search automatically for update driver software.

14. Click Close.

15. Repeat these steps for the remaining Ethernet Controllers.

16. All Cisco VIC Ethernet devices will appear under Network Adapters.

:.j. Device Manager = O X
File Action View Help

& @ E B B EXE

w8 WIN-RINOQIKOKKH
i3 Batteries
I Computer
- Disk drives
I Display adapters
== DVD/CD-ROM drives
o8 Floppy disk drives
i Human Interface Devices

0 Mice and other pointing devices
B Monitors
~ I3 Network adapters

& Cisco VIC Ethernet Interface
[ Cisco VIC Ethernet Interface £2

B Portable Devices

§ Ports (COM & LPT)

= Print queues

[ Processors

$u Storage controllers

= System devices

§ Universal Serial Bus controllers

Install Windows Roles and Features

To enable the MPIO feature from the Server Manager, complete the following steps:

1. In Server Manager, select Manage > Add Roles and Features to launch the wizard.
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[ Server Manager

“ DaShbDard }' | r Manage Tools View

Add Roles and Features

Remove Roles and Features

Dashboard WELCOME TO SERVER MANAGER
Add Servers

B Local Server

ii All Servers

Create Server Group

] 5 M p rti
o CO W‘ﬁgure Enver iWlanager Froperies

ii Filz and Storage Services P

QUICK START

2  Add roles and features

2. Click Next in the ‘Before you begin’ section of the wizard to continue.

3. In the ‘Installation Type’ section, select ‘Role-based or feature-based installation’ and click Next.
4. In the ‘Server selection’ section, select the server.

5. Click Next in the ‘Server Roles’ section without making any selection.

6. Select Multipath I/0 and Data Center Bridging in the ‘Features’ section and click Next.

7. Click Install in the confirmation page to install the feature.
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F'ﬁ Add Roles and Features Wizard

Select features

Before You Begin
Installation Type
Server Selection
Server Roles
Features

Confirmation

Select one or more features to install on the selected server.

Features

[] Client for NFS
[ ] Containers

Data Center Bridging

[ | Direct Play

[ ] Enhanced Storage

[] Failover Clustering

[] Group Policy Management

[] Host Guardian Hyper-V Support
[] YO Quality of Service

[] 15 Hostable Web Core

[] Internet Printing Client

[] IP Address Management (IPAM) Server
[] iSNS Server service

[ ] LPR Port Monitor

[ ] Management OData lIS Extension
[ ] Media Foundation

[] Message Queuing

1 MultiPrint Connector

Description

- O x

DESTIMATIOM SERVER
CATADaz=

Multipath 1/O, along with the
Microsoft Device Specific Module
(D5M) or a third-party D5M,
provides support for using multiple
data paths to a storage device on

Windows,

< Previous | | Mext =

Install Cancel

Configuring MPIO for Pure Flash Array//M10

To configure MPIO for Pure Flash Array//M10, complete the following steps:

1. Using the Control Panel double-click the MPIO applet to open up the MPIO Properties dialog box.

ﬂ The MPIO applet can also be started from Start > Run mpiocpl.
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MPIO Properties *

MPIO Devices Discover MuliPaths DSM Install Configuration Snapshot

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of & characters followed by 18 characters. Multiple
Devices can be spedfied using semi-colon as the delimiter,

To remove support for currently MPIO'd devices, select the devices and
then dick Remove,

Devices:

Device Hardware Id

Vendor 8Product 16

Add Remaove

QK Cancel

2. Click Add to show the Add MPIO Support dialog box.

ﬁ Pay close attention to the instructions in the dialog box for string formatting. There should be 4 ex-
tra spaces after PURE and 6 extra spaces after FlashArray.

Add MPIO Support ot

Enter the Vendor and Product Ids (as a string of & characters followed by
16 characters) of the devices you want to add MPIO support for,

Device Hardware ID:

PURE Flasharray |
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Multipath-1O Timers

There are four MPIO Timer values that are the recommended for use with a Pure Storage FlashArray for
optimal performance. See MPIO Timers for full details.

Setting

CustomPathRecovery

NewPathRecoveryinterval

PDORemovePeriod

NewDiskTimeout

Default

40

20

60

FlashArray

20

30

60

Definition

Specifies whether MPIO performs custom path
recovery.

Type is boolean and must be filled with either O
(disable) or 1 (enable). By default, it is disabled.

Specifies a custom path recovery time, in se-
conds. This is the length of time before the
server attempts path recovery. The default val-
ue is 40.

Note: CustomPathRecovery parameter has to
be enabled for this value to be used.

Specifies a physical device object (PDO) re-
moval period, in seconds. This period is the
length of time the server waits after all paths to
a PDO have failed before it removes the PDO.
The default value is 20.

Specifies the disk timeout value, in seconds.
This value is the length of time the server waits
before it marks the 1/0 request as timed out.

Note: Microsoft documentation has an error
and states the default DiskTimeoutValue is 120.
On a newly installed Windows Server us-

ing Get-MPIOSetting shows the default value is
60. This is an error in Microsoft's documenta-
tion and this value should not be changed.

Updating MPIO Timers using Windows PowerShell

Using Windows PowerShell is the preferred method for setting the MPIO Timer values when managing
Windows Server 2012, 2012 R2 or 2016 using Set-MPIOSetting cmdlet which is part of the MPIO module.
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To update MPIO Timers using Windows PowerShell, complete the following steps:

‘ﬁ If you are managing a Windows Server 2008 R2 or 2008 R2 Service Pack 1, please refer to the later in-
formation in this section.

1. Start a Windows PowerShell session and run the following:

Windows Server 2016
Retrieving Current MPIO Timer Values

This will return the current MPIO Timer values. On a newly installed Windows Server all of the default
settings will be set as shown below:

01 PSC:\> Get-MPIOSetting

02

03 PathVerificationState : Disabled
04 PathVerificationPeriod : 30

05 PDORemovePeriod : 20

06 RetryCount : 3

07 RetryInterval 1

08 UseCustomPathRecoveryTime : Disabled

09 CustomPathRecoveryTime : 40

10 DiskTimeoutValue : 60

Update MPIO Timer Values

The following PowerShell shows running set-MPI0OSetting four different times with new parameter values.
This was done to show each new timer value for clarity. The same can be accomplished with a single line of
PowerShell using each of the parameters, this alternative is shown as well.

1 Set-MPIOSetting -NewPathRecoveryInterval 20

2 Set-MPIOSetting -CustomPathRecovery Enabled

3 Set-MPIOSetting -NewPDORemovePeriod 30
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4 Set-MPIOSetting -NewDiskTimeout 60

6 OR

5 Set-MPIOSetting -NewPathRecoveryInterval 20 -CustomPathRecovery Enabled -

NewPDORemovePeriod 30 -NewDiskTimeout 60

‘ﬂ Setup the MPIO Policy (Least Queue Depth (LQD) is the Pure Storage recommended best practice).

Setup using Windows Disk Management

To setup using Windows Disk Management, complete the following steps:

1. Open Computer Management using the Tools menu in Server Manager. Select Disk Management from
the left hand node tree. This will display the currently connected Logical Units (LUNS) to the Windows

Server host.

A Computer Management

File Action View Help

A Computer Management (Local.
v [f} System Tools
”_'—I Task Scheduler
Event Viewer
ai| Shared Folders
& Local Users and Groups
5" Performance
M Device Manager
v =3 Storage
W Windows Server Backug
= Disk Management
T4 Services and Applications

es | nmHE =X M 4L

Volume | Layout | Type | File System | Status I Cap: | Actions

m Simple Basic NTFS

== Mew Volume (F:) Simple Basic NTFS
== Systemn Reserved Simple Basic NTFS

Healthy (Boot, Page File, Crash Dump, Primary Partition)  149.2
Healthy (Primary Partition) 499.¢
Healthy (System, Active, Primary Partition) 5001

Disk Management

More Actions

Basic System Reserved
150..00 GB 500 MB NTFS
Online Healthy (System, Active, Pi

Basic New Volume (F:)
499..88 GB 499,87 GB NTFS
Online Healthy (Primary Partition)

Ml Unallocated [l Primary partition

= Disk 0 - |

= Disk 1 |

)
149.51 GB NTFS
Healthy (Boot, Page File, Crash Dump, Primary Partitic
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2. Right-click Disk 1 (or whatever Disk # represents the newly connected LUN) and select Properties from
the menu. This will open the properties dialog for the PURE FlashArray Multi-Path Disk Device. Each of
the device paths has a Path State of Active/Optimized.

PURE FlashArray Multi-Path Disk Device Properties x

General Policies Volumes MPIO  Driver Detasils Events

Select the MPIO palicy: Least CQueus Depth v
Description

The least queue depth policy compensates for uneven loads by
distributing propartionately mare /0 requests ta lightly loaded
processing paths.

D5SM Mame: |Microsoft DSM Dietails

This device has the following paths:

Path Id Path State TPG.. TPG State Wei. ™

Active/Optimi... 0 ActiveOptimi...
77060001 Active/Optimi... 0 Active/Optimi_...
77060002 Active/Optimi... 0 Active/Optimi_... v
£ >

To edit the path settings forthe MPIO policy, select a -
path and cick Edt | Ex. |

To apply the path settings and selected MPIO policy, Aoply
click Apply. B

[ ok ] Conce

Host Renaming and Join to Domain

To rename the host and join to the domain, complete the following steps:

1. Login to the host and open PowerShell.
2. Rename the host:

Rename-Computer -NewName <hostname> -restart

3. Assign an IP address to the management interface:

new-netipaddress -interfaceindex <UInt32> -ipaddress <string> -prefixlength <Byte> -DefaultGateway
<string>

4. Assign DNS server IP address to the above management interface:

Set-DnsClientServerAddress -Interfacelndex <UInt32[]> -ServerAddresses <String[]>
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5. Add the host to Active Directory:

Add-Computer -DomainName <domain_name> -Restart

Storage Configuration - Boot LUNs

Pure Boot Storage Setup

‘ﬁ Enable All FC Interfaces on the Fabric Interconnects - now that multipathing has been installed and ena-
bled in Windows 2016, all interfaces can be enabled on the Cisco Fabric Interconnects.
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Deploying and Managing Hyper-V Clusters using System Center 2016
VMM

In this section, we assume that System Center 2016 VMM is up-and-running in your environment. If not,
here is a reference to get that up and running: Setup SCVMM 2016. This section focuses only on configuring
the Networking, Storage, and Servers in VMM to deploy and manage Hyper-V failover clusters.

Figure 2 provides a high-level view of the steps that will be covered in detail in the following sections.

Figure 2 Deployment of Hyper-V Cluster Using SCVMM

Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

Fabric - Networking
Settings Fabric — Servers - | > Create Logical Networks, Sites
» Configuring Network » Create Host Group and IP Pools
Settings » Add Hosts to the » Create VM Networks
» Creating Run As Host Groups » Create Uplink and Hyper-V Port
>

Accounts Pfoﬁ'es
Create Logical Switch using SET

Fabric - Storage Fabric — Servers - Il
» SMI-S Provider Configuration » Configure Network on
» Add Storage Devices Hosts - Applying Logical
» Create and Manage Storage Switch.

Pools » Deploy Hyper-V
» Create Storage Classifications Clusters

Settings

Configuring Network Settings

By default, VMM creates logical networks automatically. When you provision a host in the VMM fabric and
there's no VMM logical network associated with a physical network adapter on that host, VMM automatically
creates a logical network and associates it with an adapter.

To disable automatic logical network creation, complete the following steps:

1. Open Virtual Machine Manager.
2. Open the Settings workspace.
3. Select the General navigation node.

4. Double-click Network Settings in the details pane.
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5. In the Network Settings dialog box, uncheck the Create Logical Networks Automatically option and click
OK.

‘ﬁ You can change the logical network matching behavior to a scheme that may better suit your nam-
ing conventions and design.

E Network Settings X

Network settings

Specify the options for logical and virtual switches.

Logical network matching

Match logical networks by: | First DNS Suffix Label

If the above fails, match by: | Virtual Network Switch Name

Automatic creation of logical networks

In case the host network adapter is not associated with a logical network, a new one will be created based on the above choice made for
network matching.

[] Create logical networks automatically

View Script Finish H Cancel

Create Run As Account in VMM

A Run As account is a container for a set of stored credentials. In VMM a Run As account can be provided
for any process that requires credentials. Administrators and Delegated Administrators can create Run As
accounts. For this deployment, a Run As account should be created for adding Hyper-V hosts and
integrating Pure Storage SMI-S provider.

To create a Run As account, complete the following steps:

1. Click Settings and in Create click Create Run As Account.
2. In Create Run As Account specify name and optional description to identify the credentials in VMM.

3. In User name and Password specify the credentials. The credentials can be a valid Active Directory user
or group account, or local credentials.

4. Clear Validate domain credentials if it is not required and click OK to create the Run As account.

Fabric - Servers - |

This section covers the following:
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e Create Host Groups

e Add Windows Hosts to the Host Group

Create Host Groups

You can use host groups to group virtual machine hosts in meaningful ways, often based on physical site
location and resource allocation.

To create a host group structure in Virtual Machine Manager (VMM) that aligns to your organizational needs,
complete the following steps:

1. Open the Fabric workspace.
2. In the Fabric pane, expand Servers, and then do one of the following:

a. Right-click All Hosts and then click Create Host Group.

b. Click All Hosts. On the Folder tab, in the Create group, click Create Host Group. VMM creates a new
host group that is named New host group, with the host group name highlighted.

3. Type a new name, and then press ENTER.

4. Repeat the steps in this procedure to create the rest of the host group structure.

INALVNII ™ TN LYWW ]

f'jb“(

35
4 % Servers
4 All Hosts

4 Pure-Hosts

Add Hosts to the Host Group

When the virtual switch is created, you can add the Hyper-V hosts to Virtual Machine Manager; complete the
following steps:

1. Open the Fabric workspace.

2. Select a host group, and On the Home tab, in the Add group, click Add Resources, and then click Hyper-
V Hosts and Clusters. The Add Resource Wizard starts.

3. On the Resource location page, click Windows Server computers in a trusted Active Directory domain,
and then click Next.
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4. On Credentials page, select Use an Run As account, click Browse and add the Run as account created
earlier. Click Next.

5. On Discovery scope, select Specify Windows Server computers by names and enter the Computer
names. Click Next.

6. Under Target Resources, select the check box next to the computer names that needs to be the part of
the Hyper-V cluster.
ﬁ If the Hyper-V role is not enabled on a selected server, you receive a message that VMM will install

the Hyper-V role and restart the server. Click OK to continue.

7. On the Host settings page, In the Host group list, click the host group to which you want to assign the
host or host cluster.

8. On the Summary page, confirm the settings, and then click Finish.

* Add Resource Wizard X

Target Resources
Host Settings Discovery scope: Computer name based discovery

Summary

Resource Location Confirm the settings o
View Scnpt

Credentials '

Discovery Scope Resource type Hyper-V capable Windows Servers

Resource location: Trusted Windows computer

Discovery credentials: Administrator

———— 7 computers are selected to manage

Host settings: Host group:
All Hosts\Pure-Hosts

w2 | | -
Previous | | -mo Cancel
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ﬁ Home Folder
!% @ -i"i_. ¥ ‘ L E\' m L &¥ PowerShell

E]}obs
Create Add Overview| Fabric |Cc ance S ediate Compliance ydate Reassocat 3

Resources * Resources |

gent va R0 IFYPRO

Fabric < Hosts (8)
4 39 Servers [
4 7 All Hosts Narme & | Host Status ™ | Role | Job Status
4 Pure-Hosts & pure-hv-0l.minilocal oK Host Completed
W Pure-Cluster & pure-hv-02minilocal oK Host Completed
. S-L Infrastructure ? pure-hv-03.minilocal oK Host Completed
4 A Networking ? pure-hy-04.mini.local oK Host Completed
+#7 Logical Networks ? pure-hv-03.mini.local (o] ¢ Host Completad
8 MAC Address Pools ? pure-hy-06.mini.local oK Host Completed
22 Load Balancers ? pure-infra-01.mini.local b Needs Attention Host Completed
g VIP Templates ? pure-infra-02.mini.local oK Host Running
E Logical Switches
[&@ Port Profiles
%, Port Classifications
£ Network Service
) Storage

Fabric - Networking

Figure 3 shows the logical representation of the network that will be configured in this section using the
System Center 2016 VMM and applied later to configure the network settings of Hyper-V hosts before
deploying the failover cluster.

ﬂ For this solution, you are going to use and deploy “Switch Embedded Teaming (SET); a new feature re-
leased in Windows server 2016. SET is a new teaming solution integrated with the Hyper-V switch.
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Figure 3 SCVMM Logical Network

== == =
Linux or Windows Linux or Windows Linux or Windows )
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Machines
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Subnet Subnet Subnet Subnet Subnet Subnet Networks

Uplink Port Profile
i Embedded Teaming
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i Logical ogica
I }E S\fritl:h I Switches
l Hyper-V Host 2 /
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Network

The topics that will be covered in this Networking section are:
e Create Logical Networks, Sites and IP Pools
e Create VM Networks
e Create Uplink and Hyper-V Port Profiles

e Create Logical Switch using SET

Creating Logical Networks, Sites, and IP Pools

In this environment, there are six networks available that you will model as logical networks. However, they
are all separate VLANs on the same physical network that will be controlled by setting the VLAN ID on the
virtual network adapter. The physical ports on the switch have been configured to allow all of the various
VLANSs that can be configured (similar to a trunk port):

e HV-MGMT: This logical network will be used for management traffic and has its own IP subnet and
VLAN.

e HV-CSV: This network will be used for Microsoft Hyper-V cluster communication and will have its own
IP subnet and VLAN.

¢ HV-LiveMig: This network will be used for Live Migration traffic and will have its own IP subnet and
VLAN
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¢ HV-SMB: This network will be used for SMB file share access/traffic and has its own |IP subnet and
VLAN.

e HV-VDI: This network will be used for all the VM traffic.
To create logical networks and sites, complete the following steps:

1. Open Virtual Machine Manager Console.

2. Open the Fabric workspace.

3. Select the Networking > Logical Networks navigation node.

4. Click the Create Logical Network button, which launches the Create Logical Network Wizard.
5. Enter a name and description for the logical network and click Next.

6. In the Settings tab, select VLAN-based independent networks.

L You can select a type of network. It can be a connected network that allows multiple sites to com-
municate with each other and use network virtualization, a VLAN-based independent network, or a
PVLAN-based network.

&y Create Logical Network Wizard d

?1::1 Settings

Name Specify logical network settings

‘ Settings ‘
Select the option which describes this legical network:

Metwork Site ® One connected network

The network sites within this network are equivalent and routable to one another and can be used as

Summary i
g a single connected network.
[] Allow new VM networks created on this logical network to use network virtualization

[] Create a VM network with the same name to allow virtual machines to access this logical network
directly

) VLAN-based independent networks

The subnet-VLAN pairs defined by the sites in this logical network are used as independent networks,
They might or might not be routable to one another.

) Private VLAN (PVLAN) networks

The network sites within this logical network contain independent netwerks consisting of primary and
secondary VLAN pairs in isclated mode.

7. Select the sites and Host Group, where you want to apply the Management VLAN. Click the Add button
to add a site and then click Insert Row to add VLAN/IP details for the site.

‘ﬂ If IP space is configured by corporate DHCP servers, leave the IP subnet blank, which tells SCVYMM
to just configure the VM for DHCP. If the network does not use VLANS, set the VLAN ID to O; this
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tells SCVMM that VLANSs are not to be configured. By default, sites are given the name <Logical
Network>_<number>, but you should rename this to something more useful.

Ay Create Logical Network Wizard %

~'+ Network Site

Name Network sites
Settings Network sites can be added to a logical network to associate VLANS and subnets to host groups,
Network Site Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FDAA:29CD:184F:3A2C:/64.
Summary |4 Add == Remove

4] HV-MGMT_0 Host groups that can use this network site:

B[] 2 All Hosts
‘ V! 3 Pure-Hosts

Associated VLANs and IP subnets:

VLAN IP subnet IMI
10.10.20.0/24 [ Delete row

Network site name: I HV-MGMT_0

| Previous H Next || Cancel I

8. The Summary screen is displayed. It includes a View Script button that when clicked shows the Pow-
erShell code that can be used to automate the creation. This can be useful when you are creating many
logical networks, or more likely, many sites.

9. Click Finish to create the logical network.
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Thy Create Logical Network Wizard X

Name Confirm the settings
View Script
Settings Sl adbrach &
Network Site Name: HV-MGMT
Description:
Summary

Network sites: HV-MGMT_0

10. Follow the above steps to create all the Logical Networks for the environment. The screenshot below
shows the all the logical networks created for this document.

Fabric < Logical Networks and IP Pools (6)
4 99 servers l
4 1 All Hosts Name = | Network Compliance | Subnet | Begin Address | End Address
4 [ Pure-Hosts B rhrCluster Fully compliant
@ Pure-Cluster i3 Cluster_Pool Fully compliant 10.1020.0/24 10.1020.101 101020154
» B/ Infrastructure i Infrastructure Fully compliant
4 A Networking B rirLiveMig Fully compliant
v+ Logical Networks 4 LivMig_Pool Fully compliant 10.10.28.0/24 10.10.28.101 10.10.28.154
8 MAC Address Pools & 1heSMB Fully compliant
2 Load Balancers G€sme Fully compliant 10.10.27.0/24 10.10.27.101 10.10.27.154
ZVIP Templates rire VDI Fully compliant
B Logical Switches VDI Fully compliant
&3 Port Profiles
wa, Port Classifications
£ Network Service
Storage

To create a static IP address pool for a logical network in Virtual Machine Manager (VMM), complete the
following steps:

ﬁ With static IP address pools, IP address management for the virtual environment is brought within the
scope of the VMM administrator.

1. From the Fabric workspace, Click the Create IP Pool button, or right-click the logical network and select
the Create IP Pool context menu action.

2. Enter a name and description. From the drop-down list, select the logical network for the IP pool.

3. The next screen, allows you to use an existing network site or create a new one. Choose to use an exist-
ing one and then click Next.

4. The next screen, allows you to use an existing network site or create a new one. Choose to use an exist-
ing one and then click Next.
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5. The IP Address Range page allows configuration of the IP address range that SCVYMM will manage and
allocate to resources such as virtual machines and load balancers. Within the range, you can configure
specific addresses to be reserved for other purposes or for use by load-balancer virtual IPs (VIPs) that
SCVMM can allocate.

6. Click the Insert button, and enter the gateway IP address, then click Next.
7. Configure the DNS servers, DNS suffix, and additional DNS suffixes to append, and then click Next.
8. Enter the WINS server details if used and click Next.

9. On the Summary screen, confirm the configuration, click the View Script button to see the PowerShell
that will be used, and then click Finish to create the IP pool.

Wi Create Static IP Address Pool Wizard X

Name Confirm the settings [:]
View Script

Network Site
|P address range Name: HV-Mgmt
Description:
Gat
e IP subnet; 10.10.20.0/24
DNS IP address range: 10.10.20.1-10.10.20.254
WINS Connection specific DNS suffix:
Network routes: 0 Network routes
Summary Gateways: 0 Gateways
DNS servers: 0 DNS servers
0 DNS suffixes
WINS servers: 0 WINS servers

| Previous || Finish || Cancel |

10. Create IP Pools for all the Logical Networks as shown the screenshot below:
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Fabric

4

/)

Create VM Networks

To create the VM networks to which virtual machines can be connected, complete the following steps:

1.

2.

99 Servers
4 ] All Hosts
4 7 Pure-Hosts
' Pure-Cluster
4 é_ Infrastructure

-4 Networking
w1 Logical Networks
8 MAC Address Pools
%3 Load Balancers
ZVIP Templates
B | ogical Switches
& Port Profiles
%4 Port Classifications
Z Network Service

Storage

¢ Logical Networks and IP Pools (6)

l

Open Virtual Machine Manager.

Open the VMs and Services workspace.
Select the VM Networks navigation node.

Click the Create VM Network button.

Enter a name and description for the VM network, select the logical network, and click Next.

2. Create VM Network Wizard

Name

6.

Isolation Options

Summary

Name:

Description:

Logical network:

’ Specify a name and description for the VM network

[HV-MGMT

HV-MGMT

X
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In the Isolation Options screen, select Specify a VLAN and select Network Site, IPv4 Subnet VLAN and
click Next.

Name l Network Compliance | Subnet | Begin Address | End Address
B rhvCluster Fully compliant
44 Cluster_Pool Fully compliant 10.10.29.0/24 10.10.29.101 10.10.29.154
hreInfrastructure Fully compliant
B rfvLiveMig Fully compliant
i LivMig_Pool Fully compliant 10.10.28.0/24 10.10.28.101 10.10.28.154
B rfSMB Fully compliant
&sme Fully compliant 10.1027.0/24 10.10.27.101 10.10.27.154
VDI Fully compliant
VD2 Fully compliant
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%. Create VM Network Wizard

X
-1.- Isolation Options
Name Configure the isolation for this VM network, or select automatic to have it
| Eobtion Ocfions configured for you
Ay O Automatic
(@ Specify a VLAN
Networksite: | HV-MGMT_0 v
IPv4 Subnet VLAN: | 10.10200/24-20  ~ |
IPv6 Subnet VLAN: | None v
| Previous || Net || Cancel
7. Click Finish to complete the VM network creation process.
8. Repeat the above steps to create all the required VM Networks.
VMs and Services < VM Networks and IP Pools (5)
Y’\}Tenants [
& Clouds Name o Subnet | Gateway Connection
o o B duCluster No
o Azure Subscriptions 58 Cluster_Pool 101020.0/24
o VM Networks . Infrastructure No
3 Storage & .L Live Migration
o 4 LivMig_Pool 10.10.28.0/24
4 [Z] All Hosts
: B ok SMB No
4 R buie et i SMB 10.10.27.0/24
4 .Pure—Cluster .Lm =
’ pure-hv-01 Vol No
Fd pure-hv-02
’ pure-hv-03
F pure-hv-04
’ pure-hv-05
# pure-hv-06 Live Migration
’ pure-infra-01

F ] pure-infra-02

VM network information

Description:
Number of ¥M subnets: 1
VM subnets: Live Migration_0 (10.10.28.0/24-28)
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Create Uplink Port Profiles and Hyper-V Port Profiles

Create Uplink Port Profile

Uplink port profiles define the load balancing algorithm for an adapter and specify how to team multiple
network adapters on a host that use the same uplink port profile. This profile is used in conjunction with the
logical network that you associated with the adapter.

To create an uplink port profile, complete the following steps:

1. Open Virtual Machine Manager.

2. Open the Fabric workspace.

3. Select the Networking > Port Profiles navigation node.

4. Click the Create button drop-down and select Hyper-V Port Profile.

5. Enter a name and description for the new port profile, Select the Uplink Port Profile radio button. Leave
the Load balancing algorithm to Host Default and set Teaming Mode to Switch Independent and click

Next.
W Create Virtual Network Adapter Port Profile X
(B General
\7 General - ’ Select the type of Hyper-V port profile

Network configuration You can create virtual network adapter port profiles for use by hosts and virtual machines, or uplink port
profiles for use on uplink ports.

Summary
Name: | UpLink-Port-Profile
Description:
Type of Hyper-V port profile:
() Virtual network adapter port profile
@ Uplink port profile

Load balancing algorithm: | Host Default C

Teaming mode: Switch Independent %

| Previous | Next H Cancel ]

6. Select the network sites (which are part of your logical networks) that can be connected to via this uplink
port profile. Click Next.
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# | Create Virtual Network Adapter Port Profile X

M Network configuration

General Select the network sites supported by this uplink port profile
’ Network configuration ‘
Network sites:
Summary " i =
Network Site | Logical Network
Cluster Cluster
Infrastructure Infrastructure
[v] LiveMig LiveMig
SMB SMB
vDi VDI

[[] Enable Hyper-V Network Virtualization

This setting enables the Hyper-V Network Virtualization filter on hosts running Windows Server 2012
only. As of Windows Server 2012 R2, Hyper-V Network Virtualization is always enabled on hosts.

| Previous || Next ]] Cancel

7. Click Finish to complete the creation of the uplink port profile.

Create Logical Switch using SET

A logical switch brings virtual switch extensions, port profiles, and port classifications together so that you
can configure each network adapter with the settings you need and have consistent settings on network
adapters across multiple hosts.

This section covers the steps to create logical switch using embedded team as the uplink mode. Windows
Server 2016 introduces Switch Embedded Teaming (SET) which, as the name suggests, joins multiple
adapters directly in the VM Switch instead of creating a separate NIC team by using the Load Balancing and
Failover (LBFO) functionality. SET has the benefit of enabling mixed use of adapters with the VM Switch and
utilizing RDMA.

The logical switch will bring all of the components together. To create the Logical Switch, complete the
following steps:

1. Open Virtual Machine Manager.
2. Click Fabric tab > Networking > Logical Switches > Create Logical Switch.
3. In Create Logical Switch Wizard > Getting Started, review the information, Click Next.

4. Enter a name, description for the new logical switch and select Uplink Mode as Embedded Team to de-
ploy the switch with SET-based teaming and click Next.
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P Create Logical Switch Wizard X
L

w General

Getting Started Enter name and description for the logical switch

’ General ‘ ) . : '
You can use a logical switch to apply settings to virtual switches across multiple hosts. A logical switch

Settings contains port profiles from the native Hyper-V switch and port profiles for any extensions that you use.
Extessionis Name: |Pure_Logical_Switch

Virtual Port Description: |

Uplinks

Summary Uplink mode: | Embedded Team v

| previous || Net || Cancel |

5. Select the minimum bandwidth mode as Weight, which quantifies minimum bandwidth for workloads,
click Next

6. In Extensions selection window, leave the default and click Next.

ﬁ The list of installed virtual switch extensions is displayed and can be selected for deployment as
part of the logical switch usage. This can be changed in the future if required.

7. In Virtual Port window, click the Add button, and in the dialog box that appears, click the Browse button
to select the port classification. Select the “Include a virtual network adapter port profile in this virtual
port” check box and select the virtual port profile that corresponds. For example, if you select the high-
bandwidth port classification, then most likely you would select the High Bandwidth Adapter virtual port
profile object. Click OK. Repeat to add classifications. Select the classification that you would like to be
the default, and click the Set Default button. Click Next.
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Add Virtual Port X

Configure the virtual port

Specify the port classification for the virtual port. For each switch extension associated to the logical switch,
one port profile may be selected. Additionally, a Hyper-V virtual network adapter port profile may be
associated to the virtual port.

Port classification:

[] Include a Hyper-V virtual network adapter port profile in this virtual port

Hyper-V virtual network adapter port profile: Feauired | Browse.. i
| ok || cancel
P Create Logical Switch Wizard X
%, Virtual Port
Getting Started Specify the port classifications for virtual ports part of this logical switch
General The port classifications configured here will be available for use by virtual network adapters in a host or
virtual machines.
Settings
ks Virtual ports: ;
| PortClassitication | Default | Marked For Deletion [ Add..
talPor High bandwidth False  No | Edit..
Uplinks Host Cluster Workload False No |
Remove
Summiaty Host management False  No L
Live migration workload False  No : .
Medium bandwidth False  No [|SetDefatue |
‘[Clear Default|
[ Previous |[ Net |[ cancel |

8. In the Uplinks window, click Add and then select Existing Uplink Port Profile - Up-Link-Port-Profile.
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& Create Logical Switc

* Uplinks

Getting Started
General
Settings
Extensions

Virtual Port

Uplinks

Summary

zard

Add Uplink Port Profile X

Select a port profile

The port profile selected here will be available for use by the host physical
adapter that connect to this logical switch.

Port profile: | UpLink-Port-Profile ¥

Summary

All Hosts

Cluster, Infrastructure, LiveMig, SMB, VDI
Network virtualization enabled: No

Description:

Host groups:
Network sites:

[ Previous | [

Net | [ Cancel

% Create Logical Switch Wizard

Gelting Started ¢ Add W New virtual network adapter X Remove
General [@ Uplink-Port-Profile Name: [UpLink-Port-Profile
. Switchindependent == ~

Settings Description:

Extensions

Virtual Port

ity Load balancing algorithm: = Host Default

EIE Teaming mode: Switch Independent

Summary Network sites: Ir
Network Site | Logical Network
 Cluster Cluster &
' Infrastructure Infrastructure =
I LiveMig LiveMig [ 4
V| SMB SMB - L3

Enable Hyper-V Network Virtualization
This setting enables the Hyper-V Network Virtélizaﬁon -

|Previous H Next “ Cancel I

9. Highlight Up link port profile and click New Virtual Network Adapter to add a virtual network adapter,
click Browse to add the VM Networks and enter the name to match the VM Network under Connectivity.
Under IP address configuration, select Static, select the IP Pool for the VM Network and Port Profile for
the virtual adapter. Add all the virtual network adapters needed for your infrastructure and Click Next.

‘ﬁ Only the HV-MGMT virtual network adapter will have check box enabled for “This virtual network
adapter will be used for host management” and “Inherit connection settings from host network

adapter.” This ensures continued connectivity for the host.
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o Add W Newvirtual network adapter X Remove

& [@] Up-Link-Port-Profile Nime: MS-Cluster
Switchindependent
Connectivity
W MS-Cluster
MS-Cluster VM Network: [MS-Cluster
VM Subnet: | MS-Cluster 0
/| Enable VLAN
VLANID: | 907
[] This virtual network adapter will be used for host management
Inherit connection settings from host network adapter
IP address configuration
O DHCP
@ Static
1Pv4 pool: | MS-Cluster-IP-Pool (192.168.97.101 - 192.168.97.125)
1Pv6 pool: | Not Applicable
Port profile
Classification: | Host Cluster Workload
o Add W New virtual network adapter X Remove
& [@ Up-Link-Port-Profile Name: MS-LVMN
Switchindependent
o i
W MS-Cluster
MS-Cluster VM Networke |MS-LVMN
W MS-1B-MGMT VM Subnet: | MS-LVMN_0
MS-18-MGMT
/| Enable VLAN
W MS-LVMN
MS-LVMN VLAN ID: 906
[[] This virtual network adapter will be used for host management
Inherit connection settings from host network adapter
1P address configuration
) DHCP
© Static
1Pv4 pool: | MS-LVMN-IP-Pool (192.168.96.101 - 192.168.96.125)
1Pv6 poot: | Not Applicable
Port profile
Classification: Live migration workload
o Add W New virtual network adepter X Remove
& @] Up-Link-Port-Profile Nacoa: MS-SMB-2
Switchindependent =
W MS-Cluster
MS-Cluster VM Network: [MS-SM8-2
W MS-1B-MGMT VM Subnet: | MS-SMB-2_ 0
MS-18-MGMT
/| Enable VLAN
W MS-LVMN
s VAN ID: | 3053
- MS-SMB-1 [T] This virtual network adapter will be used for host management
MS-SMB-1 Inherit connection settings from host network adapter
W MS-SMB-2 1P address configuration
MS-SMB-2
) DHCP
® Static
1Pv4 pook: | MS-SMB-2-IP-Pool (192.168.53.101 - 192.168.53.200)
1Pv6 poot | Not Applicable
Port profile
Classification:  High bandwidth

o]

10. Click Finish to create the logical switch.

Fabric - Storage

Pure Storage SMI-S Provider Configuration

Pure Storage SMI-S Integration with VMM

To add a remote storage device in Virtual Machine Manager (VMM), you can add and discover external

7# Add WM New virtual network adapter 2< Remove
B [@ Up-Link-Port-Profile Name: MS-1B-MGMT
Switchindependent
W MS-Cluster Sy
MS-Clustier VM Network: [MS-1B-MGMT
[ R VM Subnet: | MS-IB-MGMT_0 -
MS-IB-MGMT «! Enable VLAN
VLAN ID: | 904 &
(] This virtual network adapter will be used for host
management
[ [¥] Inherit connection settings from host network adapter ]
IP address configuration
® DHCP
Static
IPvé pool:  Not Applicable
IPv6 pool:  Not Applicable
Port profile
Classification: | Host ¥

s Add W New virtual network adapter X Remove

& [@ Up-Link-Port-Profile
Switchindependent
W MS-Cluster
MS-Cluster
W MS-18-MGMT
MS-18-MGMT
W MS-LVMN
MS-LVMN
W MS-SMB-1
MS-SMB-1

Name: MS-SMB-1

P ~
VM Network: | MS-S!

VM Subnet: | MS-SMB-1.0 S
/| Enable VLAN

VLAN ID: | 3052 -
[C] This virtual network adapter will be used for host management

Inherit connection settings from host network adapter

IP address configuration

DHCP
® Static

1Pv4 pook: | MS-SMB-1-IP-Pool (192.168.52.101 - 192.168.52.200) O

1Pv6 pook: | Not Applicable b
Port profile
Classification: | High bandwidth S

storage arrays that are managed by Storage Management Initiative - Specification (SMI-S) or Store

Management Provider (SMP) providers.
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To add an SMI-S storage device, make ensure that you have installed the SMI-S provider for the array on a
server that the VMM management server can access over the network by IP address or by fully qualified
domain name (FQDN).

‘ﬁ Do not install the SMI-S provider on the VMM management server. This configuration is not supported.

To add a storage device, complete the following steps:

1. Click Fabric > Storage > Add Resources >Storage Devices.

2. In Add Storage Devices Wizard > Select Provider Type, select to add a storage device with SMI-S.

2. Add Storage Devices Wizard >

= Select Provider Type

‘ Select Provider Type | Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the
storage provider type that matches the type of device you want to manage.

Gather Information
) Windows-based file server

Select Storage Devices ®) SAN and NAS devices discovered and managed by a SMI-S provider

Summary ) SAN devices managed by a native SMP provider

) Fibre Channel fabric discovered and managed by a SMI-S provider

3. In Specify Discovery Scope, select Protocol - SMI-S CIMXML, add the IP address/FQDN, and add the
port used to connect to the provider on the remote server. You can enable SSL if you're using CIMXML.
Then specify an account for connecting to the provider.

& Add Storage Devices Wizard X

= Specify Discovery Scope

Select Provider Type Specify protocol and address of the storage SMI-S provider
‘ Specify Discovery Scope 1 Protocol: | SMI-S CIMXML :
Gather Information Provider IP address or FQDN:
Select Storage Devices | 10:1020200 =
TCP/IP port: 5089 [£

Summary
[V] Use Secure Sockets Layer (SSL) connection

Run As account: pureuser I Browse... I

4. In Gather Information, VMM automatically tries to discover and import the storage device information.
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5. If the discovery process succeeds, the discovered storage arrays, storage pools, manufacturer, model,
and capacity are listed as shown in the below figure. When the process finishes, click Next.

2. Add Storage Devices Wizard X

= Gather Information

Select Provider Type

Specify Discovery Scope Scan Provider
Gather Information | Storage Device | Manufacturer | Model | Capacity
Select Storage Devices CiscoM10-Hyper-VCVD Pure Storage, Inc. FA-m10r2 4,194304.00 GB
Summary

6. In Select Storage Devices, the implementer will need to create a classification and host group from the
drop-down list for each storage pool. Create storage classifications if none exists to group storage pools
with similar characteristics.

&, Add Storage Devices Wizard X
-+ .
= Select Storage Devices
Select Provider Type Select storage devices
Specify Discovery Scope Select the storage pools you want to manage and assign a storage classification. Logical unit (LUN)
information will be imported from the storage pools. You can create classifications if required.
Gather information =
Storage Device P. | Total Capacity | Classification | H
Select Storage Devices - l l l l
CiscoM10-Hyper-VICVD 4.194304.00... v
Summary V| CiscoM10-Hyper-VCVD.PURESTORAGE ConcreteStoragePoc C.. 4,194304.00.. FlashArra

7. On the Summary page, confirm the settings, and then click Finish. The Jobs dialog box appears. When
status is Completed you can verify the storage in Fabric > Storage.
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Fabric < Arays (1

4 99 servers
Al Hosts Name - | Total Cpacity | Used Capacity | Pools | Provider Name | Status
Pure-Hosts CiscoM10-Hyper-VCVD 419430400 GB 4188917.14.GB 1 (1 managed) 101020200 © Responding
@ Pure-Cluster

5, Infrastructure

4 & Networking
#1 Logical Networks
i MAC Address Pools

527 Load Balancers CiscoM10-Hyper-VCVD

] VIP Templates

B | ogical Swiitches Amray information Capacity information Logical unit information

[ Port Profiles Status: @ Responding Total capacity: 4,194304.00 GB Provisioned: 2

8 Port Classifications Last refresh:  1/15/2018 2:57:49 PM Allocated capacity: 27,180.00G8 Assigned: 2
Z Network Service Manufacturer: Pure Storage, Inc. In use capacity: 4183917.14 GB Unassigned 10
Storage Model FA-m10r2 Capacity usage: | Logical units per array: [ |

B2 Classifcations and Pools Pools: CiscoM10-Hyper-VCVD.PURESTORAGE_ConcreteStoragePoo

& Providers
Arrays

& File Servers

e

4 Fibre Channel Fabrics
Qo Policies

Allocate a Storage Pool to a Host Group

For this solution, the necessary SAN LUNs required for deploying Windows Hyper-V clusters were already
created on the array before the SMI-S integration with VMM section. During the integration process of SMI-S
with VMM, these storage pools were classified and associated with the appropriate host groups.

The steps in the following sections show how to create storage pools and LUNs from the VMM console after
the SMI-S integration as an example.

To allocate a storage pool to a host group, complete the following steps:

1. Click Fabric > Storage > Allocate Capacity and click the host group.

2. The total and available storage capacity information is displayed for the host group. The storage capacity
information includes the total and available capacity for both local and remote storage, and total and
available allocated storage. Click Allocate Storage Pools.

3. Click a storage pool > Add.
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Allocate Storage Pools X

Allocate storage to this host group for virtual machine workloads

The storage allocated to a host from an individual storage pool is used only for virtual machine workloads.

[] Display as available only storage arrays that are visible to any host in the host group

;;'1']

Available storage pools: |
Storage Pool | Classification | Total Capacity | Available Ca

Add | Remove

I

Allocated storage pools: ‘ | p] l
Storage Pool | Classification | Total Capacity | Available Ca
CiscoM10-Hyper-VCVD.PURESTORAGE_ConcreteStoragePool FlashArray  4,194,304.00 GB 5,386
‘ m | »

View Script [ ok || cancet |

4. Create a LUN in VMM In the SCVMM console, Click Fabric > Storage > Create Logical Unit.

5. Specify the storage pool, a name and description for the LUN, and the size. Click OK to create the LUN.
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Create Logical Unit

Storage pool:

Classification:
Storage array:
Available capacity:

Name:

Description:

Size (GB):

Host group:

6. Verify that the LUN was created in Fabric Resources > Classifications, Storage Pools, and Logical

Units.

Fabric

4 3% Servers
4 [ All Hosts
4 [ Pure-Hosts
' Pure-Cluster

» :1_ Infrastructure

4 & Networking
v# Logical Networks
8 MAC Address Pools
E22 Load Balancers
g VIP Templates
= Logical Switches
& Port Profiles
! Port Classifications
& Network Service

4 Storage
=i Classifications and Pools
& Providers
Arrays
2 File Servers
35’ Fibre Channel Fabrics
= QoS Policies

Specify the settings for the new logical unit

|iCHcoNs1(:hivper-WCYD PURESTORAGE Conceet ot

FlashArray
CiscoM10-Hyper-VCVD
5,386.86 GB

Allocation percentage: 1%

[ Pure-Datastord

250 [

(®) Create thin storage logical unit with capacity committed on demand
() Create a fixed size storage logical unit with capacity fully committed

OK

|| cancel |

<  Classifications (1), StoragePools (1), and Logical Units (12)

[

Allocate a LUN to a Host Group

To allocate a LUN to a host group, complete the following steps:

Name ~ | Size | Available Capacity | Assigned | Description
B Ba FlashArray 4,194,304.00 GB 538686 GB
8 L CiscoM10-Hyper-VCVD.PURESTORAGE _Concr... 419430400 GB 5,386.86 GB CiscoM10-Hyper-VCVD.PURESTORAGE_ConcreteStoragePool

&8 WCo1 24,576.00 GB Yes WwCo1
€3 HV-bootd 100.00 GB No HV-bootd
&3 HV-boot 100.00 GB No HV-boot6
3 HV-Infra2 100.00 GB No HV-Infra2
& pure-infra2-DS 900.00 GB No pure-infra2-DS
&3 HV-boot? 100.00 GB No HV-boot7
4 pure-Quorum 400GB Yes pure-Quorum
&3 HV-boot2 100.00 GB No HV-boot2
8 HV-boot5 100.00 GB No HV-boot5
¥ pure-infral-DS 900.00 GB No pure-infral-DS
¥ HV-boot3 100.00 GB No HV-boot3
€3 HV-boot1 100.00 GB No HV-boot1

1. Click Fabric > Storage > Allocate Capacity > Allocate Storage Capacity and click the host group.

2. Click Allocate Logical Units, select a unit > Add.
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Allocate Logical Units X

Allocate storage to this host group for virtual machine workloads

The logical units allocated to the host group can be assigned to hosts, clusters, or virtual machines.

[] Display as available only storage arrays that are visible to any host in the host group

Available logical units: 2] }
Array | Classification | Total Capacity | Logical Unit J
El Pool Name: CiscoM10-Hyper-VCVD.PURESTORAGE_ConcreteStoragePool
CiscoM10-Hyper-VCVD FlashArray 100.00 GB HV-boot3
CiscoM10-Hyper-VCVD FlashArray 100.00 GB HV-bootd
CiscoM10-Hyper-VCVD FlashArray 900.00 GB pure-infra2-DS

Allocated logical units: I I . p] l
Array | Classification | Total Capacity l Assigned | Host Group ] Logical Unit
El Pool Name: CiscoM10-Hyper-VCVD.PURESTORAGE_ConcreteStoragePool =)
CiscoM10-Hyper-VCVD FlashArray  100.00 GB No Pure-Hosts  HV-bootl ’
CiscoM10-Hyper-VCVD FlashArray  10000GB  No Pure-Hosts HV-boot2 13
CiscoM10-Hyper-VCVD FlashArray  100.00 GB No Pure-Hosts  HV-boot5 I h|
CiscoM10-Hyper-VCVD FlashArray 100.00 GB No Pure-Hosts  HV-bootb
CiscoM10-Hyper-VCVD FlashArray 100.00 GB No Pure-Hosts HV-boot7 .

View Scrip OK Cancel

Fabric - Servers - |l

When the networking and storage configuration is complete and associated to the host groups, the next step
is to deploy Hyper-V failover cluster.

e Configure Network on Hosts by Applying Logical Switch

e Deploy Hyper-V Failover Cluster

Configure Network on Host - Applying Logical Switch

To apply the logical switch, complete the following steps:

1. Click Fabric > Storage > All Hosts > host group > Hosts > Host > Properties > Virtual Switches.

2. Open Fabric > Servers > click New Virtual Switch.
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3. Select the logical switch you created. Under Adapter, select both the physical adapter to apply to the
logical switch.

i] pure-hv-02mini.local Properties X
General o New Virtual Switch W New Virtual Network Adapter X Delete
Status e - ?ure_Lf)»glcal_Sm!ch Logical switch: Pure_Logical_Switch
Logical Switch
R The logical switch supports teaming which means if you connect
Hardware Y Ll\ve.;hg more than one physical adapter they will work together as a
Live Migration single uplink.
Host Access W Cluster Physical adapters:
Cluster Adapter Uplink Port Pro| | Add
irtual ine Path i - _—
peCiatl scne Sarts Ethernet Instance 5- Cisc ¥ | | Uplink-Port-Pi| | Remove
Reserves Ethernet Instance 6 - Cisc ¥ |  Uplink-Port-Py

Storage

Virtual Switches
‘ T »

Migration Settings

i The teaming mode supported by this switch requires all
physical adapters to use the same uplink port profile.
Placement Paths

Servicing Windows
Host Guardian Service

Custom Properties

View Script [ OK I Cancel

4. In the Uplink Port Profile list, select the uplink port profile Up-Link-Port-Profile and click Ok.
5. Repeat the above steps to configure the Logical Switch on all the hosts in the Host Group.

6. After applying the logical switch, you can check that the network adapter settings and verify whether
they are in compliance with the switch:

a. Click Fabric > Networking > Logical Switches > Home > Show > Hosts.

b. Login to the host and verify the Network Adapters under Network Connections.

ﬂ In Logical Switch Information for Hosts verify the settings. Fully compliant indicates that the  host
settings are compliant with the logical switch. Partially compliant indicates some issues. Check the
reasons in Compliance errors. Non-compliant indicates that none of the IP subnets and VLANs de-
fined for the logical network are assigned to the physical adapter. Click the switch > Remediate to
fix this.
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5’ Network Connections

4 & > Control Panel > Network and Intemet > Network Connections >

v O eart
Organize v
Name Status Device Name Connectivity Network Category
J, Ethernet Instance 5 Enabled Cisco VIC Ethernet Interface
5 Ethernet Instance 6 Enabled Cisco VIC Ethernet Interface #3
Y
] Mgmt mini.loca Cisco VIC Ethernet Interface #2 Ne Internet access Domain network
4 vEthemet (Cluster) Jnidentified network Hyper-V Virtual Ethernet Adapte.. No network access Public network
Y vEthemet (LiveMig) Unidentified network Hyper-V Virtual Ethernet Adapte... No network access Public network

Enable Jumbo Frames

SET Team virtual switch does not require jumbo frame settings, however, the jumbo frames need to be

enabled on the virtual network adapters of the Windows OS. Set the Jumbo Frames for the following
vEthernet/virtual adapters.

e HV-LiveMig
e HV-VDI
e HV-CSV
To enable jumbo frames, complete the following steps:

1. Login to the Windows Operating System, under Network Connections, right-click the virtual adapters,
select Properties.

2. Check the Advanced Properties on the NIC in windows and set the Jumbo Packet value to 9014 Bytes.

Hyper-V Virtual Ethernet Adapter £2 Properties x

Genersl Advanced Driver Details Everts

The following properties are available for this networls adapter. Click

the property you want to change on the left, and then select its value
on the right.

Property: Walue:

IPSec Offload ~ 5014 Bytes ~
IPv4 Checksum Cffload

Large Send Offload Version 2 (IPv:
Large Send Offload Version 2 (IPvi
Metwork Address

Metwork Direct (RDMA)

Mo Description

Mo Description

Mo Description

Receive Side Scaling

TCP Checksum Offload (IPv4)
TCP Checksum Offload {IPvE)
UDP Checksum Offload {IPv4) v

3. Verify and validate the jumbo packet settings as shown in the commands below:
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PS Cf\UsersHAdministrator> Get-NetAdapterAdvancedProperty

Name DisplayName DisplayValue RegistryKeyword RegistryValue
vEthernet (Cluster) Jumbo Packet 9014 Bytes =JumboPacket {9014}
vEthernet (LiveMig) Jumbo Packet 9014 Bytes *JumboPacket {9014}

PS C:\Users\Administrator> ping 10.10.20.81 1 8972

.10.20.81 with 8972 bytes of data:
10.10.20.81: bytes=8972 time<ims TTL=128
10.10.20.81: bytes=8972 time<ims TTL=128
10.10.20.81: bytes=8972 time<ims TTL=128
from 10.10.20.81: bytes=8972 time<ims TTL=128

Ping statistics for 10.10.20.81:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:

Minimum = Oms, Maximum = Oms, Average = Oms
PS C:\Users\Admimistrator> _

Deploy Hyper-V Cluster

To deploy the Hyper-V cluster, complete the following steps:

1. Inthe VMM console, click Fabric > Create > Hyper-V Cluster to open the Create Hyper-V Cluster wizard.

2. In General, specify a cluster name and choose the host group in which the existing Hyper-V hosts are lo-
cated.

@ Create Hyper-V Cluster Wizard X

Specify the cluster name and host group

Cluster name: Pure-Cluster

Host group: & Pure-Hosts

Summar

[_] Enable Storage Spaces Direct

\—NZ}— éa;\cel B

3. In Resource Type, select the Run As account that you will use to create the cluster.
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& The accounts that you use must have administrative permissions on the servers that will become
cluster nodes and must belong to the same domain as the Hyper-V hosts that you want to cluster.
Also, the account requires Create Computer objects permission in the container that is used for
Computer accounts in the domain. Ensure that the option Existing Windows servers is selected.

4. In Nodes, select the Hyper-V host servers that you want to include in the cluster.

@ Create Hyper-V Cluster Wizard X
Select Hosts
General Configuration Select the hosts to include in the cluster
Resource Type The following list shows hosts that are not already clustered and are in the host group you selected on the General Configuration
= T page
Select Hosts
Block Storage e
oAk l]?] Host | Operating System
IP Address
: M pure-infra-02 Microsoft Windows Server 2016 Datacenter
Summary ] pure-hv-01 Microsoft Windows Server 2016 Datacenter
| @ pure-hv-03 Microsoft Windows Server 2016 Datacenter
| W] pure-hv-04 Microsoft Windows Server 2016 Datacenter
' pure-hv-02 Microsoft Windows Server 2016 Datacenter
|
| ¥ pure-hv-05 Microsoft Windows Server 2016 Datacenter
| ¥ pure-infra-01 Microsoft Windows Server 2016 Datacenter
; pure-hv-06 Microsoft Windows Server 2016 Datacenter

| previous | [ thjl Cancel |

5. In Block Storage, select the data disks you want the cluster to use as witness disk.

@ Create Hyper-V Cluster Wizard X
Block Storage

General Configuration Select block storage to be used as shared storage for the cluster
Resource Type

Name | Classification | Size | Partition Style | File System ] Volume Label ‘ Quick Format | CSV
Select Hosts

¥ WCo1 FlashArray 24576.00G8  MBR NTFS |
Block Storage
IP Address
Summary

|

i Any data that exists on the disks will be overwritten,

I ! Some disks are already unmasked to the selected hosts and will be automatically clustered.

i' WCO1 is automatically selected as witness disk.

[ Previous | [ Next || Cancel
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6. In IP address, type in the IP address you want to use for the cluster.

7. In Summary, confirm the settings and then click Finish.

@ Create Hyper-V Cluster Wizard

General Configuration Confirm the settings
Resource Type
Select Hosts Cluster role: Windows Hyper-V
Cluster name: Pure-Cluster
Block Sorsge Cluster IP addresses:  10.10.2090
IP Address Host group: Pure-Hosts
S Cluster validation: Will be done
————— Resource type: Hyper-V host cluster
Resource location: Existing servers
Hosts: pure-infra-02.mini.local

pure-hv-01.mini.local
pure-hv-03.mini.local
pure-hv-04,mini.local
pure-hy-02mint.local
pure-hyv-05.mini.local
pure-infra-01.mini.local
pure-hv-06.mini.local

CSV Disks: wcot
Available storage disks: 624A9370603D0EF28D7E4C1B00011025
Witness disk: 624A9370603DOEF28D7E4C 1800011025

| previous || Fnish || cancel |

The screenshot below shows the PowerShell Script for creating the cluster:

llf Get Host Group ‘Pure-Hosts®

$HostGroup = Get-SCVMHostGroup -ID "cb6c4184-385e-4053-a007-40f7b7579dff"

# Get RunAs Account ‘Administrator’

$AdminRunAsAccount = Get-SCRunAsAccount -ID "5694eal8-bla@-4b45-bc58-612c9374edde™

# Get Host 'pure-infra-@2.mini.local, pure-hv-81.mini.local, pure-hv-83.mini.local, pure-hv-84.mini.local, pure-hv-02.mini.local, pure-hv-85.mini.local, pure-infra-
@1.mini.local, pure-hv-86.mini.local’

$VMHosts = @()

$VMHosts += Get-SCVMHost -ID “c1526b84-6750-4808-b159-809321bfa2ed”
$VMHosts += Get-SCVMHost -ID “1a5dd5f5-4177-4993-a07d-db3a7902496¢"
$VMHosts += Get-SCVMHost -ID "72e9f8fd-693b-4118-8e22-d3dded7d444b™
$VMHosts += Get-SCVMHost -ID "f3c7c32f-c3a3-4728-b2c6-19920eecb925”
$VMHosts += Get-SCVMHost -ID "c@8851bb-4c24-4e97-b306-216775db9bc5"
$VMHosts += Get-SCVMHost -ID "@c6f8032-abcd-dedd-afbe-edIf25f5fa71"
$VMHosts += Get-SCVMHost -ID "42f18adb-8ebl-451d-82bf-8f2fef6al09e”
$VMHosts += Get-SCVMHost -ID “2e3ad@a7-39aa-44d6-810f-d8fd7c9Idabc7"”

# Get Host 'pure-infra-82.mini.local’

$VMHost = Get-SCVMHost -ID “c1526b84-6750-4800-b159-809321bfa2ed"

$HostDisk = Get-SCStorageDisk -VMHost $VMHost | where { $_.SMLunId -eq “624A93706@3DQEF28D7E4C1800011025" }

Mount-SCStorageDisk -StorageDisk $HostDisk -MasterBootRecord -Volumelabel "" -FullFormat -JobGroup "7f6927ae-5578-4e59-ba54-726dfade828f"

$HostDisk = Get-SCStorageDisk -VMHost $VMHost | where { $_.SMLunId -eq "624A93706@3DOEF28D7E4C1809811024" }
Mount-SCStorageDisk -StorageDisk $HostDisk -GuidPartitionTable -VolumelLabel "WCO1" -QuickFormat -JobGroup "7f6927ae-5578-4e59-ba54-726dfade828f" -CreateClusterSharedVolume

$klitnessDisk = Get-SCStorageDisk -Name "\\.\PHYSICALDRIVE6" | where { $_.ID -eq "8eld7688-al31-49bc-8956-4777ab85c94a" }
$StaticIPAddress = @("10.10.20.90")

Install-SCVMHostCluster -Clusterlame “"Pure-Cluster” -JobGroup "7f6927ae-5578-4e59-ba54-726dfade828f" -RunAsynchronously -Credential $AdminRunAsAccount -VMHost $VMHosts -
SetQuorumDisk $WitnessDisk -ClusterIPAddress $StaticIPAddress

8. You can go to the jobs workspace and click “Install Cluster” job to see the status of cluster installation.
Fix and troubleshoot any errors or warnings and revalidate the cluster.
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B Bl Jobs R T
. PYE Servers
& e sorvee Recent Jobs (192)
3 VCenter Servers [ 2]
VMM Server | Name | status - - | st Time. - | Resuit Name | Owner
4 A& Networking  Refresh host I 0% 11/20/2017 1127:16 AM pure-infra-02.minidocal MiNNadministrator
v Logical Networks 0% 4 AM MINNadmiristrator
86 MAC Address Pools €@ lnstall cluster Failed 1171772017 42147 PM Pure_Clusterminilocal MiNNadministrator
22 1 0ad Balancers @) Change properties of virtual machine Failed 11/17/72017 1046:19 AM pure-scvmm MINRadministrator
VP Templates € Refresh virtual machine properties Faled 1171772017 11:1025 AM pure-h-05mirilocal MiNhadministrator
B ogical Switches @ Refresh host Failed 11/20/2017 11:15:09 AM pure-hv-03 miniocal MINNadministrator
65 Port Profles € Refresh virtual machine properties Failed 1171772017 92124 AM pure-hv-06.minilocal MiNNadministrator
i Port Classfcations € Refresh virtual machine properties Failed 11/1772017 10:50:10 AM pureinira-02minilocal MiNNadministrator
D Network Servica € Refresh Performance Data Failed 111772017 10:50:10 AM purevinfra-01 minilocal MiNNadministrator
B P € Refresn host Failed 1171772017 22317 PM pure-hv-04 mirilocs! MiNhadministrator
i @ Refresh virtual machine properties Failed 11/1772017 10:50:10 AM pure-h-O4 mirilocal MiNNadministrator
= Siisiemor Jodjocis € Refresh Performance Dato Failed 11717/2017 232:58 PM pure-hv-05:minidocal MINNadministrator
B @ Refresh virtual machine properties Failed 11/17/2017 231:46 PM pure-hy-05.miniocal MINNadministrator
P Ay € Add virtual machine host Failed 11/16/2017 1:11:02 PM pure-hv-05.minilocal MINNadministrator
; z:::::na o A Add virtual machine host Completed w/ Info 11/16/2017 1:1101 PM pure-hv-02minilocal MiNNadministrator
3 Bk M Add virtual machine host Completed w/ Info 11/16/2017 1:10:59 PM pure-infra-02.minilocal MINNadministrator
#8008 Eokges A Add virtual machine host Completed w/ Info 11/16/2017 1:11:01 PM pure-hv-04 minilocal MiNNadministrator
A Adel. i nimatng latad. Lok 110A0017 S20.22 DAL P 3 losal et
» Install cluster v
SanE 0% | step | Name | Status Start Time | End Time
GOTESnarkh - etall SCYMHGS AWy » a1 Install cluster 0% 11/20/2017 11:28:44 AM &
s st ouriepom fu- Ciammelocs EI11 Install Features Not started 1
N 5 i 101 Install Failover Cluster Feature Not started r
1|2t 600004 | 112 Install Failover Cluster Feature Not started i
Ownes™ - MNhadmibrator 113 Install ailover Cluster Feature Not started N
114 Instal Faifover Cluster Feature Not started
= AT 115 Install Failover Cluster Feature Not started
106 Install Failover Cluster Feature Not started
4, Fabric =
& by " Summary |Details | Change Tracking |
Sl Stiow thes wincow whienTiew obects are reated | restart [[ETcEReEE |
[7] Settings

9. After the cluster is installed, a new cluster icon is seen after expanding the Servers>All Hosts>Pure-
Cluster host group in the fabric workspace. Right-click the cluster and click Properties to view the status
and other information about the cluster.

Fabric ¢ Hosts (8)
4 37 Servers I
4 T All Hosts Name | Host Stat... ~ | Role - | Job Status * | CPU Average | Available Memory
<5 ? pure-infra-02minilo..  OK Host Failed 0% 72316 GB
W Pure-Cluster ¥ pure-hv-02minilocal oK Host Completed 9% 501.28 GB
* By Infrastructure # pure-hv-06.minilocal oK Host Completed 9% 499,54 GB
4 & Networking ¥ pure-hv-04.minilocal oK Host Completed 9% 50046 GB
v#1 Logical Networks a pure-hv-05.mini.local 0K Host Completed 9% 502.25 GB
4 MAC Address Pools ] pure-infra-01.mini.lo... oK Host Completed 2% 933.18 GB
E2 Load Balancers ¥ pure-hv-01.minilocal oK Host Completed 9% 49967 GB
g VIP Templates ? pure-hv-03.mini.local 0K Host Completed 9% 503.12GB
B Logical Switches
&3 Port Profiles
& Port Classifications
£ Network Service
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General

Available Storage
File Share Storage
Shared Volumes
Virtual Switches

Custom Properties

& Pure-Cluster.mini.local Properties X

Status

Category | Status

JasiNIT S ith
= Cluster Validation Test b Succeeded wit

Warning
Report: \\pure-infra-02.minilocal\admin\cluster\reports\Validation |
&l Cluster Core Resources
= Name: Pure-Cluster & Online
Cluster IP Address & Online

= Disk Witness in Quorum
Clyster Disk 1 '0' Online

=l Cluster Service

pure-hv-01 Q' Running
pure-hv-02 & Running
pure-hv-03 & Running
pure-hv-04 & Running
pure-hv-05 & Running
pure-hv-06 & Running
pure-infra-01 0 Running
pure-infra-02 & Running

Hyper-V Cluster Communication Network Configuration

A failover cluster can use any network that allows cluster network communication for cluster monitoring,
state communication, and for CSV-related communication.

The following table shows the recommended settings for each type of network traffic.

To configure a network to allow or not to allow cluster network communication, you can use Failover Cluster
Manager or Windows PowerShell.

Table 4 Recommended Settings for Network Traffic

Network Type Recommended Setting

Both of the following:

- Allow cluster network communication on this
Management

network

- Allow clients to connect through this network
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Network Type Recommended Setting

Allow cluster network communication on this
network

Note: Clear the Allow clients to connect through
Cluster this network check box.

Allow cluster network communication on this
network

Note: Clear the Allow clients to connect through
Live migration this network check box.

Do not allow cluster network communication on
Storage this network

To configure a network to allow or not to allow cluster network communication, complete the following
steps:

1. Open Failover Cluster Manager, click Networks in the navigation tree.

2. In the Networks pane right-click a network and then click Properties.
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BS8) S | E—— taree e e

Age
Hosts (8) Cluster Netwodk 1 Propert
[ General
Name | Host Stat.. ~ | Role || =g
| Custer Network 1
? pure-infra-02minilo... oK Host ﬂ
i pure-hv-02.mini.local oK Host ‘
? pure-hv-06.mini.local - [ﬁ' = |Clus(ef Network 1
Ao gl v 7|
# pure-hv-04.miniocal o @ Alow cluster network communication on this network
d -hv-05.mini.local m e
,’ i . [ Allow clients to connect through this network
F pure-infra-01.minilo... »
B pie-hv-Otminidocal (O Do not allow cluster network commurication on this network
2 Type Size
& pure-hv-03.mini.ocal 7 Quick access
B Desk M Filefolder
esktoj
P Status: Up M Shorteut 2KB
* Hawnioads Subnets: 10.10.20.0/24 '_7»,-1 Shortcut 2KB
‘ Cluster Network 3 Properties X Cluster Network 2 Properties X | 2K8
2KB
General Genersl 2k8
ge = 2kB
" Custer Network 3 ﬂ Cluster Network 2 58
| 2KB
Name: o 2K8
lCluser Network 3 | O |Cluster Network 2 : o
@® Alow cluster network communication on this network kG O Allow dluster network communication on this network 2K8
[ Allow clients to connect through this network b (64 Afow clients to connest through this petwork 2Kke
O Do not allow cluster network communication on this network for ® Do not allow chuster network communication on this network : :\z
2KB
Status: Up Status: Up 28
2 KB
Sabrets:  [1010.29.0/24 Subnets: | 10.10.28.0/24 : 4
on 2KB
n 2KB
2KB
nith 2KB
Diaj 2KB
o] [ o [ o |

Live Migration Network Settings

By default, live migration traffic uses the cluster network topology to discover available networks and to
establish priority. However, you can manually configure live migration preferences to isolate live migration
traffic to only the networks that you define.

1. Open Failover Cluster Manager.
2. In the navigation tree, right-click Networks, and then click Live Migration Settings.

3. Select the Live Migration network.
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&5 Failover Cluster Manager

o Networks (3) Actions
v %i Pure-Cluster.minilocal o
@ Roles ,N\ G,“;.\!m,_ ts
(5 Nodes 4 Live Migration Settings...
> lca Storage & Cluster Network 1 @ w Cluster and Clent View
143 Networks = Clu
: 3 Cluster Network 2 Noi
$4] Cluster Events i‘ < @ b ] G Refresh
i Cluster Network 3 ®Ww Cluster Only Help
Live Migration Settings %
| B A ks for Live Migration

P Cluster Network Select one or more networks for virtual machines to use for ive migration,
> % ek Z ' Use the buttons to list them in order from most preferred at the top to

least preferred at the bottom.

Name
® @ purehv-01 fvEthemet (LiveMg)

% @ pure-hv-04 | vEthemet (LiveMig) e | =

# WP pure-hv-03 | vEthemet (LiveMg) =l ] S
@ @ pureinfra-0f - vEthemet (LiveMig) O ?M ‘ Down

0 W pureinfra0] - vEthemet (LiveMig) [ 3 cluster Network 3

(# WP pure-hv-06 | vEthemet (LiveMig)

® @ pure-hv-02 | vBthemet (LiveMig)
® W% pure-hv-05 | vEthemet (LiveMig)

Deploy Volumes to the Hyper-V Cluster

To deploy the Hyper-V cluster volumes, we used the Pure Array console with their Host Groups technology.
With Pure’s Host Group technology, we can present single volumes to groups of host. In this case, the
cluster hosts.

To achieve this task, complete the following steps:

1. In the Pure Console, select ‘Volumes’ and the + sign to create the cluster volume.

129



Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

Create Volume x

Name: [ whitecacne |

Provisioned Size: | 22

2. Once the volume is created, it needs to be presented to the cluster hosts as shared storage.

3. In the Pure console, select ‘ Hosts’ and the + sign to create a group of Hosts to present the cluster stor-
age to.
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(‘ PURESTORAGE
DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES
: Create Host Provisioned Total Reduction

» Hosts +

~ Volumes

=
o
w
[=)
w
[=)
-
[=)
-
o
w
o
w
[=)
-
3
=
o
v
[=)
-
[=)
-
-

Hv-Boot-01

H\:-boott Connected Hosts (0) Connected Host Groups (1) Snapshots (0) Protection (0) Details
Hv-hoot2

Hy-boot3

e HOST GROUP
Hv-hoots

Hytbaots E= ClusterDisks
Hv-boot?
H-Infra2
pure-infral-DS
pure-infra2-DS
pure-Quorum

WCO1

4. Name the Host Group and add the hosts previously created in the Boot LUNSs step.
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5. Once the Volumes and Host Groups are created, they need to be connected using the Pure Console.

6. In the Pure Console, navigate to Hosts -> click the Menu to the far right to select ‘Connect Host Groups’.

Help Tems ~Log out
o PURESTORAGE Welcome pureuser 109060 s srray_sdmil 10 CricoMt -Hmer Ve

[\ Hostx [+ |~ 3 WriteCache 5y ot Foon | =
- Volumes |

I volumes l Snapshots
0 0

8 Hesoot01
@ Hwooott
& Hvoootz
S Hvoooty
@ Hvooote
@ Hvboots.
& Hvooots
& Hvooot?
@ Hvintra2

@ pureinfat-D8
@ pureinra2-Ds
@ pure-uonum
& weot

7. Select the Check box next to the Host Groups just created and assign a LUN ID for the volumes.
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Connect Host Groups to Volume & WriteCache

Create New Host Group
2 Liofi s | 1 selected Clear Al
v [ ClusterDisks. | B ClusterDisks °
wf 1] e |

8. Once the cluster disks are created, they can be added to the Microsoft cluster and used in Cluster
Shared Volumes.

5 Failover Cluster Manager
File Action View Help

es | n@ BE

] Failover Cluster Manager
v & Pure-Cluster.miniJocal
Roles

5 Nodes
v [} Storage
[or | bt - =
'g Tod (® Online: Cluster Shared Volume. pure-hv-01 1 GPT 240TB

@E EC MoveAvailable Storage. >

{4 Cluster View >
Refresh
Help

Volumes

WCO1 (C:\ClusterStorage VolumeT)
CSVFS 3.85 1B free of 24.0 T8

133



Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

B8 Failover Cluster Manager

File Action

View Help
L 3R] e}
&4 Failover Cluster Manager D
v &8 Pure-Cluster.mini.local oy
[ Roles
i Nodes Name Status Assigned To Owner Node Disk Number  Parttion Style  Capacity Replcation Rl Information
v [ Storage & Cluster Disk 1 (® Online Disk Witness in Quorum purehv-03 2 MBR 400GB
5 “p""" & Cluster Disk 2 (® Online Cluster Shared Volume purehv-01 1 GPT 24078
ools
B8 Enclosures
(53 Networks
Cluster Events
Add Disks to a Cluster N X
Select the disk o disks that you want to add.
Avalable disks:
Resource Name Disk Info Capacty Signature/ld
& Custer Disk 3 Disk 4 onnode PURENFRADT 22078

{04238b8d-1800-43ed-867c-b3cefee b59...

Lo %MEMZ

Volumes (1)

WCD1 (C\ClusterStorageVolume1)
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Cisco UCS Management Pack Suite Installation and Configuration

_________________________________________________________________________________________________________________________________|
Cisco UCS Manager Integration with SCOM

About Cisco UCS Management Pack Suite

Management Pack is a definition file with predefined monitoring settings. It enables you to monitor a specific
service or application in Operations Manager. These predefined settings include discovery information which
allows Operations Manager to automatically detect and start the monitoring services and applications. It also
has a knowledge base which contains error details, troubleshooting information, alerts, and reports which
helps to resolve the problems detected in the environment.

The Cisco UCS Manager Management Pack provides visibility to the health, performance, and availability of a
Cisco UCS domain through a single, familiar, and easy-to-use interface. The management pack contains
rules to monitor chassis, blade servers, rack servers, and service profiles across multiple Cisco UCS
domains.

The Cisco UCS Central Management Pack has rules to monitor global service profiles and organizations
across multiple Cisco UCS Central. It provides visibility of health and alerts through familiar and easy-to-use
interface.

For more information, see:
https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/sw/msft_tools/installation _guide/SCOM/b
Management_ Pack_Installation Guide.html

Installing Cisco UCS Monitoring Service

To install Cisco UCS Monitoring Service, complete the following steps:

1. Navigate to the folder in which the unzipped Cisco UCS Management Pack Suite is stored.
2. Select the monitoring service installer .msi file and launch the installer.

3. In the Setup wizard, click Next.
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jﬁl Cisco UCS Monitoring Service (wd.1) =

Welcome to the Cisco UCS
Monitoring Service (v4.1)
Setup Wizard

The Setup Wizard allows you to change the way Cisco UCS
Monitoring Service (v4. 1) features are installed on your
computer or to remove it from your computer. Click Mext to
continue or Cancel to exit the Setup Wizard.

< Back Cancel

4. In the License Agreement page, do the following:

a. Review and accept the EULA.
b. Click Next.

5. Inthe Product Registration page, do the following:

a. Enter a username.

b. Optional: Enter the name of your organization. The username is required, but the organization name
is optional.

c. Click Next.

6. In the Select Installation Folder page, accept the default installation folder or click Browse to navigate to
a different folder, and then click Next.

7. On the Ready to Install page, click Install to start the installation.

8. Once the Cisco UCS monitoring service is successfully installed, the Installation Complete message ap-
pears.

9. Click Finish.

# The same installation procedure is followed to install the monitoring service on agent managed
computers and gateway servers.
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Adding a Firewall Exception for the Cisco UCS Monitoring Service

To add a firewall exception, complete the following steps:

1. Before you monitor a Cisco UCS domain, enable the following inbound rules in the Windows Firewall with
Advanced Security on the computer where you run the Cisco UCS Management Service.

2. File and Printer Sharing:

a. Echo-Request—ICMPv4-In
b. Echo-Request—ICMPv6-In

3. Remote Service Management (RPC)

4. Remote Service Management (RPC-EPMAP)

Installing the Cisco UCS Management Pack Suite

To install the Cisco UCS Management Pace Suite, complete the following steps:

1. For importing Management Packs using Operations Manager console, you must have administrative
privileges. For more information on the access privileges, see https://technet.microsoft.com/en-in/
library/hh212691.aspx. On the Cisco.com download site for Cisco UCS Management Partner Ecosystem
Software, download the Cisco UCS management pack suite file and unzip the file into a folder.

2. Launch Operations Manager console.

3. Navigate to the Administration > Management Packs > Import Management Packs tab.

File Edit View Go Tasks Tools Help

] Search™ _ LT ] 7]
Administration <
4 13 Administration l A N
m, Connected Management Groy o O\ VS . .
A ( \.§ Administration Overview
4 |7 Device Management

i Agent Managed el

[z Agentless Managed o
| |

45) Management Servers Required Configuration Tasks:
&7 Pending Management
o7 In order for Operations Manager to manage and monitor your
‘J UNIX/Linux Computers network you must complete the following steps.
4 % Management Packs
% Installed Management Padks

7 Tune Management Packs

¥ Required: Configure computers and devices to manage

¥ Required {lmport management packs ]

|, Updates and Recommendati
4 _:3 Network Management

1 DiscoveryRules

¥ Network Devices

=3
>
9 Required: Enable Notification Channels
=3

¥ Upgrade to full version

4. On the Import Management Pack page, click Add and select Add from the disk. An Online Catalog Con-
nection dialog box appears.
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& Import Management Packs ?

E:E‘.‘ Select Management Packs

ci Management Packs

@ Help

revostlind = Add =|7 Properties ... X Remove
Add from cataleg .-
s Add from disk ...

5. Click No, if you do not want to search the management pack dependencies online.
6. Navigate to the unzipped management pack suite files folder.
7. From the list of files, select the mandatory files:

e Cisco.Ucs.Views.Library.mpb

e Cisco.Ucs.Core.Library.mpb

e Cisco.Ucs.Monitoring.Service.mpb

8. Other management pack files can be imported based on your machine requirements. For example, se-
lect Cisco.Ucsm.mpb for UCS Manager, Cisco.UCS.CSeries.mpb for Cisco IMC, and Cis-
co.UCSCentral.mpb for UCS Central.

‘ 3 Select Management Packs to import X
4 « CiscoUCSManagement.Pack Sutev2.0.1.0 .. » Csco UCSManagement Pack.Suite.v2.0.1.0 v B Search Cisco.UCSManageme... O
i Organize ~ New folder v ™M @
= Documents  # Name X Date modified Type Size
=l Pictures ] Ciscoes Corelibrary.mpb WWIA2DI6 1025 MPB File 356K8
Scripts ] Cisco.UCS.CSenies.mpb 10182016 10:25..  MPB File S0KE
Scnipts || CscoUcs-Monitonng. Sesvicempb WNE2016 16:28.. MPBFile 52Kk8
Scripts | CiscoUcs Views Library.mpb 10182016 1:28.. MPBFile &0 KB
Scripts | Cisco.UCSCentralmpb 10/18/2016 1026 . MPB File 52K8B
] Ciscolcsmmpb 10182016 10:28..  MPB File 142 KB
I This PC &
I Desktop
= Documents
& Downioads
d Music
= Pictures
B videos
== Local Disk (C:)
v
File neme:  *Cisco.Ucsmumpb® "Cisco.Ucs.Core Library.mpb” “Cisco.UCS.CSeries.mpb” *Cisco.Ucs Monitoring v] All Management Packs (".mp; * |
I Open I Cancel

9. Click Open.

10. Click Install on the Import Management Packs page.
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It may take few minutes to import the files.

Import Management Packs >

Ei“ Select Management Packs
|

Select Management Packs .@ Help

Import list <k Add ~ [ Properties ... % Remove

License

MName Version Felease Date  Status Tams

@ Cisco Ues Monitoring Service Man... 4.1.1.0
@ Cisco Ucs Views Library 4110
@ Cisco Ucs Manager Management ... 4.1.1.0

11. Verify the installation by navigating to the Administration > Management Packs and click Installed Man-
agement Packs.

File Edit View Go Tasks Tools Help

[ Jseah~ _i%¢ @ .

sssis

Administration ¢ Installed Management Packs (110)
Q Lookfor: | findNow  Clear
8, Connected ManagementGrowns e ~ Version Sealed Date Imported
> B Device Maregerent Cisco IMC Management Pack 4110 Yes 5/26/2017 5:51...
4 T Management Packs )
W P E———— = (fstn Ues Cenm-l Management Pack 4.1.1.0 es 5/26/2017 5:52....
W/ Tune Maragement Packs ¥ Cisco Ues Core Library 41.1.0 Yes 5/26/2017 5:51:...
| Undates and Recommendatiors A Cisco Ues Manager Management Pack 4110 Yes 5/26/2017 5:52:...
b :a Network Managemert Cisco Ucs Monitoring Service Management Pack 4110 Yes 5262017 5:51:...
-] Matificatiors %, Cisco Ucs Views Library 4110 5/26/2017 %:52:...
I 4@ Operations Management Suite ¥4 Client Monitoring Internal Library 72.117M49.0 Yes 5/4/2017 10:08:...
5 Partner Solutions i Client Monitoring Library 72.11719.0 Yes 5/4/2017 10:05:...
b & Product Connectors % Client Monitoring Overrides Management Pack 7.2.11719.0 5/4/2017 10:08:...
il Resource ook T Client Monitoring Views Library 72117180 Yes 5/4/2017 10:08:...
e e & Data Warehouse Internal Library 72117190 Yes 5/4/2017 10:13:..

12. In the Monitoring pane, a Cisco UCS folder is also created. When the folder is expanded, it lists the Cis-
co UCS Monitoring Service, IMC, UCS Central and UCS Domain monitoring folders.
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File Edit View Go Tasks Tools Help

g—JSearch' s §2p. & 0 S
:

2| windows Computers ~

F: less Exception Monitori : i i
4 Agentless Exception Monitoring -‘ Momtorlng Overview

1A Application Monitoring
[ (5 cisco ucsMonitoring |
{2 Management Pack Events
| Cisco UCS Monitoring Service
1 IMC Monitoring
] UCS Central Monitoring
» | UCS Domain(s) Monitoring

Required Configuration Tasks:

In order for Operations Manager to manage and monitor
network you must complete the following steps:

Adding a Cisco UCS Domains to the Operations Manager

You can add Cisco UCS domains on the servers, where either management pack is imported or the Cisco
UCS Management Service is installed. To add a Cisco UCS Domain, complete the following steps:

1. Launch the Operations Manager console.
2. Navigate to Authoring > Cisco UCS Manager.
3. From the Tasks pane, click Add Monitoring Wizard.

File Edit View Go Tasks Tools Help
[ Jseah~ . {5 Add Monitoring Wizard . | 3 @ .

Authoring < Cisco UCS Manager (2) » Tasks
4 |7 Authoring ~ & Look for | | ' 7]

4 (7= Management Pack Templates
| ey
£ NET Application Performance A bb04-6248

B cisco MC A bb04-6332
& Cisco UCS Central Properties

A& Cisco UCS Manager

T OLE DB Data Source

g} Process Monitoring

Cg TCP Port

Cg UNIX/Linux Log File Monitarin
T UNIX/Linux Pracess Monitorin
Cg Web Application Availability o

sssss

Name Management Pack Templates

[3 Add Monitaring Wizard ]

View Management Pack Object

Delete

£ >

Add Monitoring Wizard...

New Distributed Application...

New Group... < >
; Details: v

.. Menitoring

4. On the Monitoring Type tab, click Cisco UCS Manager.

5. Click Next.
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6. On the General Information tab, review and complete the following as shown in the figure below:

a Add Menitoring Wizard

H Specify IP Address, Port and Connection Mode

Monitoring Type

General Information

Instance Name Cisco UCS Manager

Run As Account Cannection
Summary IP Address®f Hostname |192.168.156.12] |
Connection Mode: [»] Secure Port Number:

Proxy Server

[] Enable Proxy Configuration
IP Address * [ Hostname =
Port:

Enable

Username: Password:

* IPv4 Address or IPv6 Address
* IPv6 address should be enclosed in "[" and "]" brackets

Cisco UCS Monitoring Service

Machine Type: Management Server -

Service Machine:  MS-GCOM. . @EI
Test Connection

7. To check Operations Manager connectivity to UCS Manager, click Test Connection.

8. In the Authentication dialog box, enter the username and password, and click OK and click Next.

9. On the Instance Name tab, complete the following as shown in the figure below and click Next.

10. On the Run As Account tab, click Add.

11. If you want to associate a new run-as account to the UCS domain instance, click New.
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m Add Manitoring Wizard

Monitoring Type .@ Help
General Information
Instance Name Enter UCS name and description
Run As Account Name:
Summary bbo4-6332
Description:
Configuration
Org Discovery Level 3 - [] Show Unassociated Profiles
[ Collect Performance Statistics
Management Pack
Create destination management pack:
[bbo-6332:
|:| Use existing management pack or create new
<Select Management Pack> w NEW .
< Previous | I Mext > Create
g Add Monitoring Wizard )4

Run As Account Summary

Monitoring Type

General Information

Instance Name

Add Run As Accounts

Add Run As Account to this Run As Profile.

0 Help

“ Edit... < Remove

Run As Account
Sy [¥] Associate Run As Account
Run As Accounts:
Account Name Account Type Description
$7 Add Run As Account X
Select a Run As Account to add to this Profile.
Run As Account:
o [ New ]
)¥ l ’ Cancel
12. Click Next.

13. On the Summary tab, review the configuration summary, and click Create. The template for monitoring

the UCS domain is created.
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File Edit View Go Tasks Tools Help
Authoring < Cisco UCS Manager (2) » Tasks

4 | Authoring ~ \-k Look for: | Find Mow CHE @
4 1") Management Pack Templates

Mame Management Pack Created Mar ot Pack Templ
£ NET ApplicationPerformance o |01 Go1g bbos-6248 5/26/2017 61021 A...
Cisco IMC 2wl Add Menitoring Wizard
oo et | A bb04-6332 bh04-6332 5/26/2017 6:01:32 A... ] j
Isto ra =.| Properties
% GiscoliGShapaney 6 View Management Pack Objects... ¥
CLE DB Data Source Details: w
Delet
Q Process Monitaoring x st
m ER A bb0a-6332 Description:
Q UMIX/Linux Log File Monitorin
m UNIX/Linux Process Manitorin
B — ¥ Created: 5/26/2017 6:01:32 AM
Add Monitoring Wizard Management Pack: bb04-6332

New Distributed Application...

New Group...

Cisco UCS Manager Monitoring Dashboards

The UCS Domain(s) Monitoring folder contains the following views:

e UCS Domain Alert Dashboard—Displays all alerts generated in the UCS domain. The alerts are further
categorized into the following views:

— Active Alerts
— Acknowledge Alerts

— Cleared Alerts
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File Edit View Go Tasks Tools Help
[ Jsewh - Overides~ _ | i scope () G © -
onitoring ¢ Ucs Domain Alert Dashboard
| windows Computers A
9 Bxc itoring Ectlve Alertsl (67)
b lication Monitori
_‘;‘ Appl e QLook for: [_ Find Now Clear x
4 | Cisco UCS Monitoring
B Management Pack Events (_ Icon Source Name Resolution State  Created v Age A
I [ Cisco UCS Monitoring Service o Blade 4 Server.,F0283: link-down New 6/3/2017 7:47:11 PM 1 Day,
b [ IMC Monitoring 0 Blade 4 Server.F0283: link-down New 6/3/2017 74711 PM 1 Day,
&[] UCS Central Monitoring [} Blade 4 Server,F0283: link-down New 6/3/2017 7:47:11 PM 1Day,
4 @ UCS Domainis) Monitoring &  Blades Server,F0283: link-down New 6/3/2017 7:47:11 PM 1Day,
[ 1] ues Domain Alert Dashboare| &  Blades Server.F0283: link-down New 6/3/2017 T:47:11 PM 1Day,
<] UCS Domain Diagram
= - e Blade 4 Server,F0283: link-down New 6/3/2017 7:47:11 PM 1 Day,
(28] UCS Domain State Dashboar
5 0 Blade 4 Server.F0283: link-down New 6/3/2017 7:47:11 PM 1Day, v
b ] Chassis < >
I | FabricExtender
b (] Fabric Interconnect
[ | Organization [A ] [ : ]
b =] Rack Unit cknowledged Alerts Cleared Alerts (205)
o [ DataWarehouse (5 Icon Source Name (> Icon Source Name A
2 j; Microsoft Audit Collection Servi 4 Severity: Critical (183)
_' Microsoft System Center Virtual @ 10 Module 1 I0Module.F0481: equipment-¢
4 f Microsoft Windows Cliert &  10Module2 IOModule.FO481: equipment-¢
> g Microsoft Windows Server
a @ Fabricinterconn... Fabricinterconnect.FO276: link-
3 Network Monitoring
o " . 0 Fabricdinterconn... Fabricinterconnect.FO276: link-
> g Operations Management Suite
i i ¢t FO276: link-

b 5] Opevations Manager [ v F 0276: link.
A Synthetic Transaction v @ Fabricinterconn... Fabricinterconnect.F0276: link-
< 2 [X] Fabricinterconn... Fabricinterconnect.FO276: link- ,
Show or Hide Views.. < > < >

New View »
; | Alert Details
!.; Monitotlng]
A Authoring & Server.F0283: link-down Alert Description 1
E R ing Source: &5 Blade 4 [Instance Name:bb04-6248; DN:sys/chassis-2/blade-4/fabric-
= R NG Cisco UCS Instances\bb04-6248\Chassis 2 B/path-1/c-750]
,4*,::. Administration ug;ta A \Blade 4 Description: fc VIF 750 on server 2 / 4 of switch B down, reason:
ert Rule: ) Fault Rule : Server, ink-down)|
bhad Alert R ) Fault Rule : S F0283 (link-d ) None
m My Workspace Created: 6/3/2017 T:4T:19 PM

e UCS Domain Diagram—Displays a graphical view of the relationship between different Cisco UCS
Domain(s) components for all Instances.
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File Edit View Go Tasks Tools Help

[: Search ¥ H - P ot ®) 0% TR ] Layout direction ¥ ’ Filter by health ¥ Layers ™ @ B'_ &y CE . éthcope
Monitoring < UCS Domain Diagram

| Active Alerts A

:-'| Discovered Inventory — =Y

i:%] Distributed Applications

Cuco Ucs -
mAIEQUL

() Maintenance Schedules

<& Task Status ‘—]—l
2:%| UNIX/Linux Computers

#i1| windows Computers A@ A 8

-4 Agentless Exception Monitoring 00046288 bO0S6332 o
b 4 Application Monitoring I
; }
|1 2] Management Pack Events
~| Cisco UCS Monitoring Service = =
» ] IMC Monitoring SE8c02 1S i
.| UCS Central Monitoring
4 | = UCS Domains) Monitoring
1@ Ucs Domain Alert Dashboard ‘
g, ®B, - =
5] ucs DomainsState Dashboarc e e & T G ———
| Chassis l uccvcala oo e

_ FabricExtencler

~] Fabric Interconnect

~| Organization

1 Rack Unit Pasity = EJ@
_4 Data Warehouse =
-4 Microsoft Audit Collection Servio
_4 Microsoft System Center Virtual }

- r
-4 Microsoft Windows Cliert =20 =00 { -
4 Microsoft Windows Server VOADET . [ . =20 =@ =0

IWADE 5§ DOCKER- v DOCKER- &
< > HOSTO1 MOST.0E.,
Show or Hide Views.., ‘
-

' }

New View » ‘

~ Q@
/‘f Authoring <

{5 Reporting Detail View

VMMoR. & ViHost @
infre-01 intra-02

L Administration &4 Virtual Group showing objects from : D ... V

! My Workspace Type of virtual group: Display name
Health status Healthy

e UCS Domain State Dashboard—Displays the list of domains added and its health state and other
inventory information.

e When you select a UCS domain from the State dashboard, you can perform the tasks listed in the
following sections:

Generating Cisco UCS Domain Technical Support Bundle
— Launching UCS GUI

— Loading the UCS Inventory Data

— Ping UCS

— Ping UCS Continuously

— Physical and Logical Inventory

— Launching KVM Console

— Alert Operations
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File Edit View Go Tasks Tools Help

L lsercnv PN 5 0 .

Monitoring < UCS Domain State Dashboard > Tasks
sy Task Status ~ . . [7]
. main il
22| UNDG/Limu Computers UCS Doma (2) Details "
Windows Computers P Display Name  bb04-6248 Tasks
b B Agenti ion Monitori - . E] entity Properties
i A9 9 Health 4 Display Na... UCSM Version Collect Perfor Path Cisco UCS Instances\bb04-6248 ~ L
> [ Application Monitoring @ 2 Health @Success (@ Heatth Expiorer
B mem—
(G Mersaenvert Pack Everits & bb04-6332 3.1(3a) true Object bb04-6248 Navigation -~
& 7 Cisco LICS Monitoring Service Display Name (=] Alert view
b ] IMC Monitoring Unique Id acB83ccd763f480db1ca3d65d16207e9 = oi o
- +| Diagram View
i 7] UCS Central Monitoring Description s o
4 | UCS Domainis) Monitaring Monitor S SO0 = ;
oniton: !
@] Ues Domain Alert Dashboard Serv;r " 5] performance View
=<| UCS Domain Diagram Web 2 httoe//MS-SCOM 8732/ 2] State View
= ‘&b Prowy /M5 a o
| UCS Domain State Dnsnnonrl:l il UcsMonitoringService [E5] Metwork Vicinity Dashboard
> [ Chassis = §
T Faburie Evbomdor L Class UCS Domain 3 LrAREaEl i
< >
UCS Name bb04-6248 Cisco UCS Instance Tasks &
Show or Hide Views... —— 31(3s)
New View » Version : (s Create and Download a Ted

E [ Launch ucs GuI

] URL hitps://192.168.156.50:443
| E Menitoring | o5

_j Load UCS Inventory Data

- Manitoring MS-SCOM. —
A Authoring Server [Cad Ping uCs
[ad Ping UCS Conti ly (pi
n e Collect e = Ping ontinuously (pin
Performance

Statistics e ¥

R tiinbctratin.

You can view performance metrics for the various Cisco UCS components as shown the screenshot below:
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File Edit View Go Tasks Tools

Help

— T

Moo
b |1 IMC Monitoring A
I |1 UCS Central Monitoring
4 | UCS Domain(s} Monitoring

|@] Ucs Domain Alert Dashboarc
|<] uCs Domain Diagram
UCS Domain State Dashboar
o 2] Chassis
» | FabricExtender
|@)| Fabric Interconnect Alert Dz
[3] Fabric Interconnect State D
[ 4 i Fabricinterconnect perforn |
)| Fabric Interconnect Fan St
(@) FabricInterconnect PSU S

< Switch System Statistics

Load Average Load Memory Available(MB)

30000

25000

20000

15000

10000

5000

F 0 0
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| (@] Switch System Statistics |

4 | ) Port Channel Performanc:
& | Ethernet Port Channel P
4 | FC Port Channel Perforn
|@] FC RxPort Channel Stz
|@] FC TxPort Channel Sta
4 | ) FCoE Port Channel Perfc
|@] FCoE Rx Port Channel !
@) FCoE Tx Port Channel ¢
i | PortPerformance
o | Organization
o [ -] Rack Unit

0 [ DataWarehouse
= v

] ¢otenene TIPS TP

< >
Show or Hide Views...
New View »

;l_:. Monitoring I
_g Authoring

B Reporting

@ Administration

m My Workspace |

Average memory Avalabie

(MR) Memory Cached(MB)
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250004 o
000 =
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0
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Legend v
(3 Look for: Al items > e
Sh.. Col.. Path Target Rule Object Counter Instance Scale Baseline
(M =— ms-scom. bb04-6248 P e Col... Fabric ... Average Memor... bb04-6248:sys/s... 1x No
M = wmsscom. bhote2e Pertommy G formance Collection Rule[Object: Fabric Interconnect | Counter: Average Memory Cached]
[F]  — Ms.sCOM. bb04-6332 Performance Col... Fabric Interconn... Average Memor... SyS/5. o
E MS-SCOM.. bb04-6332 P Col... FabricInterconn... Average Memor... bb04-6332:sys/s... 1x No
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Cisco UCS Manager Plug-in for SCVMM

Using the Cisco UCS Manager add-in, you can view the details such as properties, faults information, and
firmware details of the servers (blades or rack-mount servers) on which the host is running.

Cisco UCS Manager Plug-in Installation

To install the Cisco UCS virtual machine manager add-in, complete the following steps:

1. Open https://software.cisco.com/download/type.htmI?mdfid=286282669&flowid=72562

2. Click Unified Computing System (UCS) Microsoft System Center Virtual Machine Manager to view the list
of available versions for download (CiscoUCS-Scvmm-1.1.2.zip).

3. Download and save the zipped folder.

# The add-in is made available as a zipped file that has to be imported into the virtual machine man-
ager to install it.

4. Open an instance of the Virtual Machine Manager console.
5. In the Navigation pane, click Settings.

6. In the toolbar, click Import Console Add-in. The Import Console Add-in wizard appears.

1= = &4 PowerShell
= T

‘u" DJobs

Create  Create Run Create Servicing Import Backup
User Role As Account Window Console Add-in ) PRO
Settings €
@ General
Mame | Author

2
- User Roles

E, Run As Accounts

: Servicing Windows

'3-' Configuration Providers
i@ System Center Settings

1 Console Add-ins

7. Click Browse and navigate to the location where the zipped file is saved.

8. Select the zip file and click Open, then click Next, and then click Finish.
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Import Console Add-in Wizard X
Summary -
Select an Add-in Confirm the settings .
| Summary ‘

Mame: Cisco UCS Manager Add-in
Author: Cisco Systems
Version: 11.2
Description: Add-in for managing software and hardware components of multiple Cisco UCS domains

9. The add-in is installed and a new icon called Cisco UCS Manager appears in the toolbar.

ﬁ Home Folder

A

Create Add Overview Fabric Co nce |Cisco UCS
v Resources ~ Resources Manager
Fabric < Cisco UCS Manager
4 39 Servers i ® % Hypervisor Hosts
4 | =1 All Hosts A UCS Domains UCS Domain UCS Version Hosts VMs
4 7] FC-Host

5 Add-in Settings

m

W 6332-FC-CLUST
4 7] FC-Host-6248
@ 6248-FC-CLUS
4 _1iSCSI-Host mn
W iscsi-cLust
4 71iSCSI-Host-6248

Cisco UCS Domain Registration

You can register domains using any access privileges. Depending on the privileges available to the user with
which UCS domain is registered, some or all actions may be disabled.

To register a UCS domain, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. Right-click UCS Domains.
3. Click Add UCS Domain.

The Add UCS Domain dialog box appears.
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ﬁ Home Folder
o ) A
Create Add Overview  Fabric ~ompliance [Cisco UCS
= Resources - Resources Manager |
Fabric < Cisco UCS Manager
4 39 Sarvers Fu @ 2 Hypervisor Hosts
4 |3 All Hosts A UCS Domains | UCS Domain UCS Version Hosts
o y _ Add UCS Domain
e & Ad-in Settin
W 6332-FC-CLUST | Add Group
4 [7] FC-Host-6248 Refresh
@ 6248-FC-CLUS
4 [T i5CSI-Host I
@ iscsi-cLust

4. Enter the following details in the dialog box:

ﬁ Home Folder
+ & e A

Create Add Cverview  Fabric “ompliance |Cisco UCS
= Resources ~ Resources Manager |
Fabric < Cisco UCS Manager
= ﬂServers = ® 4 % Hypervisor Hosts
4 | Al Hosts b B EC-Host UCS Domain UCS Version Hosts VMs
< FC-Host
= o5 4 A UCS Domains E Add UCS Domain X
W 6332-FC-CLUST
= I A bb04-6332 (192.168.156.12)
4 | | FC-Host-6248 g Enter Connection Details
% Add-in Settings
6248-FC-CLUS
.. Hostname/IP. |192.168.156.50 Port: |443
4 | 1i5CSl-Host
W iscsi-cLust Username: | admin
4 [7i5CSI-Host-6248 Password: | ssescend |
. . PRI ELL Use Secure Connection Proxy Settings
4 8. Infrastructure
.’.{‘ Library Servers
o PXE Servers | £ | | CanzE |
&= Update Server

L If required, you can edit the UCS domain details at a later time.

5. Click Proxy Settings. Proxy Settings dialog box appears.

6. In the Proxy Settings dialog box, click Use Custom Proxy Settings radio button and enter the following
details:

ﬂ If required, you can edit the proxy settings at a later time.

7. Click OK.
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The registered UCS domain appears under the UCS domains node. Upon adding a UCS domain, the Hyper-

Visor hosts running on the newly added UCS domain appear under the Hyper-Visor Hosts node.

5 > = e A a Pow I
& »»v’ i i B‘ : F Zh EJ:;SerShe\
Create Create Virtual Create Create Host Create VM Overview VMs Services Cisco UCS |
Service  Machine~  Cloud Group Network Manager I PRO
VMs and Services < Cisco UCS Manager
3 Tenants @ I % Hypervisor Hosts
B UCS Domain UCS Version Hosts VMs Chassis Servers ( Blades / Racks ) High Availability
Clouds Bl ~ UCS Domains r
bb04-6248 (192.168.156.50) [3.1(3a) |4 |s |2 |16 (16/0) |ves
= i 4 A bb04-6332 (192.168.156,12) |bb04-6332 (192.168.156.12) [3.1(3a) Ja [13 [ 6 (412) [ves
&l Azure Subscriptions

< VM Networks
Storage

4 1Al Hosts

4 £2 Equipment
I = Chassis

4 & Rack-Mounts

& Server -1
4 |1 FC-Host P
) .6332-FC-CLUSTER )
? hv-fe01 " Orgs
& hv-fc-02 I A bb04-6248 (192.168.156.50)

4 ] FC-Host-6248

S Add-in Settings

# You also can add UCS domains within groups. If you want to add a UCS domain within a group, right-click
on the group and follow steps 3 through step 7 in the preceding procedure.

Using the Cisco UCS SCVMM Plugin

Viewing the Server Details from the Hypervisor Host View

To view server details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.

2. In the Hypervisors node, select the Hypervisor host which is associated with the server.
Name Description
General tab

Fault summary

Displays the number of faults categorized based
on fault severity. You can click on the severity
fault icons in this section to view the fault details.

Displays the properties of the server such as,
server ID, UUID, serial number, associated service
profiles and so on. If a service profile is
associated with the server, a link to the location of
the service profile is provided. Clicking on the link
displays the properties of the associated service

Properties profile.
Indicates the status of the tasks running on the
Status host.

Actions area
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Name Description

Enables you to associate a service profile to the
Associate Service Profile server.

Enables you to disassociate a service profile from
Disassociate Service Profile the server.

Provides options to set the power state of a
Set Desired Power State service profile.

KVM Console Enables you to launch the KVM console.

Enables you to either turn on or turn off the
Turn on Locator LED locator LED depending on the current state.

Provides the firmware details such as BIOS,
CIMC, adaptors and storage device part IDs, and
the firmware versions. If there are any changes to
the firmware details on the server, those changes
Firmware tab will reflect here.

Displays the faults' details specific to the server,
such as properties, severity, fault codes and IDs,
description, affected objects, and so on. Provides
options to filter the faults based on severity, and
option under the Actions area to acknowledge the
Faults tab fault on UCS.

3. On the right pane of the window, you can view the following information of the server on which the host
is running:

ﬁ Home Folder Host Cluster
3 F & 8 | @ B B LA | @

et | [ Jobs
Create Create Virtual Create Cre Create VM Overview VMs Services |Cisco UCS
Service Machine »  Cloud Network | Manager | EPRO
VMs and Services < Cisco UCS Manager
Fisi o Hypervisor Hosts General | Firmware Faults
Clouds 4 [ FC-Host Fault Summary Properties
= % hv-fc-01. UCS: bb04-6332 (192.168.156.12)
& Azure Subscriptions il @ v A A D1 i
= hv-fe-02 0 0 0 0 of assis
= \BiNetworic I 3 iSCSI-H Product Name: Cisco UCS B200 M
> -Host -
Storage s A Vendor: Cisco Systems Inc
I [ iSCSI-Host-6248
ek i — Revision: 0 PID: UCSB-B200-M
4 ] All Hosts
i I [3 FC-Host-6248 OveraEStals: '8 ok Name: Serial Number (SN): FCH19077GRH
4 Host
4 | @ 6332-FC-CLUSTER
a b A bb04-6332 (192.168.156.12) UUID: 5c9bfdc-10be-11e7-0000-201700000001
? hv-fe01 Actions
F hv-fe02 I A bb04-6248 (192.168.156.50) Service Profile:  org-rootiorg-FP-BEARS-MS/Is-Hyper-V-Host-01
4 [ FC-Host-6248 5 Add-in Settings —= ) Lokl ne
@' Disassociate Service Profile s
4 @ 6248-FC-CLUS Ly,
B hv-6248-5c-1 | Cetol bowe St Number of Processors: 2 Cores Enabled: 28
P hv-6248-fc2 B v consoe Cores: 28 Threads: 56
4 [7]iSCSI-Host @ Tum on Locator LED Effective Memory (MB): 262144 Total Memory (MB): 262144
4 @ iscsi-cLust Operating Memory Speed: 2400 Operating Memory Voltage regular-voltage
? hv-iscsi-01 Adapters: 1
# hv-iscsi-02 NiCs: 2 HBAs: 2
4 |_1iSCSI-Host-6248 Original UUID: 10f4bb21-d2ec-490d-8605-catfef2425ec

i

# HV-6248-i5CsI-2
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Viewing Registered UCS Domains

To view registered UCS domains, complete the following steps:

1.

2.

On the toolbar, click Cisco UCS Manager.

Click UCS Domains. The list of registered UCS domains and consolidated UCS information for each do-
main, such as the name and version, number of associated hosts, VMs and servers appear on the right
pane of the window as shown in the above figure.

(Optional) You can view the details in the grid view or the card view by clicking View option on the right-
top corner and choosing the appropriate option.

Viewing the UCS Blade Server Details

Using the add-in, you can view the server details, such as properties, faults information, and firmware
details. To view server details, complete the following steps:

1.

2.

On the toolbar, click Cisco UCS Manager.

Under the UCS Domains node, expand the UCS domain.
Expand Equipment > Chassis. A list of chassis appears.
Choose a chassis.

The list of blade servers on the chassis appears under the chassis on the left pane. You can also view
the list of blade servers on the right pane on the window.

Select the blade for which you want to view the details.

The properties of the blade appear on the right pane of the window. You can view the following server
information as shown in the table below.

Name Description

General tab

Fault Displays the number of faults categorized based on fault severity. You can click on the
summary severity fault icons in this section to view the fault details.

Displays the properties of the server such as, chassis ID, UUID, serial number, associated
service profiles and so on. If a service profile is associated with the blade, a link to the

Properties . . o . L . . .
P location of the service profile is provided. Clicking on the link displays the properties of the
associated service profile.
Status Indicates the status of the server.

Actions area

Set Desired

Provides options to set the power state of a service profile.
Power State P P P
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KVM
Console

Enables you to launch the KVM console.

Rename
Service
Profile

Enables you to rename a service profile.

Associate
Service
Profiles

Enables you to associate a service profile to the server.

Turn on
Locator LED

Enables you to either turn on or turn off the locator LED depending on the current state.

Disassociate

Service Enables you to disassociate a service profile from the server.
Profile
Firmware Provides the firmware details such as BIOS, CIMC, adaptors and storage device part IDs
tab and the firmware versions. If there are any changes to the firmware details on the server,
those changes will reflect here.
Displays the faults' details specific to the server such as properties, severity, fault codes
Faults tab and IDs, description, affected objects, and so on. Provides options to filter the faults based

on severity, and option under the Actions area to acknowledge the fault on UCS.

Viewing the Service Profile Details

Using the add-in, you can view the service profile details, such as properties, and faults information. To view

the service profile details, complete the following steps:

1.

2.

On the toolbar, click Cisco UCS Manager.

In the UCS Domains node, expand the UCS domain.

Expand Orgs > root.

Choose Service Profiles.

The list of service profiles and associated information appear on the right pane of the window. The serv-
er column lists the links to the servers that the service profile is associated with. Click the link to view the

details of the server.

Click the service profile for which you want to view the details.

The service profile details appear on the right pane of the window. You can view the following service

profile information:

Name

Description

General tab
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Fault summary

Displays the number of faults and the severity of the faults.

Properties

Displays the properties of the service profile such as, name, associated server, service
profile template used and so on.

Status

Indicates the status of the service profile.

Actions area

Set Desired
Power State

Provides options to set the power state of the server.

KVM Console

Enables you to launch the KVM console.

Rename
Service Profile

Enables you to rename a service profile.

Create a
Clone

Enables you to create a clone of the service profile by inheriting the attributes of the

service profile.

Disassociate
Service Profile

Enables you to disassociate the service profile from the server.

Change Host

Firmware

Package Enables you to change the host firmware association.
Change

Service Profile

Association Enables you to upgrade the host firmware on the servers.

VMs and Services

a

Create Creat
Service

Machine ~

i
- Tenants

23 Clouds

é Azure Subscriptions

=k VM Networks

Fl

a

4

4

Storage

_| All Hosts
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4 @ 6332-FC-CLUST
P hv-fe-01
? hv-fc-02
“) FC-Host-6248
4 @ 6248-FC-CLUS
? hv-6248-fc-1
P hv-6248-fc-2
1 i5€SI-Host
4 @ iscsi-cLust
& hv-iscsi-01
P hv-iscsi-02

©FR1 Uns 6940

g
e Virtual Create Create Host Create VM
Cloud

Group Network

<  Cisco UCS Manager

Cverview VMs Services

©

*% Hypervisor Hosts
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4 & bb04-6332 (192.168.156.12)
4 2B Equipment
I = Chassis
I @ Rack-Mounts
4 g Orgs
“ 'f° root

b =5 Service Profiles

4 g, Sub-Organizations

4 £ FP-BEARS-MS

-

¥ Service Profile Templates

I & Host Firmware Packages

4 =5 Service Profiles
=+ Hyper-V-Host-01 =
> Hyper-V-Host-02

= Hyper-V-iSCSI-Ho |
-‘-El Change Service Profile Association

General

Fault Summary

L] 1]
Suppression Status:

Status

Overall Status: 1 ok

Cisco UCS
Manager |

A

NIA
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Set Desired Power State

& KVM Console

==
==y Rename Service Profile

f’ Clone Service Profile
L
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User Label.
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UuID:
UUID Pool
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Service Profile Template:
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Viewing the Service Profile Template Details

Using the add-in, you can view the service profile template details, such as properties, and faults
information. To view the service profile template details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. Inthe UCS Domains node, expand the UCS domain.
3. Expand Orgs > root.

4. Expand Service Profile Templates and select the service profile template for which you want to view the
details.

5. You can view the following service profile template information on the right pane of the window:

Name Description

General tab

Displays the properties of the service profile

Properties area template, such as name, type and so on.

Actions area

Enables you to use the template to create a

Create Service Profile from Templates service profile.

Enables you to create a clone of the service

Create a Clone profile template by inheriting the attributes of the

5 3 4 o @B s

&4 PowerShell

E)Jebs
Create Creste Virtual Create Create Most Creste VM Overview VMs  Services Cisco UCS Loy
Service  Machine~  Cloud Group Network r i PRO
VMs and Services < Cisco UCS Manager
3 Genera
? Tenants
Actons Properties

Couds -

o« Sub A b04.8332 192.168.1%6.12) g3 Create Service Profe From Template Name  Myper.V-Most¥C
2ure Cnptions 4
o - re 8% - E! Clooe Torpiate Descrpbon
- ¥ tquipment —
o VM Networks VLD Derived from pool (MS-UUID-POOL)
4 i Orgs
Type wepdating-template

= Service Profiles
Service Profile Templates
& Host Firmware Pacikages
A ¢ ~
4 A Sub-Organizations
5 FO.8EAR <
4 [ FP-BEARS-MS

Servce Profiles

4 n Servce Profile Templates
I Hyper-¥V-Host-FC

Hyoer Vo HostSLS
v Bl Hyper-V-Host-iSCS
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Viewing the Host Firmware Package Details

Using the add-in, you can view the host firmware packages properties. To view the host firmware packages
details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. Inthe UCS Domains node, expand the UCS domain.
3. Expand Orgs > root.

4. Expand Host Firmware Packages and select the host firmware package for which you want to view the
details.

You can view the following host firmware package information on the right pane of the window:

Name Description

General tab

Displays the properties of the host firmware package, such as name, description,
Properties area ownership information, package version and so on.

Actions area

Modify Package
Versions Enables you to modify Blade package version and Rack package version properties.

157



Building the Virtual Machines and Environment for Workload Testing

Building the Virtual Machines and Environment for Workload Testing

Software Infrastructure Configuration

This section details how to configure the software infrastructure components that comprise this solution.

Install and configure the infrastructure virtual machines by following the process provided in the table below:

Operating system

Microsoft Windows Server 2016

Microsoft Windows 10

Infra-DS volume

Virtual CPU amount 4 2
Memory amount 22 GB 2 GB
Network HV-Infra HV-VDI
Disk-1 (OS) size and location 40 GB 40 GB

Infra-DS volume

Operating system

Microsoft Windows Server 2016

Microsoft Windows Server 2016

Infra-DS volume

Virtual CPU amount 4 8
Memory amount 4 GB 24 GB
Network HV-Infra HV-Infra
Disk size and location 40 GB 250 GB

Infra-DS volume
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Operating system Microsoft Windows Server 2016

Microsoft SQL Server 2016 SP1

Virtual CPU amount 4

Memory amount 4 GB

Network VMXNET3
HV-Infra

Disk-1 (OS) size and location 40 GB

Infra-DS volume

Disk-2 size and location 100 GB Infra-DS volume
SQL Logs
Disk-3 size and location 150 GB Infra-DS volume

SQL Databases

Preparing the Master Targets

This section provides guidance around creating the golden (or master) images for the environment. VMs for
the master targets must first be installed with the software components needed to build the golden images.
For this CVD, the images contain the basics needed to run the Login VSI workload.

To prepare the master VMs for the Hosted Virtual Desktops (HVDs) installing the OS, installing the Virtual
Delivery Agents (VDAS), and installing application software.

The master target HVD(VDI) was configured as listed in the table below:

Operating system Microsoft Windows 10 64-bit
Virtual CPU amount 2
Memory amount 2.0 GB (reserved)
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Network HV-VDI

Additional software used Microsoft Office 2016

for testing
Login VSI 4.1.25 (Knowledge
Worker Workload)

Installing and Configuring XenDesktop and XenApp

This section details the installation of the core components of the XenDesktop/XenApp 7.15 system. This
CVD installs two XenDesktop Delivery Controllers to support persistent virtual desktops (VDI).

Prerequisites

Citrix requires the install of the Microsoft System Center Virtual Machine Manager software to be installed on
all XenDesktop Delivery Controllers

To install the SCVMM software, complete the following steps:

1. Insert the SCVMM 2016 ISO into the XenDesktop Delivery Controller VMs.

2. When prompted, un-check the VMM Server option, leaving only the VMM Console option checked.
3. Accept defaults through install.

4. Click Next and then click Finish.

5. Perform the above steps on all Delivery Controllers.

Install XenDesktop Delivery Controller, Citrix Licensing, and StoreFront

The process of installing the XenDesktop Delivery Controller also installs other key XenDesktop software
components, including Studio, which is used to create and manage infrastructure components, and Director,
which is used to monitor performance and troubleshoot problems.

1. To begin the installation, connect to the first XenDesktop server and launch the installer from the Citrix
XenDesktop 7.15 I1SO.

2. Click Start.
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Deliver applications and desktops to any user, anywhere,
on any device.

+ Secure mobile device management
« Hybrid cloud, cloud and enterprise provisioning
» Centralized and flexible management

Manage your delivery according to your needs:

XenApp Deliver applications

XenDeskto [P Deliver applications and desktops

CITRIX

The installation wizard presents a menu with three subsections.

3. Click “Get Started - Delivery Controller.”

XenDesktop 7.15 LTSR

Get Started Prepare Machines and Images

Delivery Controller Virtual Delivery Agent for Windows Server OS

Start here. Select and install the Delivery Controller and other Install this agent to deliver applications and desktops from server-
essential services like License Server and Storefront. based VMs or physical machines.

Extend Deployment

Citrix Director i Citrix Studio i Self-Service Password Reset
Citrix License Server i Universal Print Server i Session Recording
Citrix StoreFront i Federated Authentication Service i

Services and Support

t documentation Access supporting content onfine.
{eelg= Center Access knowledge base articles, security bulletins, and troubleshoofing guides.

4. Read the Citrix License Agreement.

5. If acceptable, indicate your acceptance of the license by selecting the “I have read, understand, and ac-
cept the terms of the license agreement” radio button.

6. Click Next.

161



Building the Virtual Machines and Environment for Workload Testing

XenDesktop 7.15 LTSR

Licensing Agreement
Core Components
Features

Firewsall

Summary

Instail

Smart Tools

Finish

Software License Agreement

for intemal v
open source

ppliance with
ACDTTASENT A

(o) I

Cancel ]

7. Select the components to be installed on the first Delivery Controller Server:

a.
b.
c.

d.

Delivery Controller
Studio
License Server

StoreFront

8. Click Next.

XenDesktop 7.15 LTSR

¥ Licensing Agreement
Core Components
Features
Firewall
Summary
Install
Smart Tools

Finish

Core Components

For scale and performance reasons, it is recommended that Director and the License Server be
installed on separate servers.

Location: C:\Program Files\Citrix | Change... }
| Component (Select all)

Delivery Controller

v Distributes applications and desktops, manages user access, and optimizes
connections.

| Studio

- Create, configure, and manage infrastructure components, applications, and desktops

@ Director

Monitor performance and troubleshoot problems.

= License Server
I§ & This component must be installed at least once.

StoreFront

v Provides authentication and resource delivery services for Citrix Receiver, enabling you
to create centralized enterprise stores to deliver applications, desktops, and other
resources to users on any device, anywhere.

‘& Dedicated StoreFront servers should be implemented for large scale deployments.
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9. Since a SQL Server will be used to Store the Database, leave “Install Microsoft SQL Server 2012 SP1
Express” unchecked.

10. Click Next.
11. Select the default ports and automatically configured firewall rules.

12. Click Next.

XenDesktop 7.15 LTSR Firewall

¥ Licen:

greement The default ports are listed below.

¥ Core Components

el Delivery Controller Director StoreFront
Firewall 80 TCP 80 TCP 80 TCP
Summary 443 1CP 443 TCP 443 TCP
Install
Smart Tools
Finish

Configure firewall rules:

®) Automatically
Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is tumed off.

Manually

Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.

13. Click Install to begin the installation.

XenDesktop 7.15 LTSR Summary
¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.
¥ Core Components =
Installation directory “al
+ Features
C:\Program Files\Citrix
+ Firewall
Prerequisites
Summary

Microsoft Visual x64 C++ 2015 Runtime
Install Local Host Cache Storage (LocalDB)
Microsoft Visual x86 C++ 2015 Runtime

Smart Tools
Microsoft SQL CLR Types (x86)
Finish Microsoft SMO Objects (x86)
Microsoft SQL CLR Types (x64)
Microsoft SMO Objects (x64)

Microsoft Internet Information Services
Windows Remote Assistance Feature

Core Components
Delivery Controller
Studio
Diractor
StoreFront

[ Back m  Cancel |

14. (Optional) Click the Call Home participation.

163



Building the Virtual Machines and Environment for Workload Testing

15. Click Finish.

XenDesktop 7.15 LTSR Smart Tools
¥ Licensing } pl tasks, heaith checks, and power management on-premises and in the :
1
¥ Core Components i
« Features ! Smart Check
i Run health checks and turn on Call Home to diagnose issues and find recommended
+ Firewall A y
fixes, Learn more about Call Home
¥ amary | iy SwartScle
¢ Install ! i Keep your cloud Site costs under control with smart power management for VMs.
Smart Tools { (3 Smart Migrate
Finish 100 Simplify migration to the latest XenApp and XenDesktop versions,
Inist H
®) | want to connect to Smart Tools and Call Home. (Recommended)
(O | want to connect to only Call Home,
)1 do not want to connect to Smart Tools or Call Home
0ch will need Citrix Cloud or citrix.com credentials. View your privacy policy here,
| Connect
XenDesktop 7.15 LTSR Finish Installation

¥ Licensing Agreement
¥ Core Components

+ Features

¥ Firewall

« Summary

v Install

v Smart Tools

Finish

TM 1lati < r. d succ sfi “’
Prerequisites
v Microsoft Visual x64 C++ 2015 Runtime Installed
v Local Host Cache Storage (LocalDB) Installed
¥ Microsoft Visual x86 C++ 2015 Runtime Installed
v Microsoft SQL CLR Types (x86) Installed
v Microsoft SMO Objects (x86) Installed
+ Microsoft SQL CLR Types (x64) Installed
v Microsoft SMO Objects (x64) Installed
v Microsoft Internet information Services Installed
v Windows Remote Assistance Feature Installed
Core Components
« Delivery Controller Installed
v Studio Installed
v Director Installed
v Storefront Installed
Post Install
+ Component Initialization Initialized

(¥} Launch Studio

v Success

=

16. (Optional) Check Launch Studio to launch Citrix Studio Console.

Installing Citrix Licenses

To install the Citrix Licenses, complete the following steps:
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1. Copy the license files to the default location (C:\Program Files (x86)\Citrix\Licensing\ MyFiles) on the li-
cense server.

AN MyFiles [= =[]
“ Home Share View 0

:":‘ - T P C:\Program Files (x86)\Citrid\Licensing\MyFil Search MyFiles o |

Mame “ Date modified Type Size

|| CITRIX.opt 2/11/2016 1:10 PM OPT File 1KB

|| citriz_startup.lic LIC File TKB

|| LicenseXD1000_071315_18mo_a.lic LIC File 16 KB

|| LicenseXD1000_071315_18mo_b.lic LIC File 16 KB

|| LicenseXD1000_071315_18mo_c.lic LIC File 16 KB

|| LicenseXD1000_071315_18mo_d.lic LIC File 16 KB

|| LicenseXD1000_071315_18mo_e.lic LIC File 16 KB

7 items

2. Restart the server or Citrix licensing services so that the licenses are activated.

3. Run the application Citrix License Administration Console.

Citrix Licensing Manager

Citrix Studio NEW

Citrix StoreFront NEW

Citrix Scout NEW

4. Confirm that the license files have been read and enabled correctly.
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License Administration Console

Alerts

0
0 Critical

Y
- Product

Concurrent Licenses

SA Date In Use (Available)

» Citrix Start-up LicensefServer
» Citrix StorageLink EnterpriselConcurrent

+ Citrix ¥enApp Enterprise|Concurrent

+ Citrix XenAgp Platinum{Concurrent

» Citrix XenDesktop Enterprise|Concurrent

» Citrix XenDesktop Enterprise|Concurrent (Legacy)
+ Citrix ¥enDesktop Enterprise|User/Device.

'+ Citrix XenDesktop Platinum|Concurrent

> Citrix XenDesktop Piatinum|Concurrent (Legacy)
» Citrix XenDesktop Platinum|User/Device

» Citrix ¥enDesktop VDI|Concurrent

+ Citrix XenDesktop VDI[Concurrent (Legacy)

> Citrix XenDesktop VDI[User/Device

b ciTRIX’

Dashboard, | | Administration

Vendor Daemon: CITRIX

Expiration

Configure the XenDesktop Site

Citrix Studio is a management console that allows you to create and manage infrastructure and resources to
deliver desktops and applications. Replacing Desktop Studio from earlier releases, it provides wizards to set
up your environment, create workloads to host applications and desktops, and assign applications and

desktops to users.

Citrix Studio launches automatically after the XenDesktop Delivery Controller installation, or if necessary, it
can be launched manually. Studio is used to create a Site, which is the core XenDesktop 7.15 environment

consisting of the Delivery Controller and the Database.

To configure XenDesktop, complete the following steps:

1. From Citrix Studio, click Deliver applications and desktops to your users.

1 Console Root
& Citrix Studio
& Citrix StoreFront

=3 Citrix Studio
File Action View Help
= 2@ @[=E

Welcome

Welcome to Citrix Studio

To begin, select one of the three options below

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your deployment

Connect this Delivery Controller to an existing Site

2. Select the “An empty, unconfigured Site” radio button.

3. Entera

site name.
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4. Click Next

Site Setup

Studio Introduction

You have two options when creating 2 new Site. The simplest opticn is to automatically
Introduction create a fully configured, production-ready Site. The second, more advanced option is
to create an empty Site, which you must configure yourself.

Database
g ‘What kind of Site do you want to create?
Summary A fully configured, production-ready Site (recommended for new users)

&) An empty, unconfigured Site

Site name:

[sid |

Cancel |
sl

5. Provide the Database Server Locations for each data type and click Next.

Site Setup

Studio Databases

Databases store information about Site setup, configuration logging and menitoring.
Choose how you want to set up the databases. Learn more

 Introduction

#) Create and set up databases from Studio Generate scripts to manually set up
Databases (You can provide details of existing empty databases on the database server
databases)
Licensing At
Additional Features Provide database details
Summary
Data type Database name Location (formats)
Site: [ citrinsitesite | |[saL-SeRV.vdilab-vocal |
Monitoring: | CitrixSiteMonitoring | | saL-servdilab-viocal |
Logging: [CitrixSiteLagging [ SQL-SERV.vdilab-v.local |

@ For an AlwaysOn Availability Group, specify the group’s listener in the location.

Specify additional Delivery Controllers for this Site Leam more Select.. |

1 selected

Back | Cancel 1

6. Provide the FQDN of the license server.

7. Click Connect to validate and retrieve any licenses from the server.

‘ﬂ If no licenses are available, you can use the 30-day free trial or activate a license file.

8. Select the appropriate product edition using the license radio button.
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9. Click Next.

Studio Licensing

License server address: | jocalhost:27000 | 8 [ connect

Connected to trusted server

+ Introduction ‘ View certificate

¥ Databases I want to:
) A
Licensing _) Use the free 30-day trial
5 ‘ You can add a license later.
ummary

(®) Use an existing license
The product list below is generated by the license server.

ix XenDesktop Platinum i User/Device

) Citrix XenApp Platinum Concurrent

) Citrix XenDesktop Enterprise Concurrent
) Citrix XenDesktop Enterprise User/Device
_) Citrix XenDesktop VDI User/Device
() Citrix XenDesktop VDI Concurrent

Allocate and download... I [ Browse for license file...

10. Click Finish to complete initial setup.

‘ﬁ High availability will be available for the databases when added to the SQL AlwaysOn Availability
Group.

11. Click Test site to determine the site creation success.

CiTRIX

Common Tasks | Actions | Powershell |

Common Tasks

Use this screen to perform commeon maintenance tasks.

Site configuration

Task Agminisirator Time L]
Creste Empty Desktop Deployment VDILAB-Administrator 8/11/2016: 807:18 AM -
Set Site metadata VDILAB-WAdministrator 8/11/2016: 807:18 AM
Edit Zone '00000000-0000-0000-0000-000000000000" VDILAB-\Administrator 8/11/2016: 807:18 AM
Edit Zone ‘00000000-0000-0000-0000-000000000000 VDILAB-WAdministrator 8/11/2016: 807:18 AM
Set Site metadata VDILAB-V\Administrator 8/11/2016 : 8:07:16 AM
ca ool cccine S nu g 911006 00718 M =
o Site eonfiguration tasting is complete.

There are currently no Machine Catalogs.

Create one to get started... 208 successful tests

Create a new Machine Catalog 0 wamings

© 0failed tests

Delivery groups

0

There are currently no Delivery Groups. You must create a Machine Catalog before you can create a Delivery Group.

168



Building the Virtual Machines and Environment for Workload Testing

Additional XenDesktop Controller Configuration

After the first controller is completely configured and the Site is operational, you can add additional
controllers. In this CVD, we created two Delivery Controllers.

To configure additional XenDesktop controllers, complete the following steps:

1. To begin the installation of the second Delivery Controller, connect to the second XenDesktop server and
launch the installer from the Citrix XenDesktop 7.15 1SO.

2. Click Start.

3. Click Delivery Controller.

Deliver applications and desktops to any user, anywhere,
on any device.

+ Secure mobile device management
« Hybrid cloud, cloud and enterprise provisioning
+ Centralized and flexible management

Manage your delivery according to your needs:

XenApp Deliver applications

XenDeskto [P Deliver applications and desktops

CiTRIX

4. Select the components to be installed:
5. Delivery Controller:

a. Studio
b. Director
c. StoreFront (This solution uses two dedicated StoreFront servers)

6. Click Next.
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XenDesktop 7.15 LTSR Core Components
¥ Licensing Agreement For scale and performance reasons, it is recommended that Director and the License Server be
installed on separate servers.
Core Components 3
Features Location: CAProgram Files\Citrix | Change... |
Firewall
| Component (Select all)
Summary
Install ™ Delivery Controller
v Distributes applications and desktops, manages user access, and optimizes
Smart Tools connections.
Finish >
v Studio
— Create, configure, and manage infrastructure components, applications, and desktops.
il Director

Monitor performance and troubleshoot problems

=) License Server
h & This component must be installed at least once.

StoreFront

@)  Provides authentication and resource delivery services for Citrix Receiver, enabling you
to create centralized ents stores to deliver applications, desktops, and other
resources to users on any device, anywhere

| Back Next | Cancel ]

7. Repeat the same steps used to install the first Delivery Controller.
8. Review the Summary configuration.

9. Click Install.

XenDesktop 7.15 LTSR Summary
¥ Licensing Agreement Review the prerequisites and confirm the components you want to install.
¥ Core Components -

Installation directory —
+ Features
C:A\Program Files\Citrix
¥ Firewall 7
Prerequisites
S Microsoft Visual x64 C+ + 2015 Runtime
Install Local Host Cache Storage (LocalDB)

Microsoft Visual x86 C++ 2015 Runtime

Smart Tools A
Microsoft SQL CLR Types (x86) 3
Finish Microsoft SMO Objects (x86)
Microsoft SQL CLR Types (x64)
Microsoft SMO Objects (x64)

Microsoft Internet Information Services
Windows Remote Assistance Feature

Core Components
Delivery Controller
Studio
Director

toreFront

[ Back m Cancel
i) Lo

10. Confirm all selected components were successfully installed.
11. Verify the Launch Studio checkbox is checked.

12. Click Finish.
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XenDesktop 7.15 LTSR lling p isites and

¥ Licensing

Less than 1 minute remaining...

¥ Core Components
Prerequisites
+ Features
» + Show Prerequisites

|
+ Firewall
L | Core Components
N umearg ‘ ¥ Delivery Controller Installed
Install v Studio Installed
A Tock  Director Installed
v v Storefront Installed
Finish
Post Install
-+ Component Initialization Initializing...

Ll | Concel

Add the Second Delivery Controller to the XenDesktop Site

To add the second Delivery Controller to the XenDesktop Site, complete the following steps:

1. Click Connect this Delivery Controller to an existing Site.

Welcome

Welcome to Citrix Studio

To begin, select one of the three options below.

Site setup

Deliver applications and desktops to your users

Remote PC Access

Enable your users to remotely access their physical machines

Scale your

Connect this Delivery Controller to an existing Site

2. Enter the FQDN of the first delivery controller.

3. Click OK.
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Specify the address of a Delivery Controller in the Site you wish to
join

| CTX-XD1vdilab-vlocal

Example: deliverycontroller.example.com

4. Click Yes to allow the database to be updated with this controller’s information automatically.

9 Would you like Studio to update the database automatically?

5. When complete, test the site configuration and verify the Delivery Controller has been added to the list of
Controllers.

Site configuration testing is complete.

v 208 successful tests

£ 0 warnings

O 0 failed tests
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) Citrix Studio [=Te )

File Action View Help

= zlE

B4 Citrix Studio (Site)

Actions
Controllers =
View »

™ Machine Catalogs

@ Refresh
# Applications =
[= Policies Help
[# Logging CTX-XD1.vdilab-v.local =
4 [ Configuration
£ Administrators Remove Delivery Controller
ers. Help

3 storeFront
(i App-V Publishing
£ AppDNA

@ Zones

Create Host Connections with Citrix Studio

Citrix Studio provides wizards to guide the process of setting up an environment and creating desktops. To
set up a host connection for a cluster of VMs for the VDI desktops, complete the following steps:

‘& The instructions below outline the procedure to add a host connection and resources for HSD and VDI
desktops.

1. Connect to the XenDesktop server and launch Citrix Studio.

2. From the Configuration menu, right-click Hosting and select Add Connection and Resources.

-
File Action View Help

«=| 2

7] Console Root
4§ Citrix Studio (Site)

10 Search

& Machine Catalogs || Mame
8 Delivery Groups
[= Policies
Legging
4 B Configuration
£ Administrators
Controllers

g Hosting
#4 Licensin Add Connection and Resources
1 Storefro _
g App-V P View *
@ Zones Refresh
&8 Citrix StoreFron
Help
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3. Select the Host Type of Microsoft System Center Virtual Machine Manager.

4. Enter the FQDN of the SCVMM server.

5. Enter the username (in domain\username format) for the domain admin account.
6. Provide the password for the domain admin account.

7. Provide a connection name.

8. Select the Studio tools radio button since MCS will be used.

9. Click Next.

Add Connection and Resources

Studio Connection

Use an existing Connection

Connection
® Create a new Connection
Storage Management

Connection type: Microsoft® System Center Virtual Machine Mana... ~ |
Storage Selection
Network Connection address: pure-scvmm.minilocal ‘
|
Summary 5 ==
User name: mini\administrator ‘
Password: essceces ‘
Connection name: SCVMM-pure I

Create virtual machines using:

®) Studio tools (Machine Creation Services)
Select this option when using AppDisks, even if you are using Provisioning Services.

Other tools

10. Review the Summary.

11. Click Finish.
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& Citrix Studio (pure-VDI)
D Search
= Machine Catalogs
=4 AppDisks 4 | Type | Address
£ Delivery Groups Microsoft® System Center Virtual Machine Manager 10.10.21.21
% Applications
[Z Policies
= Logging
v 174 Configuration
£ Administrators
&5 Controllers

CITRIX

™ Hosting

¢¢ Licensing

3 StoreFront

@ App-V Publishing

& AppDNA

Zones

@ Details - SCVMM
Details ;ﬂmuusﬂaws
Connection
Name: SCVMM
Address: 10.10.21.21
U ini\admini
Scopes: All
Maintenance Mode:  Off
Zone: Primary

Configuring StoreFront

Citrix StoreFront stores aggregate desktops and applications from XenDesktop sites, making resources
readily available to users. In this CVD, StoreFront is installed on the Delivery Controllers virtual machine as
part of the initial Delivery Controller installation. Most of the StoreFront configuration is automatically done as
part of the installer. To finalize the StoreFront configuration log into the second Delivery Controller and
launch the StoreFront Console.

To configure StoreFront, complete the following steps:

1. From the StoreFront Console on the second server select “Join existing server group.”

CiTRIX

Welcome to StoreFront

Select an option below to create a new store or extend your existing
deployment

Create a new deployment
Set up a deployment to deliver self-service applications, data, and desktops to your users.

Join existing server group
Add a server to an existing load-balanced group.

2. In the Join Server Group dialog, enter the name of the first Storefront server.
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3. Before the additional StoreFront server can join the server group, you must connect to the first Storefront
server, add the second server, and obtain the required authorization information.

Join Server Group

To authorize this server, first connect to a server in the group and choose "Add
Server”. Enter the provided authonzation information here.

Authorizing server: | CTX-5F1

Authorization code:

Join | Cancel |

4. Connect to the first StoreFront server.

5. Using the StoreFront menu on the left, you can scroll through the StoreFront management options.

6. Select Server Group from the menu.

7. To add the second server and generate the authorization information that allows the additional Store-
Front server to join the server group, select Add Server.

= Citrix StoreFront IL‘E-.I
File Action View Help
L
& Citrix StoreFront Actions
3 Stores -
Server Group| SenlenGionp,
Server Group Remaove Servers
. Propagate Changes
Group details
Change Base URL
Base URL: http://ctx-sfl.vdilab-v.local/ View »
Number of servers: 1
Configuration: Last propagated from cti-sfl &) Refresh
Help

8. Copy the Authorization code from the Add Server dialog.
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Authorize New Server

Enter authorization information for the server you want to add.

Authorizing server:  CTX-5F1

Authorization code: | 51670455

% Please wait...

9. Connect to the second Storefront server and paste the Authorization code into the Join Server Group
dialog.

10. Click Join.
11. A message appears when the second server has joined successfully.

12. Click OK.

Authorizing server: | CTx-5F1

Authorization code: | 67473182

o Joined Successfully

"CTX-5F2" is now part of a multiple server deployment.

13. The Server Group now lists both StoreFront servers in the group.
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- Citrix StoreFront \;li-]

File Action View Help

= z5(m

& Citrix StoreFront Actions
3 stores -
Server Group Server Group

Add Server
Server Group Remove Servers
= Propagate Changes
Group details
Change Base URL

Base URL: httpe//ct-sfl.udilab-vlocal/ View »

Number of servers:

Configuration: Last propagated from ctx-sfl Q) Refresh

Help

Server details

Server Name Status

che-sf1 (this server) @ Propagated changes today at
9:21 AM. All servers are in sync.

che-sf2 @ Synchronized settings with CTX-

SF1 today at 9:21 AM.

This will start the server side invite process for a server which wishes to join the server group.

Create Machine Catalogs

Machine Catalogs are collections of machines that organize desktops and applications. With Machine
Catalogs, you can organize machines based on what type or OS they are.

To create Machine Catalogs, complete the following steps:

1. Connect to a XenDesktop server and launch Citrix Studio.

2. Right-click Site in Studio and choose Create Machine Catalogs.

&3 Citrix Studio (pure-VDI)
O Search
= Machine Catalogs

1 AppDisks Create Machine Catalog
£ Delivery Group: >
4 Applications View
= Pohcl.es Refresh
(# Logging
v (24 Configuration Help

£ Administrators
Controllers
™ Hosting

Allocation Type: Random

#¢ Licensing

3 StoreFront

[y App-V Publishing |
& AppDNA

@ Zones

3. Select ‘Desktop OS’.

‘ﬁ You will be deploying MCS machines using the Host connection or Zone you created earlier.
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Machine Catalog Setup
Studio Machine Management
This Machine Catalog will use:
0 Machines that are power managed (for example, virtual machines or blade PCs)
v DAUC N - . -
Ll () Machines that are not power managed (for example, physical machines)

¥ Operating System
Machine Management Deploy machines using:

Desktop Experience ®) Citrix Machine Creation Services (MCS)

Master Image Resources: SCVMM (Zone: Primary)

Virtual Machines () Citrix Provisioning Services (PVS)

Computer Accounts _) Another service or technology

Summary | am not using Citrix technology to manage my machines. | have existing machines
already prepared,

Note: For Linux OS machines, consuit the administrator documentation for guidance.

Back Next [ Cancel |

4. Select the option for a ‘Static’ desktop and a ‘Dedicated’ machine.

Machine Catalog Setup
Studio Desktop Experience
Which desktop experience do you want users to have?
_) 1 want users to connect to a new (random) desktop each time they log on.
¥ Introduction : 2
Witz ®) | want users to connect to the same (static) desktop each time they log on.

+ Operating System

?
v Machine Management Do you want to save any changes that the user makes to the desktop?
) [Not recommended: Citrix Personal vDisk technology i now deprecated,]

Desktop Experience 1 Yes, save changes on a separate Personal vDisk.
Master Image (®) Yes, create a dedicated virtual machine and save changes on the local disk.
Vitial Machines ) No, discard all changes and clear virtual desktops when the user logs off.

Computer Accounts

Summary

5. Select the VM for the Master Image click Next.

6. Navigate to the OU you would like the VMs to be placed and provide a naming convention.
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Machine Catalog Setup

Studio Active Directory Computer Accounts

Each machine in a Machine Catalog needs a corresponding Active Directory computer account.

Select an Active Directory account option:
v Intreductior 2 .
MEOHLCHO ) Create new Active Directory accounts
¥ Operating System - Py Z .
P : _) Use existing Active Directory accounts
v Machine Management

Active Directory location for computer accounts:

Domain: mini.Jocal

& Uomain Controliers

» @ ForeignSecurityPrincipals

Computer Accounts v (@ LoginVs! ‘
Summary v @ Computers
» (@ Launcher

PN

Selected location: ‘ OU=Target,0U=Computers, OU=LoginVSI,DC=mini,DC=local

Account naming scheme:
VDI-#=2= 0-2

VDI-0123

7. Give the Catalog a hame and click Finish.

Create Delivery Groups

Delivery Groups are collections of machines that control access to desktops and applications. With Delivery
Groups, you can specify which users and groups can access which desktops and applications.

To create delivery groups, complete the following steps:

‘ﬁ The instructions below outline the procedure to create a Delivery Group for VDI desktops. When you
have completed these steps, repeat the procedure to a Delivery Group for RDS desktops.

1. Connect to a XenDesktop server and launch Citrix Studio.

2. Choose Create Delivery Group from the drop-down menu.
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File Action View Help

@ &

&4 Citrix Studio (Site)
1D Search
g Machine Catalogs
= AppDisks Delivery Group 4 | Delivering Mo. of mac...
£ Delivery Groups
E Applications | Create Delivery Group |
= Policies )
Logging Vo= '
I [E» Configuration Refresh
Help

3. Specify the Machine Catalog and increment the number of machines to add.

4. Click Next.

Studio Machines
Select a Machine Catalog.
Catalog Type Machines
o Iniridhic sy O vDINP VDI PVS Random

Machines NonPersistent VDI Machines
Machine allocation

Users.

Applications

Desktop Assignment Rules

Summary

Choose the number of machines for this Delivery Group:
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Studio 2w

Specify who can use the applications and desktaps in this Delivery Group. You can assign users
and wuser groups who log on with valid credentials.

+ Introduction ) Allow any authenticated users to use this Delivery Group.
+ Machines (®) Restrict use of this Delivery Group to the following users:
Users VDILAB-\ADomain Users
Applications
Desktops.
Summary

o

Studio Applications

To add applications, click "Add" and choose a source. Then select applications from that source.
If you choose Application Groups, all current and future applications in the selected groups will
ehE :fu?::lvw can also place new applications in a non-default folder and change application

+ Machines

¥ Users Add applications
Applications ; €
Desktops.

Summary

[ Remave Properties...

Place the new applications in folder:
(@ Applicationsy
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Studio Desktops
Add users or groups who can launch a desktop from this Delivery Graup.

+ Introduction Add assignments _
+ Machines ¥
 Users
+ Applications

Desktops

Summary

Add.. || Edit. || Remove.. |

Display name: I i) NF‘i I
Deseription: | Example: Assigned desktops for Finance Dept. |

The name and description are shown in Receiver.

(®) Allow everyone with access to this Delivery Group to use a desktop
() Restrict desktop use to:

Add users and groups

| Add... || Remove

Enable desktop
Clear this check box to disable delivery of this desktop.

=
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Studio Summary
Machine Catalog: VDI-NP
SALEE Machine type: Desktop 0S5
v Machines Allocation type: Random
Machines added: VDILAB-V\CTX-VDINP-001
¥ Users 1 unassigned
+ Applications Users: VDILAB-V\Domain Users
+ Desktops Desktops: VDINP
Summary

Delivery Group name:

[voind |

Delivery Group description, used as label in Receiver (optional):

| |

5. Specify what the machines in the catalog will deliver: Desktops, Desktops and Applications, or Applica-
tions.

6. Select Desktops.

7. Click Next.

Studio Delivery Type
You can use the machines in the Catalog to deliver desktops and applications to your users.
Use the machines to deliver:

¥ Introduction

¥ Machines

() Desktops and applications

Delivery Ty —
Ty fype () Applications
U 2 = —== = =
SErE Note: For Linux OS machines, consult the administrator documentation for guidance.
StoreFront
Summary

Back Cancel

8. To make the Delivery Group accessible, you must add users, click Add.
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Studio Ueare

Specify wha can use the applications and desktops in this Delivery Group. You can assign users
and user groups who log on with valid credentials.

+ Introduction | () Allow any authenticated users to use this Delivery Group.
+ Machines ‘ (®) Restrict use of this Delivery Graup to the following users:
Users 4
. Add users and groups
Applications
Desktops
Summary

Remove

9. In the Select Users or Groups dialog, add users or groups.

10. Click OK. When users have been added, click Next.

Select this object type:

|Users or Groups

From this location:
|Entire Directory

Enter the object names to select {2amples):
Domain Users

11. Enter the StoreFront configuration for how Receiver will be installed on the machines in this Delivery
Group. Click “Manually, using a StoreFront server address that | will provide later.”

12. Click Next.
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Studio StoreFront

You can configure Receiver on the machines in this Delivery Group so that users can access
additional applications that aren’t on the machines. Receiver can use a different StoreFront
et server (that you selectrhrere or in the Configuration > Storean? node) comparesi with the
servers (listed in the Citrix StoreFront console) used for connections to the machines themselves.
¥ Machines

How do you want to configure Receiver on the machines in this Delivery Group?

 Delivery Type
®) Manually, using a StoreFront server address that | will provide later

¥ Users "
() Automatically, using the StoreFront servers selected below
Storefront
Select the StoreFront servers for Receiver:
Summary

No StoreFront servers have been added.

Add a StoreFront server.

Add new.

13. On the Summary dialog, review the configuration. Enter a Delivery Group name and a Display hame (for
example, VDI or RDS).

14. Click Finish.

Studio Ramipan.
Machine Catalog: VDI-NP
2 Introdiscton Machine type: Desktop OS
@ Maching: Allocation type: Random
Machines added: 1 unassigned
+ Delivery Type i
Delivery type: Desktops
Mlbers Users: DVPOD2\Domain Users
+ Storefront Scopes:

Summary

‘ Delivery Group name:

[vor-ne |

Display name:

[vor-ne |

Delivery Group description, used as label in Receiver (optional):

‘ NonPersistent VDI I

15. Citrix Studio lists the created Delivery Groups and the type, number of machines created, sessions, and
applications for each group in the Delivery Groups tab.

16. On the drop-down menu, select “Turn on Maintenance Mode.”
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+1 Citrix Studio

File Action View Help
&= 2=

| Conscle Root
4 §§ Citrix Studio (Site)

O Search

= pMachine Catalogs || Delivery Groups | Applications (0)

£ Delivery Groups Delivery Group + | Machine type Mo. of machi... | Sessionsin use
Polici.es VDI-NP Desktop 05 1 1
Logging State: Enabled Unregistere...  Disconnecte...

4 [E» Configuration

£ Administrators Add Machines

Controllers Edit Delivery Group

= Hosting Turn On Maintenance Mode
de Licensing Rename Delivery Group

m StoreFront

[y App-V Publishi
@ Zones View Machines

Delete Delivery Group

- §¥ Citrix StoreFront Test Delivery Group

Citrix XenDesktop Policies and Profile Management

Policies and profiles allow the Citrix XenDesktop environment to be easily and efficiently customized.

Configure Citrix XenDesktop Policies

Citrix XenDesktop policies control user access and session environments, and are the most efficient method
of controlling connection, security, and bandwidth settings. You can create policies for specific groups of
users, devices, or connection types with each policy. Policies can contain multiple settings and are typically
defined through Citrix Studio. (The Windows Group Policy Management Console can also be used if the
network environment includes Microsoft Active Directory and permissions are set for managing Group Policy
Objects). The figure below shows policies for Login VSI testing in this CVD.
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Figure 4 XenDesktop Policy

Policies Testing Policy

Overview | Settings | Assignedto |

1 Unfiltered

» Auto connect client drives
User setting - ICA\File Redirection
Disabled (Default: Enabled)

3 VDI Policy » Auto-create client printers
User setting - ICA\Printing\Client Printers
4 RDS Policy Do not auto-create client printers (Default: Auto-create all client printers)

» Client printer redirection
User setting - ICA\Printing
Prohibited (Default: Allowed)

» Concurrent logons tolerance
Computer setting - Load Management
Value: 4 (Default: Value: 2)

» CPU usage
Computer setting - Load Management
Disabled (Default: Disabled)

» CPU usage excluded process priority
Computer setting - Load Management
Disabled (Default: Below Normal or Low)

» Flash default behavior
User setting - ICA\Adobe Flash Delivery\Flash Redirection
Disable Flash acceleration (Default: Enable Flash acceleration)

» Memory usage
Computer setting - Load Management
Disabled (Default: Disabled)

» Memory usage base load
Computer setting - Load Management
Disabled (Default: Zero load: 768 MBs)

Configuring User Profile Management

Profile management provides an easy, reliable, and high-performance way to manage user personalization
settings in virtualized or physical Windows environments. It requires minimal infrastructure and administration
and provides users with fast logons and logoffs. A Windows user profile is a collection of folders, files,
registry settings, and configuration settings that define the environment for a user who logs on with a
particular user account. These settings may be customizable by the user, depending on the administrative
configuration. Examples of settings that can be customized are:

o Desktop settings such as wallpaper and screen saver
e Shortcuts and Start menu setting

¢ Internet Explorer Favorites and Home Page

e Microsoft Outlook signature

e Printers

Some user settings and data can be redirected by means of folder redirection. However, if folder redirection
is not used these settings are stored within the user profile.

The first stage in planning a profile management deployment is to decide on a set of policy settings that
together form a suitable configuration for your environment and users. The automatic configuration feature
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simplifies some of this decision-making for XenDesktop deployments. Screenshots of the User Profile
Management interfaces that establish policies for this CVD’s RDS and VDI users (for testing purposes) are
shown below. Basic profile management policy settings are documented here:

https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr.html

Figure 5 VDI User Profile Manager Policy

Policies VDI Policy
1  Unfiltered Overview | Settings | Assigned to
b Active write back
2 Testing Policy Computer setting - Profile Management\Basic settings
T Enabled (Default: Disabled)
VDI Policy P Delete locally cached profiles on logoff
Computer setting - Profile Management\Prefile handling

4 RDS Palicy Enabled (Default: Disabled)

} Enable Profile management
Computer setting - Profile Management\Basic settings
Enabled (Default: Disabled)

b Exclusion list - directories
Computer setting - Profile Management\File system\Exclusions
AppData‘\Local;AppData‘\LocalLow;AppData\Roaming;$Recycle.Bin (Default: )

b Path to user store
Computer setting - Profile Management\Basic settings
\\10.10.62.92\Profile-VDI01$\#SAMAccountMame# (Default: Windows)

} Process logons of local administrators
Computer setting - Profile Management\Basic settings
Enabled (Default: Disabled)
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Test Setup and Configurations
|
In this project, we tested a single Cisco UCS Mini running eight (8) Cisco UCS B200 M5 Blade Servers in a

single Cisco UCS domain. This solution is tested to illustrate linear scalability for each workload studied.

The configuration of this smaller footprint solution is to be able to achieve scalability from a very small foot
print of 1 workload server and 2 Infrastructure servers that can run up to 245 users in the chassis. We then
can expand all the way to 6 workload servers and 2 Infrastructure servers that can house up to 1250 users.

This solution allows customers that need a small footprint solution for smaller offices, branches, edge
computing or disaster recovery sites, to name a few.

e With a single workload host and 2 Infrastructure servers, we achieve N+1 by creating a 3 node
cluster and allowing all 245 user desktops and all required Infrastructure to failover and handle the
workloads (i.e. if the workload blade fails, the two infrastructure blades can easily handle the
Windows 10 desktops along with Infrastructure VMs.

VDI Single Server Testing 245 Users

/ Cisco B200 M5 Infrastructure Blades \
Storefront StorefFront
Delivery Controller | ' Delivery Controller
Provisioning Server | Provisioning Server
SQL Server | SQL Server
AD/DNS/DHCP ‘ AD/DNS/DHCP

/ 1x Cisco UCS Mini B-Series Chassis \

1x B200 M5 Blade Servers for Infrastructure 1x B200 M5 Blade Servers for Infrastructure

1x B200 M5 Blade Server for Windows 10 VDI
Workloads

\ v

e This solution will allow a customer to scale from a single workload server to a fully populated UCS
Mini Chassis with 6 workload servers and 2 Infrastructure servers. This can grow a solution from
200+ users to approximately 1250 Users with N+1 capability utilizing Infrastructure servers as failover
options.
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VDI Full Chassis Testing, 1250 Users

4

StoreFront
Delivery Controller
Provisioning Server

SQL Server

AD/DNS/DHCP

Cisco B200 M5 Infrastructure Blades \

StorefFront
Delivery Controller
Provisioning Server

SQL Server

AD/DNS/DHCP

1x Cisco UCS Mini B-Series Chassis

1x B200 M5 Blade Servers for Infrastructure

1x B200 M5 Blade Servers for Infrastructure

1x B200 M5 Blade Server for Windows 10 VDI
Workloads

1x B200 M5 Blade Server for Windows 10 VDI
Workloads

1x B200 MS5 Blade Server for Windows 10 VDI
Workloads

1x B200 M5 Blade Server for Windows 10 VDI
Workloads

1x B200 M5 Blade Server for Windows 10 VDI
Workloads

1x B200 M5 Blade Server for Windows 10 VDI

Workloads /

K
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UCS FI-6324

8GB FC 8GB FC

o o

Pure Storage Flasharray //M10 (Rear)

Hardware Components:
e 2 x Cisco UCS 6324 Fabric Interconnects
e 2 x Cisco Nexus 9372PX Access Switches

e 8 x Cisco UCS B200 M5 Blade Servers (2x Intel Scalable Processor 6140 Gold at 2.3 GHZ with 768 GB
of memory per server [64 GB x 12 DIMM at 2666 MHZz]).

e 1 x Pure Storage //M10 Flash Array
Software components:

e Cisco UCS firmware 3.2(2b)
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e Microsoft Hyper-V Server 2016

e Citrix XenDesktop 7.15

e Citrix User Profile Management

e Citrix NetScaler VPX NS11.1 52.13.nc
e Microsoft SQL Server 2016

e Microsoft Windows 10

¢ Microsoft Windows 2016

e Microsoft Office 2016

e Login VS| 4.1.25

Testing Methodology and Success Criteria

All validation testing was conducted on-site within the Cisco labs in San Jose, California.

The testing results focused on the entire process of the virtual desktop lifecycle by capturing metrics during
the desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up,) user workload
execution (also referred to as steady state), and user logoff for the Hosted Shared Desktop Session under
test.

Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the
overall success of an individual test cycle. Each test cycle was not considered passing unless all of the
planned test users completed the ramp-up and steady state phases (described below) and unless all metrics
were within the permissible thresholds as noted as success criteria.

Three successfully completed test cycles were conducted for each hardware configuration and results were
found to be relatively consistent from one test to the next.

You can obtain additional information and a free test license from http://www.loginvsi.com.

Testing Procedure

The following protocol was used for each test cycle in this study to insure consistent results.

Pre-Test Setup for Testing

All machines were shut down utilizing the Citrix XenDesktop 7.15 LTSR Administrator Console.

All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the
required number of launchers was running with the Login VSI Agent at a “waiting for test to start” state.
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Test Run Protocol

To simulate severe, real-world environments, Cisco requires the log-on and start-work sequence, known as
Ramp Up, to complete in 48 minutes. Additionally, we require all sessions started, whether 60 single server
users or 4000 full scale test users to become active within two minutes after the last session is launched.

In addition, Cisco requires that the Login VSI Benchmark method is used for all single server and scale
testing. This assures that our tests represent real-world scenarios. For each of the three consecutive runs on
single server tests, the same process was followed. Complete the following steps:

1. Time 0:00:00 Start esxtop Logging on the following systems:

e — Infrastructure and VDI Host Blades used in test run
e — AllInfrastructure VMs used in test run (AD, SQL, XenDesktop brokers, image mgmt., etc.)

Time 0:00:10 Start Storage Partner Performance Logging on Storage System.
Time 0:05: Boot VDI Machines using Citrix XenDesktop 7.15 Administrator Console.
Time 0:06 First machines boot.

Time 0:35 Single Server or Scale target number of VDI Desktops registered on XD.

ﬂ No more than 60 Minutes of rest time is allowed after the last desktop is registered and available on Citrix
XenDesktop 7.15 Administrator Console dashboard. Typically, a 20-30 minute rest period for Windows 10
desktops and 10 minutes for RDS VMs is sufficient.

Time 1:35 Start Login VSI 4.1.25 Knowledge Worker Benchmark Mode Test, setting auto-logoff time at 900
seconds, with Single Server or Scale target number of desktop VMs utilizing sufficient number of
Launchers (at 20-25 sessions/Launcher).

Time 2:23 Single Server or Scale target number of desktop VMs desktops launched (48 minute benchmark
launch rate).

Time 2:25 All launched sessions must become active.

ﬂ All sessions launched must become active for a valid test run within this window.

Time 2:40 Login VSI Test Ends (based on Auto Logoff 900 Second period designated above).
Time 2:55 All active sessions logged off.

All sessions launched and active must be logged off for a valid test run. The Citrix XenDesktop 7.15 Admin-
istrator Dashboard must show that all desktops have been returned to the registered/available state as
evidence of this condition being met.

Time 2:57 All logging terminated; Test complete.
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Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker; Shut-
down all Windows 10 machines.

Time 3:30 Reboot all hypervisors.

Time 3:45 Ready for new test sequence.

Success Criteria

Our “pass” criteria for this testing is as follows: Cisco will run tests at a session count levels that effectively
utilize the server capacity measured by CPU, memory, storage and network utilization. We use Login VSI
version 4.1.25 to launch Knowledge Worker workload sessions. The number of launched sessions must
equal active sessions within two minutes of the last session launched in a test as observed on the VSI
Management console.

The Citrix XenDesktop Studio will be monitored throughout the steady state to make sure of the following:
All running sessions report In Use throughout the steady state
No sessions move to unregistered, unavailable or available state at any time during steady state

Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically and
the Login VSI Agent must have shut down. Cisco’s tolerance for Stuck Sessions is 0.5% (half of one
percent.) If the Stuck Session count exceeds that value, we identify it as a test failure condition.

Cisco requires three consecutive runs with results within +/-1% variability to pass the Cisco Validated Design
performance criteria. For white papers written by partners, two consecutive runs within +/-1% variability are
accepted. (All test data from partner run testing must be supplied along with proposed white paper.)

We will publish Cisco Validated Designs with our recommended workload following the process above and
will note that we did not reach a VSImax dynamic in our testing.

The purpose of this testing is to provide the data needed to validate Citrix XenDesktop 7.153 VDI with Citrix
XenDesktop 7.15 MCS provisioning using Microsoft Windows 10 sessions on Cisco UCS B200 M5 servers.

The information contained in this section provides data points that a customer may reference in designing
their own implementations. These validation results are an example of what is possible under the specific
environment conditions outlined here and do not represent the full characterization of Citrix and VMware
products.

Four test sequences, each containing three consecutive test runs generating the same result, were
performed to establish system performance and linear scalability.

VSImax 4.1.x Description

The philosophy behind Login VSI is different to conventional benchmarks. In general, most system
benchmarks are steady state benchmarks. These benchmarks execute one or multiple processes, and the
measured execution time is the outcome of the test. Simply put: the faster the execution time or the bigger
the throughput, the faster the system is according to the benchmark.

Login VSl is different in approach. Login VSI is not primarily designed to be a steady state benchmark
(however, if needed, Login VSI can act like one). Login VSI was designed to perform benchmarks for SBC or
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VDI workloads through system saturation. Login VSI loads the system with simulated user workloads using
well-known desktop applications like Microsoft Office, Internet Explorer and Adobe PDF reader. By gradually
increasing a number of simulated users, the system will eventually be saturated. Once the system is
saturated, the response time of the applications will increase significantly. This latency in application
response times shows a clear indication whether the system is (close to being) overloaded. As a result, by
nearly overloading a system it is possible to find out what its true maximum user capacity is.

After a test is performed, the response times can be analyzed to calculate the maximum active
session/desktop capacity. Within Login VSI this is calculated as VSImax. When the system is coming closer
to its saturation point, response times will rise. When reviewing the average response time, it will be clear
the response times escalate at saturation point.

This VSImax is the “Virtual Session Index (VSI)”. With Virtual Desktop Infrastructure (VDI) and Terminal
Services (RDS) workloads this is valid and useful information. This index simplifies comparisons and makes it
possible to understand the true impact of configuration changes on hypervisor host or guest level.

Server-Side Response Time Measurements

It is important to understand why specific Login VSI design choices have been made. An important design
choice is to execute the workload directly on the target system within the session instead of using remote
sessions. The scripts simulating the workloads are performed by an engine that executes workload scripts
on every target system and are initiated at logon within the simulated user’s desktop session context.

An alternative to the Login VSI method would be to generate user actions client side through the remoting
protocol. These methods are always specific to a product and vendor dependent. More importantly, some
protocols simply do not have a method to script user actions client side.

For Login VSI the choice has been made to execute the scripts completely server side. This is the only
practical and platform independent solutions, for a benchmark like Login VSI.

Calculating VSImax v4.1.x

The simulated desktop workload is scripted in a 48-minute loop when a simulated Login VSI user is logged
on, performing generic Office worker activities. After the loop is finished it will restart automatically. Within
each loop the response times of sixteen specific operations are measured in a regular interval: sixteen times
in within each loop. The response times of these five operations are used to determine VSImax.

The five operations from which the response times are measured are:
e Notepad File Open (NFO)

Loading and initiating VSINotepad.exe and opening the openfile dialog. This operation is handled by
the OS and by the VSINotepad.exe itself through execution. This operation seems almost instant from
an end-user’s point of view.

e Notepad Start Load (NSLD)

Loading and initiating VSINotepad.exe and opening a file. This operation is also handled by the OS and
by the VSINotepad.exe itself through execution. This operation seems almost instant from an end-
user’s point of view.

e Zip High Compression (ZHC)

196



Building the Virtual Machines and Environment for Workload Testing

This action copy's a random file and compresses it (with 7zip) with high compression enabled. The
compression will very briefly spike CPU and disk 10.

e Zip Low Compression (ZLC)

This action copy's a random file and compresses it (with 7zip) with low compression enabled. The
compression will very briefly disk |0 and creates some load on the CPU.

e CPU
Calculates a large array of random data and spikes the CPU for a short period of time.

These measured operations within Login VSI do hit considerably different subsystems such as CPU
(user and kernel), Memory, Disk, the OS in general, the application itself, print, GDI, etc. These
operations are specifically short by nature. When such operations become consistently long: the
system is saturated because of excessive queuing on any kind of resource. As a result, the average
response times will then escalate. This effect is clearly visible to end-users. If such operations
consistently consume multiple seconds the user will regard the system as slow and unresponsive.

Figure 6 Sample of a VSI Max Response Time Graph, Representing a Normal Test

Figure 7 Sample of a VSI Test Response Time Graph with a Clear Performance Issue

When the test is finished, VSImax can be calculated. When the system is not saturated, and it could
complete the full test without exceeding the average response time latency threshold, VSIimax is not reached
and a number of sessions ran successfully.
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The response times are very different per measurement type, for instance Zip with compression can be
around 2800 ms, while the Zip action without compression can only take 75ms. This response time of these
actions are weighted before they are added to the total. This ensures that each activity has an equal impact
on the total response time.

In comparison to previous VSImax models, this weighting much better represent system performance. All
actions have very similar weight in the VSImax total. The following weighting of the response times are
applied.

The following actions are part of the VSImax v4.1 calculation and are weighted as follows (US notation):
e Notepad File Open (NFO): 0.75
o Notepad Start Load (NSLD): 0.2
e Zip High Compression (ZHC): 0.125
e Zip Low Compression (ZLC): 0.2
e CPU:0.75
This weighting is applied on the baseline and normal Login VSI response times.

With the introduction of Login VSI 4.1 we also created a new method to calculate the base phase of an
environment. With the new workloads (Taskworker, Powerworker, etc.) enabling ‘base phase' for a more
reliable baseline has become obsolete. The calculation is explained below. In total 15 lowest VSI response
time samples are taken from the entire test, the lowest 2 samples are removed and the 13 remaining
samples are averaged. The result is the Baseline. The calculation is as follows:

e Take the lowest 15 samples of the complete test
e From those 15 samples remove the lowest 2
e Average the 13 results that are left is the baseline

The VSImax average response time in Login VSI 4.1.x is calculated on a number of active users that are
logged on the system.

Always a 5 Login VSI response time samples are averaged + 40% of the amount of “active” sessions. For
example, if the active sessions is 60, then latest 5 + 24 (=40% of 60) = 31 response time measurement are
used for the average calculation.

To remove noise (accidental spikes) from the calculation, the top 5% and bottom 5% of the VSI response
time samples are removed from the average calculation, with a minimum of 1 top and 1 bottom sample. As a
result, with 60 active users, the last 31 VSI response time sample are taken. From those 31 samples the top
2 samples are removed and lowest 2 results are removed (5% of 31 = 1.55, rounded to 2). At 60 users the
average is then calculated over the 27 remaining results.

VSImax v4.1.x is reached when the VSIlbase + a 1000 ms latency threshold is not reached by the average
VSI response time result. Depending on the tested system, VSImax response time can grow 2 - 3x the
baseline average. In end-user computing, a 3x increase in response time in comparison to the baseline is
typically regarded as the maximum performance degradation to be considered acceptable.
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In VSImax v4.1.x this latency threshold is fixed to 1000ms, this allows better and fairer comparisons between
two different systems, especially when they have different baseline results. Ultimately, in VSImax v4.1.x, the
performance of the system is not decided by the total average response time, but by the latency is has
under load. For all systems, this is now 1000ms (weighted).

The threshold for the total response time is: average weighted baseline response time + 1000ms.

When the system has a weighted baseline response time average of 1500ms, the maximum average
response time may not be greater than 2500ms (1500+1000). If the average baseline is 3000 the maximum
average response time may not be greater than 4000ms (3000+1000).

When the threshold is not exceeded by the average VSI response time during the test, VSImax is not hit and
a number of sessions ran successfully. This approach is fundamentally different in comparison to previous
VSImax methods, as it was always required to saturate the system beyond VSImax threshold.

Lastly, VSImax v4.1.x is now always reported with the average baseline VSI response time result. For
example: “The VSImax v4.1 was 125 with a baseline of 1526ms”. This helps considerably in the comparison
of systems and gives a more complete understanding of the system. The baseline performance helps to
understand the best performance the system can give to an individual user. VSImax indicates what the total
user capacity is for the system. These two are not automatically connected and related:

When a server with a very fast dual core CPU, running at 3.6 GHZ, is compared to a 10 core CPU, running at
2,26 GHZ, the dual core machine will give and individual user better performance than the 10 core machine.
This is indicated by the baseline VSI response time. The lower this score is, the better performance an
individual user can expect.

However, the server with the slower 10 core CPU will easily have a larger capacity than the faster dual core
system. This is indicated by VSImax v4.1.x, and the higher VSImax is, the larger overall user capacity can be
expected.

With Login VSI 4.1.x a new VSImax method is introduced: VSImax v4.1. This methodology gives much better
insight into system performance and scales to extremely large systems.
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Test Results
]
Boot Storms

A key performance metric for desktop virtualization environments is the ability to boot the virtual machines
quickly and efficiently to minimize user wait time for their desktop.

As part of Cisco’s virtual desktop test protocol, we shut down each virtual machine at the conclusion of a
benchmark test. When we run a new test, we cold boot all 1250 desktops and measure the time it takes for
the 1250™ virtual machine to register as available in the Citrix XenDesktop Studio.

The Cisco UCS B200 M5 can accomplish this task in 30 minutes as shown in the following chart:

Boot Storm on Cisco UCS B200 M5
Windows 10, Office 2016, 245 Users

Hyper-V Logical CPU
% boot storm
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Recommended Maximum Workload and Configuration Guidelines

Eight Cisco UCS B200 M5 Blade Servers

For the Citrix XenDesktop 7.15 Hosted Virtual Desktop use case, the recommended maximum workload was
determined based on both Login VSI Knowledge Worker workload end user experience measures, and B200

M5 server operating parameters.

This recommended maximum workload approach allows you to determine the server N+1 fault tolerance
load the server can successfully support in the event of a server outage for maintenance or upgrade.

Our recommendation is that the Login VS| Average Response and VSI Index Average should not exceed the

Baseline plus 2000 milliseconds to ensure that end user experience is outstanding. Additionally, during
steady state, the processor utilization should average no more than 90-95%.

# Memory should never be oversubscribed for Desktop Virtualization workloads.

Test
Phase

Boot

Login

Steady

state

Logoff

Description

Start all RDS and/or VDI virtual machines at the same time.

The Login VSI phase of test is where sessions are launched and start executing the work-
load over a 48 minutes duration.

The steady state phase is where all users are logged in and performing various workload
tasks such as using Microsoft Office, Web browsing, PDF printing, playing videos, and com-
pressing files.

Sessions finish executing the Login VSI workload and logoff.

‘ﬂ The recommended maximum workload for a Cisco B200 M5 node with Intel 6140 Gold processors and

768GB of RAM for Windows 10 persistent Hosted Virtual Desktop users is 250 sessions with Office 2016

virtual desktops respectively.

245 User Single Server Testing on Cisco UCS B200 M5 Server

This section shows the key performance metrics captured on a single Cisco UCS workload blades and two
Infrastructure blades (three Cisco UCS B200 M5), running VDI VMs. The Single Server testing with 245 users

comprised of: 245 VDI (MCS. Full copy).

Test result highlights include:
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0.665 second baseline response time (sub-second)

0.919 second average response time with 1250 desktop sessions running (sub-second)
Average CPU utilization of 45 percent during steady state

Average of 283 GB of RAM used out of 768 GB available

9700Mbps peak network utilization per host.

Average Read Latency 0.6ms/Max Read Latency 2.2ms

Average Write Latency 3.6ms/Max Write Latency 11.3ms

130000 peak I/0 operations per second (IOPS) per cluster at steady state
2700MBps peak throughput per cluster at steady state

74% Deduplication savings

45% Compression savings

Total of 86% storage space savings

Figure 8 LoginVSI Analyzer Chart for 245 Users Test
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Figure 9 CPU Utilization for Single Server Testing

Cisco UCS B200 M5, Intel 6140 CPU,Hyper-V Hypervisor Logical Processor{_Total)\%
Total Run Time
XenDesktop 7.15, Windows 10, Office 2016, 245 Users
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Figure 10 LoginVSI Analyzer Chart for Three (3) Consecutive 245 User Tests Running Knowledge Work-
load on 1 Cisco UCS B200 M5
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Figure 11 Sample Hyper-V Host Memory Usage in Mbytes Running 1250 User Test on 6 Node
Cisco UCS B200 M5 Memory Utilization (\\memory\available mbytes)
Windows 10, Office 2016 245 Users

Available Memory decreases as
test progresses
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1250 User Full Scale Testing on 6-node Hyper-V Cluster

This section shows the key performance metrics captured on the Cisco UCS Hyper-V Cluster and Pure
Storage Array, configured with six workload blades and two Infrastructure blades (eight Cisco UCS B200
M4), running VDI VMs. The full-scale testing with 1250 users comprised of: 1250 VDI (MCS. Full copy).

Test result highlights include:
e 0.665 second baseline response time (sub-second)
e 0.919 second average response time with 1250 desktop sessions running (sub-second)
e Average CPU utilization of 45 percent during steady state
e Average of 283 GB of RAM used out of 768 GB available
e 9700Mbps peak network utilization per host.
e Average Read Latency 0.6ms/Max Read Latency 2.2ms
e Average Write Latency 3.6ms/Max Write Latency 11.3ms
e 130000 peak I/0 operations per second (IOPS) per cluster at steady state
e 2700MBps peak throughput per cluster at steady state

e 74% Deduplication savings
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o 45% Compression savings
e Total of 86% storage space savings

Figure 12 LoginVSI Analyzer Chart for 1250 Users Test
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Figure 13 LoginVSI Analyzer Chart for Three (3) Consecutive 1250 User Tests Running Knowledge
Workload on 6 Node UCS Cluster
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Figure 14 Sample Hyper-V CPU Core Utilization Running 1250 User Test on 6 Nodes
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Figure 15 Sample Hyper-V Host Memory Usage in Mbytes running 1250 User Test on 6 Node

All Workload Hosts (Cisco UCS B200 M5 Servers)
CPU Average for all 6 nodes running VDI in the cluster
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Pure Storage FlashArray//M10 Test Results for 1250 Persistent Windows 10 x64 MCS
Desktops

The cluster-level simulation was to run 1250 persistent Windows 10 x64 desktops against the same
FlashArray//M10. All Login VSI parameters were kept consistent with the Single Server test with the only
change being to use 1250 desktops created via XenDesktop Machine Creation Services. As can be seen in
the below storage metrics, the Pure Storage FlashArray//M10 was clearly able to handle this workload and
continued to provide sub-millisecond latency for another impressive Login VSI result.

Another item worth noting from the GUI screenshot shows that latency was consistently sub-millisecond
throughout all phases of the Login VSI simulation despite driving hundreds of megabytes of sustained write
bandwidth.

1. During the boot storms the Pure Array handled more than 33 thousand IOPS with more than 1 GB of
throughput all while maintaining a sub millisecond latency, Figure 16.

2. During the scale user tests of 1250 users, the Pure Array handled more than 15 thousand IOPS with
more than 400 MBs of throughput. All while maintaining a sub millisecond latency, Figure 17.
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Figure 16 Boot Storms
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Scalability Considerations and Guidelines
_________________________________________________________________________________________________________________________________|

There are many factors to consider when you begin to scale beyond 1250 Users, one chassis 6 VDI
workload host server configuration, which this reference architecture has successfully tested. In this section
we give guidance to scale beyond the 1250 user system.

Cisco UCS System Scalability

As our results indicate, we have proven linear scalability in the Cisco UCS Reference Architecture as tested:

e Cisco UCS Manager Software supports up to 20 Cisco UCS chassis within a single Cisco UCS domain
with Cisco UCS 6248UP Fabric Interconnect. A single UCS domain can grow to 160 blades for an
enterprise deployment.

e Cisco UCS Central, the manager of managers, extends UCS domains and vastly increases the reach of
the Cisco UCS system. Simplify daily operations by centrally managing and automating routine tasks
and expediting problem resolution. Our powerful platform eliminates disparate management
environments. Use it to support up to 10,000 Cisco UCS servers (blade, rack, hyperconverged and
Mini) and manage multiple Cisco UCS instances or domains across globally-distributed locations.

e As scale grows, the value of the combined UCS fabric, Nexus physical switches and Nexus virtual
switches increases dramatically to define the Quality of Services required to deliver excellent end user
experience 100 percent of the time.

e To accommodate the Cisco Nexus 9000 upstream connectivity in the way we describe in the network
configuration section, two Ethernet uplinks are needed to be configured on the Cisco UCS 6324 Fabric
Interconnect.

The backend storage has to be scaled accordingly, based on the IOP considerations as described in the

Pure Storage scaling section. Please refer the Pure Storage web site for scalability guidelines.

Scalability of Citrix XenDesktop 7.15 Configuration

XenDesktop environments can scale to large numbers. When implementing Citrix XenDesktop, consider the
following in scaling the number of hosted shared and hosted virtual desktops:

e Types of storage in your environment
e Types of desktops that will be deployed
e Data protection requirements

These and other various aspects of scalability considerations are described in greater detail in “XenDesktop
- Modular Reference Architecture” document and should be a part of any XenDesktop design.

When designing and deploying this CVD environment, best practices were followed including the following:

e Citrix recommends using N+1 schema for virtualization host servers to accommodate resiliency. In all
Reference Architectures (such as this CVD), this recommendation is applied to all host servers.

e All Provisioning Server Network Adapters are configured to have a static IP and management.
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We used the XenDesktop Machine Creation Services deployment wizard. The wizard does an excellent job
of creating the desktops automatically and it's possible to run multiple instances of the wizard, provided the
deployed desktops are placed in different catalogs and have different naming conventions.
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Cisco UCS Backup

Automated backup of the UCS domain is important for recovery of the Cisco UCS Domain from issues
ranging catastrophic failure to human error. There is a native backup solution within Cisco UCS that allows
local or remote backup using FTP/TFTP/SCP/SFTP as options.

Created backups can be a binary file containing the Full State, which can be used for a restore to the original
or a replacement pair of Cisco UCS fabric interconnects. Alternately this XML configuration file consists of
All configurations, just System configurations, or just Logical configurations of the UCS Domain. For
scheduled backups, the available options are Full State or All Configuration, backup of just the System or
Logical configurations can be manually initiated.

To perform a backup, complete the following steps:

1. From Cisco UCS Manager, select Admin within the Navigation pane and select All.
2. Click on the Policy Backup and Export tab within All.
3. For a Full State Backup, All Configuration Backup, or both, specify the following:

a. Hostname : <IP or FQDN of host that will receive the backup>
b. Protocol: [FTP/TFTP/SCP/SFTP]

User: <account on host to authenticate>

o o

Password: <password for account on host>
e. Remote File: <full path and filename prefix for backup file>
f. Admin State: <select Enable to activate the schedule on save, Disable to disable schedule on save>

g. Schedule: [Daily/Weekly/Bi Weekly]
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alilie |~
ciseo. UCS Manager

®oTo

4

All

-
W
* Faults, Events and Audit Log
Faults
Events
Audit Logs
Syslog
Core Files
TechSupport Files
Settings
* User Management
» Authentication
» LDAP
» RADIUS
» TACACS+

* User Services

-

Locales

-

Locally Authenticated Users

v

Remotely Authenticated Users

» Roles
¥ Key Management

KeyRing default
» Communication Management
» Stats Management

* Collection Policies

Callection Policy Chassis
Collection Policy Fex
Collection Policy Host
Collection Policy Port
Cellection Policy Server

+ fabric

All

General Policy Backup & Export

Full State Backup Policy

Hostname @ | 10.1.156.150

Pratocol : FTP TFTP () SCP SFTP |
User : | root
Password - | seessses

Remote File : | fvar/www/html/bears/configs/ucs/6332 full

Admin State - | Disable (e) Enable

Sehedule | Daily () Weekly (8) Bi Weekly
Max Files - 0

Descriphon - | Database Backup Policy

All Configuration Backup Policy

Hostname @ | 10.1.156.150

Protocol : FTP (_/TFTP (#/SCP (JSFTP |
User : | root
Password o | sssssnes

Remote File : | fvar/www/html/bears/configs/ucs/6332.config

Admin State - | Disable (e) Enable

Schedule  : [(®) Daily () Weekly () Bi Weekly
Max Files - 0

Descripion - | Configuration Export Palicy

Backup/Export Config Reminder

Admin State : |(») Disable Enable

4. Click Save Changes to create the Policy.

Cisco Nexus Backups

The configuration of the Cisco Nexus 9000 switches can be backed up manually at any time with the copy
command, but automated backups can be put in place with the NX-OS feature scheduler. An example of
setting up an automated configuration backup for one of the FlashStack 93180YC-EX switches is shown

below:

bb04-9332-a# conf t

Enter configuration commands, one per line. End with CNTL/Z.

bb04-9332-a(config)# feature scheduler

bb04-9332-a (config)# scheduler logfile size 1024

bb04-9332-a (config)# scheduler job name backup-cfg
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bb04-9332-a (config-job)# copy running-config
tftp://192.168.156.155/9332/$ (SWITCHNAME) —cfg.$ (TIMESTAMP) vrf management

bb04-9332-a(config-job) # exit
bb04-9332-a(config)# scheduler schedule name daily
bb04-9332-a (config-schedule) # job name backup-cfg
bb04-9332-a (config-schedule) # time daily 2:00
bb04-9332-a (config-schedule) # end

Show the job that has been setup:
bb04-9332-a# sh scheduler job
Job Name: backup-cfg

copy running-config tftp://192.168.156.155/9332/$ (SWITCHNAME) -cfg.$ (TIMESTAMP)
vrf management

bb04-9332-a# show scheduler schedule

Schedule Name : daily
User Name : admin
Schedule Type : Run every day at 2 Hrs 0 Mins

Last Execution Time : Sun Apr 9 02:00:00 2017

Last Completion Time: Sun Apr 9 02:00:01 2017

Execution count : 3
Job Name Last Execution Status
backup-cfg Success (0)
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For detailed information about the feature scheduler can be found at:
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7 -
x/system_management/configuration/guide/b_Cisco Nexus 9000 Series NX-
OS_System Management_Configuration _Guide 7x/b_Cisco_Nexus 9000 Series NX-
OS_System Management Configuration Guide 7x_chapter 01010.html

Pure Storage Snapshots for Array Protection

A critical factor to the success of any VDI project is having a robust backup and disaster recovery policy and
plan in place at the storage layer. Having the ability to revert an entire datastore to an earlier version if a
mistake or catastrophic event occurs can save hundreds of hours and protect proprietary user data from loss
or corruption. Pure Storage includes snapshots and both synchronous as well as asynchronous array-based
replication as a feature of the Purity Operating Environment at no additional cost.

Pure Storage snapshots are immutable, take up zero space upon initial creation (future snapshots are
comprised of metadata changes over time) and can be instantly recovered. This flexibility and efficiency
enables administrators to design a backup policy logically based upon their specific workloads and risk
tolerance rather than being artificially constrained due to complexity or free storage array space limitations.
It is highly recommended to assign a frequent (at least once a day) snhapshot policy to datastores containing
core infrastructure VMs as well as persistent desktops with user data. We also recommend placing non-
persistent desktops on a separate datastore with no snapshot policy since those VMs are destroyed and
recreated upon user logoff and contain no unique data.

Similar to datastore creation, setting up a snapshot schedule is also accomplished easily and intuitively from
within the Pure Storage GUI.

To setup a snapshot schedule, complete the following steps:

1. Click the Protection tab.

@ PURESTORAGE

DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES

2. Click the ‘+’ sign on the Source Groups menu to the left:

D PURESTORAGE

DASHBOARD STORAGE

~ Source Groups

3. Give the Protection Group a recognizable name:
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Create Protection Group ®

Name: | Infra-Datastorg|

4. Using the above Snapshot schedule for the Infrastructure datastore, assign the following values to create
the snapshot schedule and retention policy:

© Infra-Datastore

I Snapshots
0GB

Ismedules:none} Targets (0) Members (0)  Snapshots (0)

Snapshot Schedule

«| Create a snapshot on source every 1 days rlat| 1lam -
Retain all snapshots on source for 1 days v
then retain 1 | snapshots per day for 5 | mare days

Replication Schedule

Replicate a snapshot to targets every 4 hours v |at | - v
except between| - v|and | - A
Retain all snapshots on targets for 1 days v

then retain 4 | snapshots per day for 7 | more days

Cancel Save

5. When the Snapshot and retention policy has been defined, add the Datastore to the policy by clicking the
Members tab of the Source Group:

A c Infra-Datastore -

I Snapshots
0GB

Schedules (snapshot) Targets (0) Members (0} Snapshots (0)

No members have been added Add Hosts
Add Host Groups

Add Volumes

6. Click the Volume(s) you wish to include in the Snapshot policy to move them to the right. Click Confirm
when completed.
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Select Volumes

Selected Volumes

Existing Volume s

¥ Mone selected

I Search Volumes W
& DEDUPE-V1 15TB + =
& Infra-DataStore 4TB +

After clicking Confirm, the Datastore should be listed as a Snapshot policy member:

© Infra-Datastore |

Snapshots
0GB

Schedules (snapshot) Targets (0) Members (1) Snapshots (1)

NAME

& Infra-DataStare

Repeat the above steps for any datastores containing user data and Hyper-V Boot LUNs datastores. It is
recommended to include all Hyper-V boot LUNSs in a single Snapshot policy for simplicity.
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