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Executive Summary

Data scientists are constantly searching for newer techniques and methodologies that can unlock the value of big data and
distill this data further to identify additional insights which could transform productivity and provide business
differentiation.

One such area is Artificial Intelligence/Machine Learning (Al/ML), which has seen tremendous development with bringing in
new frameworks and new forms of compute (CPU, GPU and FPGA) to work on data to provide key insights. While data
lakes have historically been data intensive workloads, these advancements in technologies have led to a new growing
demand of compute intensive workloads to operate on the same data.

While data scientists want to be able to use the latest and greatest advancements in Al/ML software and hardware
technologies on their datasets, the IT team is also constantly looking at enabling these data scientists to be able to provide
such a platform to a data lake. This has led to architecturally siloed implementations. When data, which is ingested,
worked, and processed in a data lake, needs to be further operated by Al/ML frameworks, it often leaves the platform and
has to be on-boarded to a different platform to be processed. This would be fine if this demand is seen only on a small
percentage of workloads. However, Al/ML workloads working closely on the data in a data lake are seeing an increase in
adoption. For instance, data lakes in customer environment are seeing deluge of data from new use cases such as loT,
autonomous driving, smart cities, genomics and financials, who are all seeing more and more demand of Al/ML processing
of this data.

IT is demanding newer solutions to enable data scientists to operate on both a data lake and an Al/ML platform (or a
compute farm) without worrying about the underlying infrastructure. IT also needs this to seamlessly grow to cloud scale
while reducing the TCO of this infrastructure and without affecting utilization. Thus, driving a need to plan a data lake along
with an Al/ML platform in a systemic fashion.

Seeing this increasing demand by IT, and also envisioning this as a natural extension of a data lake, we announced Cisco
Data Intelligence Platform. Cisco Data Intelligence Platform is discussed in detail here.

This CVD implements Cisco UCS Integrated Infrastructure using Cloudera Enterprise Data Hub 6.3.0 and also offers hybrid
storage model which includes Intel Non-Volatile Memory Express (NVMe) to host Hadoop temp data along with hard disk
drives (HDD) for Hadoop Distributed File System (HDFS). As a result, this reference architecture helps achieve improved
performance with fewer nodes and maintain better TCO.


https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
https://www.cisco.com/c/dam/en/us/products/servers-unified-computing/ucs-c-series-rack-servers/solution-overview-c22-742432.pdf
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Introduction

Both Big Data and machine learning technology have progressed to the point where they are being implemented in
production systems running 24x7. There exists a very clear need for a proven, dependable, high-performance platform for
the ingestion, processing, storage and analysis of the data, as well as the seamless dissemination of the output, results and
insights of the analysis.

This solution implements the Cisco UCS Integrated Infrastructure for Big Data and Analytics based on Cisco Data
Intelligence Platform (CDIP) architecture and Intel NVMe, a world-class platform solution specifically designed for
demanding workloads that is both easy to scale and easy to manage, even as the requirements grow to thousands of
servers and petabytes of storage; and the Cloudera Enterprise Data Hub, an integrated set of tools designed to enable
flexible, fast access to the entire data store.

Many companies, recognizing the immense potential of big data and machine learning technology, are gearing up to
leverage these new capabilities, building out departments and increasing hiring. However, these efforts face a new set of
challenges:

Making the data available to the diverse set of people who need it

e Enabling access to high-performance computing resources, GPUs, that also scale with the data growth
e Allowing people to work with the data using the environments in which they are familiar

e  Publishing their results so the organization can make use of it

e Enabling the automated production of those results

e Managing the data for compliance and governance

e Scaling the system as the data grows

e Managing and administering the system in an efficient, cost-effective way

This solution is based on the Cisco UCS Integrated Infrastructure for Big Data and Analytics and includes computing,
storage, connectivity, and unified management capabilities to help companies manage the immense amount of data being
collected. It is built on Cisco Unified Computing System (Cisco UCS) infrastructure, using Cisco UCS 6332 Series Fabric
Interconnects, and Cisco UCS C-Series Rack Servers with Intel NVMe. This architecture is specifically designed for
performance and linear scalability for big data and machine learning workload.

Audience

The intended audience of this document includes sales engineers, field consultants, professional services, IT managers,
partner engineering and customers who want to deploy the Cloudera Distribution with Apache Hadoop (CDH 6.3.0) on the
Cisco UCS Integrated Infrastructure for Big Data and Analytics with Intel NVMe (Cisco UCS M5 Rack-Mount servers).

Purpose of this Document

This document describes the architecture and deployment procedures for Cloudera 6.3.0 on a 28-node Cisco UCS C240 Mg
cluster based on Cisco UCS Integrated Infrastructure for Big Data and Analytics.
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This document describes the architecture and step by step guidelines of deployment procedures for Cisco Data Intelligence
Platform using Cloudera Enterprise Data Hub (CDH) 6.3.0 on Cisco UCS C240 M5 with Intel NVMe and Spinning HDDs in
hybrid configuration.

What's New in this Release?

This CVD implements the following:

o Data Lake with Cloudera Enterprise Data Hub 6.3.0 on Cisco UCS Integrated Infrastructure with hybrid storage
model consisting Intel NVMe and HDD for Big Data and Analytics

e Installation and setup of the above through Cloudera Manager (CM)

e Integration of Intel NVMe with CDH for separating Temp or Spark MMap files to NVMe and HDFS to HDD.

What's Next?

This CVD showcases Cisco UCS Manager (UCSM). This solution can also be deployed using Cisco Intersight. Additional
Cisco UCS features will be added to the Appendix in the following months. Some of these include the following:

e Cisco Boot optimized M.2 Raid Controller for hardware RAID
. 4th Generation FI

e AlINVMe solution for Cisco UCS Integrated Infrastructure for Big Data and Analytics.

Solution Summary

This CVD details the process of installing Cloudera 6.3.0 and the configuration details of the cluster. The current version of
Cisco UCS Integrated Infrastructure for Big Data and Analytics offers the following configurations depending on the
compute and storage requirements.

Cisco Data Intelligence Platform

Cisco Data Intelligence Platform (CDIP) is a cloud scale architecture which brings together big data, Al/compute farm, and
storage tiers to work together as a single entity while also being able to scale independently to address the IT issues in the
modern data center. This architecture allows for:

e Extremely fast data ingest, and data engineering done at the data lake

e Al compute farm allowing for different types of Al frameworks and compute types (GPU, CPU, FPGA) to work on this
data for further analytics

e Astorage tier, allowing to gradually retire data which has been worked on to a storage dense system with a lower
$/TB providing a better TCO

e  Seamlessly scale the architecture to thousands of nodes with a single pane of glass management using Cisco
Application Centric Infrastructure (ACI)

Cisco Data Intelligence Platform caters to the evolving architecture bringing together a fully scalable infrastructure with
centralized management and fully supported software stack (in partnership with industry leaders in the space) to each of
these three independently scalable components of the architecture including data lake, Al/ML and Object stores.
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Figure 1 Cisco Data Intelligent Platform

Al / Compute Strategy
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Big Data Strategy

(Data Lake/Hadoop)

Cisco has developed numerous industry leading Cisco Validated Designs (reference architectures) in the area of Big Data
(CVDs with Cloudera, Hortonworks and MapR), compute farm with Kubernetes (CVD with RedHat OpenShift) and Object
store (Scality, SwiftStack, Cloudian, and others).

This Cisco Data Intelligence Platform can be deployed in these variants:
e  CDIP with Cloudera with Data Science Workbench (powered by Kubernetes) and Tiered Storage with Hadoop

e  CDIP with Hortonworks with Apache Hadoop 3.1 and Data Science Workbench (powered by Kubernetes) and Tiered
Storage with Hadoop

Figure 2 Cisco Data Intelligence Platform with Hadoop, Kubernetes and Object Store
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This architecture can start from a single rack and scale to thousands of nodes with a single pane of glass management with
Cisco Application Centric Infrastructure (ACl). More details can be found in Scaling the Solution for Cisco Data Intelligence
Platform.

Modernizing Hadoop with NVMe

NVMe (Non Volatile Memory express) is a host controller interface and storage protocol created to accelerate the transfer
of data and low latency by reducing 10 bottleneck to bring performance improvement compare to its predecessors SAS or
SATA. This characteristics of NVMe make them perfect candidate to manage huge data streams in parallel at same time


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/Cisco_UCS_Data_Intelligence_Platform_with_Cloudera_and_CDSW_deploy.html#_Toc21084170
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minimize latency for data intensive workloads. NVMe helps achieve important business insights by unlocking parallel
access to the storage from real time streams whether that is data sent from Internet of Things (loT) to Big Data lake.

Enterprises built and utilized Big Data Analytics solutions architected with legacy hard disk drives (HDD) to collect, process
and run analysis in real-time or batch processing on massive data to make agile business decisions. The cost advantage of
traditional HDD over high-performance flash drives and additional speed, efficiency and reduced latency was not perceived
as valuable since majority of analytics was batch processed. Technology such as machine learning, loT devices, autonomous
vehicle etc. where data collection and analysis from various sensors and devices needs to be processed in real-time and
store in the data lake. As the quantity of the data grows more and more applications and services will be drawn where the
data is stored which requires modernizing existing Hadoop architecture.

Traditionally, Hadoop HDFS and YARN temporary files are stored on HDD hence creating contention for running
applications and MapReduce or Spark jobs on large datasets creating overlap on multiple data flows generated by YARN. In
order to cater growing datasets requirement in enterprises and achieve better performance, this solution separates
temporary data for MapReduce or even Spark and MMap files for Spark which is very 10 intensive on NVMe from HDFS
data.

Reference Architecture

Table1 below summarizes the reference architecture configuration details for the data lake. Al/ML components of the
data lake, and tiered storage are explained in detailed in Cisco Data Intelligence Platform (CDIP) with Cloudera CVD
published.

Data Lake Reference Architecture

Table 1 lists the data lake reference architecture configuration details for Cisco UCS Integrated Infrastructure for Big Data
and Analytics.

Table1  Cisco UCS Integrated Infrastructure for Big Data and Analytics Configuration Options

Performance

Servers 28 x Cisco UCS C240 M5 Rack Servers with small-form-factor (SFF) drives

CPU 2 x 2™ Gen Intel® Xeon® Scalable 6230 processors (2 x 20 cores, at 2.1 GHz)

Memory 12 x 32GB DDR4 (384 GB)

Boot M.2 with 2 x 240-GB SSDs

Storage 24 % 2.4TB 10K rpm SFF SAS HDDs and 2 x 8TB Intel P4500 NVMe High Performance Value
Endurance

Virtual interface card (VIC) | 4o Gigabit Ethernet (Cisco UCS VIC 1387 or Cisco UCS VIC 1497)

Storage controller Cisco 12-Gbps SAS modular RAID controller with 4-GB flash-based write cache (FBWC)

Network connectivity Cisco UCS 6332 Fabric Interconnect

‘ﬂ This configuration can also be deployed with 4th Generation Cisco UCS 6454 Fabric Interconnect with 25G VIC. Howev-
er, this could lead to a performance slow down compared to a 40G VIC.

As illustrated in Figure 3, a 28-node cluster with Rack#a hosting 16 Cisco UCS C240 Mg server and Rack#2 hosting 12 Cisco
UCS C240 Mg server. Each link in the figure represents a 40 Gigabit Ethernet link from each of the sixteen servers directly
connected to a Fabric Interconnect. Every server is connected to both Fabric Interconnects.
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Optionally a 30-node starter cluster with Rack#1 hosting 16 Cisco UCS C240 Mg servers and Rack#2 hosting six Cisco UCS
240 Mg servers for Al/Compute workload and four Cisco UCS S3260 Storage server for tiered storage as shown in Figure 4.

Figure 3 Cisco UCS Integrated Infrastructure with Intel NVMe and Cloudera CDH 6.3 — 28 Node Configuration
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Figure 4 Cisco Data Intelligence Platform with Cloudera — 30 Node Configuration (Optional)
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An alternate configuration for cases where more GPU capacity is needed. Four of the Cisco UCS C240 Mg servers from the
previous configuration in o are replaced with Cisco UCS C480 M5 ML Mg server which support up to eight Vioo MXM GPUs.

'& Each Cisco UCS C480 ML M5 has 8 x NVIDIA SXM2 V100 32GB modules with NVLink interconnect. Each Cisco UCS
C240 M5 supports up to two PCle GPU adapters with NVIDIA Tesla V1oo. For more information about Cisco UCS C240
Ms Sever installation and GPU card configuration rules, go to
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c/hw/C240Ms/install/C240M5/C240Ms5 appendix o0101.
html

'& Power requirements per rack must be calculated since the exact values will change based on the power needs of the
GPUs.

Figure 5 illustrates a 12-node starter cluster with all three components in a single Rack. The top eight node has Cisco UCS
C240 M5 servers as a data lake. Each link in the figure represents a 40 Gigabit Ethernet link from each of the 12 servers
directly connected to a Fabric Interconnect. The second 2 x Cisco UCS C480 ML Mg Servers and the last four servers
illustrate a data tiering on 2xS3260 servers. Every server is connected to both Fabric Interconnects.
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Figure 5 Single Rack Starter Cluster Topology
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Cisco UCS Integrated Infrastructure for Big Data and Analytics

The Cisco UCS Integrated Infrastructure for Big Data and Analytics solution for Cloudera is based on Cisco UCS Integrated
Infrastructure for Big Data and Analytics, a highly scalable architecture designed to meet a variety of scale-out application
demands with seamless data integration and management integration capabilities built using the components described in
this section.

Cisco UCS Manager

Cisco UCS Manager (UCSM) resides within the Cisco UCS Fabric Interconnect. It makes the system self-aware and self-
integrating, managing all of the system components as a single logical entity. Cisco UCS Manager can be accessed through
an intuitive graphical user interface (GUI), a command-line interface (CLI), or an XML application-programming interface
(API). Cisco UCS Manager uses service profiles to define the personality, configuration, and connectivity of all resources
within Cisco UCS, radically simplifying provisioning of resources so that the process takes minutes instead of days. This
simplification allows IT departments to shift their focus from constant maintenance to strategic business initiatives.

Key Features

e Supports Cisco UCS B-Series Blade and Cisco UCS C-Series Rack Servers, the Cisco UCS C3260 storage server, Cisco
UCS Mini, and the Cisco HyperFlex hyperconverged infrastructure.

e Programmatically controls server, network, and storage resources, with a unified, policy-driven management, so
they can be efficiently managed at scale through software.

e Works with HTML 5, Java, or CLI graphical user interfaces.
e Canautomatically detect, inventory, manage, and provision system components that are added or changed.

e Facilitates integration with third-party systems management tools.

Builds on existing skills and supports collaboration across disciplines through role-based administration

Cisco UCS 6300 Series Fabric Interconnects

Cisco UCS 6300 Series Fabric Interconnects provide high-bandwidth, low-latency connectivity for servers, with integrated,
unified management provided for all connected devices by Cisco UCS Manager. Deployed in redundant pairs, Cisco fabric
interconnects offer the full active-active redundancy, performance, and exceptional scalability needed to support the large
number of nodes that are typical in clusters serving big data applications. Cisco UCS Manager enables rapid and consistent
server configuration using service profiles, automating ongoing system maintenance activities such as firmware updates
across the entire cluster as a single operation. Cisco UCS Manager also offers advanced monitoring with options to raise
alarms and send notifications about the health of the entire cluster.

The Cisco UCS 6300 series Fabric interconnects are a core part of Cisco UCS, providing low-latency, lossless 10 and 40
Gigabit Ethernet, Fiber Channel over Ethernet (FCoE), and Fiber Channel functions with management capabilities for the
entire system. All servers attached to Fabric interconnects become part of a single, highly available management domain.
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Figure 6 Cisco UCS 6332 UP 32 -Port Fabric Interconnect
Fl1 6332
(Front view)
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series Rack-Mount Servers keep pace with Intel Xeon processor innovation by offering the latest processors
with increased processor frequency and improved security and availability features. With the increased performance
provided by the Intel Xeon Scalable Family Processors, Cisco UCS C-Series servers offer an improved price-to-performance
ratio. They also extend Cisco UCS innovations to an industry-standard rack-mount form factor, including a standards-based
unified network fabric, Cisco VN-Link virtualization support, and Cisco Extended Memory Technology.

It is designed to operate both in standalone environments and as part of Cisco UCS managed configuration, these servers
enable organizations to deploy systems incrementally—using as many or as few servers as needed—on a schedule that best
meets the organization’s timing and budget. Cisco UCS C-Series servers offer investment protection through the capability
to deploy them either as standalone servers or as part of Cisco UCS. One compelling reason that many organizations prefer
rack-mount servers is the wide range of /O options available in the form of PCle adapters. Cisco UCS C-Series servers
support a broad range of I/O options, including interfaces supported by Cisco and adapters from third parties.

Cisco UCS C240 Mg Rack-Mount Server

The Cisco UCS C240 M5 Rack-Mount Server (Figure 7) is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads, from big
data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be deployed as standalone servers or as part of a
Cisco Unified Computing System (Cisco UCS) managed environment to take advantage of Cisco’s standards-based unified
computing innovations that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco UCS C240 M5
server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the 2™ generation Intel®
Xeon® Scalable and Intel® Xeon® Scalable processors, supporting up to 20 percent more cores per socket, twice the
memory capacity, and five times more Non-Volatile Memory Express (NVMe) PCl Express (PCle) Solid-State Disks (SSDs)
compared to the previous generation of servers. These improvements deliver significant performance and efficiency gains
that will improve your application performance. The Cisco UCS C240 M5 delivers outstanding levels of storage
expandability with exceptional performance, along with the following:

e Latest Intel Xeon Scalable CPUs with up to 28 cores per socket
e Upto 24 DDR4 DIMMs for improved performance

e Upto 26 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF drives (up to 10
support NVMe PCle SSDs on the NVMe-optimized chassis version), or 12 Large-Form- Factor (LFF) 3.5-inch drives
plus 2 rear hot-swappable SFF drives

e Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Generation 3.0
slots available for other expansion cards
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e  Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card (VIC)
without consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

e Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports
e Modular M.2 or Secure Digital (SD) cards that can be used for boot

Figure 7 Cisco UCS C240 M5 Rack-Mount Server

Cisco UCS Virtual Interface Cards (VICs)

Cisco UCS Virtual Interface Cards (VIC) are unique to Cisco. Cisco UCS Virtual Interface Cards incorporate next-generation
converged network adapter (CNA) technology from Cisco which reduces the number of network adapters, cables, and
switches needed and radically simplifies the network, reducing complexity. Cisco VICs can support 256 Express (PCle)
virtual devices, either virtual Network Interface Cards (vNICs) or virtual Host Bus Adapters (vHBAs), with a high rate of I/O
Operations Per Second (IOPS), support for lossless Ethernet, and 10/25/40/100-Gbps connection to servers. The PCle
Generation 3 x16 interface helps ensure optimal bandwidth to the host for network-intensive applications, with a redundant
path to the fabric interconnect. Cisco VICs support NIC teaming with fabric failover for increased reliability and availability.
In addition, it provides a policy-based, stateless, agile server infrastructure for your data center.

Cisco VIC 1497

The Cisco VIC 1497 (Figure 8) is a dual-port Quad Small Form-Factor (QSFP28) mLOM card designed for the M5 generation
of Cisco UCS C-Series Rack Servers. The card supports 40/100-Gbps Ethernet or FCoE. The card can present PCle standards-
compliant interfaces to the host, and these can be dynamically configured as NICs or HBAs.

Figure 8 Cisco VIC 1497

-
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Cisco UCS VIC 1387

The Cisco UCS Virtual Interface Card 1387 offers dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40
Gigabit Ethernet and Fiber Channel over Ethernet (FCoE) in a modular-LAN-on-motherboard (mLOM) form factor. The
mLOM slot can be used to install a Cisco VIC without consuming a PCle slot providing greater /O expandability.
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Figure g Cisco UCS VIC 1387

Intel P4510 Series Data Center NVMe

The Intel® SSD DC P4510 Series drives built on NVMe specification 1.2 PCle with the increased density of Intel 64-layer 3D
NAND and enhanced firmware features. The 8TB DC P4510 part of the reference architecture as shown in figure 3, is built to
handle read-intensive workloads and beyond which supports optimized storage efficiency while enabling data center to do
more per server and minimize service disruptions. The DC P4510 creates greater Quality of Service, bandwidth, and
Performance. It significantly increases server agility and utilization and accelerates applications across a wide range of
workloads to lead data centers through their evolving transformation.

Key Benefits
e  Optimized for storage efficiency across a range of workloads
e Manageability to maximize IT efficiency
e Industry-leading reliability and security

e Designed for today’s modern data centers

Cloudera Enterprise Data Hub and Hortonworks Data Platform

This CVD is implemented with Cloudera Enterprise Data Hub.

Cloudera (CDH 6.3.0)

Built on the transformative Apache Hadoop open source software project, Cloudera Enterprise is a hardened distribution of
Apache Hadoop and related projects designed for the demanding requirements of enterprise customers. Cloudera is the
leading contributor to the Hadoop ecosystem, and has created a rich suite of complementary open source projects that are
included in Cloudera Enterprise.

All the integration and the entire solution is thoroughly tested and fully documented. By taking the guesswork out of
building out a Hadoop deployment, CDH gives a streamlined path to success in solving real business problems.

Cloudera Enterprise with Apache Hadoop is:

e Unified —one integrated system, bringing diverse users and application workloads to one pool of data on common
infrastructure; no data movement required

e Secure - perimeter security, authentication, granular authorization, and data-protection
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e Governed - enterprise-grade data auditing, data lineage, and data-discovery

e Managed - native high-availability, fault-tolerance and self-healing storage, automated backup and disaster
recovery, and advanced system and data management

e Open - Apache-licensed open source to ensure both data and applications remain copy righted, and an open
platform to connect with all of the existing investments in technology and skills.

Figureio  Cloudera Data Hub

CLOUDERA ENTERPRISE DATA HUB

SHARED DATA é”'d
EXPERIENCE \

Catalog | Schema | Security | Governance

Cloudera provides the following products and tools:

e CDH—The Cloudera distribution of Apache Hadoop and other related open-source projects, including Spark. CDH
also provides security and integration with numerous hardware and software solutions.

e  Apache Spark—An integrated part of CDH and supported with Cloudera Enterprise, Spark is an open standard for
flexible in-memory data processing for batch, real time and advanced analytics. Via the one platform Cloudera is
committed to adopting Spark as the default data execution engine for analytic workloads.

e Cloudera Manager—A sophisticated application used to deploy, manage, monitor, and diagnose issues with CDH
deployments. Cloudera Manager provides the Admin Console, a web-based user interface that makes
administration of any enterprise data simple and straightforward. It also includes the Cloudera Manager API, which
can be used to obtain cluster health information and metrics, as well as configure Cloudera Manager.

e Cloudera Navigator—An end-to-end data management tool for the CDH platform. Cloudera Navigator enables
administrators, data managers, and analysts to explore the large amounts of data in Hadoop. The robust auditing,
data management, lineage management, and life cycle management in Cloudera Navigator allow enterprises to
adhere to stringent compliance and regulatory requirements.

Red Hat Ansible Automation

Red Hat Ansible Automation is a powerful IT automation tool. It is capable of provisioning numerous types of resources and
deploying applications. It can configure and manage devices and operating system components. Due to its simplicity,
extensibility, and portability, this solution extensively utilizes Ansible for performing repetitive deployment steps across the
nodes.

# For more information about Ansible, go to: https://www.redhat.com/en/technologies/management/ansible
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Requirements

This CVD describes architecture and deployment procedures for Cloudera Enterprise Data Hub (CDH 6.3.0) on a 28-node
cluster based on Cisco UCS Integrated Infrastructure for Big Data and Analytics. The solution goes into detail configuring
CDH 6.3.0 on the infrastructure and all of its dependencies.

The cluster configuration consists of the following:
e Two Cisco UCS 6332UP Fabric Interconnects
e 28 Cisco UCS C240 M5 Rack-Mount servers
e Two Cisco R42610 standard racks

e  Four Vertical Power distribution units (PDUs) (Country Specific)

Physical Topology

Each rack consists of two vertical PDUs. The first rack consists of two Cisco UCS 6332UP Fabric Interconnects, 16 Cisco UCS
C240 M5 Rack Servers connected to each of the vertical PDUs for redundancy; thereby, ensuring availability during power
source failure. The second rack consists of 12 Cisco UCS C240 Mg Servers connected to each of the vertical PDUs for
redundancy; thereby, ensuring availability during power source failure, similar to the first rack.

# Please contact your Cisco representative for country specific information.

As illustrated in Figure 11, a 28-node starter cluster. Rack #1 has sixteen Cisco UCS C240 M5 servers. Each link in the figure
represents a 40 Gigabit Ethernet link from each of the sixteen servers directly connected to a Fabric Interconnect. Rack #2
has six Cisco UCS C240 M5 and four Cisco UCS S3260 servers. Every server is connected to both Fabric Interconnects.
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Figure1a  Cisco Data Intelligence Platform - 30 Node Configuration with Cloudera CDH 6.2 and CDSW 1.5
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Port Configuration on Fabric Interconnect

Table 2 lists the port configuration on Cisco UCS Fl 6332 Fabric Interconnect.

Table2  Port Configuration on Fabric Interconnect

Port Type Port Number
Server 1-26
Network 29-32

Server Configuration and Cabling for Cisco UCS C240 Mg

The Cisco UCS C240 Mg rack server is equipped with 2 x Intel Xeon 2" Gen Scalable Family Processor 6230 (2 x 20 cores, 2.1
GHz), 384 GB of memory, Cisco UCS Virtual Interface Card 1337, Cisco 12-Gbps SAS Modular Raid Controller with 4-GB
FBWC, 24 x 2.4 TB 10K rpm SFF SAS HDDs and 2 x 8TB Cisco 2.5" U.2 8TB Intel P4500 NVMe High Perf. Value Endurance,
M.2 with 2 x 240-GB SSDs for Boot.
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Figure 12 illustrates the port connectivity between the Cisco UCS FI 6332 and Cisco UCS C240 M5 Rack Server. Twenty-two

Cisco UCS C240 Mg servers are installed in this configuration.

Figure 12

Fabric topology for Cisco UCS C240 M5 Rack Server
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For information on physical connectivity and single-wire management, see:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series_integration/ucsme-o/b_C-Series-

Integration_UCSMy-0/b_C-Series-Integration UCSM4-0_chapter_oi1.html

Software Distributions and Versions

The software distributions required versions are listed in Table 3 .

Table3  Software distribution and Version
Layer Component Version or Release
Cisco UCS C240 Mg C240M5.4.0.4h
Compute
Cisco UCS S3260 S3X60M5.4.0.49
Cisco UCS 6332 UCS 4.0(40) A
Network Cisco UCS VIC1387 Firmware 4.3(3b)
53260 SIOC with Cisco UCS VIC1380 (3b)
Included Firmware 433
SAS Expander 65.09.16.00
Cisco 12G Modular Raid controller 50.8.0-2649
Storage
Storage Controller SAS 29.00.1-0356
LSI MegaRAID SAS Driver 07.708.03.00
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Layer Component Version or Release
Red Hat Enterprise Linux Server 7.6

Software Cisco UCS Manager £4.0(4C)
Cloudera CDH 6.3.0

# The latest drivers can be downloaded from here:
https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4)

ﬂ Support for the Intel 2" generation scalable family processor is added in UCSM version 4.0.4a.
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Cisco Unified Computing System Configuration

This section details the Cisco Unified Computing System (Cisco UCS) configuration that was done as part of the
infrastructure build out. The racking, power, and installation of the Cisco UCS Rack Server is described in the physical
topology section earlier in this document. Please refer to the Cisco UCS Manager Getting Started Guide. For more

information about each step, see the Cisco UCS Manager - Configuration Guides.

Configure Cisco UCS Fabric Interconnect

This document assumes you are using Cisco UCS Manager Software version 4.0(4¢). To upgrade the Cisco UCS Manager
software and the Cisco UCS 6332 Fabric Interconnect software to a higher version of the firmware, see the Cisco UCS
Manager Install and Upgrade Guides.

Alternatively, if you intend to clear the existing Cisco UCS Manager configuration, follow these steps:

1.

Connect a console cable to the console port on what will become the primary fabric interconnect.

If the fabric interconnects were previously deployed and you want to erase it to redeploy, follow these steps:
a. Login with the existing username and password.

#connect local-mgmt

#erase config

#yes (to confirm)

After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “console” and press
Enter.

Follow the Initial Configuration steps as outlined in Cisco UCS Manager Getting Started Guide. When configured, log
into UCSM IP Address via the web interface to perform the base Cisco UCS configuration.

Configure Fabric Interconnects for a Cluster Setup

To configure the Cisco UCS Fabric Interconnects, follow these steps:

1.

Verify the following physical connections on the fabric interconnect:

— The management Ethernet port (mgmto) is connected to an external hub, switch, or router.
— The L1 ports on both fabric interconnects are directly connected to each other.

— The L2 ports on both fabric interconnects are directly connected to each other

Configure Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1.

Connect to the console port on the first Cisco UCS 6332 Fabric Interconnect.

At the prompt to enter the configuration method, enter console to continue.
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If asked to either perform a new setup or restore from backup, enter setup to
continue.

Enter y to continue to set up a new Fabric Interconnect.

Enter y to enforce strong passwords.

2. Enter the password for the admin user.

3. Enter the same password again to confirm the password for the admin user.

When asked if this fabric interconnect is part of a cluster, answer y to continue.
Enter A for the switch fabric.

4. Enter the cluster name for the system name.
5. Enter the Mgmto IPv4 address.

6. Enter the Mgmto IPv4 netmask.

7. Enter the IPv4 address of the default gateway.

8. Enterthe cluster IPv4 address.

To configure DNS, answer V.

9. Enterthe DNS IPv4 address.

Answer y to set up the default domain name.

10. Enterthe default domain name.

Review the settings that were printed to the console, and if they are correct,
answer yes to save the configuration.

11. Wait for the login prompt to make sure the configuration has been saved.

Configure Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

1. Connect to the console port on the second Cisco UCS 6332 Fabric Interconnect.

When prompted to enter the configuration method, enter console to continue.
The installer detects the presence of the partner Fabric Interconnect and adds this
fabric interconnect to the cluster. Enter y to continue the installation.

2. Enterthe admin password that was configured for the first Fabric Interconnect.
3. Enterthe Mgmto IPv4 address.
4. Answer yes to save the configuration.

5. Wait for the login prompt to confirm that the configuration has been saved.

24



Deployment Hardware and Software

For more information about configuring Cisco UCS 6332 Series Fabric Interconnect, go to:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Getting-Started/4-
o/b UCSM_Getting Started Guide 4 o.html

Log Into Cisco UCS Manager
To log into Cisco UCS Manager, follow these steps:

1. OpenaWeb browser and navigate to the Cisco UCS 6332 Fabric Interconnect cluster address.
2. Click the Launch link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin for the username and enter the administrative password.

5. Click Login to login to the Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 4.0(4c)

This document assumes you're using Cisco UCS 4.0(4¢). Refer to the Cisco UCS 4.0 Release (upgrade Cisco UCS Manager
software and Cisco UCS 6332 Fabric Interconnect software to version 4.0(2a) ). Also, make sure the Cisco UCS C-Series
version 4.0(4c) software bundles are installed on the Fabric Interconnects.

ﬂ Upgrading Cisco UCS firmware is beyond the scope of this document. However for complete Cisco UCS Install and Up-
grade Guides, go to: https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-
installation-guides-list.html

Configure Cisco UCS Manager

The following are the high-level steps involved for a Cisco UCS Manager configuration:

1. Configure Fabric Interconnects for a Cluster Setup.

2. SetFabric Interconnects to Fibre Channel End Host Mode.

3. Synchronize Cisco UCS to NTP.

4. Configure Fabric Interconnects for Rack or Chassis and Blade Server Discovery.
5. Configure Global Policies.

6. Configure Server Ports.

7. Configure LAN on Cisco UCS Manager.

8. Configure Ethernet LAN Uplink Ports.

9. Set QoS system class and Jumbo Frames in both the Cisco Fabric Interconnect.
10. Create Uplink Port Channels to Cisco Nexus Switches.

11. Configure FC SAN Uplink Ports
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12. Configure VLAN
13. Configure IP, UUID, Server, MAC Pool and policy:

a. IPPool Creation

b. UUID Suffix Pool Creation

c. Server Pool Creation

d. Configure Server BIOS Policy.
e. Create Adapter Policy.

bal

Configure Default Maintenance Policy.
g. Configure vNIC Template
h. Create Server Boot Policy

Details for each step are discussed in the following sections.

Synchronize Cisco UCSM to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1. In Cisco UCS Manager, in the navigation pane, click the Admin tab.

2. Select All > Time zone Management.

3. Inthe Properties pane, select the appropriate time zone in the Time zone menu.
4. Click Save Changes and then click OK.

5. Click Add NTP Server.

6. Enterthe NTP server IP address and click OK.

7. Click OK to finish.

8. Click Save Changes.

Figure13  Synchronize Cisco UCS Manager to NTP

Configure Global Policies

The rack server and chassis discovery policy determine how the system reacts when you add a new rack server or chassis.
We recommend using the platform max value as shown. Using platform max helps ensure that Cisco UCS Manager uses the
maximum number of IOM uplinks available.
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To configure the global policies, follow this step:

1. In Cisco UCS Manager; Go to Equipment > Policies (right pane) > Global Policies as shown in Figure 14.

Figure14  Global Policiesin UCSM

[Py T ————rY ks, s (5. TR

Configure Server Ports

Configure Server Ports to initiate Chassis and Blade discovery. To configure server ports, follow these steps:

1. Goto Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

2. Select the ports (for this solution ports are 1-28) which are connected to the Cisco UCS VIC 1387 on Cisco UCS C240 Mg
rack server.

3. Right-click and select Configure as Server Port.

Figureai;  Configure Server Port on Cisco UCS Manager Fabric Interconnect for Server/Chassis Discovery

i * Pl Bty | il i N il
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Figure16  Ports Status after the Server Discovery
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Configure Uplink Ports

Configure Network Ports to connect to the datacenter network switch.

'ﬂ In our solution study we connected to Nexus gooo series switch.

To configure Network ports, follow these steps:

1. Goto Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

2. Select the ports (for this solution ports are 29-32) which are connected to the Cisco Nexus gooo series switch for north-
bound network connectivity.

3. Right-click and select Configure as Network Port.
Figure1y  Configure Network Port on Cisco UCS Manager Fabric Interconnect

After the Server port and network port configuration on Cisco UCS FI 6332, Ports 1-30 are utilized for server management
and data traffic and 31-32 will be a Network Port.

Create New Organization

To configure the necessary Organization for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Selectroot > Sub-Organization.
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3. Right-click Sub-Organization.
4. Enterthe name of the Organization.
5. Click OK.

Figurea8  Create New Organization

Create Organization

& Cisco UCS Manager pools and policies required for this solution were created under new “UCS-HDP” Organization cre-
ated.

Configure IP, UUID, Server and MAC Pools

IP Pool Creation

An IP address pool on the out of band management network must be created to facilitate KVM access to each compute
node in the Cisco UCS domain. To create a block of IP addresses for server KVM access in the Cisco UCS environment,
follow these steps:

1. In Cisco UCS Manager, in the navigation pane, click the LAN tab.

2. Select Pools > root > Sub-Organizations > UCS-HDP > IP Pools > click Create IP Pool.
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3. Enter name for the IP Pool, select option Sequential to assign IP in sequential order then click Next.

Create IP Pool

Define Mame and Description MHame : | UCS-HDP-Ext-Mgmt

Description : | External management IP Pool for KvM Access

Assignment Order @ | Defau (w0 Sequential

4. Click Add IPv4 Block.

5. Enterthe starting IP address of the block and the number of IP addresses required, and the subnet and gateway infor-
mation as shown below.

Create Block of IPv4 Addresses

Eram IRERRL Size :
Subnet Mask - 2332332330 Chefaut Gateway - (1013011
Primary DhS - Q000 Secondary DS © 0000
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UUID Suffix Pool Creation

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

N

Select Pools > root > Sub-Organization > UCS-HDP.

3. Right-click UUID Suffix Pools and then select Create UUID Suffix Pool.

4. Enter the name of the UUID name.

5. Optional: Enter a description for the UUID pool.

6. Keep the prefix at the derived option and select Sequential in as Assignment Order then click Next.

Figure1g  UUID Suffix Pool Creation

Create UUID Suffix Pool

Define Name and Description Name : |UCS-UUIDPool
Description -

Add UUID Blocks
Frefix : |o" Derived () other

Assignment Order : [~ Default (&) Sequential
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Figure 20  Create a Block of UUID Suffixes

Create a Block of LUID Suffixes
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Server Pool Creation

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

.S

Consider creating unique server pools to achieve the granularity that is required in your environment.

4.

Figure 21 Create Server Pool

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Pools > root > Sub-Organization > UCS-HDP> right-click Server Pools > Select Create Server Pool.
Enter name of the server pool.

Optional: Enter a description for the server pool then click Next.

Croate Servver Pool

S R P

S Bawens P B ook G
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5. Select servers to be used for the deployment and click > to add them to the server pool. In our case we added thirty
servers in this server pool.

6. Click Finish and then click OK.

Figure 22 Add Server in the Server Pool
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7. Once the added Servers are in the Pooled servers, click Finish.
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MAC Pool Creation

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:
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1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root > Sub-Organization > UCS-HDP > right-click MAC Pools under the root organization.
3. Select Create MAC Pool to create the MAC address pool.

4. Enter name for MAC pool. Select Assignment Order as “Sequential”.

5. Enterthe seed MAC address and provide the number of MAC addresses to be provisioned.

6. Click OK and then click Finish.

7. Inthe confirmation message, click OK.

Figure23  Creating a Block of MAC Addresses

Create MAC Pool

Mame | UCS-HDP-MacPool
Description - | MAC Pool for UCS BigData Cluster

Azzignment Order | Default o) Sequential

Create a Block of MALC Addresses
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Configure VLAN

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, follow these steps:
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1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud.

3. Right-click VLANs

4. Select Create VLANs

5. Enter Public_Traffic as the name of the VLAN to be used for Public Network Traffic.
6. Keepthe Common/Global option selected for the scope of the VLAN.

7. Enter <VLAN Number> as the ID of the VLAN ID.

8. Keep the Sharing Type as None.

Figure 24  Create VLAN

All = LAN / LAN Cloud
VLANs
« LAN :
v LAN Cloud ¥, Advanced Fiter
» Fabric A Name

» Febric B | VLAN defaul,

» QoS System Class

VLAN vian...
» LAN Pin Groups
» Threshold Policies
» VLAN Groups
VLANs r .
Create VLANS
~ Appliances
» Fabric A
Details
» Fabric B
General
» VLANS S
v Internal LAN

[ S Y Toep——

» Internal Fakric A

» Internal Fabric B

The NIC will carry the data traffic from VLAN13. A single vNIC is used in this configuration and the Fabric Failover feature in
Fabric Interconnects will take care of any physical port down issues. It will be a seamless transition from an application
perspective.
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Figure 25 Create VLANs

Create VLANs 2 X
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Set System Class QoS and Jumbo Frame in Both Cisco Fabric Interconnects

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:

1.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select LAN > LAN Cloud > QoS System Class.

In the right pane, click the General tab.

On the Platinum row, enter 9216 in the box under the MTU column.
Click Save Changes.

Click OK.

ﬁ Changing QoS system class MTU requires reboot of Cisco UCS Fabric Interconnect for changes to be effective.

2

m oE e i om

&

Figure26  Configure System Class QoS on Cisco UCS Fabric Interconnects
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Create QoS Policies

To create the QoS policy to assign priority based on the class using the Cisco UCS Manager GUI, follow these steps:

1. Select LAN tab in the left pane in the Cisco UCS Manager GUI.
2. Select LAN > Policies > root > UCS-HDP > QoS Policies.

3. Right-click QoS Policies.

4. Select Create QoS Policy.

Figure27  Create QoS Policy
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'& We created a Platinum class QoS policy for this solution.

Figure 28  Platinum QoS Policy
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Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-HDP > vNIC Template.
3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter name for vNIC template.

6. Keep Fabric A selected. Select the Enable Failover checkbox.

7. Select Updating Template as the Template Type.

8. Under VLANS, select the checkboxes for desired VLANS to add as part of the vNIC Template.
9. Set Native-VLAN as the native VLAN.

10. For MTU, enter gooo0.

11. Inthe MAC Pool list, select MAC Pool configured.

12. Select Network Control Policy.

13. Click OK to create the vNIC template.

Figure 29  Create the vNIC Template
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Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter
(HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Selectroot > Sub-Organization > UCS-HDP > Host Firmware Packages.
3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enter name of the host firmware package.

6. Leave Simple selected.

7. Select the version.

8. Click OK to create the host firmware package.
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Figure 30

Host Firmware Package

Create Host Firmware Package
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Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1.

Right-click Power Control Policies.

Select Create Power Control Policy.

from Blade or Rack Package

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root > Sub-Organization > UCS-HDP > Power Control Policies.

Select Fan Speed Policy as "Max Power”.

Enter NoPowerCap as the power control policy name.

Change the power capping setting to No Cap.

Click OK to create the power control policy.

40
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Figure31  Create Power Control Policy

Create Power Control Policy

Name : | NoPowerCap

Description

Fan Speed Policy : | Max Power

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

#iNoCap () cap |

Cisco UCS Manager only enforces power capping when the servers in a power group require
mare power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-HDP > BIOS Policies.
3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter C240M5-BIOS as the BIOS policy name.
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Figure32  BIOS Configuration

Create BIOS Policy

Name 1 | UCS-HDP-BIOS

Description : | BIOS for Cisco UCS Cluster

Reboot on BIOS Settings Change : @

Policies | root / Sub-Organizations /| TPC-BDA / BIOS Policies /| BDA-BIOS

Main Ad

nced Boot Options Server Management Events

intel Directed 10 RAS Memory Serial Port use PC QP LOM and PCle Slots Trusted Platform Graphics Configuration

Yo Acvanced Fiter 4 Export s Print

BIOS Setting Value
Altitude Platform Default
CPU Hardware Power Management Platform Default
Boot Performance Mode Platform Default
CPU Performance Enterprise
Core Multi Processing Al
DCPMM Frmware Downgrade Platform Default
DRAM Clock Throttling Performance
Direct Cache Access Enabled
Energy Performance Tuning Platform Default
Enhanced Inel SpeedStep Tech Enabled
Execute Disable Bit Pilatform Default
Frequency Floor Override Platform Default
ntel HyperThreading Tech Enabled
Energy Efficient Turbo .Plalfulr'l Default
ntel Turbo Boost Tech Enabled
ntel Virtualization Technology Disabled
ntel Speed Select Pilatform Default
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Policies / root / Sub-Organizations /| TPC-BDA / BIOS Policies /| BDA-BIOS

# Cisco UCS Mg Server Performance Tuning guide: https://www.cisco.com/c/dam/en/us/products/collateral/servers-
unified-computing/ucs-b-series-blade-servers/whitepaper c11-740098.pdf.

# BIOS settings can have a significant performance impact, depending on the workload and the applications. The BIOS
settings listed in this section is for configurations optimized for best performance which can be adjusted based on the
application, performance, and energy efficiency requirements.

Configure Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-HDP > Maintenance Policies.
3. Right-click Maintenance Policies to create a new policy.

4. Enter name for Maintenance Policy

5. Change the Reboot Policy to User Ack.

6. Click Save Changes.

7. Click OK to accept the change.
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Figure33  Create Server Maintenance Policy

Create Maintenance Policy

Name UserAck
Description

Soft Shutdown Timer 150 Secs 2

Storage Config. Deployment Policy Immediate (e’ User Ack |

Reboot Policy Immedate (o) User Ack | Timer Automatic

Create the Local Disk Configuration Policy

To create local disk configuration in the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab on the left pane in the Cisco UCS Manager GUI.

2. Select Policies > root > Sub-Organization > UCS-HDP > Local Disk Config Policies.
3. Right-click Local Disk Config Policies and Select Create Local Disk Config Policies.
4. Enter UCS-Boot as the local disk configuration policy name.

5. Change the Mode to Any Configuration. Check the Protect Configuration box.

6. Keep the FlexFlash State field as default (Disable).

7. Keep the FlexFlash RAID Reporting State field as default (Disable).

8. Click OK to complete the creation of the Local Disk Configuration Policy.

9. ClickOK
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Figure34  Create the Local Disk Configuration Policy

Create Local Disk Configuration Policy

Name LocalDiskPolicy
Description :  Policy for local disk configuration

Mode 7A’my Configuration v 1

Protect Configuration %]
If Protect Configuration is set, the local disk configuration is preserved if the service profile is disassociated
with the server. In that case, a configuration error will be raised when a naw service profile is associated with
that server if the local disk configuration in that profile is different.

FexFlash

FlexFlash State (@) Disable () Enable

If FlexFlash State is disabled, SO cards will become unavailable immedistely
Please ensure SD cards are not in use before disabling the FlexFlash State

FlexFlash RAID Reporting State : | () Disable | ) Enable

FlexFlash Removable State

if FlexFlash Removable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

Create Boot Policy
To create boot policies within the Cisco UCS Manager GUI, follow these steps:

1. Selectthe Servers tab in the left pane in the Cisco UCS Manager GUI.
2. Select Policies > root.
3. Right-click the Boot Policies.

4. Select Create Boot Policy.
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Al

v root O
» Service Template ucs
» Sub-Organizations
~ Policies
v root ()
» Adapter Pdlicies
» BIOS Defaults

» BIOS Policies

Boat Policies

Diagnostics Pdlicies

| Create Boot Policy

» Graphics Card Policies

» Host Firmware Packages

Servers / Policies / root / BootPolicies

Boot Policies Events

4+ — TY,Advarcec Fiker 4 Expont # Print

Name Order WwNIC/vHBAS

» Boct Poli
» Boot Poli
» Boot Poli..

» Boct Pali...

5. Enter ucs for the boot policy name.

6. (Optional) enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.

8. Keep Enforce vNIC/VvHBA/iSCSI Name check box checked.

9. Keep Boot Mode Default (Legacy).

10. Expand Local Devices > Add CD/DVD and select Add Local CD/DVD.

11. Expand Local Devices and select Add Local Disk.

12. Expand vNICs and select Add LAN Boot and enter etho.

13. Click OK to add the Boot Policy.

14. Click OK.
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Figure 35
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Create Storage Profile for Individual RAIDo

To create the storage profile for the individual RAIDP, follow these steps:

1.

On the UCSM navigation page on the left-hand side select Storage tab.
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2. From the Storage Profiles drop-down list, right-click and select Create Storage Profile.

Figure36  Create Storage Profile

- 2 A Storage | Stersge Profles | mot | Sub-Organigtions | UCS-HOP
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3. Enteraname for the Storage Profile and click the LUN Set tab.

4. Click Add.

Create Storage Profile L 4

Hame C240h5=Diaeal Uik

Descrpton . Indhvidial Rk Disk Confguraton

Local LUNs LI St Cortroder efraons Securnty Polcy

<

‘ﬁ The LUN Set policy configures all disks managed through Cisco UCS S3260 Dual Raid Controller on S3260 and Cis-
co 12G Modular Raid controller to individual disk RAIDo.

5. Select the properties for the LUN set:

a. Enteraname for LUN set.
b. Disk Slot Range —1—24/26/56 (Depends on number of drives installed in a server).
c. Enter Virtual Drive configuration:

i. Strip Size(kb) —1024KB
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ii. Access Policy — Read Write

iii. Read Policy —Read Ahead

iv. Write Cache Policy — Write Back Good Bbu
v. 10 Policy — Direct

vi. Drive Cache —Disable

Create LUN Set T X
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‘ﬁ For a LUN set based configuration, set the JBOD disks to unconfigured by selecting all JBOD disk in Server > Inven-
tory > Disks, right-click and select “Set JBOD to Unconfigured Good”.

Figure37  SetJBOD Disks to Unconfigured Good
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Create Storage Policy and Storage Profile
To create a Storage Profile with multiple RAID LUNS, create Storage Policies and attach them to a Storage Profile.

To create a Storage Policy and attach them to a Storage Profile, follow these steps:

"

1. Goto the Storage tab on the left side panel selection, select “Storage Policies”.
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|- - T g Fallniy.

2. From the Storage Policies drop-down list, select and right-click “Disk Group Policies”. Select “Create Disk Group Poli-

"

cy”.
AN - Shorage  Siorsge Polcers | ool | Sub Orgericstions | UCS HDP | Disk Group Polics:
[ e -
iy —
v Sasrage Profies e e (L
= Dhcdinge Polxnd
- o
Dish Gronapy Pobeses et

3. Enter name for Disk Group Policy, Select RAID level.
4. Select “"Disk Group Configuration” (Automatic/Manual).

5. Disk Group Configuration.

Create Disk Group Policy ’
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6. Virtual Drive Configuration.
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7. Select Storage Profiles, right-click and select Create Storage Profile.

8. Enter a name for the Storage profile and click Add.

l:ll'.lll.:";'_..|I!_J,.|:-| il X"

o -

9. EnteraLocal LUN name and select Auto Deploy.

10. Check the box for Expand to Available and from the drop-down list select the storage policy you want to attach with
the Storage Profile. Click OK.
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A For Cisco UCS 53260, we created a Storage Profile with a Storage Policy to create a Boot LUN and attached it to a

Storage Profile as shown above. The LUN set policy for an individual server node (server node 1 and server node 2)
to create an individual RAIDo is shown in Figure 38.

Figure38  Storage Policy to Configure Boot LUN for S3260 Server Node(s)

-t i . —— L St b Ptns S0000 Gt o

Figure3g  Storage Profile to Configure Individual RAID o on Server Node 1: Disk Slot 1-28
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Figure 40

Storage Profile to Configure Individual RAID o on Server Node 1: Disk Slot 29-56
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Create Service Profile Template

To create a service profile template, follow these steps:

1. Inthe Cisco UCS Manager, go to Servers > Service Profile Templates > root Sub Organization > FlashStack-CVD > and
right-click “Create Service Profile Template” as shown below.

T Prpten "pciety oy s Probdin Tomgdstns  mod ok Chrgaapan UG (MR
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*

P ey
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2.

Enter the Service Profile Template name, Updating Template as type of template and select the UUID Pool that was
created earlier. Click Next.
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3. Select Local Disk Configuration Policy tab and select Local Storage policy from the drop-down list.
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4. On Storage Profile Policy; select Storage Profile to attach with the server.

‘ﬁ Based on the server model or the role of the server, we created and attached a Storage Profile for NameNode(s),
DataNode(s) and Cisco UCS S3260 Storage server in different Service Profile Template for each.
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5. Inthe networking window, select Expert and click Add to create vNICs. Add one or more vNICs that the server should
use to connect to the LAN.

6. Inthe create vNIC menu as vNIC name.

7. Select vNIC Template as vNICo and Adapter Policy as Linux.

Create wl\”\_. X

Facdurdancy = Feer “aree

ﬁ Optionally, Network Bonding can be setup on the vNICs for each host for redundancy as well as for increased
throughput.

8. Inthe SAN Connectivity menu, select no vHBAs.
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Create Service Profile Template ?

Optionally specify disk policies and SAN configuration information.
Ildentify Service Profile

Template
How would you like to configure SAN connectivity?

L » Simple Expert () Mo vHBAs () Use Connectivity Policy
Storage Provisioning

This server associated with this senice profile will not be connected to a storage area network.
Networking

SAN Connectivity

Zoning

9. Click Next on the Zoning tab.

Create Service Profile Template ?

Specify zoning information
Identify Service Profile

Template
Zoning configuraticn involves the fallowing steps:

1. Select vHBA Initiator(s) (vHBAS are created on storage page)
Storage Provisioning 2. Select vHBA Initiator Group(s)

3. Add selected Initiator(s) to selected Initiator Group(s)
Networking Select vHBA Initiators Select vHBA Initiator Groups
SAN Connectivity MName Mame Storage Connection Policy Name

No data available No data available

Zoning
wNIC/vHBA Placement
vMedia Policy
Server Boot Order slete (F) Add

Maintenance Policy

10. Select Let System Perform Placement for vNIC/vHBA Placement. Click Next.

Create Service Profile Template ?

Specify how vNICs and vHBAs are placed on physical network adapters
Identify Service Profile

Template
vNIC/vHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzanine)
in a server hardware configuration independent way.

Storage Provisioning

Select Placement: | Let System Perform Placement v | Create Placement Palicy
Networking System will perform automatic placement of vNICs and vHBAs based on PCl order.

Name Address Order -
SAN Connectivity wNIC etho Derived 1

Zoning

vNIC/WHBA Placement

vMedia Policy

il Delete ~order @) Modify
Server Boot Order

11. Click Next on the vMedia Policy tab.
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Create Service Profile Template ?2 X
Optionally specify the Scriptable vMedia policy for this senice profile template
Identify Service Profile
Template
vMedia Policy: Select vMedia Policy touse v
Storage Provisioning
Create vMedia Policy
Networking
The default boot policy will be used for this service profile
SAN Connectivity
Zoning
vNIC/vHBA Placement
vMedia Policy
Server Boot Order

12. Select Boot Policy in the Server Boot Order tab.

Create Service Profile Template ? X

Optionally specify the boot policy for this senvice profile template.
Identify Service Profile

Template
Select a boot policy.
Storage Provisioning Boot Policy:] UCS-Boot v Create Boot Policy
MName - UCS-Boot
Networking Description .
Reboot on Boot Order Change : Yes
SAN Connectivity Enforce wNIC/vHBA/ISCSI Name : Yes
Boot Maode © Legacy
Zoning WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce wNIC/vHBA/iISCSI Name is selected and the vNIC/VHBASCSI does not exist, a config emror will be reported.

vNIC/vHBA Placement :
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used

Boot Order
vMedia Policy
4+ = TY,AdvancedFiter 4 Export o Print Q
Server Boot Order Mame Order a  wNIC/WHBA/S Type LUN M. WWN Slot N. BootN.. BootP.. Descri..
Co/DVD
Maintenance Policy Local Disk 2
w LAN 3
Server Assignment
LAN eth0 ethl Primary

Operational Policies

13. Select UserAck maintenance policy, which requires user acknowledgement prior rebooting server when making chang-
es to policy or pool configuration tied to a service profile.
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Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.
Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networkin 2 ance oy .
g Maintenance Policy: UserAck w Create Maintenance Policy

SAN Connectivity

Name : UserAck
Zoning Description :

Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Storage Config. Deployment Policy : User Ack

Reboot Policy . User Ack
vMedia Policy

14. Select the Server Pool policy to automatically assign a service profile to a server that meets the requirements for server
qualification based on the pool configuration. Select Power state when the Service Profile is associated to server

15. On the same page you can configure “Host firmware Package Policy” which helps to keep the firmware in sync when
associated to server.
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‘ﬁ On the Operational Policy page, we configured the BIOS policy for a Cisco UCS C240 M5 Rack server with the
Power Control Policy set to *“NoPowerCap” for maximum performance.
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Create Service Profile Template ? X

Optionally specify infformation that affects how the system operates.
Identify Service Profile

Template
(=) BIOS Configuration
Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile
Networking BIOS Policy : | UCS-HDP-BIOS

SAN Connectivity

(¥ External IPMI Management Configuration
Zoning

# Management IP Address
vNIC/vHBA Placement

(# Monitoring Configuration (Thresholds)
vMedia Policy

(=) Power Control Policy Configuration

Server Boot Order Power control policy determines power allocation for a server in a given power group.
Power Control Policy © | NoPowerCap v Create Power Control Policy

Maintenance Policy

# Scrub Polic
Server Assignment - Y

) i
Opesational Poficics (® KVM Management Policy

(¥ Graphics Card Policy

< Prev Cancel

16. Click Finish to create the Service Profile template.

Create Service Profiles from Template

To create a Service Profile from a template, follow these steps:

1. Right-click the Service Profile Template and select Create Service profile from Template.

Figure41  Create Service Profile from Template

s et v v S v - S p— D St Vonp D P 4.
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n Cancel

ﬂ The Service profile will automatically assign to servers discovered and meets the requirement of Server Pool.

2. Repeat the steps above to create service profile template(s) and service profile(s) for Cisco UCS S3260, Cisco C240 Mg
according to different deployment scenario.

Install Red Hat Enterprise Linux 7.6

This section provides detailed procedures for installing Red Hat Enterprise Linux Server using Software RAID (OS based
Mirroring) on Cisco UCS C240 M5 servers. There are multiple ways to install the RHEL operating system. The installation
procedure described in this deployment guide uses KVM console and virtual media from Cisco UCS Manager.

# In this study RHEL version 7.6 DVD/ISO was utilized for OS the installation on Cisco UCS C240 Mg Rack Servers.

To install the Red Hat Enterprise Linux 7.6 operating system, follow these steps:

1. Loginto the Cisco UCS Manager.

2. Select the Equipment tab.

3. Inthe navigation pane expand Rack-Mounts and then Servers.
4. Right-click the server and select KVM console.

5. Intheright pane, click the KVM Console >>
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O o8 s t w00

6. Click the link to launch the KVM console.

EVM sarver cemificars has been accepted. Click this link 1o continue loading the KM clent application

JllJ]EE 0131 Iﬂnpp_l_ 0 lekvm beml M komlpAddre=10.13 1 1566

7. Point the cursor over the top right corner and select the Virtual Media tab.

8. Click the Activate Virtual Devices found in Virtual Media tab.

I B oGe®E

9. Clickthe Virtual Media tab to select CD/DVD.
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No Signal

10. Select Map Drive in the Virtual Disk Management windows.

B ECGeaE &

Virtual Disk Managemwent

Chen il Mo P

11. Browse to the Red Hat Enterprise Linux 7.6 installer ISO image file.

# The Red Hat Enterprise Linux 7.6 Server DVD is assumed to be on the client machine.
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Virtual Disk Management

Choose File ' rhel-server-7._6_64-dvd iso
" Read Only
Map Drive

To share flas/foldars you can drag and drop them in the ared below or in the vwideo display

ared

Drop files/folders here

12. Click Open to add the image to the list of virtual media.
13. Select the Installation option from Red Hat Enterprise Linux 7.6.
14. Select the language for the installation and click Continue.

15. Select date and time, which pops up another window as shown below.

BESTALLATION SUMMARY RED AT ENTERPAISE LINGX 7.6 INSTALLATION

LOCALIZATION

m g oot 5)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SILACTION
L e ] Mewn Tnte’
SYSTEM

e INSTALLATION DESTINATION xouny

» NETWORK & HOST NAME n SECURITY POLCY

16. Select the location on the map, set the time, and click Done.
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14:26 -'::: e ) We s Wie
~ -
Ea e
17. Click Installation Destination.
INSTALLATION SUMMARY LD AT ENTERPRISE LINUX 7.6 INSTALLATION
L} ey
LOCALIZATION
DATE & Tt KEYBOASD
Anex it o Avrtr e o Lrghus (5)
LANGUAGE SUPPORT
Ergh At States]
SOFTWARE
INSTALLATION SOURCE SOFTWASRE SDUECTION
Locd meda . v asts e Serer
SYSTEM
INSTALLATION DEETINATION (\ oL
M\ g A e
NETWOSK & HOST NAME STCURITY POLCY
+ Not connected No profle sefected
L]
on

18. This opens a new window with the boot disks. Make the selection and choose "l will configure partitioning”. Click Done.
We selected two M.2 SATA SSDs.
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Device Selection
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19. This opens a window to create the partitions. Click the + sign to add a new partition as shown below with a boot parti-
tion size 2048 MB.

20. Click Add Mount Point to add the partition.

ADD A NEW MOUNT POINT

More Lustomssen optorn av salabis
Wt (resing e Fourt pont below

Mgt Pt Amt.

Dt Capacity  1040am

21. Change the device type to RAID and make sure the RAID level is RAID1 (redundancy) and click Update Settings to save
the changes.

* New Red Hat Entarprise Lo 7.6 installation wiyl
Mot Past Devmetss
I
Destred Capacity ATA Mrcoe, 5108, MTTD (st o §
Ead
Vi
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N T ratiaen g ke o Ter e il b
-~ e e
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22. Click the + sign to create the swap partition of size 2048 MB. Click Add Mount Point.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: swap v

Desired Capacity: 2048mb

Cancel Add mount point

23. Change the Device type to RAID and RAID level to RAID1 (Redundancy) and click Update Settings.

= New Reod Hat Enterprive Linux 7.6 installation 1hel-swap
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24. Click + to add the / partition. The size can be left empty so it will use the remaining capacity. Click Add Mountpoint.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: / .

Desired Capacity:

Cancel Add mount point

25. Change the Device type to RAID and RAID level to RAID1 (Redundancy). Click Update Settings.
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MANUAL PARTITIONING
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26. Click Done to go back to the main screen and continue the Installation.
27. Click Software Selection.
INSTALLATION SUMMANY SED MAT ENTENMISE LINUK 14 NSTALLATION

LOCALIZATION

DATE & Tig KEYBOARD
Amewy 214 01 At S rovw Crglah f

SOFTWARE
PSTALLATION SOURCE ; SOFTWANE SELECTION
SYSTEM

.‘; INSTALLATION DESTINATION KoUNP L]
A Ay e v AArry A e

-) NETWORK & MOST NAME B SECURITY POLICY
‘. Nt conmectd N peotie selechnd

28. Select Infrastructure Server and select the Add-Ons as noted below then click Done:

a. Network File System Client
b. Performance Tools

c. Compatibility Libraries

d. Development Tools

e. Security Tools
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29. Click Network and Hostname and configure Hostname and Networking for the Host.

od INSTALLATION SUMMARY
r
- ©a -y

LOCALIZATION

DATE & T KIYDOARD
Arers A 0% Argedes D forw Ergih (US
LANGUAGE SUFPORT

Ermpnhy (LNWEpd State)

SOFTWARE
Q INSTALLATION SOURCE SOFTWARE STLICTION
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SYSTEM
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NETWORK & MOST NAME SECURITY POLCY
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30. Typeinthe hostname as shown below.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

13 Ethernet (enp63s0) 5 | Ethernet (enp63s0) OFF
J

= Disconnected

Hardware Address 00:25:85:6D:14:00
Speed 40000 Mb/s
Subnet Mask 127.00.1

A _ Configure...

Host name: rhel01.hdp3.cisco.local Apply Current host name: localhost

31. Click Configure to open the Network Connectivity window. Click IPv4 Settings.

32. Change the Method to Manual and click Add to enter the IP Address, Netmask and Gateway details.

MNETWORK & HOST NAME RED HAT ENTER
=
P Ethernet (egaeden
Cisco Systems | Editing enp63s0 o

Connection name:  enp63s0

General Ethernet B02.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Method: = Manual -
Addresses

Ad et [ Add
10.13.1.31 24 10.13.1.1
Delete

DNS servers:

Search domains:

Require IPv4 addressing for this connection to complete

Routes...

+ i Configure...

Cancel Save

33. Click Save, update the hostname, and turn Ethernet ON. Click Done to return to the main menu.
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34. Click Begin Installation in the main menu.
35. Select Root Password in the User Settings.
36. Enter the Root Password and click Done.

ROOT PASSWORD RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

i

The root account is used for administering the system. Enter a password for the root user.

Root Password: o]oooooo-oo

Strong

Confirm Ssssnsnene

37. Once the installation is complete reboot the system.

38. Repeat steps 1to 37 to install Red Hat Enterprise Linux 7.6 on Servers 2 through 30.

# The OS installation and configuration of the nodes that is mentioned above can be automated through PXE boot
or third party tools.

The hostnames and their corresponding IP addresses are shown in Table 4 .

Table 4  Hostname and IP address

Hostname Etho

rhelo1 10.13.1.31
rhelo2 10.13.1.32
rhelo3 10.13.1.33
rhelos 10.13.1.34
rhelosg 10.13.1.35
Rhel2g 10.13.1.59
Rhel30 10.13.1.60

# Multi-homing configuration is not recommended in this design, so please assign only one network interface on each
host.
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# For simplicity, outbound NATing is configured for internet access when desired, such as accessing public repos and/or
accessing Red Hat Content Delivery Network. However, configuring outbound NAT is beyond the scope of this docu-
ment.

Post OS Install Configuration
Choose one of the nodes of the cluster or a separate node as the Admin Node for management, such as CDH installation,

Ansible, creating a local Red Hat repo, and others. In this document, we used rhelox for this purpose.

Configure /etc/hosts

Setup /etc/hosts onthe Admin node; this is a pre-configuration to setup DNS as shown in the next section.

# For the purpose of simplicity, /etc/hosts file is configured with hostnames in all the nodes. However, in large scale pro-
duction grade deployment, DNS server setup is highly recommended. Furthermore, /etc/hosts file is not copied into
containers running on the platform.

Below are the sample A records for DNS configuration within Linux environment.

ORIGIN hdp3.cisco.local
rhelOl A 10.13.1.31
rhel02 A 10.13.1.32
rhel03 A 10.13.1.33

rhel29 A 10.13.1.59
rhel30 A 10.13.1.60

To create the host file on the admin node, follow these steps:
1. Logintothe Admin Node (rhelo1).
#ssh 10.13.1.31

2. Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhelo1) and other nodes as
follows:

3. On Admin Node (rheloz):

[root@rhel0l ~]# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomainé
HE localhost localhost.localdomain localhost6 localhost6.localdomainé
10.13.1.31 rhelOl rhelOl.hdp3.cisco.local

10.13.1.32 rhel02 rhel02.hdp3.cisco.local

10.13.1.33 rhel03 rhel03.hdp3.cisco.local

10.13.1.34 rhel04 rhel0O4.hdp3.cisco.local

10.13.1.35 rhel05 rhel05.hdp3.cisco.local

10.13.1.36 rhel06 rhel06.hdp3.cisco.local

10.13.1.37 rhelO07 rhel07.hdp3.cisco.local

10.13.1.38 rhel08 rhel08.hdp3.cisco.local

10.13.1.39 rhel09 rhel09.hdp3.cisco.local

10.13.1.40 rhell0 rhellO.hdp3.cisco.local

10.13.1.41 rhelll rhelll.hdp3.cisco.local

10.13.1.42 rhell2 rhell2.hdp3.cisco.local
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10.13.1.43 rhell3 rhell3.hdp3.cisco.local
10.13.1.44 rhell4 rhelld.hdp3.cisco.local
10.13.1.45 rhell5 rhell5.hdp3.cisco.local
10.13.1.46 rhell6 rhell6.hdp3.cisco.local
10.13.1.47 rhell7 rhell7.hdp3.cisco.local
10.13.1.48 rhell8 rhell8.hdp3.cisco.local
10.13.1.49 rhell9 rhell9.hdp3.cisco.local
10.13.1.50 rhel20 rhel20.hdp3.cisco.local
10.13.1.51 rhel2l rhel2l.hdp3.cisco.local
10.13.1.52 rhel22 rhel22.hdp3.cisco.local
10.13.1.53 rhel23 rhel23.hdp3.cisco.local
10.13.1.54 rhel24 rhel24.hdp3.cisco.local
10.13.1.55 rhel25 rhel25.hdp3.cisco.local
10.13.1.56 rhel26 rhel26.hdp3.cisco.local
10.13.1.57 rhel27 rhel27.hdp3.cisco.local
10.13.1.58 rhel28 rhel28.hdp3.cisco.local

Set Up Passwordless Login

To manage all of the nodes in a cluster from the admin node password-less login needs to be setup. It assists in automating
common tasks with Ansible, and shell-scripts without having to use passwords.

To enable password-less login across all the nodes when Red Hat Linux is installed across all the nodes in the cluster, follow
these steps:

1. Logintothe Admin Node (rhelo1).

#ssh 10.13.1.31

2. Runthe ssh-keygen command to create both public and private keys on the admin node.

# ssh-keygen -N '' -f ~/.ssh/id rsa

Figure 42  Ssh-keygen
[root@rhel0l ~]# ssh-keygen -N '' f ~/.s88h/id rsa
Generating public/private rsa key pair. g

Created directory '/root/.ssh'

Your identification has been saved in /root/.ssh/id rsa.

Your public key has been saved in /root/.ssh/id rsa.pub.

The key fingerprint is: N

SHA256 : YAnkweNMBgxDy 6BxLIpH/B5D2UY0OU/DA7+MOkdDmbéaw rootiirhelOl . hdp3.cisco.local
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3. Runthe following command from the admin node to copy the public key id_rsa.pub to all the nodes of the cluster.
ssh-copy-id appends the keys to the remote-hosts .ssh/authorized keys.

# for i in {01..30}; do echo "copying rhel$i.hdp3.cisco.local™; ssh-copy-id -i
~/.ssh/id rsa.pub root@rhel$i.hdp3.cisco.local; done;

4. Enteryes for Are you sure you want to continue connecting (yes/no)?
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5. Enterthe password of the remote host.

Create a Red Hat Enterprise Linux (RHEL) 7.6 Local Repository

To create a repository using RHEL DVD or ISO on the admin node (in this deployment rheloz is used for this purpose),
create a directory with all the required RPMs, run the "createrepo” command and then publish the resulting repository.

To create a RHEL 7.6 local repository, follow these steps:

1. Logintorhelo1. Create a directory that would contain the repository.

# mkdir -p /var/www/html/rhelrepo

N

Copy the contents of the Red Hat DVD to /var/www/html/rhelrepo
3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhelox.

4. Logbackinto rhelo1 and create the mount directory.

=

scp rhel-server-7.6-x86 64-dvd.iso rhelOl:/root/
mkdir -p /mnt/rheliso
# mount -t 1509660 -o loop /root/rhel-server-7.6-x86 64-dvd.iso /mnt/rheliso/

=

5. Copy the contents of the ISO tothe /var/www/html/rhelrepo directory.

# cp -r /mnt/rheliso/* /var/www/html/rhelrepo

6. Onrhelo1create a.repo file to enable the use of the yum command.

# vi /var/www/html/rhelrepo/rheliso.repo
[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=http://10.13.1.31/rhelrepo
gpgcheck=0

enabled=1

7. Copy rheliso.repo file from fvar/www/html/rhelrepo to /etc/yum.repos.d on rhelox.

# cp /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

'ﬂ Based on this repository file, yum requires httpd to be running on rhelox for other nodes to access the repository.
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8. To make use of repository files on rhelo1 without httpd, edit the baseurl of repo file
/etc/yunm.repos.d/rheliso.repo to pointrepository location in the file system.

# This step is needed to install software on Admin Node (rhelo1) using the repo (such as httpd, create-repo, and so
on.)

# vi /etc/yum.repos.d/rheliso.repo
[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=file:///var/www/html/rhelrepo
gpgcheck=0

enabled=1

Create the Red Hat Repository Database

To create the Red Hat repository database, follow these steps:

1. Install the “createrepo” package on admin node (rhelo1). Use it to regenerate the repository database(s) for the local
copy of the RHEL DVD contents.

# yum -y install createrepo

2. Run“createrepo” on the RHEL repository to create the repo database on admin node

cd /var/www/html/rhelrepo
createrepo

#
#

Figure 43  createrepo

[root@rhelO0l rhelrepo]#

createrepo .

Set Up Ansible

To set up Ansible, follow these steps:

1. Download Ansible rpm from the following link: https://releases.ansible.com/ansible/rpm/release/epel-7-
x86 64/ansible-2.7.11-1.el7.ans.noarch.rpm

# wget https://releases.ansible.com/ansible/rpm/release/epel-7-x86 64/ansible-
2.7.11-1.el7.ans.noarch.rpm

ﬂ For more information about downloading and installing the Ansible engine, go to:
https://access.redhat.com/articles/3174981

2. Runthe following command to install ansible:

# yum localinstall -y ansible-2.7.11-1.el7.ans.noarch.rpm

3. Verify Ansible installation by running the following commands:

# ansible --version
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ansible 2.7.11

config file = /etc/ansible/ansible.cfg

configured module search path = [u'/root/.ansible/plugins/modules’,
u'/usr/share/ansible/plugins/modules’']

ansible python module location = /usr/lib/python2.7/site-packages/ansible

executable location = /usr/bin/ansible

python version = 2.7.5 (default, Sep 12 2018, 05:31:16) [GCC 4.8.5 20150623 (Red
Hat 4.8.5-36)]

# ansible localhost -m ping
[WARNING] : provided hosts list is empty, only localhost is available. Note that the
implicit localhost does not match 'all'

localhost | SUCCESS => {
"changed": false,
"failed": false,

"ping": "pong"

4. Prepare the host inventory file for Ansible as shown below. Various host groups have been created based on any specif-
ic installation requirements of certain hosts.

[root@rhel0l ~]# cat /etc/ansible/hosts
[admin]
rhelOl.hdp3.cisco.local

[namenodes]
rhel0l.hdp3.cisco.local
rhel02.hdp3.cisco.local
rhel03.hdp3.cisco.local

[datanodes]

rhel04.hdp3.cisco.local
rhel05.hdp3.cisco.local
rhel06.hdp3.cisco.local
rhel07.hdp3.cisco.local
rhel08.hdp3.cisco.local
rhel09.hdp3.cisco.local
rhell0.hdp3.cisco.local
rhelll.hdp3.cisco.local
rhell2.hdp3.cisco.local
rhell3.hdp3.cisco.local
rhell4 .hdp3.cisco.local
rhell5.hdp3.cisco.local
rhell6.hdp3.cisco.local
rhell7.hdp3.cisco.local
rhell8.hdp3.cisco.local
rhell9.hdp3.cisco.local
rhel20.hdp3.cisco.local
rhel2l.hdp3.cisco.local
rhel22.hdp3.cisco.local
rhel23.hdp3.cisco.local
rhel24 .hdp3.cisco.local
rhel25.hdp3.cisco.local
rhel26.hdp3.cisco.local
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rhel27.hdp3.cisco.local
rhel28.hdp3.cisco.local

[nodes]

rhelOl.hdp3.cisco.local
rhel02.hdp3.cisco.local
rhel03.hdp3.cisco.local
rhel04.hdp3.cisco.local
rhel05.hdp3.cisco.local
rhel06.hdp3.cisco.local
rhel07.hdp3.cisco.local
rhel08.hdp3.cisco.local
rhel09.hdp3.cisco.local
rhell0.hdp3.cisco.local
rhelll.hdp3.cisco.local
rhell2.hdp3.cisco.local
rhell3.hdp3.cisco.local
rhell4.hdp3.cisco.local
rhell5.hdp3.cisco.local
rhell6.hdp3.cisco.local
rhell7.hdp3.cisco.local
rhell8.hdp3.cisco.local
rhell9.hdp3.cisco.local
rhel20.hdp3.cisco.local
rhel2l.hdp3.cisco.local
rhel22.hdp3.cisco.local
rhel23.hdp3.cisco.local
rhel24 .hdp3.cisco.local
rhel25.hdp3.cisco.local
rhel26.hdp3.cisco.local
rhel27.hdp3.cisco.local
rhel28.hdp3.cisco.local

5. Verify host group by running the following commands. Figure 44 shows the outcome of the ping command.

# ansible datanodes -m ping
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Figure 44  Ansible — Ping Hosts

[root@rhel0l ansible]l# ansible datanodes -m ping

Install httpd

Setting up the RHEL repository on the admin node requires httpd. To set up RHEL repository on the admin node, follow
these steps:

1. Install httpd on the admin node to host repositories:

'ﬂ The Red Hat repository is hosted using HTTP on the admin node; this machine is accessible by all the hosts in the
cluster.

# yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file:

# vi /etc/httpd/conf/httpd.conf
ServerName 10.13.1.31:80

Start httpd:

W

# service httpd start
chkconfig httpd on

=+

Set Up All Nodes to use the RHEL Repository

To set up all noes to use the RHEL repository, follow these steps:
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# Based on this repository file, yum requires httpd to be running on rhelx for other nodes to access the repository.

1. Copy the rheliso.repo to all the nodes of the cluster:

# ansible nodes -m copy -a “src=/var/www/html/rhelrepo/rheliso.repo
dest=/etc/yum.repos.d/.”

2. Copy the /etc/hosts file to all nodes:

# ansible nodes -m copy -a “src=/etc/hosts dest=/etc/hosts”

3. Purge the yum caches:

# ansible nodes -a “yum clean all”
# ansible nodes -a “yum repolist”

‘ﬁ While the suggested configuration is to disable SELinux as shown below, if for any reason SELinux needs to be en-
abled on the cluster, run the following command to make sure that the httpd is able to read the Yum repofiles.

#chcon -R -t httpd sys content t /var/www/html/

Upgrade the Cisco Network Driver for VIC1387

The latest Cisco Network driver is required for performance and updates. The latest drivers can be downloaded from the
link below:

https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4)

In the ISO image, the required driver kmod-enic-3.2.210.18-738.12.rhel7u6.x86 64.rpm
can be located at \Network\Cisco\VIC\RHEL\RHEL7.6\.

To upgrade the Cisco Network Driver for VIC1387, follow these steps:

From a node connected to the Internet, download, extract and transfer kmod-enic-.rpm
to rhel0l (admin node).

1. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rpm is assumed
to be in present working directory of rheloa:

[root@rhelO0l ~]# ansible all -m copy -a "src=/root/ kmod-enic-3.2.210.18-
738.12.rhel7u6.x86 64.rpm dest=/root/."

2. Use the yum module to install the enic driver rpm file on all the nodes through Ansible:

[root@rhel0l ~]# ansible all -m yum -a “name=/root/kmod-enic-3.1.137.6-
700.16.rhel7u5.x86_ 64.rpm state=present”

Make sure that the above installed version of kmod-enic driver is being used on all
nodes by running the command "modinfo enic" on all nodes:

[root@rhelOl ~]# ansible all -m shell -a "modinfo enic | head -5"

3. Itisrecommended to download the kmod-megaraid driver for higher performance. The RPM can be found in the same
package at: \Storage\LSI\Cisco_Storage_12G_SAS_RAID_controller\RHEL\RHEL7.6\kmod-megaraid_sas-
07.708.03.00_el7.6-2.x86_64.rpm
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4. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rpm is assumed
to be in present working directory of rheloa:

[root@rhelO0l ~]# ansible all -m copy -a "src=/root/ kmod-megaraid sas-
07.708.03.00 el7.6-2.x86 64.rpm dest=/root/."

5. Use the yum module to install the enic driver rpm file on all the nodes through Ansible:

[root@rhelOl ~]# ansible all -m yum -a “name=/root/ kmod-megaraid sas-

07.708.03.00 el7.6-2.x86_ 64.rpm state=present”

Make sure that the above installed version of kmod-megaraid sas driver is being used
on all nodes by running the command "modinfo enic" on all nodes:

[root@rhelOl ~]# ansible all -m shell -a "modinfo megaraid sas | head -5"

Set Up JAVA

To setup JAVA, follow these steps:

# CDH 6 requires JAVA 8.

1. Download jdk-8u211-linux-x64.rpm and src the rpm to admin node (rhelo1) from the link:
https://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html.

2. Copy JDK rpm to all nodes:

# ansible nodes -m copy -a "src=/root/jdk-8u2ll-linux-x64.rpm dest=/root/."

3. Extract and Install JDK on all nodes:

# ansible all -m command -a "rpm -ivh jdk-8u2ll-linux-x64.rpm"

4. Create the following files java-set-alternatives.sh and java-home.sh on admin node (rhelo1):

# vi java-set-alternatives.sh
#!/bin/bash
for item in java javac javaws jar Jjps javah javap jcontrol jconsole jdb; do
rm -f /var/lib/alternatives/$item
alternatives --install /usr/bin/Sitem $item /usr/java/jdkl.8.0 211-amd64/bin/Sitem
9
alternatives --set S$item /usr/java/jdk1l.8.0 21l-amd64/bin/Sitem
done

# vi java-home.sh
export JAVA HOME=/usr/java/jdk1l.8.0 21l-amd64

5. Make the two java scripts created above executable:

chmod 755 ./java-set-alternatives.sh ./java-home.sh

6. Copying java-set-alternatives.sh to all nodes.

ansible nodes -m copy -a “src=/root/java-set-alternatives.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/java-set-alternatives.sh mode=755"
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ansible nodes -m copy -a “src=/root/java-home.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/java-home.sh mode=755"

7. Setup Java Alternatives

[root@rhel0l ~]# ansible all -m shell -a "/root/java-set-alternatives.sh"

8. Make sure correct java is setup on all nodes (should point to newly installed java path).

# ansible all -m shell -a "alternatives --display java | head -2"

9. Setup JAVA_HOME on all nodes.

# ansible all -m copy -a "src=/root/java-home.sh dest=/etc/profile.d"

10. Display JAVA_HOME on all nodes.

# ansible all -m command -a "echo $JAVA HOME"

[root@rhel0l ~]# ansible all -m command -a "echo $JAVA_HOME"
1 | D | xc >

11. Display current java —version.

# ansible all -m command -a "java -version"

[root@rhelOl # ansible al

(build 1.
(build

GED | T

t (build 1.8
r (build

Enable Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern versions such as
syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog daemon is present.

Use one of the following commands to confirm that the service is properly configured:
# ansible all -m command -a “rsyslogd -v”

# ansible all -m command -a “service rsyslog status”
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Set the ulimit

Oneachnode, ulimit -n specifies the number of inodes that can be opened simultaneously. With the default value of
1024, the system appears to be out of disk space and shows no inodes available. This value should be set to 64000 on every

node.

Higher values are unlikely to result in an appreciable performance gain.

To set ulimit, follow these steps:

1. Forsetting the ulimit on Redhat, edit “/etc/security/limits.conf” on admin node rhelo1 and add the following lines:

root soft nofile 64000
root hard nofile 64000

[root@rhel0l ~]# vi /ete/security/limits.conf
[root@rhel0l ~]1# cat /etc/security/limits.conf |

root soft nofile

grep 64000

root hard nofile

2. Copy the [etc/security/limits.conf file from admin node (rhelo1) to all the nodes using the following command:

/etc/security/limits.conf

pam rootok.so

following line to implicitly trust users in the "wheel" group.

pam wheel.so trust use uid

following line to require a user to be in the "wheel" group.

pam wheel.so use uid
system-auth

postlogin

pam_succeed if.so uid =
system-auth

system-auth

system-auth

postlogin

pam_xauth.so

0 use uid quiet

# ansible nodes -m copy -a “src=
dest=/etc/security/limits.conf”
3. Make sure that the /etc/pam.d/su file contains the following settings:
#%$PAM-1.0

auth sufficient

# Uncomment the

#auth sufficient

# Uncomment the

#auth required

auth include

auth include

account sufficient
account include

password include

session include

session include

session optional

# The ulimit values are applied on a new shell, running the command on a node on an earlier instance of a shell will show

old values.

Disable SELinux

# SELinux must be disabled during the install procedure and cluster setup. SELinux can be enabled after installation and

while the cluster is running.

SELinux can be disabled by editing /etc/selinux/config and changingthe SELINUX line to

SELINUX=disabled
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To disable SELinux, follow these steps:

1. The following command will disable SELINUX on all nodes:

# ansible nodes -m shell -a "sed -i 's/SELINUX=enforcing/SELINUX=disabled/g'
/etc/selinux/config"
# ansible nodes -m shell -a "setenforce 0"

'& The above command may fail if SELinux is already disabled. This requires reboot to take effect.

2. Reboot the machine, if needed for SELinux to be disabled in case it does not take effect. It can be checked using the fol-
lowing command:

# ansible nodes —-a “sestatus”

[root@rhel0l ~]# ansible nodes -a "sestatus"
rhelOl .hdp3.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhel03.hdp3.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhel04 . hdp3.cisco.local | CHANGED | c=0 >>
SELinux status: disabled

rhelO5.hdp3.cisco.local | CHANGED |
SELinux status:

Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes. Given the advanced
networking features of UCS, this is a safe and recommended change (failures observed at the operating system layer are
most likely serious rather than transitory).

To set TCP retries, follow these steps:

# On each node, set the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file Jetc/sysctl.conf and on admin node rhelo1 and add the following lines:

net.ipvéd.tcp retries2=5

Copy the /etc/sysctl.conf file from admin node (rhel0l) to all the nodes using the
following command:

# ansible nodes -m copy -a “src=/etc/sysctl.conf dest=/etc/sysctl.conf”

2. Load the settings from default sysctl file /etc/sysctl.conf by running the following command:

# ansible nodes -m command -a “sysctl -p”
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Disable the Linux Firewall

ﬂ The default Linux firewall settings are far too restrictive for any Hadoop deployment. Since the Cisco UCS Big Data de-
ployment will be in its own isolated network there is no need for that additional firewall.

# ansible all -m command -a "firewall-cmd --zone=public --add-port=80/tcp --
permanent"

# ansible all -m command -a "firewall-cmd --reload"

# ansible all -m command -a “systemctl disable firewalld”

Disable IPv6 Defaults

To disable IPv6 defaults, follow these steps:

1. Run the following command:

# ansible all -m shell -a "echo 'net.ipv6.conf.all.disable ipv6 = 1' >>
/etc/sysctl.conft"

# ansible all -m shell -a "echo 'net.ipvé6.conf.default.disable ipve = 1' >>
/etc/sysctl.conf"

# ansible all -m shell -a "echo 'net.ipvé6.conf.lo.disable ipvée = 1' >>
/etc/sysctl.conft"

2. Load the settings from default sysctl file fetc/sysctl.conf:

# ansible all -m shell -a "sysctl -p"

Disable Swapping

To disable swapping, follow these steps:

1. Runthe following on all nodes. Variable vin. swappiness defines how often swap should be used, 60 is default:

# ansible all -m shell -a “echo 'vm.swappiness=1' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a “cat /etc/sysctl.conf”

Disable Memory Overcommit

To disable Memory Overcommit, follow these steps:

1. Runthe following on all nodes. Variable vin. overcommit memory=0

# ansible all -m shell -a “echo 'vm.overcommit memory=0' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a “cat /etc/sysctl.conf”
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rhel0l ~]# ansible all -m shell -a "sysctl -p"
h 1 | CHANGED | rc >

Disable Transparent Huge Pages

Disabling Transparent Huge Pages (THP) reduces elevated CPU usage caused by THP.
To disable Transparent Huge Pages, follow these steps:

1. You must run the following commands for every reboot; copy this command to /etc/rc.local so they are executed au-
tomatically for every reboot:

# ansible all -m shell -a "echo ‘never’ >
/sys/kernel/mm/transparent hugepage/enabled”
# ansible all -m shell -a "echo ‘never’ >
/sys/kernel/mm/transparent hugepage/defrag"

2. Onthe Admin node, run the following commands:

#rm —-f /root/thp disable

#echo "echo ‘never’ > /sys/kernel/mm/transparent hugepage/enabled" >>
/root/thp disable

#echo "echo ‘never’ > /sys/kernel/mm/transparent hugepage/defrag " >>
/root/thp disable

3. Copyfile to each node:

# ansible nodes -m copy -a “src=/root/thp disable dest=/root/thp disable”

4. Append the content of file thp_disable to /etc/rc.local:

# ansible nodes -m shell -a “cat /root/thp disable >> /etc/rc.local”

NTP Configuration

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster. The Network Time
Protocol daemon (ntpd) sets and maintains the system time of day in synchronism with the timeserver located in the admin
node (rhelo1). Configuring NTP is critical for any Hadoop Cluster. If server clocks in the cluster drift out of sync, serious
problems will occur with HBase and other services.

# ansible all -m yum -a “name=ntp state=present”

'& Installing an internal NTP server keeps your cluster synchronized even when an outside NTP server is inaccessible.

1. Configure /etc/ntp.conf on the admin node only with the following contents:

# vi /etc/ntp.conf

85



Deployment Hardware and Software

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2. Create [root/ntp.conf on the admin node and copy it to all nodes:

# vi /root/ntp.conf

server 10.13.1.31

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

3. Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following commands in the admin
node (rhelo1):

# ansible nodes -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

4. Run the following to syncronize the time and restart NTP daemon on all nodes:

ansible all -m service -a “name=ntpd state=stopped”
ansible all -m command -a “ntpdate rhelOl.hdp3.cisco.local”
ansible all -m service -a “name=ntpd state=started”

+ H

5. Make sure to restart of NTP daemon across reboots:

# ansible all -a '"systemctl enable ntpd"

o

Verify NTP is up and running in all nodes by running the following commands:

# ansible all -a “systemctl status ntpd”

'ﬂ Alternatively, the new Chrony service can be installed, that is quicker to synchronize clocks in mobile and virtual
systems.

7. Install the Chrony service:
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# ansible all -m yum -a “name=chrony state=present”

8. Activate the Chrony service at boot:

# ansible all -a “systemctl enable chronyd”

9. Startthe Chrony service:

# ansible all -m service -a “name=chronyd state=started”systemctl start chronyd
The Chrony configuration is in the /etc/chrony.conf file, configured similar to
/etc/ntp.conf.

Install Megaraid StorCLI

This section explains the steps needed to install StorCLI (Storage Command Line Tool) which is a command line interface
designed to be easy to use, consistent, and script. For more details, go to: https://docs.broadcom.com/docs/12352476

To install StorCLI, follow these steps:

1. Download StorCLI: https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli.

2. Extract the .zip file and copy storcli-1.23.02-1.noarch.rpm from the linux directory.

3. Download StorCLI and its dependencies and transfer to Admin node:

#scp storcli-1.23.02-1.noarch.rpm rhel0Ol:/root/

4. Copy storcli rpm to all the nodes using the following commands:

’

# ansible all -m copy -a “src=/root/storcli-1.23.02-1.noarch.rpm dest=/root/.’

5. Runthis command to install storcli on all the nodes:

# ansible all -m shell -a “rpm -ivh storcli-1.23.02-1.noarch.rpm”

6. Runthis command to copy storcli6s to root directory:

# ansible all -m shell -a “cp /opt/MegaRAID/storcli/storcli64d /root/.”

7. Runthis command to check the state of the disks:

# ansible all -m shell -a "./storcli64 /cO show all"

# The Cisco UCS Manager configuration explains the steps to deploy the required storage configuration via Storage Poli-
cy and Storage Profile attached to Service Profile Template for NameNode(s), Management Node(s), GPU Node(s) and
DataNode(s). To configure Storage with StorCLI, go to section Configure Data Drives on Name Node and Data Nodes,
in the Appendix.

Configure the Filesystem for NameNodes and DataNodes

The following script formats and mounts the available volumes on each node whether it is NameNode or Data node. OS
boot partition will be skipped. All drives are mounted based on their UUID as /data/diska, /data/disk2, and so on.
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To configure the filesystem for NameNodes and DataNodes, follow these steps:

1. Onthe Admin node, create a file containing the following script:

#vi /root/driveconf.sh

2. To create partition tables and file systems on the local disks supplied to each of the nodes, run the following script as
the root user on each node:

# The following script creates partition and disk label for front facing 24 HDD disk.

ﬂ This script assumes there are no partitions already existing on the data volumes. If there are partitions, delete
them before running the script. This process is documented in section Delete Partitions.

#vi /root/driveconf.sh

#!/bin/bash

[[ "-x" == "S${1}" ]] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi _host/host?/scan
do

echo '- - ="' > ${X}

done

for X in /dev/sd?

do

list+=S$(echo $X " ")

done

for X in /dev/sd??

do

list+=$(echo $xX " ")

done

for X in $list

do

if [[ -b ${X} && */sbin/parted -s ${X} print quit|/bin/grep -c boot -

then

echo "$X bootable - skipping."

continue

else

Y=S${X#H#*/}1

echo "Formatting and Mounting Drive => S${X}"

166

/sbin/mkfs.xfs —-f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d " " -f2 | cut -d "=" -f2 | sed 's/"//g'"
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on
/data/diskS{count}"

/bin/mount -t xfs -o i1node64,noatime,nobarrier -U ${UUID}
/data/diskS$S{count}
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(( $? )) && continue

echo "UUID=${UUID} /data/disk${count} xfs inode64,noatime,nobarrier 0
0" >> /etc/fstab

((count++))

fi

done

3. Runthe following command to copy driveconf.sh to all the nodes:

# chmod 755 /root/driveconf.sh
ansible nodes -m copy -a “src=/root/driveconf.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/driveconf.sh mode=755"

4. Run the following command from the admin node to run the script across all data nodes:

# ansible nodes -m shell -a “/root/driveconf.sh”

5. Run the following from the admin node to list the partitions and mount points:

ansible nodes -m shell -a “df -h”
ansible nodes -m shell -a “mount”
# ansible nodes -m shell -a “cat /etc/fstab”

6. On the admin create following scripts to configure NVMe disks partition and filesystem for DataNodes only.

# The following script creates partition and disk label for rear facing 2 NVMe disk.

#vi nvmel.sh

echo "Formatting and Mounting Drive => /dev/nvmeOnl"
/sbin/mkfs.xfs -f /dev/nvmeOnl

(( $? )) && continue

#Identify UUID

UUID="blkid /dev/nvmeOnl cut -d " " -f2 | cut -d "=" -f2 | sed 's/"//g"®

\
echo "Make Directory /data/nvme0l"
/bin/mkdir -p /data/nvmeOl

(( $? )) && continue

echo "UUID of /dev/nvmeOnl = ${UUID}, mounting nvmeOnl using UUID on /data/nvme0l"
/bin/mount -t xfs -0 inode64,noatime -U ${UUID} /data/nvmeOl
(( $? )) && continue

echo "Creating fstab entry ${UUID} /data/nvme0l xfs inode64,noatime 0 0"
echo "UUID=${UUID} /data/nvme0l xfs inode64,noatime 0 0" >> /etc/fstab

done

#vi nvme2.sh

echo "Formatting and Mounting Drive => /dev/nvmelnl"
/sbin/mkfs.xfs -f /dev/nvmelnl

(( $? )) && continue

#Identify UUID
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UUID="blkid /dev/nvmelnl | cut -d " "™ -f2 | cut -d "=" -f2 | sed 's/"//g'"

echo "Make Directory /data/nvme02"
/bin/mkdir -p /data/nvme02
(( $? )) && continue

echo "UUID of /dev/nvmelnl = ${UUID}, mounting nvmelnl using UUID on /data/nvme02"
/bin/mount -t xfs -0 inode64,noatime -U ${UUID} /data/nvme02

(( $? )) && continue

echo "Creating fstab entry ${UUID} /data/nvme02 xfs inode64,noatime 0 0"
echo "UUID=${UUID} /data/nvme02 xfs inode64,noatime 0 0" >> /etc/fstab

done

Delete Partitions

To delete a partition, follow these steps:

1.  Runthe mount command (‘mount’ ) to identify which drive is mounted to which device /dev/sd<?>

2. umount the drive for which partition is to be deleted and run £disk to delete as shown below.

# Be sure not to delete the OS partition since this will wipe out the OS.

# mount
# umount /data/diskl € (diskl shown as example)
# (echo d; echo w;) | sudo fdisk /dev/sd<?>

Cluster Verification

This section explains the steps to create the script cluster verification. shthat helpsto verify the CPU, memory,
NIC, and storage adapter settings across the cluster on all nodes. This script also checks additional prerequisites such as
NTP status, SELinux status, ulimit settings, JAVA_HOME settings and JDK version, IP address and hostname resolution,
Linux version and firewall settings.

To verify a cluster, follow these steps:

# The following script uses cluster shell (clush) which needs to be installed and configured.

1. Create the script cluster_verification.sh as shown, on the Admin node (rhelo1).

#vi cluster verification.sh
#!/bin/bash

shopt -s expand aliases,

# Setting Color codes
green='\e[0;32m'
red="'\e[0;31m'

NC='\e[Om' # No Color

echo -e "S${green} === Cisco UCS Integrated Infrastructure for Big Data and Analytics
\ Cluster Verification === S${NC}"
echo mn
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wn

echo
echo
echo
echo
echo
clush
echo
echo
echo -e "${green}BIOS S${NC}"
clush -a -B " “which dmidecode’ |
echo mww

echo
echo -e "S${green}Memory S${NC}"
clush -a -B "cat /proc/meminfo |
echo ""

echo

—-e

wn

"S{green}

wn

-e "S${green}System S${NC}"
-a -B " "which dmidecode”

nwn

nwn

nwn

mwn

# probe for nic info #

echo -e "${green}NIC S${NC}"
clush -a -B "“which ifconfig™ |
‘which ethtool”™ |
echo ""

clush -a -B "“which lspci® |
echo mww

echo
# probe for disk info #

echo -e "${green}Storage S${NC}"
clush -a -B "echo
storage -e 1lsi"
echo ""

clush -a -B "dmesg |
echo ""
clush -a -B
echo mww
echo

grep

nwn

grep -1 raid |

"lsblk -id |

nwn

echo "S{green}
echo
echo

echo

-e
wn

wn

()

"S{green}Linux Release ${NC}"

System Information

|grep -A2

grep

grep

egrep
grep -e "“Settings -e Speed"

'Storage Controller: ';

grep

awk '{print \$1,\$4}'|sort |

Software

S{NC}"

'“"System Information'"

-A3 '""BIOS I'"

-1 "“memt | unig"

echo -e "${green}Number of Dimms S${NC}"

clush -a -B "echo -n 'DIMM slots: '; “which dmidecode” |grep -c \
'“[[:space:]]*Locator:"'"

clush -a -B "echo -n 'DIMM count is: '; “which dmidecode’ | grep \ "Size"| grep -c
"MB" n

clush -a -B " “which dmidecode” | awk '/Memory Device$/,/”$/ {print}' |\ grep -e
'"Mem' -e Size: -e Speed: -e Part | sort -u | grep -v -e 'NO \ DIMM' -e 'No Module
Installed' -e Unknown"

echo ""

echo mww

# probe for cpu info #

echo -e "${green}CPU S${NC}"

clush -a -B "grep '“model name' /proc/cpuinfo | sort -u"

echo ""

clush -a -B "'which lscpu’ | grep -v -e op-mode -e "“Vendor -e family -e\ Model: -e
Stepping: -e BogoMIPS -e Virtual -e "Byte -e '~NUMA node(s)'"

echo ""

echo ""

"("e|”p) " | awk '{print \$1}' | \ xargs -1

-1 ether"

‘which 1spci® | grep -i -e \ raid -e

-1 scsi"

nl"

S{NC}"
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clush -a -B "cat /etc/*release | unig"

echo ""

echo ""

echo -e "${green}Linux Version ${NC}"

clush -a -B "uname -srvm | fmt"

echo mww

echo ""

echo -e "${green}Date ${NC}"

clush -a -B date

echo ""

echo mww

echo -e "${green}NTP Status S${NC}"

clush -a -B "ntpstat 2>&1 | head -1"

echo ""

echo ""

echo -e "${green}SELINUX S${NC}"

clush -a -B "echo -n 'SElinux status: '; grep "SELINUX= \ /etc/selinux/config 2>&1"
echo ""

echo ""

clush -a -B "echo -n 'CPUspeed Service: '; “which service ' cpuspeed \ status 2>&1"
clush -a -B "echo -n 'CPUspeed Service: '; “which chkconfig® --list \ cpuspeed 2>&1"
echo ""

echo ""

echo -e "${green}Java Version${NC}"

clush -a -B 'java -version 2>&l; echo JAVA HOME is ${JAVA HOME:-Not \ Defined!}'
echo mww

echo ""

echo -e "${green}Hostname LoOKup${NC}"

clush -a -B " ip addr show"

echo mn

echo mww

echo -e "${green}Open File Limit${NC}"

clush -a -B 'echo -n "Open file limit (should be >32K): "; ulimit -n'

2. Change permissions to executable:

# chmod 755 cluster verification.sh

3. Runthe Cluster Verification tool from the admin node. This can be run before starting Hadoop to identify any discrep-
ancies in Post OS Configuration between the servers or during troubleshooting of any cluster / Hadoop issues:

#./cluster verification.sh

Install Cloudera

Cloudera’s Distribution including Apache Hadoop (CDH) is an enterprise grade, hardened Hadoop distribution. CDH offers
Apache Hadoop and several related projects into a single tested and certified product. It offers the latest innovations from
the open source community with the testing and quality expected from enterprise quality software.

Prerequisites for CDH Installation

This section details the prerequisites for the CDH installation, such as setting up CDH Repo.
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Cloudera Manager Repository

1. From a host connected to the Internet, download the Cloudera’s repositories as shown below and transfer it to the ad-
min node:

#mkdir -p /tmp/clouderarepo/

2. Download Cloudera Manager Repository:

#cd /tmp/clouderarepo/

# wget https://archive.cloudera.com/cm6/6.3.0/redhat7/yum/cloudera-manager.repo
#reposync --config=./cloudera-manager.repo --repoid=cloudera-manager

# wget https://archive.cloudera.com/cm6/6.3.0/allkeys.asc

# scp allkeys.asc rhelOl:/var/www/html/clouderarepo/cloudera-manager

# This downloads the Cloudera Manager RPMs needed for the Cloudera repository.

3. Runthe following command to move the RPMs:

4. Copy the repository directory to the admin node (rhel1):

#scp -r /tmp/clouderarepo/ rhell:/var/www/html/

5. Onadmin node (rhel1) run create repo command:

#cd /var/www/html/clouderarepo/
#createrepo --baseurl http://10.13.1.31/clouderarepo/cloudera-manager/
/var/www/html/clouderarepo/cloudera-manager

# Go to: http://10.13.1.31/clouderarepo/ to verify the files.

6. Create the Cloudera Manager repo file with following contents:

#vi /var/www/html/clouderarepo/cloudera-manager/cloudera-manager.repo
[cloudera-manager]

name=Cloudera Manager
baseurl=http://10.13.1.31/clouderarepo/cloudera-manager/

gpgcheck=0

enabled=1

[rootl@rhel0l ~]# vi /var/www/html/clouderarepo/cloudera-manager/cloudera-manager.repo
[root@rhel0l ~]#
[root@rhel0l ~]#
[root@rhel0l ~]# cat /var/www/html/clouderarepo/cloudera-manager/cloudera-manager.repo

[cloudera-manager]
name=Cloudera Manager
baseurl=https://10.13.1.31/clouderarepo/cloudera-manager/
gpgcheck=0

d=1

7. Copy the file cloudera-manager.repo into /etc/yum.repos.d/ on the admin node to enable it to find the packages that
are locally hosted:
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#cp /var/www/html/clouderarepo/cloudera-manager/cloudera-manager.repo
/etc/yum.repos.d/

cluster:
# ansible all -m copy -a "src=/etc/yum.repos.d/cloudera-manager.repo
dest=/etc/yum.repos.d/."

From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the

Set Up the Local Parcels for CDH 6.3.0

From a host connected the internet, download the appropriate CDH 6.3.0 parcels that are meant for RHEL7.6 from the URL:

http://archive.cloudera.com/cdh6/6.3.0/parcels/ and place them in the directory "/var/www/htmI|/CDH6.3.0parcels" of the
Admin node.

The following are the required files for RHEL7.6:
e (CDH-6.3.0-1.cdh6.3.0.p0.1279813-¢el7.parcel
e CDH-6.3.0-1.cdh6.3.0.p0.1279813-el7.parcel.sha1

e manifest.json

Download Parcels

To download parcels, follow these steps:

1. From a host connected to the Internet, download the Cloudera’s parcels as shown below and transfer it to the admin
node:

#mkdir -p /tmp/clouderarepo/CDH6.3.0parcels

2. Download parcels:

#cd /tmp/clouderarepo/CDH6.3.0parcels

wget https://archive.cloudera.com/cdh6/6.3.0/parcels/CDH-6.3.0-
.cdh6.3.0.p0.1279813-el7.parcel.parcel

wget https://archive.cloudera.com/cdh6/6.3.0/parcels/CDH-6.3.0-
.cdh6.3.0.p0.1279813-el7.parcel.shal

wget https://archive.cloudera.com/cdh6/6.3.0/parcels/manifest.json

S| |

3. Now edit the /tmp/clouderarepo/CDH6.3.0parcels/manifest.json file and remove the scripts that are not meant for
RHEL7.6. Below is that script which can be copy and pasted.

# Please make sure the script starts and end with initial additional braces.

"lastUpdated": 1563472879570,

"parcels": [
{
"components": [
{

"name": "hadoop-mapreduce",
"pkg release": "1279813",
"pkg version": "3.0.0+cdh6.3.0",
"version": "3.0.0-cdh6.3.0"
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"name": "spark",

"pkg release": "1279813",

"pkg version": "2.4.0+cdh6.3.0",
"version": "2.4.0-cdh6.3.0"

"name": "hue",

"pkg release": "1279813",

"pkg version": "4.2.0+cdh6.3.0",
"version": "4.2.0-cdh6.3.0"

"name": "hbase",
"pkg release": "1279813",
"pkg version": "2.1.0+cdh6.3.0",

"version": "2.1.0-cdh6.3.0"

"name": "hadoop-yarn",

"pkg release": "1279813",

"pkg version": "3.0.0+cdh6.3.0",
"version": "3.0.0-cdh6.3.0"

"name": "hadoop-httpfs",
"pkg release": "1279813",
"pkg version": "3.0.0+cdh6.3.0",

"version": "3.0.0-cdh6.3.0"

"name": "hbase-solr",

"pkg release": "1279813",

"pkg version": "1.5+cdh6.3.0",
"version": "1.5-cdh6.3.0"

"name": "zookeeper",
"pkg release": "1279813",
"pkg version": "3.4.5+cdh6.3.0",

"version": "3.4.5-cdh6.3.0"

"name": "solr",

"pkg release": "1279813",

"pkg version": "7.4.0+cdh6.3.0",
"version": "7.4.0-cdh6.3.0"

"name": "hive",

"pkg release": "1279813",

"pkg version": "2.1.1+cdh6.3.0",
"version": "2.1.1-cdh6.3.0"

"name": "flume-ng",
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"pkg release": "1279813",
"pkg version": "1.9.0+cdh6.3.0",
"version": "1.9.0-cdh6.3.0"
I
{
"name": "sentry",
"pkg release": "1279813",
"pkg version": "2.1.0+cdh6.3.0",
"version": "2.1.0-cdh6.3.0"
b
{
"name": "hadoop",
"pkg release": "1279813",
"pkg version": "3.0.0+cdh6.3.0",
"version": "3.0.0-cdh6.3.0"
b
{
"name": "pig",
"pkg release": "1279813",
"pkg version": "0.17.0+cdh6.3.0",
"version": "0.17.0-cdh6.3.0"
by
{
"name": "kafka",
"pkg release": "1279813",
"pkg version": "2.2.l1+cdh6.3.0",
"version": "2.2.1-cdh6.3.0"
by
{
"name": "parquet",
"pkg release": "1279813",
"pkg version": "1.9.0+cdh6.3.0",
"version": "1.9.0-cdh6.3.0"
b
{
"name": "sqgoop",
"pkg release": "1279813",
"pkg version": "1.4.7+cdh6.3.0",
"version": "1.4.7-cdh6.3.0"
b
{
"name": "hive-hcatalog",
"pkg release": "1279813",
"pkg version": "2.1.1+cdh6.3.0",
"version": "2.1.1-cdh6.3.0"
by
{
"name": "oozie",
"pkg release": "1279813",
"pkg version": "5.1.0+cdh6.3.0",
"version": "5.1.0-cdh6.3.0"
by
{
"name": "kite",
"pkg release": "1279813",
"pkg version": "1.0.0+cdh6.3.0",
"version": "1.0.0-cdh6.3.0"
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"name": "hadoop-hdfs",

"pkg release": "1279813",

"pkg version": "3.0.0+cdh6.3.0",
"version": "3.0.0-cdh6.3.0"

"name": "impala",

"pkg release": "1279813",

"pkg version": "3.2.0+cdh6.3.0",
"version": "3.2.0-cdh6.3.0"

"name": "hadoop-kms",

"pkg release": "1279813",

"pkg version": "3.0.0+cdh6.3.0",
"version": "3.0.0-cdh6.3.0"

"name": "kudu",

"pkg release": "1279813",

"pkg version": "1.10.0+cdh6.3.0",

"version": "1.10.0-cdh6.3.0"

}

1,
"hash": "d6el1483e47e3f2b1717db8357409865875dc307e",
"parcelName": "CDH-6.3.0-1.cdh6.3.0.p0.1279813-el7.parcel",
"replaces": "IMPALA, SOLR, SPARK, KAFKA, IMPALA KUDU, KUDU, SPARK2

}
}

4. Copy [tmp/clouderarepo/CDH6.3.0parcels to the admin node (rhelo1):

#scp -r /tmp/clouderarepo/CDH6.3.0parcels/ rhelOl:/var/www/html/

5. Verify that these files are accessible by visiting the URL http://10.13.1.31/CDH6.3.0parcels/ in admin node.

Set Up the MariaDB Database for Cloudera Manager

You will set up the following for Cloudera Manager:
e Install the MariaDB Server
e Configure and Start the MariaDB Server
e Install the MariaDB/MySQL JDBC Driver

e Create Databases for Activity Monitor, Reports Manager, Hive Metastore Server, Sentry Server, Cloudera Navigator
Audit Server, and Cloudera Navigator Metadata Server

Install the MariaDB Server

To use a MariaDB database, follow these steps:
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1. Inthe admin node where Cloudera Manager will be installed, use the following command to install the mari-adb/mysql
server.

#yum -y install mariadb-server

2. To configure and start the MySQL Server, stop the MariaDB server if it is running.

#service mariadb stop

3. Move the old InnoDB log if exists.

4. Move files /var/lib/mysql/ib_logfileo and /var/lib/mysql/ib_logfilex out of/var/lib/mysql/ to a backup location.

#mv /var/lib/mysql/ib logfile0O /root/ib logfileO.bkp
#mv /var/lib/mysql/ib logfilel /root/ib_ logfilel.bkp

5. Determine the location of the option file, my.cnf and edit/add following lines:

#vi /etc/my.cnf

[mysqld]

transaction-isolation = READ-COMMITTED
# InnoDB settings

innodb flush method = O DIRECT

max _connections = 550

~1# cat foto/my.ont

var/1ib/mysql
ar/1ib/mysql /mysql . sock
action-isolation=IEAD -COMMITTED
use remy sql
# Disabling symbollc-links is reccemended Lo prevent assorted security risks
symbolLio-1inks=0

#InnobDB settings
innodb flush method=0 DIRECT

max connections=550

L

# include all files from the config directory
L

tincludedir fete/my.onf.d

# The max_connections need to be increased based on number of nodes and applications. Please follow the recom-
mendations as mentioned in the Cloudera document
https://www.cloudera.com/documentation/enterprise/6/6.2/topics/install_cm_mariadb.html#install_cm_mariadb

6. Make sure MySQL Server starts at boot:

# systemctl enable mariadb.service

7. Startthe MySQL Server:

# systemctl start mariadb.service

8. Setthe MySQL root password on admin node (rhelo1)
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#cd /usr/bin/
#mysqgl secure installation

Install the MySQL JDBC Driver

Install the JDBC driver on the Cloudera Manager Server host, as well as any hosts that run the Activity Monitor, Reports
Manager, Hive Metastore Server, Sentry Server, Cloudera Navigator Audit Server, and Cloudera Navigator Metadata Server
roles.

To install the MySQL JDBC driver, follow these steps:

1. From a host connected to the Internet, download the MySQL JDBC Driver and transfer it to the admin node. Download
the MySQL JDBC driver from the URL http://www.mysql.com/downloads/connector/j/5.1.html.

2. Copy mysql-connector-java-5.1.47.tar.gz to admin node(rhelo1)

#scp mysgl-connector-java-5.1.47.tar.gz rhelOl:/root/

3. Loginto the admin node and extract the file:

#tar xzvf mysgl-connector-java-5.1.47.tar.gz

4. Create the Jusr/share/java/ directory on the admin node (rhelo1):

#mkdir -p /usr/share/java/

5. Go to the mysql-connector-java-5.1.47 directory on the admin node (rhel1) and copy mysql-connector-java-5.1.47-
bin.jar to fusr/share/java/:

#cd mysgl-connector-java-5.1.47
#cp mysgl-connector-java-5.1.47-bin.jar /usr/share/java/mysql-connector-java.jar

6. Creating Databases for Activity Monitor, Reports Manager, Hive Metastore Server, Navigator Audit Server, and Navi-
gator Metadata Server:

7. Inthe admin node Log into MySQL as the root user:

#mysgl -u root -p

8. Enter the password that was previously supplied.

9. Create databases for the Activity Monitor, Reports Manager and Hive Metastore Server using the command below:

MariaDB none create database scm DEFAULT CHARACTER SET utf8;
MariaDB none create database amon DEFAULT CHARACTER SET utf8;
MariaDB none create database rman DEFAULT CHARACTER SET utfS§;
MariaDB none create database metastore DEFAULT CHARACTER SET utf8;

MariaDB create database navms DEFAULT CHARACTER SET utf8;
MariaDB create database sentry DEFAULT CHARACTER SET utf8;
MariaDB create database oozie DEFAULT CHARACTER SET utf8;

[( ) 1>
[( ) 1>
[( ) 1>
[( ) 1>
MariaDB [ (none)]> create database nav DEFAULT CHARACTER SET utf8;
[( ) 1>
[( ) 1>
[( ) 1>
MariaDB [ ( ) ]> create database hue DEFAULT CHARACTER SET utf8;

MariaDB [ (none)]> grant all on scm.*TO 'root'@'$' IDENTIFIED BY 'password';
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MariaDB [ (none)]> grant all on rman.*TO 'root'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on metastore.*TO 'root'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on amon.*TO 'root'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on nav.*TO 'root'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on navms.*TO 'root'@'%' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on sentry.*TO 'root'@'S$S' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all privileges on oozie.*TO 'root'@'$' IDENTIFIED BY
'password’';

MariaDB [ (none) ]> grant all on hue.*TO 'root'@'S' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on scm.*TO 'scm'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on rman.*TO 'rman'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on metastore.*TO 'hive'@'$' IDENTIFIED BY 'password';
MariaDB [ (none) ]> grant all on amon.*TO 'amon'@'%' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on nav.*TO 'nav'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on navms.*TO 'navms'@'S$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all on sentry.*TO 'root'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> grant all privileges on ocozie.*TO 'oozie'@'$' IDENTIFIED BY
'password’';

MariaDB [ (none)]> grant all on hue.*TO 'hue'@'$' IDENTIFIED BY 'password';
MariaDB [ (none)]> quit

Cloudera Manager Installation

The following sections describe how to install Cloudera Manager and then using Cloudera Manager to install CDH 6.3.0.

Set Up the Cloudera Manager Server Database

The Cloudera Manager Server Database stores information about service and host configurations.

Install Cloudera Manager

Cloudera Manager, an end to end management application, is used to install and configure CDH. During CDH Installation,
Cloudera Manager's Wizard will help to install Hadoop services on all nodes using the following procedure:

e Discovery of the cluster nodes
e Configure the Cloudera parcel or package repositories
e Install Hadoop, Cloudera Manager Agent (CMA) and Impala on all the cluster nodes.
¢ Install the Oracle JDK if it is not already installed across all the cluster nodes.
e Assign various services to nodes.
e Start the Hadoop services
To install Cloudera Manager, follow these steps:

1. Update the repo files to point to local repository.

#rm -f /var/www/html/clouderarepo/*.repo
#cp /etc/yum.repos.d/c*.repo /var/www/html/clouderarepo/

2. Install the Oracle Java Development Kit on the Cloudera Manager Server host.
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#yum install oracle-3j2sdkl.8

#.00updatalii-1 will ba in

3. Install the Cloudera Manager Server packages either on the host where the database is installed, or on a host that has
access to the database:

#yum install cloudera-manager-daemons cloudera-manager-server

Prepare a Cloudera Manager Server External Database

To prepare a Cloudera Manager Server external database, follow these steps:

1. Runthe scm_prepare_database.sh script on the host where the Cloudera Manager Server package is installed (rhel1)
admin node:

# cd /opt/cloudera/cm/schema/

#./scm_prepare database.sh mysgl scm root <password>
#./scm _prepare database.sh mysgl amon root <password>
#./scm_prepare database.sh mysgl rman root <password>
#./scm_prepare database.sh mysgl metastore root <password>
#./scm_prepare database.sh mysgl nav root <password>
#./scm_prepare database.sh mysgl navms root <password>
#./scm_prepare database.sh mysgl sentry root <password>
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#./scm_prepare database.sh mysgl oozie root <password>
#./scm _prepare database.sh mysgl hue root <password>

2. Verify the database connectivity using the following command

mysql>
mysql>
mysql>
mysql>
mysql>
mysql>
mysql>
mysql>
mysql>

connect
connect
connect
connect
connect
connect
connect
connect
connect

[root@rhel0l ~]# mysgl -u root -p

scm
amon

rman
metastore
nav

navms
sentry
oozie

hue

The MySQL External database setup is complete.

Start the Cloudera Manager Server

To start the Cloudera Manager Server, follow these steps:

1. Start the Cloudera Manager Server:

server

is up.

#service cloudera-scm-server start
Access the Cloudera Manager using the URL, http://10.13.1.31:7180 to verify that the

2. Once the installation of Cloudera Manager is complete, install CDH5 using the Cloudera Manager Web interface.

Install Cloudera Enterprise Data Hub (CDH6)

To install the Cloudera Enterprise Data Hub, follow these steps:

1. Loginto the Cloudera Manager. Enter "admin" for both the Username and Password fields.

WLaree

2. Click Continue on Welcome screen.

3. Ifyou do not have a Cloudera license, select Cloudera Enterprise Data Hub Trial Edition. If you do have a Cloudera li-

cense, Click "Upload License” and select your license.
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4. Based on your requirements, choose the appropriate Cloudera Editions for the Installation.

Figure 45  Installing Cloudera Enterprise

Clouders Manager
Welcome to Cloudera Manager

@) Weloome Select Edition

Upgradng to Cloudera Enbarprise provides Important features that help you manage and manitor your Hadoop clusters in missicn-oitioal emekanments.

() Accept License Cloudera Exprass Cloudera Entenprisa Cloudera Enterprisa
Cloudera Enterprize Trial
v
@ sehersinon License Frne 20 Gy Aneus Subeciglisn
e the frial perios, the product wil contuz & Uplaad License ey
[ Cloadara Exprans. vussr chistor sl

your ciata wil remai uratiectes,

Mode Limit nimted Unimites Unimitest
coH - - -
Cee Clouters Managar Faatures - - -
Advanced Clouders Manager Features 4 v
Cloudera Kavigatar 4 v
Cloudera Navigator Key Trustes v
Cloudera Suppart -
s Tl bt o st auabatin 2 Clondura Expeess wd Cloudur Entargrise
Back Continue

5. Click Continue.

WELCOME

6. Enter aname for the Cluster.
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) Welcome Cluster Basics

Cluster Hame COIP-CDH

Ragular Cluster

. Cluster Baslcs

Specify Hosls
A Regqular Cluster contains storage nodes, compute nodes, and other services such as metadata and security collocated in a single cluster.

Select Repository

7. Specify the hosts that are part of the cluster using their IP addresses or hostname. The figure below shows a pattern
that specifies the IP addresses range.

10.13.1.[31-60] or rhel[01-30]

8. Afterthe IP addresses or hostnames are entered, click Search.

AGd Chastir - instalat

9. Cloudera Manager will "discover" the nodes in the cluster. Verify that all desired nodes have been found and selected
for installation.

Edit the Cloudera Enterprise Parcel Settings to Use the CDH 5.13.0 Parcels

To edit the Cloudera Enterprise Parcel settings, follow these steps:

1. Openanother tab in the same browser window and visit the URL: http://10.13.1.31:7180/cmf/parcel/status for modifying
the parcel settings.

2. Click Configuration.

3. Click to remove the entire remote repository URLs and add the URL to the location where we kept the CDH 6.3.0 par-
celsi.e. http://10.13.1.31/CDH6.3.0parcels/
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4. Click Save Changes to finish the configuration.

5. Navigate back to the Cloudera installation home page, http://10.13.1.31:7180.

6. Click Continue on the confirmation page.

7. Forthe method of installation, select the Use Parcels (Recommended) radio button.

8. Forthe CDH version, select the CDH-6.3.0-1.cdh6.3.0.p0.1279813 radio button.

9. Forthe specific release of Cloudera Manager, select the Custom Repository radio button.

10. Enter the URL for the repository within the admin node. http://10.13.1.50/clouderarepo/cloudera-manager and click
Continue.

11. Select Install Oracle Java SE Development Kit 9JDK 8). Click Continue.
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12. Provide SSH login credentials for the cluster and click Continue.

Cleuders Manager

Add Cluster - Installation

(%) Welcome Enter Lagin Credentials

Fioat access to your hests |5 required to nstall th This ‘o your hosts via S5H and log In afther directly s roat or as anather user with
Cluster Basics password-less sudo/pb il b
Login To All Hosts As: @ oot

@ Anather user
() Specify Hozis You mey connect via password or public-key authentication for the user selected above.
thod: @ &l b P game password

@ Al hasts accept same private kay

Enter Pagsword: | s

Confirm Password:  sneeee
") Accenl JOK Licerse
S5H Part: 0

HNumber of Simultanecus 10

. Enter Login {Runring a ofi ions al ance can I nettwark bandwidih and other system rasouroes)
Credentials

Install Agents

Inall Parcels

Inspect Chister

Back

Installation using parcels begins.
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Cloudera Manager

Add Cluster - Installation

(¥] Welcamn Install Agents

Inztallation In progress.

0 of 16 hostis) completed successfully.  Abart Installation

spacify Hosts Hostname P Address Proqress Status
thelnl TRERES | ] Vinstaling chouden Marager agen package... Details B
(%) Seclect Repasitary thelnz | ] }inszaling aracle (251, package Detalls B
thela 1012132 | ] Vinztaling oracle [2ed1.E package . Detallz £
¥ Acoept JOK License
thelua 1012134 | ] Vinstaling oraclef2sdi & package . Detallz 1
. thelus AURERETS | ] Vinstaling oracle-{2edk & packsge . Detalls 1
l thelut 10,1236 | ] Vinstaling oracle-fzsdn & packsge Uetalls 1
Install Agenits
g thell? 10.12.1.47 | ] Vinstaling sracle-{2edc1 8 packsge Detaile £1
el LRERE " ] 1 insling sracle:Zeck ) 6 package Dutaile 21
Ditecting COH
wersions
el LRERET ] Vinstuling racli-j2edk1.§ package Dutaits B
nepect Cluster halln 10.15.1.40 | ] }instuling areclij2ul.& packege Ditails 4
a1l 1015141 | | Fending... Dataits B
Cloudera Manager
Add Cluster - Installation
() Wheloome Install Parcels
The sslected parce's ara bang downkoaded snd installed on all the hasta in the clustac
v COHE3.01 a2, o0 967575 lsarvoadas: 7005 Uatrtutes: 2001 (MABMIE  linpackes TYIY femonat: 23771

(%) Clustar Basics

(W) Specity Heats

() Seduct Rugcecry

() Ao 0 | icwran

(%) instal agents

@ rrotall Parsels

13. Run inspect the hosts and network performance test through Cloudera Manager on which it has just performed the in-
stallation.

14. Review and verify the summary. Click Continue.
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Cloudera Manager Supoorl+ admin v

Add Cluster - Installation

() Wieoma Inspect Cluster
€ You have ereated & new empty cluster. Cloudera recammends that yau nan tha fallowing For ancurate i raments, Clovdera s that they are per d

P seguentially.

) Clustar Basics g

@ Inspect Network Performance

W) Specify Hosts ¥ Advanced Opfions

Sels @  LeslPun s lewsecordsege  Durslion 18965 Shew Inspector Resits 3 Aun Again Marz -
¥ Select Repository @ Inspect Hasts

Ma issues wore detncted, review the inspestar results to ses what checks were performed

s @  LestAun elewsecordseqe  Durstion 14.98s show Inspector R Aun Again Nors =
) Install Percels

Quit the wizand and Clouders Manager will delete the lemporariy crealed cluster.

= |understard the risks, let me continue with clester creatian.
@ nspect Chuster

Back
Cloudera Manager
Add Cluster - Configuration
@ select senvices Select Services
Choose a comiination of serdces to nstall
Roles Essantials
irciuding Hadron
epe, Oarie, Hive, and Hue
Setup Database
ol 16 serve predictive models
fspReduce 2 Inciuded), ZooKeepe: Oz, Hive, Hue, snd Spark
Data Warehouse
Review Changes The medem data warehouse for today, tomomew, and beyond
S8 YARN (MapReduce 2 ZooiKeepar 0oz, Hve, Hue, and Impala
Operationsl Database
Command Details Foad time insghts for modern tata.criven b
Servicos HDFS, YARN (MapReduce ? Indudad), Zrokeepa:, Oazie, Five, Hur, and Haso
* All Services (Cloudera Enterprise Data Hub)
— Everything you need 1 becorme information-driven, wilh complete use of the alatform
Sumenary Services HDFS, YARN (MspReduce 2 Induded), ZooKeeper, Goze, Hive, Hue, HBase, Impala, Sok, Soark, snd Key-Valu Store Indexer
Note: Ploasa ansura that you hava the spprapriate licerse key for Cloudera Impala, Cloudera Search, HBase, and Spark or cortact Cloudera for aasistance,

Custom Sarvices

Chuose your oan services. Serices raquired by services will automatically ba inckided. Firme can be added after your iritial clustor ha:

This wizard will al>o nstall the Clowdera Management Service. These are a st of components that enabie mondering, reporting, events, and alerts; these components require databeses to
store information, which will be configured on the next page

fckide Cloudera Navigator

16. Thisis a critical steps in the installation. Inspect and customize the role assignments of all the nodes based on your re-
quirements and click Continue.

17. Reconfigure the service assignment to match Table 5
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Table5  Service/Role Assignment

Service Name

Host

NameNode

Rheloz, rhelo2 (HA)

HistoryServer

Rhelo1

JournalNodes

Rheloz, rhelo2, rhelo3

ResourceManager Rheloz, rhelo3 (HA)
Hue Server Rhelo2
HiveMetastore Server Rhelo1
HiveServer2 Rhelo2
HBase Master Rhelo2
Oozie Server Rhelo1

ZooKeeper Rheloz, rhelo2, rhelo3
DataNode Rhelog to rhel3o
NodeManager Rhelog to rhel3o

RegionServer

Rhelog to rhel3o

Sqoop Server Rhelo1
Impala Catalog Server Daemon Rhelo1
Impala State Store Rhelo2

Impala Daemon

Rhelo4 to rhel3o

Solr Server

Rhelog (can be installed on all
hosts if needed, if there is a
search use case)

Spark History Server

Rhelo1

Spark Executors

Rhelo4 to rhel3o
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Assign Roles
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Set Up the Database

The role assignment recommendation above is for clusters of up to 64 servers. For clusters larger than 64 nodes, use the HA
recommendation defined in Table 5 .

To set up the database, follow these steps:

1. Inthe Database Host Name sections use port 3306 for TCP/IP because connection to the remote server always uses
TCP/IP.

2. Enter the Database Name, username and password that were used during the database creation stage earlier in this
document.

3. Click Test Connection to verify the connection and click Continue.

Add Cluster - Configuration

Setup Database
Configure and test database connections. Create the databases first acceording to the Installing and Configuring an Extemal Database section of the Installatan Guide

Hive

(¥) Assion Rales W Sucoeasiul
Type Usa JOBC URL Override Database Hostname Database Name Usermamse Password
MySIL A Ko 4 thelt hdpd.cisco.local metastare raot Bigdatalz3
. Setup Database Activity Monitor  Successiul
Currently szzgned to run on rheld1.hdpd.cisco local.
Type Database Hosmame Database Name Usernams Pasaword
Feen Cenges MySIL M theld1.hdpd.cisco Jocel amon ract Bigdatalz3
Reports Manager 5
Corrman Currently sezgned 1o run o theld1 hip3.ciseo local.
Type Database Hoamame Database Name Usernamse Pasaword
MySIL - theidl hdpd.cleco socal man ract Digelatai2s
Summary Oozle Server  Successiul
Currently sesgned 1o run oo theld] hdpd.ciseo local
Type Database Hostname Database Name Username Password
MySIL . thein hapd ciseo socal ozie tact Digelatal2a
Hue  Sussesshul
Type Database Hostname Database Name Username Password
MySaL . rhelt hdpd.ciseo kel e rad Bigdatal?3

andl Database Name. Crily some services cumently supporn this.
« Learn mere B3

pack

4. Review and customize the configuration changes based on your requirements.
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Add Cluser - Condguranon

5. Click Continue to start running the cluster services.

el imge
Add sier - Conl raton
By
[ ==
Marager
A fpae
° .
6. Hadoop services are installed, configured, and now running on all the nodes of the cluster. Click Finish to complete the
installation.
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7. Cloudera Manager now displays the status of all Hadoop services running on the cluster.

Cloudera Manager  uses~  Hestsw  Dugesstes = fudis Chats s Backap v Adwisibatn -

Home s el

Cloudera Managemens Serdce

Py ———

Configure NVMe as YARN Local Directory

To configure YARN local directory on NVMe disks, follow these steps:

1. Click on cluster > YARN > Configuration tab, filter properties for dirs.

2. Modify disk labels specific to NVMe as per the format and partition performed earlier for following properties:
- yarn.nodemanager.local-dir

- yarn.nodemanager.log-dirs
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-dirs Role Groups History and Rollback

Filters MNodeManager Local Directories NodeM
yarn.nodemanager locakdins

anager Default Group D

Sdatafnemel fyarn/nm

) (Servic.. © Jdata/nvmeD2 yarn/nm B®E

ResourcehManager

CATEGORY

[dataimvmel2 yarn/containar-logs

Compression

Scale the Cluster

The role assignment recommendation above is for cluster with at least 64 servers and in High Availability. For smaller
cluster running without High Availability the recommendation is to dedicate one server for NameNode and a second server
for secondary name node and YARN Resource Manager. For larger clusters larger than 28 nodes the recommendation is to
dedicate one server each for name node, YARN Resource Manager and one more for running both NameNode (High
Availability) and Resource Manager (High Availability) as in the table (no Secondary NameNode when in High Availability).

# For production clusters, it is recommended to set up NameNode and Resource manager in High Availability mode.

This implies that there will be at least 3 master nodes, running the NameNode, YARN Resource manager, the failover

counter-part being designated to run on another node and a third node that would have similar capacity as the other two
nodes.

All the three nodes will also need to run zookeeper and quorum journal node services. It is also recommended to have a
minimum of 7 DataNodes in a cluster. Please refer to the next section for details on how to enable high availability.

Enable High Availability

# Setting up High Availability is done after the Cloudera Installation is completed.

HDFS High Availability

The HDFS High Availability feature provides the option of running two NameNodes in the same cluster, in an Active/Passive
configuration. These are referred to as the Active NameNode and the Standby NameNode. Unlike the Secondary
NameNode, the Standby NameNode is a hot standby, allowing a fast failover to a new NameNode in the case that a
machine crashes, or a graceful administrator-initiated failover for the purpose of planned maintenance. There cannot be
more than two NameNodes.

For more information go to:
https://www.cloudera.com/documentation/enterprise/latest/topics/cdh_hag hdfs ha enabling.html

Set Up HDFS High Availability

The Enable High Availability workflow leads through adding a second (standby) NameNode and configuring JournalNodes.
During the workflow, Cloudera Manager creates a federated namespace. To set up HDFS High Availability, follow these
steps:

1. Loginto the admin node (rhelo1) and create the Edit directory for the JournalNode:

# ansible namenodes -m shell -a "mkdir -p /data/diskl/namenode-edits"
# ansible namenodes -m shell -a "chmod 77 /data/diskl/namenode-edits"
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2. Loginto the Cloudera manager and go to the HDFS service.

3. Select Actions> Enable High Availability. A screen showing the hosts that are eligible to run a standby NameNode and
the JournalNodes displays.

4. Specify a name for the nameservice or accept the default name nameservice1 and click Continue.

Clouderz Manager Suppart v

Enable High Availability for HDFS

@ ceting started Getting Started

Thiz wicard leats you through sdding  staniy NameNode, restarting this HDFS service and any dependent services, 3nd ren re<deplaying client configurations

Nameservice Name *  nameservicel

Enabling High Availabity creates a now namesarvice. Acceat the dofault name nameservicel or provide another name in Namesarvice Name.

5. Inthe NameNode Hosts field, click Select a host. The host selection dialog displays.
6. Checkthe checkbox next to the hosts (rhel2) where the standby NameNode is to be set up and click OK.
7. Inthe JournalNode Hosts field, click Select hosts. The host selection dialog displays.

8. Checkthe checkboxes next to an odd number of hosts (a minimum of three) to act as JournalNodes and click OK. We
used the same nodes for the Zookeeper nodes.

9. Click Continue.
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ﬂ The standby NameNode cannot be on the same host as the active NameNode, and the host that is chosen should
have the same hardware configuration (RAM, disk space, number of cores, and so on) as the active NameNode.

Support -

Cloudera Manager

Enable High Availability for HDFS
() catiing startee Assign Roles

MameNode Hosts

Assign Roles

Hasts shell01-03] hdp3.cisca local

Review Charges ‘e recommend that JournalModes be hosted an machines of similar nercware specfications as the NameNodes. The hosts of Namebiades and the
Rezaurceldanager are generally good aptions. You rmust have 2 rrinimum of three anc an odd number of JournaModes.

cammard Detalls

Final Stepe

Back Continue

Susport =

Cloudera Manager

Enable High Availability for HDFS

(2 Geliing Slarled .
() Getting Started Assign Rales
l MameNode Hosts rhedl2 hdp. C.
Assign Roles
“ el hdps.ciseoloca
JoumnalNode Hosts thelli1-03] hdp3.cisco local
Review Chenges We recommand that JournalModes be hosted on machines of similar hardware specifications as the NameModes. The hasts of NameNades and the

Resoursebanager are generally paad options. You mast have a minimum of three and an sdd rumaer of JoarmalMades

Command Detals

Final Steps

Back Continue

10. Inthe JournalNode Edits Directory property, enter a directory location created earlier in step 1 for the JournalNode ed-
its directory into the fields for each JournalNode host.
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# The directories specified should be empty and must have the appropriate permissions.

11. Extra Options: Decide whether Cloudera Manager should clear existing data in ZooKeeper, Standby NameNode, and
JournalNodes. If the directories are not empty (for example, re-enabling a previous HA configuration), Cloudera Man-
ager will not automatically delete the contents—select to delete the contents by keeping the default checkbox selec-
tion. The recommended default is to clear the directories.

# If you choose to not configure any of the extra options, the data should be in sync across the edits directories of the
JournalNodes and should have the same version data as the NameNodes.

12. Click Continue.
13. Cloudera Manager executes a set of commands that will stop the dependent services, delete, create, and configure

roles and directories as appropriate, create a nameservice and failover controller, and restart the dependent services
and deploy the new client configuration.
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# Formatting the name directory is expected to fail if the directories are not empty.

14. Inthe next screen additional steps are suggested by the Cloudera Manager to update the Hue and Hive metastore.
Click Finish.

g

The following subsections explain configuring Hue and Hive for High Availability as needed.

Configure Hive Metastore to Use HDFS High Availability

To configure the Hive Megastore to use HDFS High Availability, follow these steps:

1. Gothe Hive service.

2. Select Actions > Stop.

3. Click Stop to confirm the command.

4. Back up the Hive metastore database (if any existing data is present).

5. Select Actions> Update Hive Metastore NameNodes and confirm the command.
6. Select Actions> Start.

7. Restart the Hue and Impala services if stopped prior to updating the Metastore.

Configure Hue to Work with HDFS High Availability

To configure Hue to work with HDFS High Availability, follow these steps:

1. Gotothe HDFS service.
2. Click the Instances tab.

3. Click Add Role Instances.
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4. Select the text box below the HttpFS field. The Select Hosts dialog displays.

5. Select the host on which to run the role and click OK.

6. Click Continue.

7. Check the checkbox next to the HttpFS role and select Actions for Selected> Start.

8. After the command has completed, go to the Hue service.

9. Click the Configuration tab.

10. Locate the HDFS Web Interface Role property or search for it by typing its name in the Search box.
11. Select the HttpFS role that was just created instead of the NameNode role and save your changes.
12. Restart the Hue service.

Wanagar

@ Hue

Filipr

# Please refer to the High Availability section in the Cloudera Management document:
https://www.cloudera.com/documentation/enterprise/6/6.2/topics/admin_ha.html for more details on setting up High
Availability for other components like Impala, Oozie, and so on.

YARN High Availability

The YARN Resource Manager (RM) is responsible for tracking the resources in a cluster and scheduling applications (for
example, MapReduce jobs). Before CDH 5, the RM was a single point of failure in a YARN cluster. The RM high availability
(HA) feature adds redundancy in the form of an Active/Standby RM pair to remove this single point of failure. Furthermore,
upon failover from the Standby RM to the Active, the applications can resume from their last check-pointed state; for
example, completed map tasks in a MapReduce job are not re-run on a subsequent attempt. This allows events such the
following to be handled without any significant performance effect on running applications.

¢ Unplanned events such as machine crashes.
e Planned maintenance events such as software or hardware upgrades on the machine running the ResourceManager.

For more information, go to:
https://www.cloudera.com/documentation/enterprise/latest/topics/cdh_hag rm_ha_config.html#xd 583ciobfdbd326ba--
43d5fdg93-1410993f8c2--7f77
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Set Up YARN High Availability
To set up YARN High Availability, follow these steps:

1. Loginto the Cloudera manager and go to the YARN service.

2. Select Actions> Enable High Availability.

Cloudera Manager Clusters Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~

CDH-CDSW
@ YARN (MR2 Included)
Status Instances Configuration arts Libr:
Stop
Health Tests Foent Sharts
Rolling Restart
@ show 3 Good Critical |

Add Role Instances
YARN Container Usage Aggregation

This health test is disabled because containg

events

Rename
Status Summary Enter Maintenance Mode
YAR
JobHistory Server ©1GoodHea Deploy Client Configuration
Total Co
NodeManager ©13GoodHe Create Job History Dir
Create NodeManager Remote Application Log Directory f‘f
ResourceManager ©@ 1 Good Hea 4
v
Hosts ©@ 15 Good He s
Install YARN MapReduce Framework JARs VAR
Health History
Applicat

>©  ResourceManager Health Good Download Client Configuration

>® 2Became Good
Enable High Availability

3. Ascreen showing the hosts that are eligible to run a standby ResourceManager displays.
4. The host where the current ResourceManager is running is not available as a choice.

5. Select the host (rhel3) where the standby ResourceManager is to be installed and click Continue.

tearagar

Tnalin Hagt deadaled®y ta A LTS i Ladied
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6. Cloudera Manager proceeds to execute a set of commands that stop the YARN service, add a standby Re-
sourceManager, initialize the ResourceManager high availability state in ZooKeeper, restart YARN, and redeploy the
relevant client configurations.

7. Click Finish once the installation is completed successfully.

Configure Yarn (MR2 Included) and HDFS Services

The parametersin Table 6 and Table 7 are used for Cisco UCS Integrated Infrastructure for Big Data and Analytics
Performance Optimized cluster configuration described in this document. These parameters are to be changed based on
the cluster configuration, number of nodes and specific workload.

Table6  YARN

Service Value
mapreduce.map.memory.mb 3GiB
mapreduce.reduce.memory.mb 3GiB
mapreduce.map.java.opts.max.heap 2560 MiB
yarn.nodemanager.resource.memorymb 180 GiB
yarn.nodemanager.resource.cpu-vcores 32
yarn.scheduler.minimum-allocation-mb 4 GiB
yarn.scheduler.maximum-allocation-mb 180 GiB
yarn.scheduler.maximum-allocation-vcores 48
mapreduce.task.io.sort.mb 256 MiB

Table7 HDFS

Service Value
dfs.datanode.failed.volumes.tolerated 6
dfs.datanode.du.reserved 50 GiB
dfs.datanode.data.dir.perm 755

Java Heap Size of Namenode in Bytes 2628 MiB
dfs.namenode.handler.count 54
dfs.namenode.service.handler.count 54

Java Heap Size of Secondary namenode in Bytes 2628 MiB

Configure Spark

The two main resources that Spark (and YARN) are dependent on are CPU and memory. Disk and network 1/O, of course,
play a part in Spark performance as well, but neither Spark nor YARN currently can actively manage them. Every Spark
executor in any application has the same fixed number of cores and same fixed heap size. The number of cores can be
specified with the executor-cores flag when invoking spark-submit, spark-shell, and pyspark from the command line, or
by setting the spark.executor.cores property in the spark-defaults.conf file or in the SparkConf object.
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And the heap size can be controlled with the executor-memory flag or the spark.executor.memory property. The cores
property controls the number of concurrent tasks an executor can run, executor-cores = g mean that each executor can run
a maximum of five tasks at the same time. The memory property impacts the amount of data Spark can cache, as well as
the maximum sizes of the shuffle data structures used for grouping, aggregations, and joins.

The num-executors command-line flag or spark.executor.instances configuration property control the number of executors
requested. Dynamic Allocation can be enabled from CDH5.4 instead setting the spark.dynamicAllocation.enabled to true.
Dynamic allocation enables a Spark application to request executors when there is a backlog of pending tasks and free up
executors when idle.

Asking for five executor cores will result in a request to YARN for five virtual cores. The memory requested from YARN is a
little more complex for a couple reasons:

e executor-memory/spark.executor.memory controlsthe executor heap size, but JVMs can also use some
memory off heap, for example for VM overhead, interned Strings and direct byte buffers. The value of the
spark.yarn.executor.memoryOverhead property is added to the executor memory to determine the full
memory request to YARN for each executor. It defaults tomax (384, 0.10 * spark.executor.memory).

* YARN may round the requested memory up a little. YARN's yarn.scheduler.minimum-allocation-mb
and yarn.scheduler.increment-allocation-mb properties control the minimum andincrement
request values respectively.

e The application master is a non-executor container with the special capability of requesting containers from YARN,
takes up resources of its own that must be budgeted in. In yarn-client mode, it defaults to a 1024MB and one vcore.
In yarn-cluster mode, the application master runs the driver, so it's often useful to add its resources with the —driver-
memory and —driver-cores properties.

e Running executors with too much memory often results in excessive garbage collection delays. 64GB is a rough
guess at a good upper limit for a single executor.

e Agood estimate is that at most five tasks per executor can achieve full write throughput, so it's good to keep the
number of cores per executor around that number.

e Running tiny executors (with a single core and just enough memory needed to run a single task, for example) throws
away the benefits that come from running multiple tasks in a single JVM. For example, broadcast variables need to
be replicated once on each executor, so many small executors will result in many more copies of the data.

Tune Resource Allocation for Spark

Below is an example of configuring a Spark application to use as much of the cluster as possible, we are using an example
cluster with 16 nodes running NodeManagers, each equipped with 56 cores and 256GB of memory.
yarn.nodemanager.resource.memory-mb and yarn.nodemanager. resource.cpu-vcores should be set to 180 * 1024 =
184320 (megabytes) and 48 respectively.

spark.executor.instances/num-executors = 63
spark.executor.cores/--executor-cores = 5

spark.executor.memory/--executor-memory 41G

This configuration results in four executors on all nodes except for the one with the AM, which will have three executors.

executor-memory is derived as (180/4 executors per node) = 45; 45 * 0.10 = 4.5 45 -
4.5 ~ 40.

For taking care of long running processes use 2G for the spark driver
spark.driver.memory = 2G
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Submit a Job

--driver -memory 2G -executor -memory 40G --num-executors 63 --executor-cores 5 --
properties-file /opt/cloudera/parcels/CDH/etc/spark/conf.dist/spark-defaults.conf

In yarn-cluster mode, the local directories used by the Spark executors and the Spark driver will be the local directories
configured for YARN (Hadoop YARN config yarn.nodemanager.local-dirs). If the user specifies spark.local.dir, it will be
ignored.

In yarn-client mode, the Spark executors will use the local directories configured for YARN while the Spark driver will use
those defined in spark.local.dir. The Spark driver does not run on the YARN cluster in yarn-client mode, only the Spark
executors do.

spark.local.dir /tmp (Directory to use for "scratch" space in Spark, including map
output files and RDDs that get stored on disk. This should be on a fast, local disk
in your system).

Every Spark stage has a number of tasks, each of which processes data sequentially. In tuning Spark jobs, this parallelism
number is the most important parameter in determining performance. The number of tasks in a stage is the same as the
number of partitions in the last RDD in the stage. The number of partitions in an RDD is the same as the number of
partitions in the RDD on which it depends, with a couple exceptions: the coalesce transformation allows creating an RDD
with fewer partitions than its parent RDD, the union transformation creates an RDD with the sum of its parents’ number of
partitions, and Cartesian creates an RDD with their product.

RDDs produced by a file have their partitions determined by the underlying MapReduce
InputFormat that’s used. Typically there will be a partition for each HDFS block
being read. Partitions for RDDs produced by parallelize come from the parameter
given by the user, or spark.default.parallelism if none is given.

The primary concern is that the number of tasks will be too small. If there are fewer tasks than slots available to run them in,
the stage won't be taking advantage of all the CPU available.

If the stage in question is reading from Hadoop, your options are:
e  Use the repartition transformation, which will trigger a shuffle.
e Configure your InputFormat to create more splits.
e  Write the input data out to HDFS with a smaller block size.

If the stage is getting its input from another stage, the transformation that triggered the stage boundary will accept a
numPartitions argument.

The most straightforward way to tune the number of partitions is experimentation: Look at the number of partitions in the
parent RDD and then keep multiplying that by 1.5 until performance stops improving.

In contrast with MapReduce for Spark when in doubt, it is almost always better to be on the side of a larger number of tasks

(and thus partitions).

Shuffle Performance Improvement

spark.shuffle.compress true (compress map output files)
spark.broadcast.compress true(compress broadcast variables before sending them)

spark.io.compression.codec org.apache.spark.io.SnappyCompressionCodec (codec used to compress internal data such as
RDD partitions, broadcast variables and shuffle outputs)
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spark.shuffle.spill.compress true (Whether to compress data spilled during shuffles.)

spark.shuffle.io.numConnectionsPerPeer 4 (Connections between hosts are reused in order to reduce connection buildup
for large clusters. For clusters with many hard disks and few hosts, this may result in insufficient concurrency to saturate all
disks, and so users may consider increasing this value.)

spark.shuffle.file.buffer 64K (Size of the in-memory buffer for each shuffle file output stream. These buffers reduce the

number of disk seeks and system calls made in creating intermediate shuffle file)

Improve Serialization Performance

Serialization plays an important role in the performance of any distributed application. Often, this will be the first thing that
should be tuned to optimize a Spark application.

spark.serializer org.apache.spark.serializer.KryoSerializer (when speed isnecessary)
spark.kryo.referenceTracking false

spark.kryoserializer.buffer 2000 (Ifthe objectsare large, may need to increase the size further to fit the size
of the object being deserialized).

SparkSQL is ideally suited for mixed procedure jobs where SQL code is combined with Scala, Java, or Python programs. In
general, the SparkSQL command line interface is used for single user operations and ad hoc queries.

For multi-user SparkSQL environments, it is recommended to use a Thrift server connected via JDBC.

Spark SQL Tuning

Below are some guidelines for Spark SQL tuning:

To compile each query to Java bytecode on the fly, turn on sql.codegen. This can improve performance for large queries but
can slow down very short queries.

spark.sqgl.codegen true
spark.sgl.unsafe.enabled true

Configuration of in-memory caching can be done using the setConf method on SQLContext orbyrunning SET
key=value commands using SQL.

spark.sgl.inMemoryColumnarStorage.compressed true (will automatically select a compression codec for
each column based on statistics of the data)

spark.sgl.inMemoryColumnarStorage.batchSize 5000 (Controls the size of batches for columnar caching.
Larger batch sizes can improve memory utilization and compression, but risk OOMs when caching data)

The columnar nature of the ORC format helps avoid reading unnecessary columns, but it is still possible to read unnecessary
rows. ORC avoids this type of overhead by using predicate push-down with three levels of built-in indexes within each file:
file level, stripe level, and row level. This combination of indexed data and columnar storage reduces disk I/O significantly,
especially for larger datasets where I/O bandwidth becomes the main bottleneck for performance.

By default, ORC predicate push-down is disabled in Spark SQL. To obtain performance benefits from predicate push-down,
enable it explicitly, as follows:

spark.sqgl.orc.filterPushdown=true

In SparkSQL to automatically determine the number of reducers for joins and groupbys, use the parameter,
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spark.sgl.shuffle.partitions 200, (default value is 200)
This property can be putinto hive-site.xml to override the default value.

Set log to WARN in log4j.properties to reduce log level.

# Running Thrift server and connecting to spark-sql through beeline is the recommended option for multi-session test-
ing.

Compression for Hive

Set the following Hive parameters to compress the Hive output files using Snappy compression:

hive.exec.compress.output=true
hive.exec.orc.default.compress=SNAPPY

Change the Log Directory for All Applications

To change the default log from the /var prefix to /data/diska, follow these steps:

1. Loginto the cloudera home page and click My Clusters.

2. From the configuration drop-down list select “All Log Directories.”
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Summary

Summary
_________________________________________________________________________________________________________________________________|

When building an infrastructure to enable this modernized architecture which could scale to thousands of nodes,
operational efficiency can’t be an afterthought.

To bring in seamless operation of the application at this scale, you need:

e Infrastructure automation of Cisco UCS servers with service profiles and Cisco Data Center network automation with
application profiles with Cisco ACI

e Centralized Management and Deep telemetry and Simplified granular trouble-shooting capabilities and ® Multi-
tenancy allowing application workloads including containers, micro-services, with the right level of security and SLA
for each workload.

e Cisco UCS with Cisco Intersight and Cisco ACI can enable this cloud scale architecture deployed and managed with
ease

For More Information

For additional information, see the following resources:

e Tofind out more about Cisco UCS big data solutions, see http://www.cisco.com/go/bigdata.

To find out more about Cisco UCS big data validated designs, see http://www.cisco.com/go/bigdata design

e To find out more about Cisco UCS Al/ML solutions, see http://www.cisco.com/go/ai-compute

e To find out more about Cisco ACl solutions, see http://www.cisco.com/go/aci

e Tofind out more about Cisco validated solutions based on Software Defined Storage, see
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/software-defined-storage-solutions/index.html
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Bill of Materials

Bill of Materials

This section provides the BOM for the 16 Nodes Hadoop Base Rack. See Table 8 for the BOM for the Hadoop Base rack,
Table g for the BOM for Expansion Rack, Table 10 for software components. Table 11 lists Cloudera SKUs available from

Cisco.

Table 8  Bill of Materials for Cisco UCS C240M5SX Hadoop Nodes Base Rack

Part Number Description Qty
UCSC-C240-M5SX Cisco UCS C240 M5 2U rack server wjo CPU, Memory, drives, 16
PCle cards or power supply
CON-OSP-C240M5A2 SNTC 24X7X40S UCS C240 M5 A2 16
UCS-CPU-16230 2.1 GHz 6230/125W 20C/27.5MB Cache/DDR4 2933MHz 32
UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz RDIMM/2Rx4/1.2v 192
UCSC-PCl-1-C240M5g Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2 16
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 16
UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 32
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 32
UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers 16
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 16
UCSC-HS-C240M5 Heat sink for UCS C240 M5 rack servers 150W CPUs & below 32
UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking panel 416
Cisco Riser 2 option 2B with 3 PCle slots (x8, x16, x8) plus 1
UCSC-PCI-2B-240M5 NVMe connector (controls two rear SFF NVMe drives) and 16
supports a GPU.
UCSC-RNVME-240Ms= LP:/eMCeiscc:bTZezgr?dl\/tl’ichf;;lr\]l;/Me Cable Kit consists of a rear 16
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 16
UCSC-SCAP-Mg Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 16
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 16
UCS-SP-Fl6332-2X UCS SP Select 2 x 6332 FI 1
UCS-SP-FI6332 (Not sold standalone) UCS 6332 1RU Fl/12 QSFP+ 2
CON-OSP-SPFI6332 Sé\IUS/I;'E 24X7X4 (Not sold standalone) UCS 6332 1RU FI/No ,
UCS-PSU-6332-AC UCS 6332 Power Supply/100-240VAC 4
CAB-9K12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 4
QSFP-H40G-CU3M 40GBASE-CR4 Passive Copper Cable, 3m 16
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Part Number Description Qty
QSFP-40G-SR-BD QSFP40G BiDi Short-reach Transceiver 8
N10-MGTo1g UCS Manager v3.2(1) 2
UCS-ACC-6332 UCS 6332 Chassis Accessory Kit 2
UCS-FAN-6332 UCS 6332 Fan Module 8
QSFP-H40G-CU3M= 40GBASE-CR4 Passive Copper Cable, 3m 32
UCS-HD24TB10K4KN 2.4 TB 12G SAS 10K RPM SFF HDD (4K) 384
UCSC-NVMEHW:-18000 Cisco 2.5" U.2 8TB Intel P4500 NVMe High Perf. Value

Endurance 32
UCS-M2-240GB 240 GB M.2 SATASSD 32
UCS-M2-HWRAID Cisco Boot optimized M.2 Raid controller 16
Table 9 Bill of Materials for Hadoop Nodes Expansion Rack
Part Number Description Qty
UCSC-C240-M5SX Cisco UCS C240 M5 2U rack server wjo CPU, Memory, drives,

PCle cards or power supply 2
CON-OSP-C240M5A2 SNTC 24X7X40S UCS C240 M5 A2 12
UCS-CPU-6230 2.1 GHz 6230/125W 20C/27.5MB Cache/DDR4 2933MHz 24
UCS-MR-X32G2RS-H 32GB DDR4-2666-MHz RDIMM/PC4-21300/dual rank/x4/1.2v 144
UCSC-PCl-1-C240M5g Riser 1 including 3 PCle slots (x8, x16, x8); slot 3 required CPU2 12
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 12
UCSC-PSU1-1600W Cisco UCS 1600W AC Power Supply for Rack Server 24
CAB-gK12A-NA Power Cord, 125VAC 13A NEMA 5-15 Plug, North America 24
UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers 12
CIMC-LATEST IMC SW (Recommended) latest release for C-Series Servers. 12
UCSC-HS-C240M5 Heat sink for UCS C240 M5 rack servers 150W CPUs and below 24
UCSC-BBLKD-S2 UCS C-Series M5 SFF drive blanking panel 312

Cisco Riser 2 option 2B with 3 PCle slots (x8, x16, x8) plus 1
UCSC-PCI-2B-240M5g NVMe connector (controls two rear SFF NVMe drives) and 12

supports a GPU.
UCSC-RNVME-240Ms= Lf\]/eMCeisc(:;blCezgr?dh/tl’ichsl;lr\]l;/Me Cable Kit consists of a rear 2
CBL-SC-MR12GMs5P Super Cap cable for UCSC-RAID-M5HD 12
UCSC-SCAP-Mg Super Cap for UCSC-RAID-Ms5, UCSC-MRAID1GB-KIT 12
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 12
UCS-HD24TB10K4KN 2.4 TB 12G SAS 10K RPM SFF HDD (4K) 288
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Part Number Description Qty
UCSC-NVMEHW-18000 Cisco 2.5" U.2 8TB Intel P4500 NVMe High Perf. Value ,
Endurance *
UCS-M2-240GB 240 GB M.2 SATA SSD 24
UCS-M2-HWRAID Cisco Boot optimized M.2 Raid controller 12

Table 10 Red Hat Enterprise Linux License

Part Number Description Qty
RHEL-252V-3A Red Hat Enterprise Linux 30
CON-ISV1-EL252V3A 3-year Support for Red Hat Enterprise Linux 30

Table 11

Cloudera SKU’s Available at Cisco

Cisco TOP SKU

Cisco PID with Duration

Product Name

UCS-BD-CEBN-BZ=

UCS-BD-CEBN-BZ-3Y

Cloudera Enterprise Basic Edition, Node License, Bronze Support - 3 Year

UCS-BD-CEBN-BZI=

UCS-BD-CEBN-BZI-3Y

Cloudera Enterprise Basic Edition + Indemnification, Node License,
Bronze Support - 3 Year

UCS-BD-CEBN-GD=

UCS-BD-CEBN-GD-3Y

Cloudera Enterprise Basic Edition, Node License, Gold Support - 3 Year

UCS-BD-CEBN-GDI=

UCS-BD-CEBN-GDI-3Y

Cloudera Enterprise Basic Edition + Indemnification, Node License, Gold
Support - 3 Year

UCS-BD-CEDEN-BZ=

UCS-BD-CEDEN-BZ-3Y

Cloudera Enterprise Data Engineering Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEDEN-GD=

UCS-BD-CEDEN-GD-3Y

Cloudera Enterprise Data Engineering Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEODN-BZ=

UCS-BD-CEODN-BZ-3Y

Cloudera Enterprise Operational Database Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEODN-GD=

UCS-BD-CEODN-GD-2Y

Cloudera Enterprise Operational Database Edition, Node License, Gold
Support - 2 Year

UCS-BD-CEODN-GD=

UCS-BD-CEODN-GD-3Y

Cloudera Enterprise Operational Database Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEADN-BZ=

UCS-BD-CEADN-BZ-3Y

Cloudera Enterprise Analytical Database Edition, Node License, Bronze
Support - 3 Year

UCS-BD-CEADN-GD=

UCS-BD-CEADN-GD-3Y

Cloudera Enterprise Analytical Database Edition, Node License, Gold
Support - 3 Year

UCS-BD-CEDHN-BZ=

UCS-BD-CEDHN-BZ-3Y

Cloudera Enterprise Data Hub Edition, Node License, Bronze Support - 3
Year

UCS-BD-CEDHN-GD=

UCS-BD-CEDHN-GD-3Y

Cloudera Enterprise Data Hub Edition, Node License, Gold Support - 3
Year
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Configure Data Drives on Name Node and Data Nodes

This section describes the steps needed to configure non-OS disk drives as RAID1 using the StorCli command. All drives are
part of a single RAID1 volume. This volume can be used for staging any client data to be loaded to HDFS. This volume will
not be used for HDFS data.

To configure data drives on Name node and other nodes, if the drive state shows up as JBOD, creating RAID in the

subsequent steps will fail with the error “The specified physical disk does not have the appropriate attributes to complete the
requested command.”

To configure data drives on Name and Data nodes, follow these steps:

1. Ifthe drive state shows up as JBOD, it can be converted into Unconfigured Good using Cisco UCSM or storcli64 com-
mand. Following steps should be performed if the state is JBOD.

2. Getthe enclosure id as follows:

ansible all -m shell -a "./storcli64 pdlist -a0 | grep Enc | grep -v 252 | awk
"{print $4}"' | sort | unig -c | awk '{print $2}'"

orcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '(print $4)}' | sort | unig -e¢ | awk '(print §2}'"

# It is observed that some earlier versions of storcli64 complains about above mentioned command as if it is deprecated.
In this case, please use™. /storcli64 /cO show alll| awk '{print $1}'| sed -n '/[0-9]:[0-
9]/p'lawk '{print substr($1,1,2)}'|sort -u”command todetermine enclosureid.

'ﬂ In case of S3260 use -ao and -a1 or co and c1 as there are two controller per node.

3. Convert to unconfigured good:

ansible datanodes -m command -a "./storcli64 /cO0 /e66 /sall set good force"

4. Verify status by running the following command:

# ansible datanodes -m command -a "./storcli6d /c0 /e66 /sall show"

5. Runthis script as root user on rhelox to rhel3 to create the virtual drives for the management nodes:
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#vi /root/raidl.sh

./storcli6éd -cfgldadd
r1i[$1:1,%$1:2,%$1:3,%$1:4,%$1:5,%$1:6,%$1:7,%$1:8,%1:9,$1:10,$1:11,%$1:12,%$1:13,%$1:14,%1:15,
$1:16,$1:17,$1:18,%$1:19,%1:20,%1:21,%1:22,51:23,$1:24] wb ra nocachedbadbbu
strpsz1024 -a0

'ﬁ The script (above) requires enclosure ID as a parameter.

6. Runthe following command to get enclosure id:

#./storcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig -c
| awk '{print s$2}'
#chmod 755 raidl.sh

7. Run MegaCli script:

#./raidl.sh <EnclosureID> obtained by running the command above
WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

ﬂ The command (above) will not override any existing configuration. To clear and reconfigure existing configurations
refer to Embedded MegaRAID Software Users Guide available: www.broadcom.com.

8. Run the following command. State should change to Online:

ansible namenodes -m command -a "./storcli64 /c0O /e66 /sall show"

9. State can also be verified in UCSM as show below in Equipment>Rack-Mounts>Servers>Server # under Invento-
ry/Storage/Disk tab:

Configure Data Drives on Name Nodes

To configure non-0OS disk drives as RAID 1 volume using storcli command, follow these steps:

1. Runthe following script as root user on Rhelo1 to Rhelo3 (any NameNode) to create the virtual drive for the
management node(s).

#vi /root/raidl.sh
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#ansible namenodes -m command -a “./storcli64 -cfgldadd
r1[(s$1:1,%$1:2,%$1:3,%$1:4,%$1:5,%1:6,$1:7,$1:8,%$1:9,%$1:10,$1:11,$1:12,$1:13,%$1:14,%1:15,
$1:16,$1:17,$1:18,%$1:19,$1:20,$1:21,$1:22,$1:23,$1:24,$1:25,81:26] WB RA direct
NoCachedBadBBU strpsz1024 -a0”

Configure Data Drives on Data Nodes

To configure non-0S disk drives as individual RAIDo volumes using storcli command, follow these steps. These volumes will
be used for HDFS Data.

1. Issue the following command from the admin node to create the virtual drives with individual RAID o configurations on
all the data nodes:

[root@rhelOl ~]# ansible datanodes -m command -a "./storcli64 -cfgeachdskraid0 WB RA

Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured
Adapter O:
Configured

rhel7.hdp3.

cisco.local |
Created VD O

SUCCESS |

direct NoCachedBadBBU strpszl1l024 -aQ"

rc=0 >>

physical device at Encl-66:Slot-7.

Created VD 1
physical device
Created VD 2
physical device
Created VD 3
physical device
Created VD 4
physical device
Created VD 5
physical device
Created VD 6
physical device
Created VD 7
physical device

at

at

at

at

at

at

at

Encl-66:51lot-6.

Encl-66:Slot-8.

Encl-66:Slot-5.

Encl-66:Slot-3.

Encl-66:Slot-4.

Encl-66:Slot-1.

Encl-66:Slot-2.

Omitted Ouput
24 physical devices are Configured on adapter O.

Exit Code: 0x00

ﬂ The command (above) will not override existing configurations. To clear and reconfigure existing configurations, refer
to the Embedded MegaRAID Software Users Guide available at www.broadcom.com.
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