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x86 Computing
7hat Al
7t 221%]|

10| = H}O| K]

Server Switch

Core Switch

NAS Switch
SAN Switch

Storage I 2 M| A
Disk

== PN =1,

x86 Computing

Cpu, Memory MEH
10 MEH (1/10GE, FC iSCSI, FCoE)
Virtualization 7| & (Intel VT, SR-10V, VIC...)

ofO| H{H}O| X 12{ Aped

VMWare ESX / Citrix Xen/ MS HyperV/ Redhat KVM...
Virtual Switch0j| C{et 113l

HIESI3 22 A

Unified Fabric (Ethernet, SAN)

Unified 10 (10GE, iSCSI, NAS, NFS, CIFS, FC, FCoE)
Network Virtualization

7t e HEHD S2|H HEYHS| AS
7Hd3 42| Hot

AEZX| Z2ESO0f CHst 0 AL

Storage 1124 AtSt

HDD Storage / SSD Storage 41EH
SAS, SATA, SSD disk 41 EH
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- Me "EE, Holy

@ CPU AEHof CHSH O]
oot - lvyBridge EP, EX, EN ?

- 1AM CPU?

Memory MEHO]| LY st O]
- 4GB, 8GB, 16GB, 32G ... X{{&¥ & 0|2 2|... Memory Speed
- HEZ HYE

HDD MEH
- Disk Type : SATA , SAS, SSD & RPM, RAID
- IO Protocol : FC, iSCSI, NAS

10 MEH
- Bandwidth : 1GE, 10GE, 4G FC/ 8G FC
- 10 : Ethernet , FCoE, FC
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Rack vs Blade
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Cisco UCS RackMount
=48 Server =48
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VDI MH| C|XHQI - CPU

QPI Speed (GT/s)
AZE T30
AT M E

Last-Level Cache(LLC)

Intel Turbo-Boost
Technology

o2el 4
o W2 £=
o 22| RAS 7|5

PCle Lanes/Controllers
Speed(GT/s)

Z| o MHW)

CHZ| HEHW)

E5-2600 E5-2600 V2
(Sandy Bridge-EP) (Ivy Bridge-EP)

64/72/80
Z|CH 8 %|Cf 12
|0y 16 *|Cf 24
%|C§ 20MB %|CH 30MB
X

4x04 / 22t 37429 RDIMMs EE= LRDIMMs
%|C{ 1600Mhz %|C 1866Mhz

ECC, Patrol Scrubbing, Demand Scrubbing, Sparin
g, Mirroring, Lockstep Mode, x4/x8 SDDC

40 / 10 (PCle 3.0 @ 8 GT/s)

130, 115, 95, 80, 70, 60

15W ~ 10.5W ~
(12W for LV SKUs) (7.5W for LV SKUs)

E5-2600 V2

CORE1 CORE2

CORE3  CORE4

CORE5 | CORE 6

CORE7 | CORE8

CORE9 CORE10

DDR3 |

DDR3

Up to 30MB

Shared Cache

Home Agent
DDR3

DDR3 |

CORE 11 CORE 12

(IHRRER

QP11

QP12

~ E5-2600 V2

CORE1 | CORE2 - DDR3
CORE3 | CORE 4

CORES | CORE 6 DDR3
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8 S
O <
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e
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WI

DDR3
CORE 11 CORE 12

[ Intel E-5 2600 v2 CPU OF7|EX] |



VDI MH| C|XHQI - CPU

Product ID Clock ELES| - DIMM X 3

(PID) Freq(GHz) AHO| =(MB) Clock(DDR3)
UCS-CPU-E5-2697B E5-2697 v2 2.70 130 30 12 8 GT/s 1866
UCS-CPU-E5-2695B E5-2695 v2 2.40 115 30 12 8 GT/s 1866
UCS-CPU-E5-2690B E5-2690 v2 3.00 130 25 10 8 GT/s 1866
UCS-CPU-E5-2680B E5-2680 v2 2.80 115 25 10 8 GT/s 1866
UCS-CPU-E5-2670B E5-2670 v2 2.50 115 25 10 8 GT/s 1866
UCS-CPU-E5-2667B E5-2667 v2 3.30 130 25 8 8 GT/s 1866
UCS-CPU-E5-2660B E5-2660 v2 2.20 95 25 10 8 GT/s 1866
UCS-CPU-E5-2650B E5-2650 v2 2.60 95 20 8 8 GT/s 1866
UCS-CPU-E5-2640B E5-2640 v2 2.00 95 20 8 8 GT/s 1600
UCS-CPU-E5-26337B E5-2637v2 3.50 130 15 4 8 GT/s 1866
UCS-CPU-E5-2630B E5-2630 v2 2.60 80 15 6 8 GT/s 1600
UCS-CPU-E5-2620B £5-2620 v2 2.10 80 15 6 8 GT/s 1600
UCS-CPU-E5-2643B E5-2643 v2 3.50 130 25 6 8 GT/s 1866
UCS-CPU-E5-2650LB E5-2650L v2 1.70 70 25 10 8 GT/s 1600
UCS-CPU-E5-2630LB E5-2630L v2 2.40 60 15 6 8 GT/s 1600

UCS-CPU-E5-2609B £5-2609 v2 2.50 80 10 4 6.4 GT/s 1333




VDI MH{ CJXFQI — CPU

—'I'Ililﬁiliiﬁid A5 H|@ CPU AH
>  Xeon E5-2643, 4core, 3.30 Mhz

>  Xeon E5-2665, 8core, 2.40 Mhz

7}abg A EQ0f
> ESX5.0.0
> Vmware Horizon View 5.1.1

16 Gb/s I

““Ig -|

20 Gb/s Eth 16 Gb/s FC

e |  Cisco Nexus 5548

Cisco Nexus 6248 g% éxo-l %
20 Ghls /ot > Login VSI 3.6.1 Benchmark

Cisco UCS 5108
""""""""""""" .. - Sl 8200 M3 - 2 X E5-2665

........ Sl 8200 M3 - 2 X £5-2643 VDI & K| X
20Gb/s = I I
PP 30 M2 - 2 x E7-2830 =o 1 1

20 Gb/s “S—=——

> Windows 7 32bit
T > Memory 1.5G6 &t

Cisco and/or its affiliates. All rights reserved.



VDI MH{ CJXFQI — CPU

i o by VCPY T HIAE A
> MAET

Xeon E5-2665 vs E5-2643 with *  £5-2643 CPU( 4core, 3.3Ghz )
=  VSImax 7|Z Z|CH 817 VM

% E5-2665 CPU( 8core, 2.4Ghz)
=  VSImax 7|Z Z|CH 1307 VM

*VSImax

> Znt
<  Winner

81 VS. 130 VDI
»  FO{7p B2 E5-2665 CPU, 60% &E T P
500 "
& S A 2M( D0 vs D0 ALIE )
0 20 40 60 80 100 120 140 -

0|47t B2 Z0| CPU 2T g4 217t
=5

b |
o4 50 Mo 2 Y-S 0/

e £5-2665/1600MHz === E5-2643/1600MHz
BRVIB00NHE  ——— E2-5093\100NHS

*VSImax — SEAIZE CHH| Z[Tjo| AE[E ME/HAIE B8-S 5= 7IE

Cisco and/or its affiliates. All rights reserved.
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*VSImax

54 VS. 93 VDI

0 20 40 60 80 100 120

s £5-2643/1600MHz

e E5-2665/1600MHz
22\ J COOWH? — ED-5093\ ] COOWHS

100

*VSImax — SEAIZH CHH| Z[Tjo| AE[E ME/HAIE 8-S 5= 7IE

Cisco and/or its affiliates. All rights reserved.

vCPU 74 HIAE ZHa}
> HNE

% E5-2643 CPU( 4core, 3.3Ghz)
= VSImax 7|& #%|C{ 547 VM
% E5-2665 CPU( 8core, 2.4Ghz )
=  VSImax 7|Z Z|CH 9374 VM

21t
% Winner
= TO{$7} B E5-2665 CPU, 72% HAEE 24
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VDI MH{ CJXFQI — CPU

Xeon E5-2665 vs E5-2643 wit

Xeon E5-2665 vs E5-2643 wit

2 vCPU, 1600 Mhz 54

‘ 80 10
81

1 vCPU, 1600 Mhz

80 100

E5-2643/1600MHz
— E2-3093\ ) COOWHT

1

1

1

1

1

1

o 1
130 60% H
1

1

1

1

1

1

1

VDI 750 0] |24 Argho] 45 HEt= nXHS St 7t4 FAH o|ztH,
CPU £& AI|E HC} Core U7t 2 AYS U of= A0 FSLICL

Cisco and/or its affiliates. All rights reserved.
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Xeon E5-2665 vs E5-2643 with

SPEC M= XI&
SPEC Blend/Core VM/Core

VSimax

a 2% 1o

81 VS. 130 vDI

o
ck 20 40 60 JO 100 120 140

E5-2643/1600MHz E5-2643 £5-2665 E5-2643

E2-3€4¥3\ 1 00WHT

ES-2665/1600MHz
T T

1vCPU, 1600 Mhz 10 8.125 44.38 33.6

£5-2665

400

E5-2665 VM/C E5-2643 SPEC E5-2665 SPEC E5-2643 O|H
Blend/core Blend/core

Hs 32%
A E 25%

VDI 750 210] |2 Arho] 5 HEt= HHE Bot:= dS0|2tH =2 23 202 2
30| ZHZE 7h7 CPUE Ml B[ K| =A ESULH

Cisco and/or its affiliates. All rights reserved.



VDI M C|X}QI — vCPU

Xeon E5-2665 X|H & Xeon E5-2665 VM 2/

e

2vCPU lower latency until 45 desktops

93 VS. 130 VDI

0 10 20 30 40 50 60

~———1vCPU —— 2vCPU
i JACHIN == JACHN

1. 1vCPUvs 2 vCPUVM X|H& H|u
VMEE BOPMAE ER0PI %ﬁiﬂ}fﬂ%wﬁﬂmﬂjﬁ%ﬂl Z|tiX] 2ts FOF FICEAL /X
OI o > (=) o A S
NA A8 i B DRl ymS YN Eofe 2 ews &+ Aeuch
2 FIVCPUTs 2 vCPU V|\7i F3ES)
- LSI Max £=X| 7|& Z|C{ 93 VM vs 130 VMOE 2 vCPU 2t 40| 2F 40% "HEQo| AT ZtA

Cisco and/or its affiliates. All rights reserved.



Total CPU-1 CPU-2
System
Memory | Blue Black Black Blue Black Black DIMM | Total
Size Slots Slots Slots Slots Slots Slots Max | DIMMs Relative
Oper. | inthe Perf
Bank1 |Bank2 |Bank3 |Bank1 |Bank2 |Bank3 | Speed | system Vs
(A1,B1, | (A2,B2, |(A3,B3, |(E1F1, |(E2 F2, |(E3, F3, | (MHZ) :
C1,D1) |C2D2) |C3D3) |G1H1) | G2 H2) | G3.H3) Peak
Bandwidth
32GB | 4x4GB - - 4x4GB - N/A 8 N/A
2x8GB - - 2x8GB E 1866 4 0.50
844GB | 4x4GB | 4x4GB R 4X4GB | 4x4GB - N/A 16 N/A
4x8GB = = 4x8GB = = 1866 8 1.00
96GB | 4x4GB | 4x4GB | 4x4GB | 4x4GB | 4x4GB | 4x4GB | N/A 24 N/A
4x8GB | 2x8GB - 4x8GB | 2x8GB 1866 12 | Unbalanced
Config"=
3x16GB - - 3x16GB - 1866 6 0.50
4x8GB | 4x4GB - Ax8GB | 4x4GB N/A 16 N/A
128GB | 4x8GB | 4x8GB = 4x8GB | 4x8GB 1866 16 0.99
4x14GB = = 4x16GB = 1866 8 0.99
4x8GB | 4x8GB | 4x8GB | 4x8GB | 4x8GB | 4x8GB | 1333 24 0.74
4x16GB | 2x16GB - 4X16GB | 2x16GB 1866 12 | unbalanced
192GB Config*
4x16GB | 4xBGB = 4x16GB | 4x8GB 1866 16 0.98
4x16GB | 4x16GB - 4x16GB | 4x16GB 1866 16 0.98
256GB [ 4,30GB - - 4x32GB - 1866 8 0.95
384GB | 4x16GB | 4x16GB | 4x14GB | 4x14GB | 4x16GB | 4x16GB | 1333 24 0.72
512GB | 4x32GB | 4x32GB = 4x32GB | 4x32GB 1866 16 0.90
768GB | 4x32GB | 4x32GB | 4x32GB | 4x32GB | 4x32GB | 4x32GB | 1333 24 0.70
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H 22| &HE Hl W

Out of Memory

Out of CPU

HYEE H22| S0 wat
S=7F 37| f20| Memory 2t #H3UO|
72 CIX SHAl= 2

In
(L]
L
il

Cisco and/or its affiliates. All rights reserved.

— Memory -

ofo| I H{O|X| &

> Vmware

-
H| 22| C|XpQIA] e Aret
HEZZ Hd =
10| HFO|X|: ©F 200MB
vCPU H: 29MB ( 1.5GB 7}&GIA3E)
=4Al: 200MB ESXi + VMs x (1.5G + 29MB)
»  Microsoft
HZZ HE =
&40|I HFO| K+ S A EOS: 2 300MB+512MB
HAE TEHE|A = 2GB
VM H: 32MB ( 1GB 7} 4023 %)
S SIHA| 7|7HH[EY 8MB it
ZAl: 2GB H|0{ EOS + VMs x (4GB + 56MB)
»  Citrix
HZ2 2HEE
&}0| I H}O| X +control Domain: 2 128MB+752MB( Phy 32G + )
VM H: 32MB ( 1GB 7}&GlA3 %)
St S71A| 7|7HH|E S 8MB 2
=4l: 880MB + VMs x (4GB + 56MB)
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BIOS &7

— Vmware, Citrix, Microsoft

Main = Advanced |Bu:u:|t0|:|tiu:|ns Server Management | Events

P'f'E"DESS'WlIntEI Directed IO | RAS Memory | Serial Port | USB | PCI Configuration

. Tuboboost  dsabled o erabd |

Enhanced Intel Speedstep disabled @ enabled
LHyper'Ihreat.hng """ disabled o enabled |
Core Multi Processing:  all -“v

Execute Disabled Bit: disabled @ enabled

i Virtualization Technology (VT): dizabled @ enabled i

Direct Cache Access: disabled @ enabled

Processor C6 Report: @) disabled enabled

CPU Performance: @ enterprise high-throughput hpc

Main Advanced Boot Options | Server Management | Events

Processor Intel Directed I0 | RAS Memory | Serial Port | USE | PCI Configuration

E WT For Directed I0O: disabled @ enabled Platform Default i
Interrupt Remap: | disabled | enabled (o) Platform Default |

Coherency Support: disabled enabled '@ Platform Default

ATS Support: disabled enabled @ Platform Default

Pass Through DMA Support: disabled enabled '@ Platform Default

Main = Advanced Eoot Options | Server Management | Events

Processor | Intel Directed 10 | RAS Memory | serial Port | USE | PCI Configuration

MILIMA: disabled @ enabled

LY DDR Mode: power-saving-mode @ performance-mode

1l
DRAM Refresh Rate: 2x -
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BIOS &7

A Create BICS Policy

Unified Computing System Manager

Create BIOS Policy Main
L.+ Main

- Jerocessor

- Dintelpirecte¢ 10

2
3 NamE:@BIOS—Citri:d
4 RAS Memory Reboot on BIOS Settings Change:
5. [ serial port

B,

7

8,

9

JUSB Quiet Boot: disabled enabled (@ Platform Default
- Deer confiaration Post Error Pause: | disabled | enabled @ Platform Default
Boot Options
E Server Managemenk Resume Ac On Power Loss: stay-off last-state reset (@ Platform Default
2Erver Management
Front Panel Lockout: disabled enabled @ Platform Default

Next> | [ Fnsh | [ cancel

ez

= UCSM 7|Hto| 7tHESH BIOS &A™

= BIOS policy TabOj A 2 Zto

9H= BIOS A M4 X M

- & MK gl 8o H HHo| K oj w2

M-S HEoI0] £H2| Tuningg! HI=

Equipment Serwvers | Lar | sam | wea | Aadmin

ZH

—

S R=S
1o

| 510 = BIO|X g0

ts

Filter:  all -
== =] |
S Servers
+= = Service Profiles
=} - Serwvice Profile Templates
5 Policies
=1- _‘_#itﬁ root

- =5 adapter Policies
4 BIOS Defaults
[E10S Policies NN '
=5 BIOS-Citrix

=% BIOS-Microsaoft

- =5 BIOS WVMware

e S HPC




VDI ZEEl MH C|X}QI — 10 7}ALS|

UL QI x86 AB{S 0| Tatet P

EO L NIC EDELD NIC S NIC S HBA
=2|& 10 Card =c|& 10 Card £2|H 10 Card £2|H 10 Card
'I 1 vmnic ‘I ‘l vmnic 1 1 vmnic 1 ‘I vHBA
vSwitch / Dom U Vmkernel/Dom 0 Vmkernel /Dom 0 Vmkernel / Dom 0
vnic

Utk x86 TA0| BFY

» 87 O|2&t2| IO Port 22 - VM Network/Dom U, VMKernel/Dom 0 Network, Storage Network
= O|ZeE ol &EOMe HEKALA| Teaming 11

vMotion 0|54 B2 2Idl ATt HER3ALFS| 802.1Q & &l Vlan Tagging 1124

- 25 HiEe 7HY 10 7|&E HEotHEE, Rate Limit 7[#19] H|Z2 28 Ql CHH = FH

Cisco and/or its affiliates. All rights reserved.
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IOZFALRE ZFETF M8 &l x86 AHZ2| 7HA3 X

Cisco VIC =T 2560 Jt4&t 10 Card HIZ ﬂﬂ FCoE
g B ERE
‘I vmnic 1 vmnic 1 vmnic 1 1 VHBA
vSwitch vmkernel vmkernel vmkernel

Cisco Adapter FEX 7|Hto| XH

= X4 2700 22X I00| A AT 2567) 7FAF IO B2 (Ethernet, iSCSI, HBA |3t 91-2)

» HW Teaming& M && 2 2 vSwitchQ| 0|F3t 40| e Q3.

» 802.1Q Y Vlan Tagging2 25 UCSOHM X E 7t

= 7tAF3}HIO 7|& ™8 A| Rate Limit, shapping 7|& SA| H&38t0 CHAYZS 288 AR

= CoS Tagging0|] 78l 7H58m 2, SLA 1810| 92|

Cisco and/or its affiliates. All rights reserved.
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IOZFALRE ZFETF M8 &l x86 AHZ2| 7HA3 X

Cisco VIC =T 2560 Jt4&t 10 Card HIZ ﬂﬂ FCoE
g B ERE
‘I vmnic 1 vmnic 1 vmnic 1 1 VHBA
vSwitch vmkernel vmkernel vmkernel

Cisco Adapter FEX 7|Hto| XH

= X4 2700 22X I00| A AT 2567) 7FAF IO B2 (Ethernet, iSCSI, HBA |3t 91-2)

» HW Teaming& M && 2 2 vSwitchQ| 0|F3t 40| e Q3.

» 802.1Q Y Vlan Tagging2 25 UCSOHM X E 7t

= 7tAF3}HIO 7|& ™8 A| Rate Limit, shapping 7|& SA| H&38t0 CHAYZS 288 AR

= CoS Tagging0|] 78l 7H58m 2, SLA 1810| 92|

Cisco and/or its affiliates. All rights reserved.
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IO7}AFR} 5’}57} MEE x86 MH=2| 7taltsl £ X

Cisco VIC X[ 25604 Jt4t 10 Card HI2 ﬂm FCoE

# 53 5 g2 -~ | e
7 ! } (Ivmnlc 1 vmnic | vmnic 11 VHBA

' vmkernel vmkernel vmkernel
vnic

Cisco VM FEX 7|dto] &=H

» vSwitchE AF2SIHX| &= BHAlO 2 HypervisorS Bypass &f.

= ML= 30%, 10 Latency 40% O| A}, CPU 20% O| A SEAF &5 T}

= vSwitchE AFESHX| U O H A, vMotionO| 7} =%+ UTP/VM DirectPath v2 & A S 74
= VM X T Z EtAFCHH| SO=} 7ts e

" MH 7hdet E= T2 7he ol 0f 2 &7 2

Cisco and/or its affiliates. All rights reserved.
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FC vs iISCSI vs NAS

iSCSI iSCSI NAS NAS
FCoE SAN Appliance Gateway Appliance Gateway
Computer System Computer System Computer System Computer System Computer System

File System File System

Volume Managey_. Volume Manager

i i SCSI Device Driver
| Device Driver RCS! Driver

File System
Volume Manager

SCs| Devu:e Driver
|SCS river

File System File System
1/0 Redirector 1/0 Redirector
NIC : NIC

Ethernet

NIC
|

et

NIC
|

NIC
TCP/IP Stack

iSCSI Layer
FCHBA %

Blocli 1/0

e 8

Cisco arm reserved. T
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-
EHSI=

ISCSI=

I_
Block 10 Flle 10

Win/Linux App Windows App

SO OO

* °'A-I CES \,ig

Iscsi/nas I 2! Al H

1G 10G [10G Base-T] 40G
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Application Protocol Application Protocol

T

» f

- 1 o O ]ﬂ —a—ﬂ s
Byte Sti Bytes Unpackaged

= s:t::g;“m From TCP Segment | TCP/IP ‘4 Encap/Decap g —_—
Application And Passed To

- Application | ,

! |
"o e TCP/IP = Lossless7} ©}'d

Segment
l IBY:E: PackagtEU N ¥ Oaiggam I E)
5 nto Segmer IP Datagram 3

Internet Protocol (IP) Internet Protocol (IP)

Segment
10/ 111213 Encapsulated
Into IP Datagram

IP Datagram

Client In Transit Server

Cisco and/or its affiliates. All rights reserved.
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Servers

Fibre
Channel

Storage
Devices

(T
(OOOCE

1G 2G 4G 8G 16G...

co and/or its affiliates. All rights reserved.
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A E 2| A C]Rpel = E e

= FC T : Ethernet 0|2} T £2|= C}2 HEflQl Ethernet
Fo|2ale AFR3}= Fiber Channel
Fibre Channel
= Ethernet 24X : M&8|0OfSt £ SjLIO| A9 ZRES Traffic
FC-BB-5

Ethernet

FCoE Logical End Point
‘ Ethernet Media Access Control

Ethernet Physical Layer

% WWN, FC-ID, Zoning, RSCN

Cisco and/or its affiliates. All rights reserved.
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2O SAN HES3 =ER[NHIE

HoR W2 42 T

F

ISCSI /It Level AE2|X|2| IO &

ok

HES3 SHEE /ts

{4 7|20 #H- 10G / 406

o L 0O
5= 35

ro
0%
0x

|>

E2|X| HZALS #1 O|Hul 1t FC £ [Unified Fabric]

_n
(@)

7|Z= SAN QI Z2}eto| &3t &2 FCoE AEZ[X| HE ZA|

[—

O (N (e |ox
mory | o | 2
1%
|0

o oty

Cisco and/or its affiliates. All rights reserved.



VDI HAXEEl AEZ|X| C|X}2l — Jumbo Frame

I0Meter IOPS

Network 143
N5K To Fl : e 1/20 __rl = 700.0 635.8 632.9
., Tefiler :fc2/34 UCS Fl to Nexus5K Switch 10GE 144 600.0
8 ToF:fe 2/1,2
- s A 500.0 |
UCS Fi erver 74
To NSK ;¢ 1/20 UCS B200M2 & UCS B250M2 14 400.0 |
To N5K : fe 2/1,2 310.6 310.4
CPU 5670 2P & Memory 72GB , SAS Disk 300.0 |
; " . 238.8
UCs 3 Xen Server 5.6 FP1 & Xen Desktop 5.0
= 2 200.0
= UCS B200M2 4set : Legacy FC or FC w/ PAM Config
2 UCS B200M2 2set & UCS B250M2 : ILIO Config 100.0
5
= 0.0 -
. =+ 4 Read 10 Write 10
FAS 3240 w/ PAM l Storage <--d = VM50 635.8 310.6
E==3al ) ) AL AR . - RSN NSRRI, .. - SR
Dual 4G FC per Filer Front , Dual 4G FC per Filer e VM100 313.3 153.9 ':
Backend EE = NAS 144 |44 VM100 Jumbo 484.2 238.8 H
‘ G I R R R R T N R R R N T R R R T N S N R N S T S N N T N T R T RN R R R R R RNy
= 3.MS- Excel 6MB "
2.MS- Word16.5M8B i .
1. Autoit Script XHEs &8 Open/Edit/Save as/Close Open/EnhSave as/Clase u I SC SII N AS A E E xl SI (Jo:' gl_l- 7C:>|
P = Jumbo Frame HIEA| A2 #1
vM —— &
mmenl + 107} 20 W52 ASH 45 Kol Y
I)IQHI Lclﬁlje‘; 0. XP Booting
S07H 5 A] 208 - [ - o
: " o= | -|I| A2 ML SEAF _ll- El 2l
10070 SAl &Y - - - H H O 7 T = oo ao 21 0=
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SCSI Reservation
> SCSI LUN Reservation

iSCSIL} FC 7|Hto| AE2|X| LUNO]| CHSF mHQ ol f|A
o7t S

S LUNO]| writeg S}7| ol @A E EHR|Z File lockingO| Lt
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http://www.iconarchive.com/show/ivista-2-icons-by-gakuseisean/Misc-Database-3-icon.html

SCSI Reservation S&F T 2 M|A

Cisco and/or its affiliates. All rights reserved.

SCSI Reservation
> Baremetal Server SCSI LUN Reservation

Baremetal Server?| 420|= LUNO| M A
d

Mgt Mol = AE of 7io] ERMAE 2
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SCSI Reservation

SCSI Reservation

Cisco and/or its affiliates. All rights reserved.

VDI SCSI LUN Reservation

< Hypervisor 7|8to| 7p4tol7t HE E 22 1 H20M 7S
Z0l 2 2ko| VMO| CH8lA SAE BHO|A K|SO 2 SCSI
Reservation ZtAisAH =l

< 2t 742| LUNO| Cis=2f VMO| dX| |0 = C|Atel
SCSI LUN reservation @H3|E7} YAHKXE x|t & 4L
AlZbSE M XS 3ALO| Al S}

< Oief 510l HEO|X
= BE VR HEE 50| HEO|X

- EX) Vsphere, Hyper-V, Xenserver, KVM etc...


http://www.iconarchive.com/show/ivista-2-icons-by-gakuseisean/Misc-Database-3-icon.html

ZHo| |23 ALo]E

Cisco and/or its affiliates. All rights reserved.
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FC,iSCSI Z2EZ2S AIR 3l= AEZ[X|

LUNE VM III—I = -('5|.

7|s& 12{st0f C|X
=  Vmware — VAAI( vStorage API for Array integration

. Microsoft — ODX( Offloaded Data Transfer )

VmwareQ| 42 Offload 7| 50| Mg L|X| ¥ FLR
LUNZ 607 HE9| VM MAEE HSHH 7hAtst
ATEQ0] ¥R TN MO B 4+ YU

FC,iISCSI Z2EZEE A2 St AEZ| K|

C|XtQl D
LUNS| Z4=2 LUN Z7t0f 2 22| ZRIEQ| B5HE
17 85 LUN & VMO| RME 7} W48 42 C|A3
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SATA, SAS, SSD 12|11 RAID

SATA 7.2K SATA 10K SATA 10K SAS 15K SSD Disk
75~100 IOPS 125~150 IOPS 140 IOPS 175~210 IOPS 35000~ IOPS

IOPS =1 / (H +# Latency + &  Seek Time)

Cisco and/or its affiliates. All rights reserved.
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SATA 15K HDD, SATA 7.2K HDD, SSD

MNEE ClAT E

D3

ClA3 ds

.

41 15K HDDs

Total IOPS : 114,950

.
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7
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Total Capacity : 63.2 TB

25 7.2K HDDs

3 Flash Drives

1000 § % VDI 3oz A Of7|EllX] AlO|H



VDI "-,J?,-E E2|X| C|Xtel — HDD vs SSD

1000 User VDI 391 A}l - SSD
> 1000 S%| VDI 3|21 A O}7|Ex A}O|A

AMBEl C]A3 b

| |
| =  Total IOPS : 180,000

2 2F
[S]

24 Flash Drives * ©

Total Capacity : 64 TB ( A7 &5 MH HE )

1000 § % VDI 3oz A Of7|EllX] AlO|H

Cisco and/or its affiliates. All rights reserved.



24 Flash Drives

VS

25 7.2K HDDs

3 Flash Drives

A1 200,000 IOPS
22: 64 TB



SSD Storage & O7|&| N
> SSD 7|iito] AEE|X|E E83 F 7jo Eo2 1
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< Performance Node

. 145 OH2IE WRE st A7 24, DB, HX|XHY

Fabric Interconned « Data Reduction Nodes

» g5 HiHl HXN=tE 82 ERE ote O|H & AfH[,

HA3E 7td=t

Performance Nodes

Virtual Desktops

Email

Data Reduction Nodes

Cisco and/or
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= Hypervisor 9| W& Y EL A 4
[ 714 2B E A E&F9 R o o H Al 2 e Z181717]
* VMware vSphere ESXi 5.X
* Microsoft Windows Server 2012/R2 (Hyper-V 3.0)
* Citrix XenServer 6.x
* Hypervisor U E ¢ 7] A ¢
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Virtual Driver
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vSphere Distribuited Switch [vDS]

ARXIEERY
Portfast/BPDU Guard & &

AXNEERHS
Portfast/BPDU Guard & &
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Uplink =91 A 74 &4 NX-OS

Switch Independent Switch dependent [Port Channel/vPC]
=5 B9
uil
_ Static
;rtl;?f;ce Ethernetl01/1/31 interface Ethernet101/1/31-32 .LACP
switchport mode trunk switchport mode trunk mter.face Ethernet101/1/31-32
switchport trunk allowed vian 511 switchport trunk allowed vian 511 sw?tchport mode trunk
spanning-tree port type edge trunk spanning-tree port type edge trunk switchport wunk allowed vian 511
channel-group 300 mode on spanning-tree port type edge trunk
Access channel-group 300 mode active
interface Ethernet101/1/31 interface Port-Channel300

switchport mode access
switchport access vian 511
spanning-tree port type edge

switchport mode trunk
switchport trunk allowed vlan 511
spanning-tree port type edge trunk
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vSphere Standard Switch [VSS] vs Distrubuted Switch

[vDS]

vSphere Standard Switch [vSS] vSphere Distributed Switch [vDS]

Server 1 Server 1 Server 2

jvSw tchl " H dVSW|tch

- Portgroup Prod Portgroup Prod BomgHoD Portgroup Production/ VL 1
VLAN.511 VLAN.511 Management Portgroup :
] Security Security VAN a3 - Backup Portgroup Development/ VLAN 511
Promiscuous: Promiscuous: i+ VLAN 373 . H
Reject Accept H " H Uplink Port Group

Port Group ~ Port Group  Port Group ' Port Group ;"




vSwitch Uplink &4

vSphere Standard Switch [vSS]

General } Security ] Traffic Shaping  MIC Teaming 1

Palicy Exceptions

Load Balancing: |Ruute based on the originating virtual pDrt (s} J

Network Falover Detection:

1 the Nt
Route based on IP hash

Route based on source MAC hash
Use explicit Failower order

Motify Switches:

Failback: Ves j

Failover Order:

Select active and standby adapters for this port group, In a Fallover situation, standby
adapters activate in the order specified below,

Mame Speed Metworks

10,48,37,128-10,48,37. 254 (VLAN.., Q

10,48,37.126-10,48.37.254 (WLAN...

Active Adapters

& vmnico 10000 Ful
ER vmricl 10000 Ful
Standby Adapters
Unused Adapters

'Q_VSwit:hD Properties &J

(& dvPoriGroup2 Settings

vSphere Distributed Switch [vDS]
[E= =

General

Policies
Security
Traffic Shaping
WLAR

Teaming and Failover

Resource Allocation

Monitoring

Miscellaneous
Advanced

Policies

Teaming and Failover

Load Balancing: Route based on nr\ginating wirkual port j

1 virtual port

Network Failover Detection: Rowte based on IP hash

Route based on source MAC hash
Route based on physical NIC load
Failbark: Use explicit failover order

r

Motify Switches:

Failover Order

Select active and standby uplinks. During a Failover, standby uplinks activate in the
order specified below,

Name

Active Uplinks
dyUplink1
dvUplinkz
dvUplink3
dvUplinks
Standby Uplinks
Unused Uplinks

vSphere ESXi 9 & A vSphere ESXi 32 A 2932 o&H

Route based on originating virtual port ID
Route based on source MAC hash

Use explicit failover order

Route based on physical NIC load (vDS)
Route based on IP hash

Route based on IP hash + LACP (vDS)

g Switch Independent

X EzY(X)

Switch Dependent
FEEAL(0)



Load Balancing: VMware Standard Switch

vSwitch : 25 Y E 18| 4 [Global ]! Portgroup: 3 XE1F| % 24 [ Local

¥Switchl Properties | x| H - - @ AN-511 Properties
"
" General | Security I Traffic Shaping MIC Teaming | H Ports INetwnrk Adapters | " General | Securiby | Traffic Shaping NIC Teaming |
Rt | Network Adapters | Load Balancing: IRouta based on the originating virtual port 10 j H T wswitch 120 Ports | Load Balancing: r If.‘:" @ originating virkual port 10 j

WMkernel wMotion and IP ...

Configuration | surnmary L Network Failover Detection: IL\nk status only j H L o Network Failover Detection: 'l ILlnk status only j
= i WLAN-S511 Wirkual Machine '
T vowitch 120 Porks I Motify Switches: I\"Es j I S WLANSLD Virbual Machi HMotify Switches: I~ Iyes j
g wMkermel wMotion and IP ... I u irtual Machine ... ;
g WLAN-S11 Wirtual Machine ... Failback: I\r'es j Il i Failback: r I &5 j
@ wan-s10 Wirtual Machine ... I I ! der:
Failover Order: ] Failover Crder:
I »'7 Owerrids switch Failower order:
I ] ) ) ‘ -
Select active and standby adapters For this port group. In a Failover situation, standby I Select active and standby adapters for this port group, In a Failover situation, standby
adapters activate in the order specified below, I : adapters activate in the order specified below,

Mame | Speed | Networks I Mave Lp. | H : Mame | Speed | Metworks | Mave Lip

Active Adapters I | Active Adapters -M
B9 vwnicd 1000 Ful 10,67.57.1-10.67,67.254, 0.0.0,1- MI I | B vmnicz 1000 Ful 10,67 57.1-10.67.57, 254, 0.0.0.1-..

ER vnicz  1000Ful 10,67.87.1-10,67.57.254, 0.0.0.1-,., I Standby Adapters
standby Adapters i E@ vonic0 1000 Fdl 10.67.67.1-10.67.57.254, 0.0.0.L-...
Unused Adapters Il Unused Adapters

| vSwitch A4 4 A A Override

I Intel Corporation 1350 Gigabit Metwork Connection

—Adapter Details

. I Hame: wmnic
Hame: I Add... | Edit... | Remove |'
Location: I Location: PCI02:00.0
Edit... Remoye Driver: I | Driver: igh

fo]4 I Cancel Help H oK Cancel Help




Load Balancing: VMware distributed Switch

DVS ¢ Uplink XE% A A2 | pygo gul xE7Z A8 4715
Web Client o 4| ¥t 715 [LACP] ii

5 dvSwitch-D¥Uplinks-19 Settings (- [T =] H
[ (=) vi AN-511 Settings = =
—Policies I
General I
Policies Teaming and Failover I 3 | —Paolicies
Security . 1 eneral ) .
) ) Load Balancing: II’_-:-IJI.-: based on originating virtual port: _I Palicies Teaming and Failover
Traffic Shaping Il Security )
VLAN Metwork Failover Detection: ILir. stakus anly _I H Traffic Shaping LoEE Route :asedd on physical NIC Ioac: j
VLAN . Foute based on originating virtual port
Resource Allocation Matify Switches: I o5 ;I H Metwork Falover Deteckion: Foute based on IP hash
M_Dnltorlng ) I Resnurca Allocation Matify Switches:
Miscellaneous Failback: I s ;I Manitoring L HIC
Advanced I Miscellaneous Failback: Use explicit Fal\nver order
i Il
Failover Order Advanced ! =

Failover Order

Select active and standby uplinks, During a Failover, standby uplinks activate in the I
order specified below, I Select active and standby uplinks, During a Faillower, standby uplinks ackivate in the:
order specified below,

Harne | — Il
§ ove Up |
Active Uplinks I Nan?e - l [Move g |
Standby Uplinks ave Do | I ACtIV.E Uplinks
1 dvlJplink1 Move Dawn |

Unused Uplinks

I dwUplinkz
dvLiplinkl
[ LIplin H dullplink3
dvlplinkz
S 1 dvliplinks
LIl Il Standby Uplinks
dvlplinks l

1 Unused Uplinks

Help | QK I Cancel H Help | OF, I Cancel




AT [Link Status

& ZE 18 2l o]
: VPC/LAG _
—=" 329 4-B

I L1 all policy settings below will be applied on the target port groups as configured or with their default values.

g #dl — &
S ST HEH

|»

EC WY |EJEH O EEE JHISE 228 j .

HESS HESH 24: IEEEED =l ﬁ%i:‘t—g—

Notfy 221 5: %

N R -

He & = Blade IO 2% Blade IO 2%

Ao 24 — —_— :

. Switch A -0 Switch B
SIS upink 2 THT| upink S AHEHALAIS, TR SH] A2 Al uplnk= e B e O R R
OE A BE = S SA S,

=
L " ez0=

@y gE3

dvUplink1 O 2 0]
dvUplink2 _I
dvUplink3

dvUplinkt

o 283

AISEHA 2 g3

=i
EEEH) 5z [oEs | ax |
4

1. Link status only [Default]

2. Beacon probing




Link
State
HBIAEE Tracking

Blade IO 2 & Blade IO X5 W Blade IO &= Blade IO 25
_ Switch A SR SwitchB g Switch A B _ Switch B




Link State Tracking 27 2 &2} A [C3012 2= 9] A] ]

> Up-Link Portol] ti & A7 (Up-Link Port 5%)

interface GigabitEthernet0/15
description Uplink port to Nortel L4 Switch

link state group 1 upstream
!

> Down-Link Port®] 3t 244 (¥ Port 1~4H)

interface GigabitEthernet0/1
description BL1-NICO

link state group 1 downstream
spanning-tree portfast

!
interface GigabitEthernet0/2
description BL2-NICO

link state group 1 downstream

spanning-tree portfast
|

Failover A4 : Link & 9

Yirkual Switch: wSwitchi Remove... Properties...

Wirtual Machine Port Group — - Phiyzical Adapters
7 WM Metwork o BB vmnicl 1000 Full

B |2 virkual machineis) o BB vmnicd 1000 Full \ §7
LITAPKRO1GMP
LITAPKZO1GMP

Service Console Port
[ Service Console

wewifd 0 156147113217

kel Port
7 ¥Mation

vk 0 192,168.1.12 6‘]‘ O] lﬂ H}O] X:]

) @ g8 @




Active / Standby / Unused ¢ #}-¢] 5

@ ¥Switchl Properties

General I Security | Traffic Shaping MIC Teaming I

— Palicy Exceptions

Load Balanding:

IRDute based on the originating virtual port 10 j

Nebwark Failover Detection: ILink status only

Mokify Switches: I\"es

Failback: I‘('ES

Failover Order:

Select active and standby adapters For this pork group. In a Failover situation, standby
adapters activate in the order specified below,

Name | Speed | Netwarks
Active Adapters

E@ wvmnicd 1000 Full
Standby Adapters

E@ vmnicl 1000 Full
Unused Adapters

E@ vonicz 1000 Full

10.67.87.1-10,67.87.254, 0.0.0.1-...

10.67.67,1-10,67.87.254, 0.0.0.1-.,

—Adapter Details

Mame:

Lacation:

Driver:

Leflefle]

| Mave Ug |
10,67.87.1-10.67.87.254, 0.0.0.1.. MI

vSphere 2 E #73

Standard Switch: wSwitchl

irtual Machine Port Group
[ WLAM-511

B |3 wirtual machineis)
WM-3
WM-2
Wi-1

Remove... Properties. .,

Physical Adaprers
o B vmnicO 1000 Full G2
B vmnicl  stand by [
Ef vrnic2  unused =

g8 @

Y EYI BH

HEH TN A & Hordd

- vmnic- - - Ethernet101/1/3L is up -
~vmincl. - Ethernet101/1/31is up -

CLvmnie2 - Ethernetl01/1/32is up - -

Ok I Cancel

Help

Cisco Discovery Protocol
Properties
ersion: 2
Timeaut: 0
Tirne ko live: 175
Sarples: 253
Device IDn SW-SK-1(FOX1726EPAC)
IF Address: 10.67.86.4
Port ID: Ethernet101/1/31

Software Version:
Hardware Platform:
IF Prefix:

IP Prefix Length:
WLAN:

Full Duplesx:

MTL:

System Mame:
System QId:
Management Address:
Location:

Peer Device Capability Enabled

Router;

Transparent Eridge:
Source Route Bridge:
Metwork Switch:
Host:

jLeiyH

Repeater:

Cisco Nexus Operating System
MNSK-CS596LP

0.0.0.0

a

511

Enabled

1500

S-SK-1
1.3.6.1.4.1.9,12,3.1,3.1038
10.67.53.195

snmplocation

Mo
Mo
[yl
es
Mo
Es
Mo

Enable cdp



Switch Independent



B [ ve-o1 YLAN-511
Bl [y Ciscolive

8 VM Network Started | Summary Wirtual Machines .| Hosts
=] dvSwitch Time since last refresh; 0144

B, dvSwitch-DWUplinks-

& [viawsti]
Port 10V NiZerineckee | Rntime MAC addrags | Port group | State
132 W-1 a3tasicaife:00:01 YLAMN-511 [0 LinkUp
133 WH-2 aaraaifaice: 002 YLAN-511 [7] LinkUp
134 WM-3 aaiaaifeied:00:03 YLAMN-511 [0 LinkUp
135 - - WLAMN-511

S5V-3K-1# show mac address-table |1 grep aaag

* 511 aaaa.cafe.a@@l dynamic e F F  Ethl@l/s1-31
* 511 aaaa . face . aBB2 dynamic %] F F  Ethl@ls1/31
* 511 aaaa. feed. @3 dynamic e F F  Ethl@l/s1/32
SV-SK-1#

9:49:58am up 1:44, 567 worlds, 4 VWMs, 5 vCPUs; CPU lpad average: @.81, @.81,

PORT-ID USED-BY TEAM-PNIC DMAME PKTTX/s MbTX/s

33554433 Management n/a vSwitch@ 3.ea .98

VML MACL UM2 MAC2 33554434 vmnic3 - wSwitchd 53.10  1.52

VM3 MAC3 VM4 MAC4 33554435 Shadow of wmnic3 n/a vSwitch@ @.0a @.a9

VM3 MAC3 e — VM6 MAC6 33554436 vmk@ vmnicd vwSwitch@ 53.18 1.52

= \ 33554438 36842:VMware wvCenter vmnicd wSwitch@ @.e8 .28

e 59331649 Management n/a DvsPortset—@ 2.0  0.00

58331658 vmnic@ - DvsPortset-@ 2.16 .28

58331651 Shadow of vmnic@ n/a DvsPortset-@ @.e8 .28

=  vMware 7|47 / 2] %] Independent 58331656 46658:VM-1.etho Vmnice |DvsPortset—@ 8.98 0.0
. 58331657 46777 :VM-2.eth@ vmnice |DvsPortset-8 1.18 .28

» Egido] 1 E Euj [7 FANIC > &7 NIC] 50331658 48692:VM-3.etho vmnic2 [DvsPortset—@ 1.18  0.80
BBa31009 VINLC2 = DvsPortset-8 1.18 a.0a

= yNICo] 3F& Physical NIC o]] Pinning% 52331660 Shadow of vmnic2 n/a DvsPortset-8 0.80  0.00



11:28:33am up 3:15, 567 worlds, 4 YMs, 5 vCPUs; CPU lpad average: @.81, @8.81, E

PORT-ID USED-BY TEAM-PNIC DNAME PKTTX/s MbTX/s

33554433 Management nfa vSwitch@ @.e8 @.aa

33554434 vmnic3 — vwSwitch@ 54.72 2.68

33554435 Shadow of wmnic3 n/a vSwitch@ 3.ea @.ae

33554436 vmk@ vmnicd vSwitch@ 54,092 2.68

33554438 36842 :VMware wvCenter vmnicd vSwitch@ 3.ea @.ae

58331649 Management n/a DvsPortset-8 @.e8 @.a2a

58331658 vmnic@ — DvsPortset-@ 1.18 @.ae

58331651 Shadow of wmnic@® n/a DvsPortset-@ 3.ea @.ae

58331659 vmnic2 — DvsPortset-8 2.17 .08

58331668 Shadow of wmnic2 n/a DvsPortset-@ 3.ea @.ae

58331661 46658:VM-1.ethd vmnic2+ DvsPortset-@ 1.18 a.ae

58331662 46777 :VM-2.eth@d vmnic@= DvsPortset-@ 1.18 @.ae

58331663 48692 :VM-3.eth@d vmnic2= DvsPortset-@ 3.98 @.ae

xm% MQS% xmg m%g 5V-5K-1# show mac address-table | grep aaa
VM3MAC3 * 511 aaaa.cafe.2@8l dynamic @ F F Ethl@l1/1/32
VMS MACS o - * 511 aaaa. face.@002 dynamic © F F Eth1@1/1/31
* 511 aaaa. feed.dge3 dynamic @ F F Ethl@1/1/32
SV-5K-1#

A | 2222 MAC 3l A] 7]t
£ &4l [Random MACA}&-A|]
= yNIC©] g% Physical NIC ¢l Pinning®



VM1 MAC1
VM2 MAC2
VM3 MAC3
VM4 MAC4
VM5 MACS
VM6 MAC6

NIC%]’ o]] }\]
Failover

= 29 A H5HA ) shue] NICH AFS:

= Active/Standby 73

B | HP | ERTZE NCE 4 |

=

RN
2C Wy A HZ

WIEH3 HY2H 24 EEFEE [
Notify 2| %: [ =l
2, [oria [

11:54:41am up 3:49, 567 worlds, 4 WMs, 5 vCPUs; CPU lead average: ©8.01, @.81,

PORT-ID USED-BY TEAM-PNIC DNAME
33554433 Management nfa vSwitch@
33554434 vmnic3 — vSwitch@
33554435 Shadow of wmnic3 n/a vSwitch@
33554436 vmk@ wmnic3d vSwitch@
33554438 36042:VMware vCenter vmnicd vSwitch@
58331649 Management n/a DvsPortset-@
67108865 Management nfa vSwitchl
67108868 vmnic@ — wSwitchl
67128869 Shadow of wvmnic@ nfa vSwitchl
67188870 vmnic2 - wSwitchl
67128871 Shadow of wvmnic2 n/a vSwitchl
67188872 46b658:VM-1 vmnice wSwitchl
67188873 46777 :VM-2 vmnic® wSwitchl
67108874 48692 :VM-3 vmnic® fvSwitchl

5V-5K-1# show int el@ 31-32 1 grep "is up
Ethernetl@l1/1/31 1
Ethernetl@l/1/32 1
5V-5K-1¥ show mac addre:
* 511 aaaa.cafe.2@@l dynamic 1@ F
* 511 aaaa. face. 8@z dynamic 1@ F
* 511 aaaa. feed. @03 dynamic 18 F
SV-3K-1# show mac address-table interface el®1/1/32
SV-5K-1#

-

@.8a aa
17.13 34
@.ea aa
17.13 34

BN LD
o W
= W
DO ®
o
=

Eth1@1/1/31
Eth1@1/1/31
Eth1@1/1/31



Route Based on Physical NIC Load [ NIC &= 7] 4} ]

Server 1

VM1 MAC1 VM2 MAC2
VM3 MAC3 VM4 MAC4
VM3 MAC3 VM6 MAC6

E==3
= 29 5YA [ 27 REID WA Fd-5 2
= 3FZ: pNIC 2] RX/TX 7} 75% ©]/3A] -> Rebalance
= VM Kernel 9| A 30274 . =2 Load AA}

Server 1

VM1 MAC1 200 Mbt
VM3 MAC3 200 Mbit
VM3 MACS3 400 Mbit

VM2 MAC2 100 Mbit
VM4 MAC4 300 Mbit
VM6 MAC6 100 Mbit

s
60% 70%



Switch Dependent



Route Based on IP Hash [ IP 3} 4] ]

Server 1

e

<o =+

Client1 Client2  Client 3

»  Source IP + Destination IP 3f A]
= Static 802.3ad / 8o2.1ax X E |9 [Mode On] € &
e POl mel M E ST A b

11:81:48am up 2:56, 567 worlds, 4 VMs, 5 vCPUs; CPU lgad average: @.81, @.81,

PORT-ID USED-BY TEAM-PNIC DMAME PKTTX/s MbTX/s
33554433 Management n/fa vSwitch@ 2.88 B.ae
33554434 vmnic3 — vSwitch@ 12.59 @8.15
33554435 Shadow of wvmnic3 nfa vSwitch@ 2.e0 B.ag
335544368 wmk@ vmnicd vSwitch@ 12.58 @8.15
33554438 36042:VMware vCenter vmnicd vSwitch@ @.88 @.a8a
58331649 Management nfa DvsPortset-@ 2.80 B.aa
58331658 vmnic@ - DvsPortset-@ 127.26 B.12
58331651 Shadow of vmnic@ n/a DvsPortset-@ @.88 @.aa
58331659 vmnic?2 — DwsPortset-@ B65. B9 B.a7
58331660 Shadow of wvmnic2 nfa DvsPortset-@ 2.e0 B.ag
58331661 46658 :VM-1.ethd alli2)|DvsPortset-8 191.58 B.18
58331662 46777 :VM-2.etha alli2)| DvsPortset-8 1.38 @.a8a
58331663 48692 :VM-3.ethd alli2)|DvsPortset-8 1.77 @.0a

SV-5K-1# show mac address-table | grep aooa.cafe.@@dl
* 511 aaaa. cafe. @0l dynamic @ F F | Po3@l
SV-5K-1#
Group Port- Type Protocol| Member Ports

Channel
381 Po3@1(5U) Eth NONE Ethl@ls1/31CF) Ethl@ls1/32(F)
sv-sK-1#




Route Based on IP Hash Switch A2 4

[ Static 28 24 ]

interface Ethernetio1/1/31-32
switchport mode trunk
switchport trunk allowed vlan 51
spanning-tree port type edge trunk
channel-group 300

interface Port-Channel3o00
switchport mode trunk
switchport trunk allowed vlan 51
spanning-tree port type edge trunk

SV-5K-1(config-if)# channel-group 300 mode
?

ACtive

S>et channeling mode to ACTIN

'E

on

Set channeling mode to ON

passive Set channeling mode to PASSIVE

SV-5K-1(config-if)# channel-group 300 mode



Route Based on IP Hash [

SV-5K-1# show mac address-table | grep aocoa.cafe.B8d1

* 511 caoa.cafe.@081 dynamic e F F  Ethl@1-1-/31

SV-5K-1# show mac address-table | grep acaoa.cafe.B@@1

* 511 aaaa. cafe.20el dynamic (%] F F Ethl@ls1/32

SV-5K-1# show mac address-table | grep aaaa.cafe.@081 }VJ I\Q

* 511 caaa. cafe.@@81 dynamic B F F  Ethl@1-1-31

SV-5K-1# show mac address-table | grep aocoa.cafe.B8d1 - .
* 511 caoa.cafe.@081 dynamic 1@ F F  Ethl@1-/1/32 r ]dppj r] g
SV-5K-1# show mac address-table | grep acaoa.cafe.B@@1

* 511 aaaa. cafe.20el dynamic (%] F F Ethl@ls1/32

SV-5K-1# show mac address-table | grep aaooa.cafe.@@d1

* 511 caaa. cafe.@@81 dynamic B F F  Ethl@1-1-31

5V-5K-1# show logglng | grep mac

2014 Jan 3 13:38:46 SV-5K-1 ¥FWM-Z2-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.2@@1l among ports Ethl@1/1/3Z2 and Ethl@1l/1/31 vlan 511
2014 Jan 3 13:42:@7 SV-5K-1 ¥FWM-2-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.2@@1l among ports Ethl@1/1/32 and Ethl@1l/1/31 vlan 511
2014 Jan 3 13:45:27 SV-5K-1 ¥FWM-Z2-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.2@@1l among ports Ethl@1/1/31 and Ethl@1l/1/32 vlan 511
2014 Jan 3 13:48:37 SV-5K-1 ¥FWM-Z2-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.2@@1l among ports Ethl@1/1/3Z2 and Ethl@1l/1/31 vlan 511
2014 Jan 3 13:51:53 5V-5K-1 %FWM-Z-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.@@@l among ports Ethl@l/1/31 and Ethl@l/1/32 vlan 511
2014 Jan 3 13:54:54 5V-5K-1 ¥FWM-Z-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.@@dl among ports Ethl@l/1/32 and Ethl@l/1/31 vlan 511
2014 Jan 3 13:58:@1 5V-5K-1 ¥FWM-Z-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.@@@l among ports Ethl@l/1/32 and Ethl@l/1/31 vlan 511
2014 Jan 3 14:91:@3 5V-5K-1 ¥FWM-Z2-STM_LOOP_DETECT: Loops detected in the network for mac acaa.cafe.@@@l among ports Ethl@l/1/31 and Ethl@l/1/32 vlan 511
5V-5K-1#

»  Traffic 72 2 A 8] 2 2ol WAl
= 7] HbHo] of ] ar, AA| AH| 2 JAS EYlE 227} Wo X Aol Al



Route Based on IP Hash + LACP

Server 1
= [P Source + Destination 3l A]
= kY3 T
= [P At 8 EYE A 7E
rC -
» Dynamic 802.3 ad (LACP Active 5=+ Passive)
11:12:31am up 3:87, 565 worlds, 4 VWMs, 5 vCPUs; CPU load average: ©.81, @.81,
PORT-ID USED-BY TEAM-PNIC DMAME PKTTX/s MbTX/s
. 5V-5K-1# show mac address-table | grep aag
33554434 * 511 aaaa.cafe.@88l  dynamic 8 F  F| Po3ee
33554435 Shadol+ 511 ooga.face.@092  dynamic @ F  F| Po3e@
33554436 aooa.feed.@083  dynamic @ F  F| Po3ea
33554438 36842: VMW sy-5K-1#
58331649 ENL N/d OVSFOT LGEL—8 7. o0 v.o0
vMnicO M . 1 583316508 vmnic@ - DwsPortset-@ 2.386 B.aa
viinic 59331651 Shadow of vmnic® n/a DvsPortset—@ @.00  0.00
58331659 vrnn1c2 — DwsPortset-8 8.98 @.a8
58331660 DvsPortset-@ @.en @.80
58331661 46658 :VM-1.eth@ DvsPortset-—@ 1.18 B.ae
58331662 46777 :VM-2.ethd all(2)| DvsPortset—@ @.98 @.080
58331663 ABG9Z2 :VM-3.eth@ all(2)] DvsPortset-@ 1.18 B.ae
58331064 LACP_MgmtPort n/a DvsPortset-@ a.e8 B.ae
Group Port- Type Protocol | Member Ports
1‘\. Channel
j g . e e ErErEEy Ty T rrrErrrrrEEmE e EEEEEEEmEm-
S B ] 398  Po3@a(su) Eth LACP Ethl1@1/1/31(P) Ethl@l/1/32(P)
e sv-sK-1#% [}
Client 3

Client1  Client 2



VMware Switch Dependent

‘Route Based on IP Hash + LACP(vDS) - Switch A2~

E% ivPortGroup?2 - Edit Settings % tvSwitch2 DVUplinks-721 - Edit Settings
General Load halancing: Route based on IP hash - | @ General Status: Enakled v
Gikanced Metwork failure detection: Link status only o Advanced Mods: aiia [
Secur T VLAN Active
ity Matify switches: Yes - — 0 praperly enabl .LII.E
Failhack ves - Ioad balancing, n
VLAN Monitoring
eaming and failover Failover order Miscellaneous
Monitoring E E 1 — d ‘/ S
Miscellaneous Active uplinks S— E
dvlplinkl
dvUplink2
dvliplink3
dvliplinkd

Standby uplinks

Unused uplinks

SV-5K-1(config-if)# channel-group 300 mode ?
interface Ethernet101/1/31-32

. |active  Set channeling mode to ACTIVE |
sw%tchport mode trunk on Set channeling mode to ON
switchport trunk allowed vlan 51 |passive Set channeling mode to PASSIVE |

spanning-tree port type edge trunk

channel-group 300 mode active SV-5K-1(config-if)# channel-group 300 mode



’VMware'ﬁl/‘gﬂ Ale] A&

= vSphere Standard Switch (vSS) " vSphere Distributed Switch (vDS)

= Switch independent [ ZE A Y (x) ] = Switch independent [ £ E A € (x) |
= Route based on physical NIC load
= Switch dependent [ ZE € (0) |

= Route based on IP hash + LACP

= Route based on originating virtual port
= Switch dependent [ ZE A4 (O) |

= Route based on IP hash

] ] | v wem=i

= Route based on physical NIC load [vDS]
Port ID [vSS]

UCS =7




@ Hyper Visor — Microsoft Windows 2012 R2

Fd@kee
»Connect
e 23?&9@52014 '



Microsoft SCVMM Y]

B N1k-Veth-PClass1 Properties [x]

Configure the virtual port
VM VM VM VM

Specify the port classification for the virtual port. For each switch extension associated to the logical switch

\ \ / / one port profile may be selected. Additionally, a native virtual network adapter port profile may be
associated to the virtual port

Wil e _

. &%} Extensible]

Forwardlng - _
RN

. B |
Fllterln ! - V| Nexus 1000V .
G " yeqy weo

Port classification 2th-PCla Browse... ‘

R lUse this port profile ' Nexus1kVirtualPP l ‘ "
.
B capturing T o 52 5l
L tapturing T2 A
Extensible vSwitch
mg; Medium bandwidth Port classification to be used for virtual machines that require medium b

Microsoft

= Hyper-v =

Wi Low bandw

Host Cluster Workload Port classification for host cluster workloads.

th Port classification to be used for virtual machines that require low bandv

mgy High bandwidth Port classification to be used for virtual machines that require low bandv
wey nlk_class

mgs cluster-acl-154

wey cluster-acl-153

- .
=- Windows Server 2012

I PNICs

wiy Port_Classification_VSM-inst-app

wmy Port_Classification_VSM-virt-1

mey Port_Classification_vsm-test

way Port_Classification_vsm-nest

way iISCSI workload Port classification for host iISCSI workloads.

wsy unicast-nlb
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RSS - Receive Side Scaling

CPU Intel(R) Xeon(R) CPU E5405 @ 2.00GHz

Coreo Vi
¥ |
I |

|l
> LPO I| I I\ Il ‘II W | ) el ,"\Hr'- \ |
VAR |.!‘|\_r~_."'.\__\x ! Al "I'.\‘I 'v.m_._._, L

Pkts " Pkts " Pkits

> LP1
Corer I J
» P2 i I‘"’ﬁl' I A A
I".-'.-'.-'.-'.-'.-'-'-'— .u"": VoW 'llf"‘"”'-)'wllll-\-‘f\ '-'Iw"l yl\"‘""'"’J-/"\-‘M'“w" \,"n"l'\.-“'."\. v'll'\."f"\"..“x-"-w'"' ."!Ir’ 'f"\__\,—‘,,l I'-..-\‘l T
= > LP3
i , CPU  intel(r) Xeon(R) cPU E5405 @ 2.0..
% Utilization over &0 seconds 1005
LPn

FAE el el e

L |L_/RSS Enabled

Enabled: Windows 2008/R2 Disabled : Windows 2012/R2
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VMQ - Virtual Machine Queue

pNIC

Pkts || Pkts || PKts |—%  RSS

Hyper-Threading Enabled

Q ii/‘ﬂ }\1 VMBus Al &
ueue
=AEd 510] 94 |1
> LP 6 ACLs
| Extensions
> s Louewe] —— [ o)
< gJH 2]
I ] — B
=Y
VM
1 233
_>Defau I. .....
LP O

SA2E
VM1
vmNIC VRSS/VPs
VPO | | VP2 |
VP1 | | VP3 |
VM2
1 vmNIC VRSS/VPs
VPO | | VP2 |
VP1 VP3

vSwitch 7} A4 & ™ RSS + Disable %] 31, VMQ 7} Enable &
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=========

[Tl

~ Additional properties
Teaming mode:
Load balancing mode:

Standby sdapter:

Primary team Interface:  [ol Defaul V1A

NIC Teaming

N

Y3y BEM:

ot 24 2EQ):

Oi7| o EEl(s):

= o QEFOIA:

=& wE

R.E: Switch Independent [ H 7 3]

Switch Dependent [Static /LACP]

"84 © 74 /LACP]

New team

~ Additional properties
Teaming mode:

Load balancing mode:
Standby adapter:

Primary team interface:

~
—

[x]
Winz2o012R2 & &3

] Etemetd 1Gbps

NIC Teaming

=) H -
B3l AR E

Switch Independant i
Dynarmic E
Address Hash
Fyper-V Poi
Dynamic
oK Cancel

test

ch Independemnt

AN fthemet 3 | Ghps

~ F7HEEE)

g 34 BEM):

Hor g4 HEQ):

071 ISSEl(s):

= o AEF0lA:

Address Hash [F

NIC § -
Winzo12 SF=-o] &

23 A]

Hyper-V Port [Hyper-VXE]

Dynamic



NIC Teaming 2

=  Windows 2012 ©] A ¥ %] - NIC A|ZA}2] Teaming A~ E ¢ o] A&
=  Windows 2012 ©|% B %1 - Windows A} #] Teaming 7] #| &

& NIC Teaming =

Manage Tools

= SERVERS
BE snes |1 tota TASKS
Dashbeoard Name * Status Server Type Teams
Lecal Server 3 )
 loclsever I R B oo ® o il 2
H& All Servers WORKGROUP / Not
¥§ File and Storage Services P Newl
Public: On mor Reporting Off
Enabled Customer Experience Improvement Program Mot
Enabled E Enhanced Security Configuration On
Disabled Time zone (T
Ethernet IPv4 address assigned by DHCP, IPv6 enabled  Product ID Mot TE’jMS = ADAPTERS AND INTERFACES
Ethemet 2 1042.49.68 All Teams | 2 total TASKS w
Ethernet 3 IPv4 address assigned by DHCP, IPvE enabled Team || Status  Teaming Mode Load Balancing  Ad Network Adapters REURLTUr T
Ethernet 4 IPv4 address assigned by DHCP, IPv6 enabled
MLCM @ CK  Switch Independent Hyper-V Port 2 Adapter Speed State R
P81E @ OK  Switch Independent Address Hash 2 4 MLOM (2) ~
P TR AL TY S TR ST . ¥ 1= - R Do s . Ethernet 1Gbps @Actwe
< " -
< [ > < " >

7



Active / Standby®] ©] ]

NIC Teaming
Team properties
Team name:
MLOM
Member adapters:
In Team Adap‘ter Speed State Reason

Ethernet 1 Gbps @ Standby
Ethernet 2 1 Ghbps @ Active
D Ethernet 3 Disabled

Ethernet4 10 Gbps

~ Additional properties

Teaming mode: | Switch Independent |'|
Load balancing mode: | Address Hash |'|
Standby adapter: | Ethernet |'|

5V-5K-1#¥ show int el81/1/31-32 | grep "is up”
Ethernetl@l/ 1731 is up

Ethernetl@l/ 1732 1s up

5V-53K-1#¥ show mac address-table | grep aoa

* 511 aaaa.cafe.@egl dynamic 1@ F
* 511 aaaa . face.3eB2 dynamic 1@ F
* 511 aaaa. feed. 2083 dynamic 1@ F
SV-5K-1# show mac address-table interface el®1/1/32

SV-5K-1#

F Ethl@1/1/31
F Ethl@l/1/31
F Ethl@1/1/31
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Switch Independent - Address Hash [ Hyper-V ol = H| 5]

Web Server

Primary
NIC

Secondary
NIC

!
1z

NIC Teaming -

Team properties » Qutbound: & E EHQ _E]__)‘\l.

EE— = Inbound : % AY Primary NICA}-

Member adapters:

nTeam Adapter - Speed  State Reason
Ethernet 160ps @ Active Ethernet adapter SwitchIndependent-AddressHash:
Ethernet 2 1Gbps @Active
[] vEtheret (Hyper-V Switch 1) 10 Gops Connection-specific DN5S Suffix ]
Description 1 Microsoft Network Adapte
Physical Address. . . . . . . . . :|50-3D-E5-9D-32-ED
DHCP Enabled. -
Autocontigu ) _ )
IF"M Addres : . i 8(Preferred)
{#_Additional properties Subnet Ma . Bty 5 1.0
Teaming mode: | Switch Independent

-] Default G Ena g
B Do &
-]

Load balancing mode: | Address Hash

NetBIOS owver

Standby adapter: | None (all adapters Active)

5V-5K-Z2# show mac oddress-table vlian 511 | egrep Eth1@1/1/311Eth1@l/1/32
* 511 | oB3d.e59d. 32ed | dynamic 18 F F Ethl@l 1731

* 511 503d.e59d, 3ef dynamic 12 F F Ethl@lrs1/32
SW-5K-2#
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Switch Independent - Hyper-V Port

NIC Teaming -
- - . =
Hyper-V Server S =  Hyper-V Port-ID | i} 2
- vNIC Pinning

Member adapters:

VM VM VM m— R —
VMI (VM2 /M . VM) HE S E o] B
l\ ll /l E::::Z: ;Z::;G)MVE o’l_%Ei i Zﬂ @_%

Ethernet4 10 Gbps

Hyper-V Virtual Switch

~  Additional properties

Teaming mode: [ switch Independent

]
Load balancing mode: | Hyper-V Port |"
Standby adapter: [ Mone (all agapters Active) [~]
5V-5K-1# show mac oddress-table | grep aad
“ * 511 gaaa.cafte.dggl dynamic @ F F Ethl81/1/31
FEES * 511 gaaa. face.gge dynamic @ F F Ethl81/1/31
* 511 gaaa. feed.d0e3 dynamic @ F F Ethl@l/1/32
5V-5K-1¥%
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Switch Independent - Dynamic

> Hyper-V Server = Windows 2012 R2 F-E| #] ¢
= Qutbound E @&} & pNICY] t] & = & g}

VM VM —

e whe} A ) g
\ lil/ oo

= pNICZF 37 o] 7] %% Reordering] $l o] E 2}
Hyper-V Virtual Switch I o] 5715 (flowlets)

= T2 Qutbound = =57} o328 7§ €] Source
MAC = A&

= Inbound E | & 2 Hyper-V Port mode £} 0]
&4}
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Switch Independent - Dynamic

NIC Teaming
Team properties SV-5K-1# show mac address-table | egrep Ethl@1l/1/311Eth191/1/32
* 511 583d.e5%9d.3ec dynamic 18@ F F  Ethl@1/1/31
Team name: * 511 [5B3d. e59d.37ee dynamic 18 F F__Ethl@l/1/32]
SwitchindependentDynamic * 511 aaaa. cafe.ag@l dynamic B F F Ethl@1/1/31
* 511 laoaa. face. BBB2 dynamic @ F F Ethl@l/1,31|
Member adapters: * 511 oaan . feed. 0bd3 dynamic @ F F Ethl@1/1/32
nTeam Adapter - Speed State Reason SV'SK' 1#
Ethernet 3 1 Gbps @ Active
Ethemet 4 1 Gbps @ Active
l:‘ vEthernet (Hyper-V Switch 1) 10 Gbps
VM 29 A] iPerf H| 2~ E : Outbound 1.82Gb
6. 5.59 MBytes 46.
. . 6. 4,06 MBytes 34
i~ Additional properties ; e . :l . EE,__ _is: . & MBytes 27
Teaming mode: | Switch Independent |'| E: ig: I.E F::E;iz; 5 :]-
Load balancing mode: | Crynamic |'| s . 6. 56.9 ME}"I: es 7
. . 5 6. 36.0 MBytes 3
Standby adapter: | Mone (all adapters Active) |'| ._43] . 6. 6.41 MBytes 53
SuUM | 5 o. £ MByvtes 1.

— e Teaming ¥ NICS] ) B/W A} &7}%
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Switch Independent - VMQ 2] X8 &

‘Hyper-V Port and Dynamic
NIC Team

pNIC IXE

RSS Hyper-Threading Enabled
| Pkts Pt
x? Ei}‘ﬂ }\1 VMBusAl| & | vmNIC VRSS/VPs
| Queve | 0]

o A VP2 |

i | | |
Host VP1 VP3

LP 6 ACLs

belome] [ | |
== Extensions

pNIC w0 e VM2
RSS i \{ vmNIC VRSS/VPs

Queue

2AZ VPO
i
vMQ

e
VMQ

Host

Defaul

VPO

VP2

VP1 VP3

Nl
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VMQ + vRSS

“Windows 2012 R2 F7}7] &

NIC Team Ingress E&|Z o] W& VM : A H, G/W &5

pNIC IXE
RSS Hyper-Threading Enabled VRS S
auen
A&
x? Ak, /\ﬂ }\1 VMBus A & | vmNIC VRSS/VPs
1
YO [ queue | F10] 1 |

Host | | |
Host VP1 VP3

LP 6 ACLs

1Defaul ---------
== Extensions
pNIC ~— LP4 /1 T

..... )

VM1

VPO VP2 |

g

fil

1€ %)
LS \{ VmNIC VRSS/VPs

A 71] .%‘- "—,'1 VPO | | VP2 |
o
vMQ
o
VMQ
Host

Defaul

ol

)

VP1 VP3

Nl
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Switch Dependent - Address Hash

R > Hyper-V Server = OQutbound E | ¥} = Address Hashol] 7] Q5]
e Teaming™ HpNICE = &4k

Hyper-V Virtual Switch

M VM
VM3

= Inbound E & & & »~ 9] %] 9] LoadBalancing

/ Ao upe} 4

= A~ Q] %ol A Static / LACP X E |9 Z @

e e e e e e e _ -
- Team MLOM | = AREALE TS Apps & 58S VM=
AF-&3FH Traffic®] #-4ko] H QA

85



Switch Dependent - Hyper-V Port

X > Hyper-V Server = yNIC 5-& Teaming % H 5 3}1}2] pNICOI)
Pinning
VM VM VM
\Yl l VMVVW = Inbound E ¥ & 2 9] %] 9] LoadBalancing “3 )
o ue} 4k

Hyper-V Virtual Switch _ o B
= Static / LACP X Ex|d I &

o o e e o o e e e e e e
| Team MLOM | = ALEALE - o 8] VM & o] 22 Application =

TESE A
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Switch Dependent - Dynamic

: > Hyper-V Server = Windows 2012 R2 5-E *| ¢

M. (VM VM = OQutbound E | ¥ & pNICY| TS & &kl o}
\Yl VMVVMS ﬂ‘ XH H HH %)
| S
= Inbound E ¥ & 2 9] %] 9] LoadBalancing “J
Hyper-V Virtual Switch O]]U:}F/} 1)
!
|
o S e e s e e e — _ —
| TeamMLOM = Static / LACP ZEAY L g
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Switch Dependent

‘Load Balancing Mode: Address Hash, Hyper-V Port and Dynamic

__ Teaming 5=
- N Static Teaming/LACP

am  Adapter Speed  State  Reason

n Team
Ethernet 1 Gops [ Ethernet 1 Gbps
Ethernet 2 1 Gbps [ Ethernet 2 1Gbps
[w] Ethemets 1Gbps (P Active [w| Ethemer3 1Gops (P Active
g v
: vEthemet (Hyper-V Switch 1) 10 Gbps |— vEthemet (Hyper-V Switch 1) 10 Gbps

~ Additional properties A Additional properties

Teaming mode: Static Teaming - Teaming mode: Lace -
5 .
Load balancing made: | Hyper-V Port - Load balancing made: | Hyper-V Port - ﬁ N S‘ A t h S| X—‘
" .ﬁ::e;s Hash Address Hash eXuS 1 C E O
Standby adapter

Standby adapter
Hyper-V Port Hyper-V Port |

Dynamic Dynamic

ok | [ concel Apply ok | [ cancel |[ appy

VMware 2 4 A 9} &<

5V-5K-1# show mac address-table | grep aaa
* 511 agaa. cate.ag@l dynamic @
* 511 adaa. face.d@n2 dynamic @

@

* 511 agaa. feed.a@B3 dynamic
SV-5K-1#

F F  Po3Be
Fo308
F F  Po3Be

n
-

X = MAC=> Portchannel ©l| 4| Learning
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Switch Dependent - VMQ 2] 2] 3

‘Switch Dependent + Independent [ Address Hash ]

NIC Team

5 = - Min Queue

pNIC
RSS
Queue

2AZEE
=
.
| Frmig
pNIC
RSS

Queue

A=
v
o
e
ey
MO Quee |

Defaul

Hyper-Threading Enabled

4

2k ij‘ﬂ }\1 VMBus =l & N
.01 FEE
LP 6 ACLs
Extensions
283
299

\f vmNIC

SA2E
VM1
| vmNIC VRSS/VPs
| VPO | | VP2 |
| VP1 | | VP3 |
VM2

VRSS/VPs

VPO

VP2

VP1

VP3
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VMQ 9] 2| 2B EE A A Best Practice

Switch Dependent Min Queues Min Queues Min Queues

Switch Independent
t

[ A A o A]] 20 Core [HT=40 LP], 2x 10G NIC

Min Queues Sum of Queues Sum of Queues

Minimum Queue :

»  Power Shell : Set-NetAdapterVMQ -Name Eth1, Eth2 -BaseProcessorNumber 2 - MaxProcessors 19

Sum of Queue :

»  Power Shell : Set-NetAdapterVMQ -Name Eth1 -BaseProcessorNumber 2 ~-MaxProcessors 10
Ethl X E EZ|¥ 2 Core 2- 10 AF-&

»  Power Shell : Set-NetAdapterVMQ -Name Eth2 -BaseProcessorNumber 22 ~-MaxProcessors 9

Eth? £E E# 9L Core 11-20 A& .



‘Windows 2012/[R2] 73 A1 ] A&

= Switch Dependent
" Teaming 2 =:LACP
= LB 2= : Dynamic [Win2012 R2]

= Switch Independent
= Teaming 5. =: Switch Independent
= LB 2= : Dynamic [Win2012 R2]

* LB 2= : Hyper-V Port [Win2012] " LB == HyperV Pore [Win2012]

T R T
NIK HJA}-E-A]
i = Dynamic [Win2012R2]/Hyper-V Port[Win2012]
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Uplink Options

Xen 6.1 0] % LACP 5 A F7}

9 MNew Netwark - bdsal-cl-xens-01

b o
o

Select members for the new bonded network

Select Type Select the NICs wou would like to use in this bond and the bond settings, and confirm whether this network
hould be added W, M M M
e et o e = Switch Independent - Active/Active
NIC rAAC Link Status Speed Duplex Wendar Device i
O] nict ?lcadbiceef03 Connected 1000 Mbitds  Full Intel Corporation 82576 Gigabit Ne i
7] micz f:f7.55:abe 3124 Connected 10000 Mbités Ful Cisco Systems Inc WIC Ethemet NIC
e a REELLATAE e tonon L. Fon Ciaee Petomee Lo AP Flceectbie .
‘ =  Switch dependent - LACP LB w/ Src MAC
Bond mode
® Active-active Switch Independent |
3] © . (o)
Outbound E #|F 2 SRC MAC Hashing <
LACP with load balancing based on IP and port of source and destination
| ) LACP with load balancing based on source MAC address SWitCh Dependent | ~ . . U]— ~
%3 vNIC Pinning ¥ X9} 1027} t} Load®l
MTU: (1500 =
CiTRIX

= H
= Autornatically add this netwark to new virtual machines @—'—1 Z 1 T H

< Previous Cancel
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Switch Independent

L2 Switch LZ Switch

L2 Switch

* VMware
* Route based on originating virtual port (vSS)
* Route based on source MAC hash
* Route based on physical NIC load (vDS)
* Use explicit failover order

= Hyper-V
* Switch Independent - Address hash
* Switch Independent - Hyper-V Port mode
 Switch Independent — Dynamic

= XenServer
e Active-active
¢ Active-passive
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Switch Dependent

= VMware
¢ Route based on IP hash
* Route based on IP hash + LACP (vDS)

Mexus Switch Mexus Switch

Or 6500%5S

= Hyper-V
E  Switch Dependent - All Address hash modes
 Switch Dependent - Hyper-V Port mode [Win2012]

 Switch Dependent - Dynamic [Winzo12 Rz2]
L2 Switch

—t— portchannel = XenServer
i * LACP with load balancing based on IP and port of sourc
E e and destination
—

* LACP with load balancing based on source MAC address

96



@ Nexus 1000V Uplink T4

MCisco ’
‘s CONnect

- . Seoul, Korea.
April-29-30, 2014



Switch dependent - LACP

= Switch dependent 7173

= NiK ©l| 4] 3£ <= LACP Port Channel 73

= 317714 9] Hashing €32+

« Flow-based 3} %

« Source Based 3&f] %

Source Mac Address 3l [Default]

N1k-VSM(Config)#

Switch 2 2] 2~ channel-group auto mode active
Vpc,VSS,Stacking




Sw1tch dependent - LACP - Load-balancing <41

37 o] gt= T} Y43t Load Balancing A A 542 A3 &Yt

£P 104837153 - PuTTY e




Switch Independent - vPC-HM MAC Address Pinning

vephere i

-
0 O O O

= Switch independent -3
= A Switch A ol F3

= UCS B-Series 7-4 -

N1k-VSM(Config)#
channel-group auto mode mac-pinning



»VPC—HM' Subgroups [ S/W Independent/Dependent |

= Y M ZE AAE R &S Uplink &
9] A A

2] X = 7}+= Uplink 7} 271
TEANY TADQ

N1k-VSM(Config)#
channel-group auto mode on sub-group cdp
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EH A EHmF! B

FIAS,
L UNICO |
Server 1 Server 2 Server 2

Without vPC/VSS With vPC/VSS




UCS A B ] Fabric - Failover 7] &

A Modify vNIC

Modify vNIC

Marme: 2

Use vMIC Template:

EH Create wMNIC Temnplate

MAC Address

MAC &ddress Assignment: 00:25:B6:::0

EH Create MAC Pool
M AT Address:@UU:ZS:BE:I]I]:I]I]:I]I]

Click here to verify if this MAC address is

Fabric D | '@ Fabric A

Fabric B [v| Enable Failover

VLANs

Select  Mame

default

Mative VLAN

3001

A3AIEN Inside

ASAIKV_Outside

E3 Create WLAN

MTU: 1500

Pin Group: <not set>

~ [E3 Create LAM Pin Gr

Bare Metalol] <3 &) #l] A x| A| A&

=

T

X
=

&l

2 O] EARA]

\.

B200M3 =401 &

B200M3 =dI01E




UCS FI o AAE = At 29X 2] Configuration

= switchport mode trunk

= switchport trunk allowed vlan ( All =2 5% VLAN)
= spanning-tree port type edge trunk ( NXOS A}-8-A|)

= spanning-tree portfast trunk ( 10S 2= 9] X| A}-&-A])

= spanning-tree bpduguard enable

= spanning-tree bpdufilter enable

= switchport trunk native vlan X (FI ol 4] A % Native VLAN 2} 5 <)
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7hg Ao | E 979

“Virtual Switches: Nexus 1000V

HEXIE

= VLANS, Private VLANS, Port-based ACL &

SEHVEND P 2 Wby 4

= 7] | E$]= 7]°5 <] ERSPAN X _ |
NetFIOW 7] l(_):‘% %%—6‘]‘051 7]-/6]'1}1 /1\_]_ Eﬂ% ol S8 2l C’Li o5t Qi mol

5 & gl tjat 7} Hu



vCenter API

port-profile vm180 Hardware | options | Resources |
vmware port-group pgl80

switchport mode access

[ Show Al Devices

= uber3 - ¥irtual Machine Properties

add... Remove I

. Hardware

switchport access vlan 180 W Memory

ip flow monitor ESE-flow input El CPUIs

: . Wideo card

ip flow monitor ESE-flow output = et device

no shutdown &, Floppy drive 1
% CD/DWD Drive 1

state enabled E@ Metwork adapter 1
EF MNebwork adapter 2
2 SCSIcantraller D
&= Harddisk 1

interface Vethernet9
inherit port-profile vm180

interface Vethernet10
inherit port-profile vm180

Nexus 1000V A| 9 7]%5:
v ACLs
v" Quality of Service (QoS)
v PVLANs

| Surmary
1024 ME
1
Wideo card
Restricted
Clisnt Device
Client Dewvice
FLASH
Pal80 {dovsm), Port: 12
LSI Lagic Parallel
wirtual Disk

v" Port channels A o] A G|
v SPAN ports

—Device Stakus
I commected
¥ cConnect at powe

Adapter Type
Current adapter:

—MAC Address
IDD:SD:SG:ST: 1b:ed

i+ Automatic i Manual

[ Mebwaork Connection

1 MNetwaork Label

[FLasH =1
FLASH
o~ |pavM1S (dewsm)
erspan (devsm)
DVSwitch: | =
Port 1D [ =1




L2 Switching, 802.1Q Tagging, VLAN Segmentation, Rate Limiting (TX)
IGMP Snooping, QoS Marking (COS & DSCP)

Virtual Service Domain, Private VLANs w/ local PVLAN Enforcement
Access Control Lists (L2—-4 w/ Redirect), Port Security

Dynamic ARP inspection, IP Source Guard, DHCP Snooping

Automated vSwitch Config Port Profiles, Virtual Center Integration

Optimized NIC Teaming with Virtual Port Channel — Host Mode

VMotion Tracking, ERSPAN, NetFlow v.9, CDP v.2

VM-Level Interface Statistics

Virtual Center VM Provisioning, Cisco Network Provisioning
Cisco CLI, Radius, TACACs, Syslog, SNMP (v.1, 2, 3)




Layer 2 -2

VM 7+ &8 & 93 PVLAN

= 543 Layer2 B Y 1578 #8 7He

= @2 A% VMRTEo] Layer 3 G/W ¢} 541715
= G/W oA ACL & AF-&35}¢] Src/Dst IP & A}t

Nexus * PVLAN &
1000V VMW o] 4] 5= 7] &
Primary VLAN 20
Isolated Isolated I Community
VEANI00 I ___ VLAN.200. 11 S oo J A vLAN 300
t S t S t S
I vna ! ! ; ! VM !
I vAaa | I | 1 |
| M M I ! | v !
\ ! \ ! \ !
—————————— e L L
Web-zone Application-zone Fileserver-zone
wes f | <« 0« 1

l Hypervisor |




A Qe A3 A HRAM &

Mgl L MeEE
/ | "Q

= VNMC &M 22 Hetew

=l = = VSG ol A A & of o g HAF =3
B B ’
—5

Nexus 1000V VSM <
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ASAv 2} VSG - 3 Tier A H]| 2= o A]

‘Edge "3} ¥ [ASAV] ¥ Zone W39 [VSG]S &8t 714 U ES

Web client

.

J
NAT pool
ASAv Policy: 2 %] ASAv Pohcy DB A H o]

tcp/8o WH- Web.
Zone .2 ¥ 9|9

Tenant 1

Tenant 1

VSG: App Zone®] Web Zone <]
A e g oA % DBE At



VM 7]_}\] 2]
7S E. 434 =

= 7} 29 %] 9] SPANYEE &

e

= 7}AIAD, Hoot

o

Ayl
22

552 2UHY 7bs

= O

—_—————

o =

T

(@)

919 VM F 2 24

7hs

)8l A = 9] 9k Netflow

ERSPAN

Nexus PAN

ucs i

1000V

Isolated
VLAN 100

Web-zone

Application-zone

Community
I VLAN 300

Fileserver-zone

Hypervisor |
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= 7| 8}o] 3 Blo| A ¢ Teaming 74 &4 R &2
= 3}o] 3 Hlo] A 9 7 | ER ] Aol wHE Cisco 291X A4 B

v" Switch Independent

v Switch Dependent
= Nexus 1000Ve] I A4 vl
= UCS & 7H4 Y| E 917 74 Best Practice
= 73O A 9] Beb

lil.7/
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