EMC and EFFICIENT IT

Francois Roulot — Unified Storage Manager
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Achieving Efficient and Sustainable IT

Efficient IT is Green+

* Collaboration of IT and data center infrastructure
suppliers and customers

* Proven practices used in design, deployment and
operation of computing environments

* Achieving efficiency, cost savings and business objectives
by employing current technology

* And minimizing harmful environmental impacts
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Efficient IT Functionality & Process EMC

where information lives®

Improve Efficiency - Reduce Energy Consumption

Reduce Capacity Increase Utilization
Server Virtualization

Document Management

Compression Storage Virtualization

File Virtualization

De-duplication Data Migration Storage Tiering
Archiving e R e Automated
e File and Email Tiering
Application Data Tiering Software : :
Efficiencies Large Capacity Drives
Storage Resource _ _
Legacy Systems Management Disk Spin-Down
Sl e el Thin Provisioning Replication across
Attic Clearing Solid State Drives storage tiers
Optimization Algorithms

Automated Discovery

Comprehensive professional services for
strategy, planning, design, and implementation
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EMC Solution Examples for Efficient IT REMCC?
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where information lives®

Improve Efficiency - Reduce Energy Consumption

. VMware
Reduce Capacity Open Replicator

Symmetrix & Celerra

Increase Utilization

EMC Disk Library AL AT Symmetrix Tiering
TF/Snap & Clone, SnapView NavI:\’sa;:z:eltéOS CLARIiON / NS
Native GigE Dynamic Cache Partitioning LCFC and ATA
SRDF/A, RecoverPoint Symmetrix Priority Controls Virtual LUNs
Avamar Symmetrix Optimizer FileMover & Xtenders
Centera Storagescope Invista
Efficiency Assessments SEEIE AN IE Open Replicator
Smarts ADM
Documentum SANCa

Comprehensive professional services for
strategy, planning, design, and implementation
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Virtualized Consolidated Environment EMC
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where information lives®

*Q: Why are customers looking to
build next-gen, Virtual
Datacenters?

*A: Virtualization = Flexible IT

*A: Consolidation = Efficient IT

*A: Both = Environmental IT

*A: Flexible, Efficient,
Environmental IT makes IT a
business asset, not an expense
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Next-Generation Celerra Innovations: EMC
DriVing Down COStS wh‘t;;nformatio;-l'i;es”

Deduplication

File system deduplication
with compression

1 Simplified Provisioning
: New Celerra Provisioning Wizard

Advanced Connectivity

Cost effective NAS and iSCSI
High-performance MPFS and Fibre
Channel

Increased Capacity

Two-times the previous
generation (960 drives)

Compliance Flash Drives

Compliant file-level

retention for archiving Tier 0 storage with 30

times more IOPS

= |
New

Next-Generation Celerra
Up to 22 percent lower TCO than

Deduplication reduces
capacity requirements by up
to 40 percent

De i Vi [ aps,
and Automated Volume Manager included
at no additional cost

Low-power SATA drives
consume 32 percent
less energy
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Multi-Protocol Storage—Critical for VMware EMC
/ N

VMware Infrastructure Data Center

Fibre

Channel
o © SAN o
Initial VDI Big I/0
Deployment Deployment N~ Deployment

Celerra Unified Storage NAS, iSCSI, and Fibre Channe
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Celerra Family EMC.

where information lives®

The Industry-Leading IP Storage Platform

Unified Storage
Dedicated storage
Easy to deploy
Simple to manage

Gateway

Shared storage

Add NAS, iSCSI to Fibre

Channel SAN

Highest storage usage

New

Single management

—_—
Efticlent. NXx4 NS-120 NS-480 NS4UG
Availability Failover Failover Qﬂltaé"r?fg Failover gﬂ‘g‘:ﬁfg
Number of X-Blades | 1 or 2 1o0r2 2or4 1o0r2 2-8
NAS. NAS, NAS. NAS, NAS, NAS,

. iSCSI. MPFS, MPFS, MPFS, MPFS, MPFS,

Connectivity Fibre Channel  iSCSI, iSCSI. iSCSI, iSCSI. iSCSI,
Fibre Channel Fibre Channel Fibre Channel Fibre Channel Fibre Channel
Storage CLARION CLARION CLARION CLARION g}';gi‘;?r'l‘)'( g'};ﬁfﬂ'ﬁ‘)‘(
Maximum usable IP
: 16 TB/ 32 TB/ 64 TB/ 128 TB/ 64 TB/ 128 TB/

storage capacity 32 TB 64 TB 192 TB 760 TB 128 TB 896 TB

(X-Blade/system)
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CELERRA STARTUP
ASSISTANT

: l.il.i"i“lr_aI

Installation

15 minutes power-up to production )

CELERRA MANAGER

I ] 3|

| 3 EMC Celerra Status Monitor
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— @ csdev-15

—{y excursion
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— @ Jimmy
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— @ suburban

— €3 tracker
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|-
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Intuitive Web-based management

Celerra Ease-of-Use Capabilities EMC

AUTOMATED VOLUME
MANAGEMENT

EMC Coferma Manzger
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Provision file systems in four clicks

-

CELERRA SNAPSURE

aaaaaaaaaaaaaaaa

On Which Days of Month:

Simple snaps

J

" CELERRA MONITORING |

ietwe

At-a-glance system status

" CELERRA REPLICATOR |

Production Local Site Remote Site
= =Em . = __ =
é;lei\u:or;) &etwor;? é;lei\u:oré
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10-minute RPO 2-hour RPO

Simple Business Rule RPO
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Celerra DART: Built-in Ad d Functionality =~ EMC
where information lives”
" J
N\ N
CELERRA VIRTUAL CELERRA DATA CELERRA FILEMOVER
PROVISIONING DEDUPLICATION
File data
NAS
Logical =
application |
and user view — J* 4
Physical 1 R
allgcsg‘iiin . Physical CAS
> GB ' consumed —— . 37 percent
storage ==~630GB  savings
Built-in thin provisioning ) \File-level deduplication and compression/ Move and migrate online
4 N N
CELERRA MANAGER CELERRA SNAPSURE ELERRA MONITORING
I3 Eric Celenra Status Monitor - O] =] oo S it
. “—:glzz?:v-lS =
— & excursion
— @ fourrunner
— @ immy
— &2 landcruiser
— & pathfinder
— & pilot
— @ sportage
— @ suburban
— €3 tracker
IR AR |
g [ [B Mtecalivenet
Intuitive Web-based management )L Simple snaps ) At-a-glance system status )
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Celerra Data Deduplication EMC
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C BASED ON INTEGRATION OF

KEY EMC TECHNOLOGIES
EMC Avamar, RecoverPoint

30—40 percent storage savings for typical
\ unstructured file share datasets

~

/
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Increased primary storage efficiency
— 30-40 percent savings
— Built in compression
— Single instance files to remove duplicates

Intelligent data selection
— Targets inactive data

Unobtrusive processing
— Background processing with throttling

Supports full Celerra functionality
— Celerra Manager
— Celerra SnapSure
— Celerra Replicator
— Celerra NDMP Backup
— Celerra FileMover

Easy to install and manage
— One-click GUI enablement
— Hands-off policy-driven
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Celerra File-Level Retention
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/FILE-LEVEL RETENTION WORKFLOVV\

) LOCked £

(1)
Not-locked (WORM) i,

@ Non-File-Level Retention-enabled files

@ Set retention periods—enable File-
Level Retention

© Committed to “WORM” state

O Retention period extended

@ Retention period expires

® Empty or expired files

@ File deleted

- /
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Providing Disk-Based WORM
Functionality

* Celerra File-Level Retention

Enterprise (FLR-E) option
— Enables adherence to good organizational
best practices
— Provides for retention periods per file
— Authorized file system deletion

* Celerra File-Level Retention

Compliance (FLR-C) option
— Meets compliance requirement
“SEC Rule 17a-4(f)’

= Prevents file systems deletions
= “Hard” default retention periods
= Write verification

— Retention periods cannot be modified
— File systems cannot be deleted




Server, Storage and Storage Network EMC
Consolidation Maximizes Energy Efficiency ere nformaton v

\Leading North American Ulility )

Saving +70% in reduced data center space, power, and cooling

BEFORE AFTER _ -
1000 | Servers 80 '

270 TB Storage 140 TB

Storage

Storage
Network 3,000 Network 300 Network
cables/ports cables/ports -
N
200 A 10
Facilities
server racks server racks
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Three Practical Strategies
for

© Copyright 2009 EMC Corporation. All rights reserved. 15
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