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CHAPTER 1

Using the Command-Line Interface

* Information About Using the Command-Line Interface, on page 1
* How to Use the CLI to Configure Features, on page 5

Information About Using the Command-Line Interface
A\

Note  Search options on the GUI and CLI are case sensitive.

Command Modes

The Cisco IOS user interface is divided into many different modes. The commands available to you depend
on which mode you are currently in. Enter a question mark (?) at the system prompt to obtain a list of commands
available for each command mode.

You can start a CLI session through a console connection, through Telnet, an SSH, or by using the browser.

When you start a session, you begin in user mode, often called user EXEC mode. Only a limited subset of
the commands are available in user EXEC mode. For example, most of the user EXEC commands are one-time
commands, such as Show commands, which show the current configuration status, and clear commands,
which clear counters or interfaces. The user EXEC commands are not saved when the switch reboots.

To have access to all commands, you must enter privileged EXEC mode. Normally, you must enter a password
to enter privileged EXEC mode. From this mode, you can enter any privileged EXEC command or enter
global configuration mode.

Using the configuration modes (global, interface, and line), you can make changes to the running configuration.
If you save the configuration, these commands are stored and used when the switch reboots. To access the
various configuration modes, you must start at global configuration mode. From global configuration mode,
you can enter interface configuration mode and line configuration mode .

This table describes the main command modes, how to access each one, the prompt you see in that mode, and
how to exit the mode.
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. Command Modes

Table 1: Command Mode Summary

Mode Access Method Prompt Exit Method About This Mode
User EXEC Begin a session Enter logout or | Use this mode to
: Switch> .
using Telnet, SSH, quit.  Change
or console. .
terminal
settings.

* Perform basic
tests.

* Display system

information.
Privileged EXEC | While in user . Enter disable to | Use this mode to
EXEC mode, enter | 5" tch# exit. verify commands

the enable that you have

command. entered. Use a

password to protect
access to this mode.

Global While in privileged | . To exit to Use this mode to
configuration EXEC mode, enter |SWiteh(config)# privileged configure parameters
the configure EXEC mode, |thatapply to the
command. enter exit or entire switch.
end, or press
Ctrl-Z.
VLAN While in global . . To exit to Use this mode to
configuration configuration mode, | 5"+ ECP (config=vian)# | olgha] configure VLAN
enter the vlan configuration |parameters. When
vlan-id command. mode, enter the | VTP mode is
exit command. |transparent, you can
To return to create
rivileged extended-range
p VLANs (VLAN IDs
EXEC mode,
greater than 1005)
press Ctrl-Z or
and save
enter end.

configurations in the
switch startup
configuration file.
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Mode Access Method Prompt Exit Method About This Mode
Interface While in global To exit to Use this mode to
configuration configuration mode, | SWiteh (config=if)# global configure parameters
enter the interface configuration | for the Ethernet
command (with a mode, enter ports.
specific interface). exit.
To return to
privileged
EXEC mode,
press Ctrl-Z or
enter end.

Line configuration | While in global To exit to Use this mode to
configuration mode, | 5"+ tch (config=line)# | g15pa) configure parameters
specify a line with configuration | for the terminal line.
the line vty or line mode, enter
console command. exit.

To return to
privileged
EXEC mode,
press Ctrl-Z or
enter end.

Understanding Abbreviated Commands

You need to enter only enough characters for the switch to recognize the command as unique.

This example shows how to enter the show configuration privileged EXEC command in an abbreviated form:

Switch# show conf

No and Default Forms of Commands

Almost every configuration command also has a no form. In general, use the no form to disable a feature or
function or reverse the action of a command. For example, the no shutdown interface configuration command
reverses the shutdown of an interface. Use the command without the keyword no to reenable a disabled feature
or to enable a feature that is disabled by default.

Configuration commands can also have a default form. The default form of a command returns the command
setting to its default. Most commands are disabled by default, so the default form is the same as the no form.
However, some commands are enabled by default and have variables set to certain default values. In these
cases, the default command enables the command and sets variables to their default values.

CLI Error Messages

This table lists some error messages that you might encounter while using the CLI to configure your switch.
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Table 2: Common CLI Error Messages

Using the Command-Line Interface |

Error Message

Meaning

How to Get Help

o

% Ambiguous
command: "show
con"

You did not enter enough
characters for your switch to
recognize the command.

Reenter the command followed by a question mark
(?) without any space between the command and
the question mark.

The possible keywords that you can enter with the
command appear.

o

% Incomplete
command.

You did not enter all of the
keywords or values required by
this command.

Reenter the command followed by a question mark
(?) with a space between the command and the
question mark.

The possible keywords that you can enter with the
command appear.

o

% Invalid input
detected at ‘*'
marker.

You entered the command
incorrectly. The caret (*) marks
the point of the error.

Enter a question mark (?) to display all of the
commands that are available in this command mode.

The possible keywords that you can enter with the
command appear.

Configuration Logging

You can log and view changes to the switch configuration. You can use the Configuration Change Logging
and Notification feature to track changes on a per-session and per-user basis. The logger tracks each
configuration command that is applied, the user who entered the command, the time that the command was
entered, and the parser return code for the command. This feature includes a mechanism for asynchronous
notification to registered applications whenever the configuration changes. You can choose to have the
notifications sent to the syslog.

\}

Note

Only CLI or HTTP changes are logged.

Using the Help System

You can enter a question mark (?) at the system prompt to display a list of commands available for each
command mode. You can also obtain a list of associated keywords and arguments for any command.

SUMMARY STEPS

1. help

2.

3.

4. ?

5. command ?
6.

abbreviated-command-entry ?
abbreviated-command-entry <Tab>

command keyword ?
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DETAILED STEPS

How to Use the CLI to Configure Features .

Command or Action

Purpose

Step 1 help Obtains a brief description of the help system in any
command mode.
Example:
Switch# help
Step 2 abbreviated-command-entry ? Obtains a list of commands that begin with a particular
character string.
Example: &
Switch# di?
dir disable disconnect
Step 3 abbreviated-command-entry <Tab> Completes a partial command name.
Example:
Switch# sh conf<tab>
Switch# show configuration
Step 4 ? Lists all commands available for a particular command
mode.
Example:
Switch> ?
Step 5 command ? Lists the associated keywords for a command.
Example:
Switch> show ?
Step 6 command keyword ? Lists the associated arguments for a keyword.

Example:

Switch(config)# wireless management ?
certificate Configure certificate details

interface Select an interface to configure
transfer Active transfer profiles
trustpoint Select a trustpoint to configure

How to Use the CLI to Configure Features

Configuring the Command History

The software provides a history or record of commands that you have entered. The command history feature
is particularly useful for recalling long or complex commands or entries, including access lists. You can

customize this feature to suit your needs.
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Changing the Command History Buffer Size

By default, the switch records ten command lines in its history buffer. You can alter this number for a current
terminal session or for all sessions on a particular line. This procedure is optional.

SUMMARY STEPS
1. terminal history [size number-of-lines]

DETAILED STEPS
Command or Action Purpose

Step 1 terminal history [size number-of-lines] Changes the number of command lines that the switch
Examole: records during the current terminal session in privileged

ple: EXEC mode. You can configure the size from 0 to 256.

Switch# terminal history size 200

Recalling Commands

To recall commands from the history buffer, perform one of the actions listed in this table. These actions are
optional.

)

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

SUMMARY STEPS
1. Ctrl-P or use the up arrow key
2. Ctrl-N or use the down arrow key
3. show history
DETAILED STEPS
Command or Action Purpose
Step 1 Ctrl-P or use the up arrow key Recalls commands in the history buffer, beginning with the
most recent command. Repeat the key sequence to recall
successively older commands.
Step 2 Ctrl-N or use the down arrow key Returns to more recent commands in the history buffer after
recalling commands with Ctrl-P or the up arrow key.
Repeat the key sequence to recall successively more recent
commands.
Step 3 show history Lists the last several commands that you just entered in
Example: privileged EXEC mode. The number of commands that
' ple: ' appear is controlled by the setting of the terminal history
Switch# show history global configuration command and the history line
configuration command.
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Disabling the Command History Feature

The command history feature is automatically enabled. You can disable it for the current terminal session or
for the command line. This procedure is optional.

SUMMARY STEPS
1. terminal no history

DETAILED STEPS

Command or Action Purpose
Step 1 terminal no history Disables the feature during the current terminal session in

privileged EXEC mode.
Example:
Switch# terminal no history

Enabling and Disabling Editing Features

Although enhanced editing mode is automatically enabled, you can disable it and reenable it.

SUMMARY STEPS
1. terminal editing
2. terminal no editing
DETAILED STEPS
Command or Action Purpose
Step 1 terminal editing Reenables the enhanced editing mode for the current
terminal session in privileged EXEC mode.
Example:

Switch# terminal editing

Step 2 terminal no editing Disables the enhanced editing mode for the current terminal

Example: session in privileged EXEC mode.

Switch# terminal no editing

Editing Commands Through Keystrokes

The keystrokes help you to edit the command lines. These keystrokes are optional.

\}

Note The arrow keys function only on ANSI-compatible terminals such as VT100s.

Table 3: Editing Commands

Editing Commands Description
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Using the Command-Line Interface |

Ctrl-B or use the left arrow key

Moves the cursor back one character.

Ctrl-F or use the right arrow
key

Moves the cursor forward one character.

Ctrl-A Moves the cursor to the beginning of the command line.

Ctrl-E Moves the cursor to the end of the command line.

Esc B Moves the cursor back one word.

Esc F Moves the cursor forward one word.

Ctrl-T Transposes the character to the left of the cursor with the character located

at the cursor.

Delete or Backspace key

Erases the character to the left of the cursor.

Ctrl-D

Deletes the character at the cursor.

Ctrl-K

Deletes all characters from the cursor to the end of the command line.

Ctrl-U or Ctrl-X

Deletes all characters from the cursor to the beginning of the command
line.

Ctrl-w Deletes the word to the left of the cursor.

Esc D Deletes from the cursor to the end of the word.

EscC Capitalizes at the cursor.

Esc L Changes the word at the cursor to lowercase.

Esc U Capitalizes letters from the cursor to the end of the word.

Ctrl-V or Esc Q

Designates a particular keystroke as an executable command, perhaps as
a shortcut.

Return key Scrolls down a line or screen on displays that are longer than the terminal
screen can display.

Note The More prompt is used for any output that has more lines
than can be displayed on the terminal screen, including show
command output. You can use the Return and Space bar
keystrokes whenever you see the More prompt.

Space bar Scrolls down one screen.

Ctrl-L or Ctrl-R

Redisplays the current command line if the switch suddenly sends a
message to your screen.

Editing Command Lines That Wrap

You can use a wraparound feature for commands that extend beyond a single line on the screen. When the
cursor reaches the right margin, the command line shifts ten spaces to the left. You cannot see the first ten
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Editing Command Lines That Wrap .

characters of the line, but you can scroll back and check the syntax at the beginning of the command. The

keystroke actions are optional.

To scroll back to the beginning of the command entry, press Ctrl-B or the left arrow key repeatedly. You can
also press Ctrl-A to immediately move to the beginning of the line.

)

Note

The arrow keys function only on ANSI-compatible terminals such as VT100s.

The following example shows how to wrap a command line that extends beyond a single line on the screen.

SUMMARY STEPS
1. access-list
2. Ctrl-A
3. Return key
DETAILED STEPS

Command or Action

Purpose

Step 1 access-list Displays the global configuration command entry that
extends beyond one line.
Example:
When the cursor first reaches the end of the line, the line is
Switch (config) # access-list 101 permit tcp shifted ten spaces to the left and redisplayed. The dollar
10.15.22.25 255.255.255.0 10.15.22.35 sign ($) shows that the line has been scrolled to the left.
Switch(config)# & 101 permit tcp 10.15.22.25 Each time the cursor reaches the end of the line, the line is
255.255.255.0 10.15.22.35 255.25 0 shifted to the left
Switch (config)# $t tep 10.15.22.25 255.255.255.0 |Aagain shifted ten spaces to the left.
131.108.1.20 255.255.255.0 eq
Switch (config)# $15.22.25 255.255.255.0 10.15.22.35
255.255.255.0 eq 45
Step 2 Ctrl-A Checks the complete syntax.
Example: The dollar sign ($) appears at the end of the line to show
Switch (config) # access-list 101 permit tcp that the line has been scrolled to the right.
10.15.22.25 255.255.255.0 10.15.2$
Step 3 Return key Execute the commands.

The software assumes that you have a terminal screen that
is 80 columns wide. If you have a different width, use the
terminal width privileged EXEC command to set the width
of your terminal.

Use line wrapping with the command history feature to
recall and modify previous complex command entries.
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. Searching and Filtering Output of show and more Commands

Searching and Filtering Output of show and more Commands

You can search and filter the output for show and more commands. This is useful when you need to sort
through large amounts of output or if you want to exclude output that you do not need to see. Using these
commands is optional.

SUMMARY STEPS
1. {show | more} command | {begin | include | exclude} regular-expression
DETAILED STEPS
Command or Action Purpose
Step 1 {show | more} command | {begin | include | exclude} Searches and filters the output.

regular-expression

Expressions are case sensitive. For example, if you enter

Example: | exclude output, the lines that contain output are not

Switch# show interfaces | include protocol displayed, but the lines that contain output appear.
Vlanl is up, line protocol is up

V1lanlO is up, line protocol is down
GigabitEthernetl/0/1 is up, line protocol is down|
GigabitEthernetl/0/2 is up, line protocol is up

Accessing the CLI on a Switch Stack

You can access the CLI through a console connection, through Telnet, a SSH, or by using the browser.

You manage the switch stack and the stack member interfaces through the active switchstack's active switch.
You cannot manage stack members on an individual switch basis. You can connect to the active switchstack's
active switch through the console port or the Ethernet management port of one or more stack members. Be
careful with using multiple CLI sessions on the active switchstack's active switch. Commands that you enter
in one session are not displayed in the other sessions. Therefore, it is possible to lose track of the session from
which you entered commands.

\}

Note We recommend using one CLI session when managing the switch stack.

If you want to configure a specific stack member port, you must include the stack member number in the CLI
command interface notation.

To debug the standby switch, use the session standby ios privileged EXEC command from the active switch
to access the I0S console of the standby switch. To debug a specific stack member, use the session switch
stack-member-number privileged EXEC command from the active switch to access the diagnostic shell of
the stack member. For more information about these commands, see the switch command reference.

To debug a specific stack member, you can start a CLI session from the stack master by using the session
stack-member-number privileged EXEC command. The stack member number is appended to the system
prompt. For example, Switch-2# is the prompt for stack member 2 where the system prompt for the stack
master is Switch. Only the show and debug commands are available in a CLI session to a specific stack
member. You can also use the remote command stack-member-number LINE privileged EXEC command
on the stack master to enable debugging on a member switch without first starting a session.
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Accessing the CLI Through a Console Connection or Through Telnet

Before you can access the CLI, you must connect a terminal or a PC to the switch console or connect a PC to
the Ethernet management port and then power on the switch, as described in the hardware installation guide
that shipped with your switch.

If your switch is already configured, you can access the CLI through a local console connection or through a
remote Telnet session, but your switch must first be configured for this type of access.

You can use one of these methods to establish a connection with the switch:

Procedure

* Connect the switch console port to a management station or dial-up modem, or connect the Ethernet
management port to a PC. For information about connecting to the console or Ethernet management port,
see the switch hardware installation guide.

* Use any Telnet TCP/IP or encrypted Secure Shell (SSH) package from a remote management station.
The switch must have network connectivity with the Telnet or SSH client, and the switch must have an
enable secret password configured.

* The switch supports up to 16 simultaneous Telnet sessions. Changes made by one Telnet user are
reflected in all other Telnet sessions.

* The switch supports up to five simultaneous secure SSH sessions.

After you connect through the console port, through the Ethernet management port, through a Telnet
session or through an SSH session, the user EXEC prompt appears on the management station.

Accessing the CLI through Bluetooth

You can access the CLI through Bluetooth connectivity by pairing the switch to a computer.

\}

Note This feature is available on Cisco IOS Release 15.2(5)E2 and higher.

1. Connect a Bluetooth dongle to the USB port on your switch and power on the switch.
Turn on Bluetooth on your computer and discover the switch.

Pair the computer to the switch.

A won

Connect to the switch as an access point.

« If you are connecting from a Windows computer: Go to Devices & Printers, select the switch, click
on the Connect Using tab and select Access point.

« If you are connecting from a Mac computer: On the menu bar, click the Bluetooth icon, hover over

the switch name, and click Connect to Network.

Once a connection is established, you can open a management window and configure the switch.
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CHAPTER 2

Configuring Interface Characteristics

* Information About Configuring Interface Characteristics, on page 15

* How to Configure Interface Characteristics, on page 24

* Monitoring Interface Characteristics, on page 36

* Configuration Examples for Interface Characteristics, on page 38

* Additional References for the Interface Characteristics Feature, on page 40

* Feature History and Information for Configuring Interface Characteristics, on page 41

Information About Configuring Interface Characteristics

Interface Types

This section describes the different types of interfaces supported by the switch. The rest of the chapter describes
configuration procedures for physical interface characteristics.

A\

Note The stack ports on the rear of the stacking-capable switches are not Ethernet ports and cannot be configured.

Port-Based VLANs

A VLAN is a switched network that is logically segmented by function, team, or application, without regard
to the physical location of the users. Packets received on a port are forwarded only to ports that belong to the
same VLAN as the receiving port. Network devices in different VL ANs cannot communicate with one another
without a Layer 3 device to route traffic between the VLANSs.

VLAN partitions provide hard firewalls for traffic in the VLAN, and each VLAN has its own MAC address
table. A VLAN comes into existence when a local port is configured to be associated with the VLAN, when
the VLAN Trunking Protocol (VTP) learns of its existence from a neighbor on a trunk, or when a user creates
a VLAN. VLANS can be formed with ports across the stack.

To configure VLANS, use the vlan vian-id global configuration command to enter VLAN configuration mode.
The VLAN configurations for normal-range VLANs (VLAN IDs 1 to 1005) are saved in the VLAN database.
If VTP is version 1 or 2, to configure extended-range VLANs (VLAN IDs 1006 to 4094), you must first set
VTP mode to transparent. Extended-range VLANSs created in transparent mode are not added to the VLAN
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database but are saved in the switch running configuration. With VTP version 3, you can create extended-range
VLANS in client or server mode. These VLANSs are saved in the VLAN database.

In a switch stack, the VLAN database is downloaded to all switches in a stack, and all switches in the stack
build the same VLAN database. The running configuration and the saved configuration are the same for all
switches in a stack.

Add ports to a VLAN by using the switchport interface configuration commands:
* Identify the interface.
* For a trunk port, set trunk characteristics, and, if desired, define the VLANSs to which it can belong.

* For an access port, set and define the VLAN to which it belongs.

Switch ports are Layer 2-only interfaces associated with a physical port. Switch ports belong to one or more
VLANS. A switch port can be an access port or a trunk port. You can configure a port as an access port or
trunk port or let the Dynamic Trunking Protocol (DTP) operate on a per-port basis to set the switchport mode
by negotiating with the port on the other end of the link. switch ports are used for managing the physical
interface and associated Layer 2 protocols and do not handle routing or bridging.

Configure switch ports by using the switchport interface configuration commands.

An access port belongs to and carries the traffic of only one VLAN (unless it is configured as a voice VLAN
port). Traffic is received and sent in native formats with no VLAN tagging. Traffic arriving on an access port
is assumed to belong to the VLAN assigned to the port. If an access port receives a tagged packet (Inter-Switch
Link [ISL] or IEEE 802.1Q tagged), the packet is dropped, and the source address is not learned.

The types of access ports supported are:

» Static access ports are manually assigned to a VLAN (or through a RADIUS server for use with IEEE
802.1x.

* VLAN membership of dynamic access ports is learned through incoming packets. By default, a dynamic
access port is not a member of any VLAN, and forwarding to and from the port is enabled only when
the VLAN membership of the port is discovered. Dynamic access ports on the switch are assigned to a
VLAN by a VLAN Membership Policy Server (VMPS). The VMPS can be a Catalyst 6500 series switch;
the switch cannot be a VMPS server.

You can also configure an access port with an attached Cisco IP Phone to use one VLAN for voice traffic and
another VLAN for data traffic from a device attached to the phone.

A trunk port carries the traffic of multiple VLANSs and by default is a member of all VLANS in the VLAN
database.

The switch supports only IEEE 802.1Q trunk ports. An IEEE 802.1Q trunk port supports simultaneous tagged
and untagged traffic. An IEEE 802.1Q trunk port is assigned a default port VLAN ID (PVID), and all untagged
traffic travels on the port default PVID. All untagged traffic and tagged traffic with a NULL VLAN ID are
assumed to belong to the port default PVID. A packet with a VLAN ID equal to the outgoing port default
PVID is sent untagged. All other traffic is sent with a VLAN tag.
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Although by default, a trunk port is a member of every VLAN known to the VTP, you can limit VLAN
membership by configuring an allowed list of VLANs for each trunk port. The list of allowed VLANs does
not affect any other port but the associated trunk port. By default, all possible VLANs (VLAN ID 1 to 4094)
are in the allowed list. A trunk port can become a member of a VLAN only if VTP knows of the VLAN and
if the VLAN is in the enabled state. If VTP learns of a new, enabled VLAN and the VLAN is in the allowed
list for a trunk port, the trunk port automatically becomes a member of that VLAN and traffic is forwarded
to and from the trunk port for that VLAN. If VTP learns of a new, enabled VLAN that is not in the allowed
list for a trunk port, the port does not become a member of the VLAN, and no traffic for the VLAN is forwarded
to or from the port.

Switch Virtual Interfaces

A switch virtual interface (SVI) represents a VLAN of switch ports as one interface to the routing or bridging
function in the system. You can associate only one SVI with a VLAN. You configure an SVI for a VLAN
only to route between VLANSs or to provide IP host connectivity to the switch. By default, an SVI is created
for the default VLAN (VLAN 1) to permit remote switch administration. Additional SVIs must be explicitly
configured.

)

Note You cannot delete interface VLAN 1.

SVIs provide IP host connectivity only to the system. SVIs are created the first time that you enter the vlan
interface configuration command for a VLAN interface. The VLAN corresponds to the VLAN tag associated
with data frames on an ISL or IEEE 802.1Q encapsulated trunk or the VLAN ID configured for an access
port. Configure a VLAN interface for each VLAN for which you want to route traffic, and assign it an IP
address.

You can also use the interface range command to configure existing VLAN SVIs within the range. The
commands entered under the interface range command are applied to all existing VLAN SVIs within the
range. You can enter the command interface range create vlan X - y to create all VLANS in the specified
range that do not already exist. When the VLAN interface is created, interface range vlan id can be used to
configure the VLAN interface.

Although the switch stack or switch supports a total of 1005 VLANs and SVIs, the interrelationship between
the number of SVIs and routed ports and the number of other features being configured might impact CPU
performance because of hardware limitations.

When you create an SVI, it does not become active until it is associated with a physical port.

SVI Autostate Exclude
The line state of an SVI with multiple ports on a VLAN is in the up state when it meets these conditions:
* The VLAN exists and is active in the VLAN database on the switch
» The VLAN interface exists and is not administratively down.

» At least one Layer 2 (access or trunk) port exists, has a link in the up state on this VLAN, and is in the
spanning-tree forwarding state on the VLAN.
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Note The protocol link state for VLAN interfaces come up when the first switchport belonging to the corresponding
VLAN link comes up and is in STP forwarding state.

The default action, when a VLAN has multiple ports, is that the SVI goes down when all ports in the VLAN
go down. You can use the SVI autostate exclude feature to configure a port so that it is not included in the
SVI line-state up-or-down calculation. For example, if the only active port on the VLAN is a monitoring port,
you might configure autostate exclude on that port so that the VLAN goes down when all other ports go down.
When enabled on a port, autostate exclude applies to all VLANS that are enabled on that port.

The VLAN interface is brought up when one Layer 2 port in the VLAN has had time to converge (transition
from STP listening-learning state to forwarding state). This prevents features such as routing protocols from
using the VLAN interface as if it were fully operational and minimizes other problems.

EtherChannel Port Groups

EtherChannel port groups treat multiple switch ports as one switch port. These port groups act as a single
logical port for high-bandwidth connections between switches or between switches and servers. An
EtherChannel balances the traffic load across the links in the channel. If a link within the EtherChannel fails,
traffic previously carried over the failed link changes to the remaining links. You can group multiple trunk
ports into one logical trunk port or multiple access ports into one logical access port. Most protocols operate
over either single ports or aggregated switch ports and do not recognize the physical ports within the port
group. Exceptions are the DTP, the Cisco Discovery Protocol (CDP), and the Port Aggregation Protocol
(PAgP), which operate only on physical ports.

When you configure an EtherChannel, you create a port-channel logical interface and assign an interface to
the EtherChannel. For Layer 2 interfaces, use the channel-group interface configuration command to
dynamically create the port-channel logical interface. This command binds the physical and logical ports
together.

Power over Ethernet Ports

A PoE-capable switch port automatically supplies power to one of these connected devices if the switch senses
that there is no power on the circuit:

+ a Cisco pre-standard powered device (such as a Cisco IP Phone or a Cisco Aironet Access Point)

« an IEEE 802.3af-compliant powered device

A powered device can receive redundant power when it is connected to a PoE switch port and to an AC power
source. The device does not receive redundant power when it is only connected to the PoE port.

Using the Switch USB Ports

Theswitch has three USB ports on the front panel — a USB mini-Type B console port and two USB Type A
ports.

USB Mini-Type B Console Port

The switch has the following console ports:

» USB mini-Type B console connection
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* RJ-45 console port

Console output appears on devices connected to both ports, but console input is active on only one port at a
time. By default, the USB connector takes precedence over the RJ-45 connector.

\)

Note Windows PCs require a driver for the USB port. See the hardware installation guide for driver installation

instructions.

Use the supplied USB Type A-to-USB mini-Type B cable to connect a PC or other device to the switch. The
connected device must include a terminal emulation application. When the switch detects a valid USB
connection to a powered-on device that supports host functionality (such as a PC), input from the RJ-45
console is immediately disabled, and input from the USB console is enabled. Removing the USB connection
immediately reenables input from the RJ-45 console connection. An LED on the switch shows which console
connection is in use.

Console Port Change Logs

At software startup, a log shows whether the USB or the RJ-45 console is active. Each switch in a stack issues
this log. Every switch always first displays the RJ-45 media type.

In the sample output, Switch 1 has a connected USB console cable. Because the bootloader did not change
to the USB console, the first log from Switch 1 shows the RJ-45 console. A short time later, the console
changes and the USB console log appears. Switch 2 and Switch 3 have connected RJ-45 console cables.

switch-stack-1
*Mar 1 00:01:00.171: %USB_CONSOLE-6-MEDIA RJ45: Console media-type is RJ45.
*Mar 1 00:01:00.431: %USB_CONSOLE-6-MEDIA USB: Console media-type is USB.

switch-stack-2
*Mar 1 00:01:09.835: %USB_CONSOLE-6-MEDIA RJ45: Console media-type is RJ45.

switch-stack-3
*Mar 1 00:01:10.523: %USB_CONSOLE-6-MEDIA RJ45: Console media-type is RJ45.

When the USB cable is removed or the PC de-activates the USB connection, the hardware automatically
changes to the RJ-45 console interface:

switch-stack-1
Mar 1 00:20:48.635: %USB_CONSOLE-6-MEDIA RJ45: Console media-type is RJ45.

You can configure the console type to always be RJ-45, and you can configure an inactivity timeout for the
USB connector.

USB Type A Ports

The USB Type A ports provide access to external USB flash devices, also known as thumb drives or USB
keys. The switch supports Cisco 64 MB, 256 MB, 512 MB, 1 GB, 4 GB, and 8 GB flash drives. You can use
standard Cisco IOS command- line interface (CLI) commands to read, write, erase, and copy to or from the
flash device. You can also configure the switch to boot from the USB flash drive.

For information about configuring the switch to boot from a USB flash drive, refer to the Catalyst 2960-X
Switch System Management Configuration Guide.
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For information about reading, writing, erasing, and copying files to or from the flash device, refer to the
Catalyst 2960-X Switch Managing Cisco 10S Image Files Configuration Guide.

Interface Connections

Devices within a single VLAN can communicate directly through any switch. Ports in different VLANSs cannot
exchange data without going through a routing device.

In the following configuration example, when Host A in VLAN 20 sends data to Host B in VLAN 30, the
data must go from Host A to the device, to the router, back to the device, and then to Host B.

Figure 1: Connecting VLANs with the Switch

Cisco router

Switch

/
\\H_% VLAN 20 / \ VLANSD / i

With a standard Layer 2 switch, ports in different VLANSs have to exchange information through a router.

\}

Note The Catalyst 3560-CX and 2960-CX switches do not support stacking. Ignore all references to stacking
throughout this book.

Interface Configuration Mode
The switch supports these interface types:
* Physical ports—switch ports and routed ports
* VLANs—switch virtual interfaces

* Port channels—EtherChannel interfaces

You can also configure a range of interfaces.

To configure a physical interface (port), specify the interface type, module number, and switch port number,
and enter interface configuration mode.
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» Type—Gigabit Ethernet (gigabitethernet or gi) for 10/100/1000 Mb/s Ethernet ports, or small form-factor
pluggable (SFP) module Gigabit Ethernet interfaces (gigabitethernet or gi).

* Stack member number—The number that identifies the switch within the stack. The range is 1 to 8 for
a stack of Catalyst 2960-X switches, and 1 to 4 for a mixed stack of Catalyst 2960-X and Catalyst 2960-S
switches. The switch number is assigned the first time the switch initializes. The default switch number,
before it is integrated into a switch stack, is 1. When a switch has been assigned a stack member number,
it keeps that number until another is assigned to it.

You can use the switch port LEDs in Stack mode to identify the stack member number of a switch.

* Module number—The module or slot number on the switch (always 0).

* Port number—The interface number on the switch. The 10/100/1000 port numbers always begin at 1,
starting with the far left port when facing the front of the switch, for example, gigabitethernet1/0/1 or
gigabitethernet1/0/8. For a switch with 10/100/1000 ports and SFP module ports, SFP module ports are
numbered consecutively following the 10/100/1000 ports.

You can identify physical interfaces by physically checking the interface location on the switch. You can also
use the show privileged EXEC commands to display information about a specific interface or all the interfaces
on the switch. The remainder of this chapter primarily provides physical interface configuration procedures.

These are examples of how to identify interfaces on a stacking-capable switch:

* To configure 10/100/1000 port 4 on a standalone switch, enter this command:

Switch(config)# interface gigabitethernetl/0/4

* To configure 10/100/1000 port 4 on stack member 3, enter this command:

Switch(config) # interface gigabitethernet3/0/4

Default Ethernet Interface Configuration

This table shows the Ethernet interface default configuration, including some features that apply only to Layer

2 interfaces.

Table 4: Default Layer 2 Ethernet Interface Configuration

Feature

Default Setting

Operating mode

Layer 2 or switching mode (switchport command).

Allowed VLAN range VLANs 1-4094.
Default VLAN (for access ports) VLAN 1.
Native VLAN (for IEEE 802.1Q trunks) VLAN 1.

802.1p priority-tagged traffic

Drop all packets tagged with VLAN 0.

VLAN trunking

Switchport mode dynamic auto (supports DTP).
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Feature

Default Setting

Port enable state

All ports are enabled.

Port description

None defined.

Speed

Autonegotiate. (Not supported on the 10-Gigabit interfaces.)

Duplex mode

Autonegotiate. (Not supported on the 10-Gigabit interfaces.)

Flow control

Flow control is set to receive: off. It is always off for sent
packets.

EtherChannel (PAgP) Disabled on all Ethernet ports.
Port blocking (unknown multicast and Disabled (not blocked).
unknown unicast traffic)

Broadcast, multicast, and unicast storm Disabled.

control

Protected port Disabled.

Port security Disabled.

Port Fast Disabled.

Auto-MDIX Enabled.

Note The switch might not support a pre-standard
powered device—such as Cisco IP phones and
access points that do not fully support IEEE
802.3af—if that powered device is connected to the
switch through a crossover cable. This is regardless
of whether auto-MIDX is enabled on the switch
port.

Power over Ethernet (PoE)

Enabled (auto).

Keepalive messages

Disabled on SFP module ports; enabled on all other ports.

Interface Speed and Duplex Mode

Ethernet interfaces on the switch operate at 10, 100, or 1000 Mb/s and in either full- or half-duplex mode. In
full-duplex mode, two stations can send and receive traffic at the same time. Normally, 10-Mb/s ports operate
in half-duplex mode, which means that stations can either receive or send traffic.

Switch modules include Gigabit Ethernet (10/100/1000-Mb/s) ports and small form-factor pluggable (SFP)

module slots supporting SFP modules.

Speed and Duplex Configuration Guidelines

When configuring an interface speed and duplex mode, note these guidelines:
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* Do not disable Auto-Negotiation on PoE switches.

* Gigabit Ethernet (10/100/1000-Mb/s) ports support all speed options and all duplex options (auto, half,
and full). However, Gigabit Ethernet ports operating at 1000 Mb/s do not support half-duplex mode.

* For SFP module ports, the speed and duplex CLI options change depending on the SFP module type:

* The 1000BASE-x (where -X is -BX, -CWDM, -LX, -SX, and -ZX) SFP module ports support the
nonegotiate keyword in the speed interface configuration command. Duplex options are not
supported.

* The 1000BASE-T SFP module ports support the same speed and duplex options as the
10/100/1000-Mb/s ports.

* If both ends of the line support autonegotiation, we highly recommend the default setting of auto
negotiation.

« If one interface supports autonegotiation and the other end does not, configure duplex and speed on both
interfaces; do not use the auto setting on the supported side.

* When STP is enabled and a port is reconfigured, the switch can take up to 30 seconds to check for loops.
The port LED is amber while STP reconfigures.

* As best practice, we suggest configuring the speed and duplex options on a link to auto or to fixed on
both the ends. If one side of the link is configured to auto and the other side is configured to fixed, the
link will not be up and this is expected.

The speed on the switch is autonegotiable and it can detect a peer device only if the peer device supports
autonegotiation. If the peer device does not support autonegotiation, and autonegotiation is enabled on
the switch, the switch goes into half duplex mode.

A

Caution  Changing the interface speed and duplex mode configuration might shut down and re-enable the interface
during the reconfiguration.

IEEE 802.3x Flow Control

Flow control enables connected Ethernet ports to control traffic rates during congestion by allowing congested
nodes to pause link operation at the other end. If one port experiences congestion and cannot receive any more
traffic, it notifies the other port by sending a pause frame to stop sending until the condition clears. Upon
receipt of a pause frame, the sending device stops sending any data packets, which prevents any loss of data
packets during the congestion period.

\)

Note The switch ports can receive, but not send, pause frames.

Use the flowcontrol interface configuration command to set the interface’s ability to receive pause frames
to on, off, or desired.

When set to desired, an interface can operate with an attached device that is required to send flow-control
packets or with an attached device that is not required to but can send flow-control packets.
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These rules apply to flow control settings on the device:

« receive on (or desired): The port cannot send pause frames but can operate with an attached device that
is required to or can send pause frames; the port can receive pause frames.

» receive off: Flow control does not operate in either direction. In case of congestion, no indication is given
to the link partner, and no pause frames are sent or received by either device.

\}

Note For details on the command settings and the resulting flow control resolution on local and remote ports, see
the flowcontrol interface configuration command in the command reference for this release.

How to Configure Interface Characteristics

Configuring Interfaces

These general instructions apply to all interface configuration processes.

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface Identifies the interface type, the switch number (only on
stacking-capable switches), and the number of the
Example:
connector.
Switch(config)# interface gigabitethernet 1/0/1 |Note You do not need to add a space between the
Switch (config-if) # interface type and the interface number. For
example, in the preceding line, you can specify
either gigabitethernet 1/0/1,
gigabitethernet1/0/1, gi 1/0/1, or gi1/0/1.
Step 4 Follow each interface command with the interface Defines the protocols and applications that will run on the
configuration commands that the interface requires. interface. The commands are collected and applied to the

interface when you enter another interface command or
enter end to return to privileged EXEC mode.

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Interface and Hardware

Adding a Description for an Interface .

Command or Action

Purpose

Step 5 interface range or interface range macro (Optional) Configures a range of interfaces.

Note Interfaces configured in a range must be the same
type and must be configured with the same
feature options.

Step 6 show interfaces Displays a list of all interfaces on or configured for the

switch. A report is provided for each interface that the
device supports or for the specified interface.

Adding a Description for an Interface

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. description string
5. end
6. show interfaces interface-id description
7. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the interface for which you are adding a
description, and enter interface configuration mode.
Example:
Switch(config)# interface gigabitethernet 1/0/2
Step 4 description string Adds a description (up to 240 characters) for an interface.

Example:

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



. Configuring a Range of Interfaces

Interface and Hardware |

Command or Action

Purpose

Switch(config-if)# description Connects to
Marketing

Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 6 show interfaces interface-id description Verifies your entry.
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring a Range of Interfaces

To configure multiple interfaces with the same configuration parameters, use the interface range global
configuration command. When you enter the interface-range configuration mode, all command parameters
that you enter are attributed to all interfaces within that range until you exit this mode.

SUMMARY STEPS
1. enable
2. configure terminal
3. interface range {port-range| macro macro_name}
4. end
5. show interfaces [interface-id]
6. copy running-config startup-config
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal
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Command or Action

Purpose

Step 3 interface range {port-range| macro macro_name} Specifies the range of interfaces (VLANS or physical ports)
to be configured, and enter interface-range configuration

Example:

mode.

Switch(config)# interface range macro * You can use the interface range command to
configure up to five port ranges or a previously defined
macro.

» The macro variable is explained in the section on
Configuring and Using Interface Range Macros.

* In a comma-separated port-range, you must enter the
interface type for each entry and enter spaces before
and after the comma.

* In a hyphen-separated port-range, you do not need to
re-enter the interface type, but you must enter a space
before the hyphen.

Note Use the normal configuration commands to apply
the configuration parameters to all interfaces in
the range. Each command is executed as it is
entered.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 show interfaces [interface-id] Verifies the configuration of the interfaces in the range.
Example:
Switch# show interfaces
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring and Using Interface Range Macros

You can create an interface range macro to automatically select a range of interfaces for configuration. Before
you can use the macro keyword in the interface range macro global configuration command string, you
must use the define interface-range global configuration command to define the macro.
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Interface and Hardware |

SUMMARY STEPS
1. enable
2. configure terminal
3. define interface-range macro_name interface-range
4. interface range macro macro_name
5. end
6. show running-config | include define
7. copy running-config startup-config
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 define interface-range macro_name interface-range Defines the interface-range macro, and save it in NVRAM.
Example: » The macro_nameis a 32-character maximum character
string.
Switch(config) # define interface-range enet list .
gigabitethernet 1/0/1 - 2 * A macro can contain up to five comma-separated
interface ranges.
« Each interface-range must consist of the same port
type.

Note Before you can use the macro keyword in the
interface range macro global configuration
command string, you must use the define
interface-range global configuration command
to define the macro.

Step 4 interface range macro macro_name Selects the interface range to be configured using the values
saved in the interface-range macro called macro_name.
Example: -
You can now use the normal configuration commands to
Switch(config)# interface range macro enet list |apply the configuration to all interfaces in the defined
macro.
Step 5 end Returns to privileged EXEC mode.
Example:
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Configuring Ethernet Interfaces .

Command or Action Purpose

Switch (config)# end

Step 6 show running-config | include define Shows the defined interface range macro configuration.

Example:

Switch# show running-config | include define

Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring Ethernet Interfaces

Setting the Interface Speed and Duplex Parameters

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. speed {10100 | 1000 | 2500 | 5000 | 10000 | auto [10 | 100 | 1000 | 2500 | 5000 | 10000] | nonegotiate}
5. duplex {auto | full | half}
6. end
7. show interfaces interface-id
8. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal
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Command or Action

Purpose

Step 3 interface interface-id Specifies the physical interface to be configured, and enter
interface configuration mode.

Example:

Switch(config) # interface gigabitethernet 1/0/3

Step 4 speed {10 | 100 | 1000 | 2500 | 5000 | 10000 | auto [10| | Enter the appropriate speed parameter for the interface:

1001000 | 2500 5000 | 10000] | nonegotiate} « Enter 10, 100, 1000 2500, 5000, or 10000 to set a

Example: specific speed for the interface.

Switch (config-if) 4 speed 10 * Enter agto to enable the inte'rface to autonggotiate
speed with the connected device. If you specify a speed
and also set the auto keyword, the port autonegotiates
only at the specified speeds.

* The nonegotiate keyword is available only for SFP
module ports. SFP module ports operate only at 1000
Mb/s but can be configured to not negotiate if
connected to a device that does not support
autonegotiation.
Step 5 duplex {auto | full | half} This command is not available on a 10-Gigabit Ethernet
interface.

Example:

Enter the duplex parameter for the interface.

Switch(config-if)# duplex half Enable half-duplex mode (for interfaces operating only at

10 or 100 Mb/s). You cannot configure half-duplex mode
for interfaces operating at 1000 Mb/s.
You can configure the duplex setting when the speed is set
to auto.
Step 6 end Returns to privileged EXEC mode.
Example:
Switch(config-if)# end
Step 7 show interfaces interface-id Displays the interface speed and duplex mode configuration.
Example:
Switch# show interfaces gigabitethernet 1/0/3
Step 8 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config
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Configuring IEEE 802.3x Flow Control

SUMMARY STEPS

configure terminal

interface interface-id

flowcontrol {receive} {on | off | desired}
end

show interfaces interface-id

copy running-config startup-config

oakwN-=

DETAILED STEPS

Configuring IEEE 802.3x Flow Control .

Command or Action

Purpose

Step 1

configure terminal

Example:

Switch# configure terminal

Enters global configuration mode

Step 2

interface interface-id

Example:

Switch(config) # interface gigabitethernet 1/0/1

Specifies the physical interface to be configured, and enter
interface configuration mode.

Step 3

flowcontrol {receive} {on | off | desired}

Example:

Switch(config-if)# flowcontrol receive on

Configures the flow control mode for the port.

Step 4

end

Example:

Switch(config-if)# end

Returns to privileged EXEC mode.

Step 5

show interfaces interface-id

Example:

Switch# show interfaces gigabitethernet 1/0/1

Verifies the interface flow control settings.

Step 6

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.
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Configuring SVI Autostate Exclude

Interface and Hardware |

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. switchport autostate exclude
5. end
6. show running config interface interface-id
7. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies a Layer 2 interface (physical port or port channel),
and enter interface configuration mode.
Example:
Switch(config) # interface gigabitethernetl/0/2
Step 4 switchport autostate exclude Excludes the access or trunk port when defining the status
of an SVI line state (up or down)
Example:
Switch (config-if)# switchport autostate exclude
Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 6 show running config interface interface-id (Optional) Shows the running configuration.

Verifies the configuration.
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Shutting Down and Restarting the Interface .

Command or Action

Purpose

Step 7

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Shutting Down and Restarting the Interface

Shutting down an interface disables all functions on the specified interface and marks the interface as unavailable
on all monitoring command displays. This information is communicated to other network servers through all
dynamic routing protocols. The interface is not mentioned in any routing updates.

SUMMARY STEPS
1. enable
2. configure terminal
3. interface {vlan vlan-id} | { gigabitethernetinterface-id} | {port-channel port-channel-number}
4. shutdown
5. no shutdown
6. end
7. show running-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface {vlan vian-id} | { gigabitethernetinterface-id} | Selects the interface to be configured.
| {port-channel port-channel-number}
Example:
Switch(config)# interface gigabitethernet 1/0/2
Step 4 shutdown Shuts down an interface.
Example:
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Command or Action Purpose

Switch(config-if) # shutdown

Step 5 no shutdown Restarts an interface.

Example:

Switch (config-if)# no shutdown

Step 6 end Returns to privileged EXEC mode.

Example:

Switch (config-if)# end

Step 7 show running-config Verifies your entries.

Example:

Switch# show running-config

Configuring the Console Media Type

Follow these steps to set the console media type to RJ-45. If you configure the console as RJ-45, USB console
operation is disabled, and input comes only through the RJ-45 connector.

This configuration applies to all switches in a stack.

SUMMARY STEPS
1. enable
2. configure terminal
3. line console 0
4. media-type rj45
5. end
6. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable
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Command or Action Purpose
Step 2 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 3 line console 0 Configures the console and enters line configuration mode.

Example:

Switch(config)# line console 0

Step 4 media-type rj45 Configures the console media type to be only RJ-45 port.
If you do not enter this command and both types are

Example: connected, the USB port is used by default.

Switch (config-line)# media-type r3j45

Step 5 end Returns to privileged EXEC mode.

Example:

Switch (config)# end

Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring the USB Inactivity Timeout

The configurable inactivity timeout reactivates the RJ-45 console port if the USB console port is activated
but no input activity occurs on it for a specified time period. When the USB console port is deactivated due
to a timeout, you can restore its operation by disconnecting and reconnecting the USB cable.

)

Note The configured inactivity timeout applies to all switches in a stack. However, a timeout on one switch does
not cause a timeout on other switches in the stack.

SUMMARY STEPS

enable

configure terminal

line console 0

usb-inactivity-timeout timeout-minutes

b=
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5. copy running-config startup-config

DETAILED STEPS

Interface and Hardware |

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 line console 0 Configures the console and enters line configuration mode.
Example:
Switch(config)# line console 0
Step 4 usb-inactivity-timeout timeout-minutes Specify an inactivity timeout for the console port. The range
is 1 to 240 minutes. The default is to have no timeout
Example:
configured.
Switch (config-1line) # usb-inactivity-timeout 30
Step 5 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Monitoring Interface Characteristics

Monitoring Interface Status

Commands entered at the privileged EXEC prompt display information about the interface, including the
versions of the software and the hardware, the configuration, and statistics about the interfaces.
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Table 5: Show Commands for Interfaces

Clearing and Resetting Interfaces and Counters .

Command

Purpose

show interfaces interface-number downshift
modulemodul e-number

Displays the downshift status details of the specified interfaces
and modules.

show interfaces interface-id status
[err-disabled]

Displays interface status or a list of interfaces in the
error-disabled state.

show interfaces [interface-id] switchport

Displays administrative and operational status of switching
(nonrouting) ports. You can use this command to find out if
a port is in routing or in switching mode.

show interfaces [interface-id] description

Displays the description configured on an interface or all
interfaces and the interface status.

show ip interface [interface-id]

Displays the usability status of all interfaces configured for
IP routing or the specified interface.

show interface [interface-id] stats

Displays the input and output packets by the switching path
for the interface.

show interfaces interface-id

(Optional) Displays speed and duplex on the interface.

show interfaces transceiver
dom-supported-list

(Optional) Displays Digital Optical Monitoring (DOM) status
on the connect SFP modules.

show interfaces transceiver properties

(Optional) Displays temperature, voltage, or amount of current
on the interface.

show interfaces [interface-id] [ {transceiver
properties | detail} ] module number]

Displays physical and operational status about an SFP module.

show running-config interface [interface-id]

Displays the running configuration in RAM for the interface.

show version

Displays the hardware configuration, software version, the
names and sources of configuration files, and the boot images.

show controllers ethernet-controller
interface-id phy

Displays the operational state of the auto-MDIX feature on
the interface.

Clearing and Resetting Interfaces and Counters

Table 6: Clear Commands for Interfaces

Command

Purpose

clear counters [interface-id]

Clears interface counters.

clear interface interface-id

Resets the hardware logic on an interface.

clear line [number | console 0 | vty number]

Resets the hardware logic on an asynchronous serial line.
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. Configuration Examples for Interface Characteristics

\)

Note

The clear counters privileged EXEC command does not clear counters retrieved by using Simple Network
Management Protocol (SNMP), but only those seen with the show interface privileged EXEC command.

Configuration Examples for Interface Characteristics

Configuring a Range of Interfaces: Examples

This example shows how to use the interface range global configuration command to set the speed to 100
Mb/s on ports 1 to 4 on switch 1:

Switch# configure terminal
Switch (config) # interface range gigabitethernet 1/0/1 - 4
Switch (config-if-range)# speed 100

This example shows how to use a comma to add different interface type strings to the range to enable Gigabit
Ethernet ports 1 to 3 and 10-Gigabit Ethernet ports 1 and 2 to receive flow-control pause frames:

Switch# configure terminal
Switch (config) # interface range gigabitethernetl/0/1 - 3 , tengigabitethernetl/1/1 - 2
Switch(config-if-range)# flowcontrol receive on

If you enter multiple configuration commands while you are in interface-range mode, each command is
executed as it is entered. The commands are not batched and executed after you exit interface-range mode. If
you exit interface-range configuration mode while the commands are being executed, some commands might
not be executed on all interfaces in the range. Wait until the command prompt reappears before exiting
interface-range configuration mode.

Configuring and Using Interface Range Macros: Examples

This example shows how to define an interface-range named enet_list to include ports 1 and 2 on switch 1
and to verify the macro configuration:

Switch# configure terminal

Switch(config)# define interface-range enet list gigabitethernet 1/1/1 - 2
Switch (config) # end

Switch# show running-config | include define

define interface-range enet_list gigabitethernet 1/1/1 - 2

This example shows how to create a multiple-interface macro named macrol:

Switch# configure terminal

Switch (config)# define interface-range macrol gigabitethernetl/1/1 - 2, gigabitethernetl/1/5
- 7, tengigabitethernetl/1/1 -2

Switch (config) # end

This example shows how to enter interface-range configuration mode for the interface-range macro enet_list:
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Setting Interface Speed and Duplex Mode: Example .

Switch# configure terminal
Switch (config)# interface range macro enet_list
Switch (config-if-range) #

This example shows how to delete the interface-range macro enet_list and to verify that it was deleted.

Switch# configure terminal

Switch (config) # no define interface-range enet_list
Switch (config) # end

Switch# show run | include define

Switch#

Setting Interface Speed and Duplex Mode: Example

This example shows how to set the interface speed to 100 Mb/s and the duplex mode to half on a 10/100/1000
Mb/s port:

Switch# configure terminal

Switch (config) # interface gigabitethernet 1/0/3
Switch (config-if)# speed 10

Switch(config-if)# duplex half

This example shows how to set the interface speed to 100 Mb/s on a 10/100/1000 Mb/s port:

Switch# configure terminal
Switch (config) # interface gigabitethernet 1/0/2
Switch (config-if)# speed 100

Configuring the Console Media Type: Example

This example disables the USB console media type and enables the RJ-45 console media type.

Switch# configure terminal
Switch (config)# line console 0
Switch (config-line)# media-type rj45

This configuration terminates any active USB console media type in the stack. A log shows that this termination
has occurred. This example shows that the console on switch 1 reverted to RJ-45.

*Mar 1 00:25:36.860: $USB_CONSOLE-6-CONFIG DISABLE: Console media-type USB disabled by
system configuration, media-type reverted to RJ45.

At this point no switches in the stack allow a USB console to have input. A log entry shows when a console
cable is attached. If a USB console cable is connected to switch 2, it is prevented from providing input.

*Mar 1 00:34:27.498: SUSB_CONSOLE-6-CONFIG DISALLOW: Console media-type USB is disallowed
by system configuration, media-type remains RJ45. (switch-stk-2)

This example reverses the previous configuration and immediately activates any USB console that is connected.

Switch# configure terminal
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. Configuring the USB Inactivity Timeout: Example

Switch (config)# line console 0
Switch (config-line) # no media-type rj45

Configuring the USB Inactivity Timeout: Example

Additional

This example configures the inactivity timeout to 30 minutes:

Switch# configure terminal
Switch(config)# line console 0
Switch(config-line)# usb-inactivity-timeout 30

To disable the configuration, use these commands:

Switch# configure terminal
Switch (config)# line console 0
Switch (config-line)# no usb-inactivity-timeout

If there is no (input) activity on a USB console port for the configured number of minutes, the inactivity
timeout setting applies to the RJ-45 port, and a log shows this occurrence:

*Mar 1 00:47:25.625: %USB_CONSOLE-6-INACTIVITY DISABLE: Console media-type USB disabled
due to inactivity, media-type reverted to RJ45.
At this point, the only way to reactivate the USB console port is to disconnect and reconnect the cable.

When the USB cable on the switch has been disconnected and reconnected, a log similar to this appears:

*Mar 1 00:48:28.640: $USB_CONSOLE-6-MEDIA USB: Console media-type is USB.

Referencesforthe Interface Characteristics Feature

Error Message Decoder

Description Link

To help you research and resolve system | https://www.cisco.com/cgi-bin/Support/Errordecoder/index.cgi
error messages in this release, use the Error
Message Decoder tool.

Standards and RFCs

Standard/RFC | Tide

None -
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Feature History and Information for Configuring Interface Characteristics .

MIBs

MIB MIBs Link

All the supported MIBs for this | To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description Link

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple
Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.

Feature History and Information for Configuring Interface
Characteristics

Release Modification

Cisco IOS Release 15.0(2)EX This feature was introduced.
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Configuring Auto-MDIX

* Prerequisites for Auto-MDIX, on page 43

* Restrictions for Auto-MDIX, on page 43

* Information About Configuring Auto-MDIX, on page 43

* How to Configure Auto-MDIX, on page 44

» Example for Configuring Auto-MDIX, on page 45

+ Additional References, on page 46

* Feature History and Information for Auto-MDIX, on page 46

Prerequisites for Auto-MDIX

Automatic medium-dependent interface crossover (auto-MDIX) is enabled by default.

Auto-MDIX is supported on all 10/100/1000-Mb/s and on 10/100/1000BASE-TX small form-factor pluggable
(SFP)-module interfaces. It is not supported on 1000BASE-SX or -LX SFP module interfaces.

Restrictions for Auto-MDIX

The switch might not support a pre-standard powered device—such as Cisco IP phones and access points that
do not fully support IEEE 802.3af—if that powered device is connected to the switch through a crossover
cable. This is regardless of whether auto-MIDX is enabled on the switch port.

Information About Configuring Auto-MDIX

Auto-MDIX on an Interface

When automatic medium-dependent interface crossover (auto-MDIX) is enabled on an interface, the interface
automatically detects the required cable connection type (straight through or crossover) and configures the
connection appropriately. When connecting switches without the auto-MDIX feature, you must use
straight-through cables to connect to devices such as servers, workstations, or routers and crossover cables
to connect to other switches or repeaters. With auto-MDIX enabled, you can use either type of cable to connect
to other devices, and the interface automatically corrects for any incorrect cabling. For more information about
cabling requirements, see the hardware installation guide.
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This table shows the link states that result from auto-MDIX settings and correct and incorrect cabling.

Table 7: Link Conditions and Auto-MDIX Settings

Interface and Hardware |

Local Side Auto-MDIX | Remote Side Auto-MDIX | With Correct Cabling | With Incorrect Cabling
On On Link up Link up
On Off Link up Link up
Off On Link up Link up
Off Off Link up Link down
How to Configure Auto-MDIX
Configuring Auto-MDIX on an Interface
SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. speed auto
5. duplex auto
6. end
7. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the physical interface to be configured, and enter
interface configuration mode.
Example:
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Example for Configuring Auto-MDIX .

Command or Action

Purpose

Switch(config)# interface gigabitethernet 1/0/1

Step 4 speed auto Configures the interface to autonegotiate speed with the
connected device.
Example:
Switch(config-if) # speed auto
Step 5 duplex auto Configures the interface to autonegotiate duplex mode with
the connected device.
Example:
Switch (config-if)# duplex auto
Step 6 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Example for Configuring Auto-MDIX

This example shows how to enable auto-MDIX on a port:

Switch# configure terminal

Switch (config) # interface gigabitethernet 1/0/1

Switch(config-if)# speed auto
Switch (config-if)# duplex auto
Switch(config-if)# mdix auto
Switch (config-if)# end
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Additional References

Interface and Hardware |

MIBs

MIB MIBs Link

All the supported MIBs for this To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description

Link

Syndication (RSS) Feeds.

ID and password.

To receive security and technical information about your products, you can
subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Access to most tools on the Cisco Support website requires a Cisco.com user

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

Feature History and Information for Auto-MDIX

Release

Modification

Cisco IOS Release 15.0(2)EX

This feature was introduced.
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CHAPTER 4

Configuring Ethernet Management Port

* Finding Feature Information, on page 47

* Prerequisites for Ethernet Management Ports, on page 47

* Information about the Ethernet Management Port, on page 47

* How to Configure the Ethernet Management Port, on page 49

* Additional References, on page 50

* Feature Information for Ethernet Management Ports, on page 51

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfang.cisco.com/. An account on Cisco.com is not required.

Prerequisites for Ethernet Management Ports

When connecting a PC to the Ethernet management port, you must first assign an IP address.

Information about the Ethernet Management Port

The Ethernet management port, also referred to as the Fa0 or fastethernetO port, is a Layer 3 host port to
which you can connect a PC. You can use the Ethernet management port instead of the switch console port
for network management. When managing a switch stack, connect the PC to the Ethernet management port
on a stack member.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .


https://cfnng.cisco.com/

Interface and Hardware |
. Ethernet Management Port Direct Connection to a Switch

Ethernet Management Port Direct Connection to a Switch

Figure 2: Connecting a Switch to a PC

This figure displays how to connect the Ethernet management port to the PC for a switch or a standalone
Ethernet
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Ethernet Management Port Connection to Stack Switches using a Hub

In a stack with only stack switches, all the Ethernet management ports on the stack members are connected
to a hub to which the PC is connected. The active link is from the Ethernet management port on the active
switchstack's active switchthrough the hub, to the PC. If the activeswitch fails and a new active switch is
elected, the active link is now from the Ethernet management port on the new active switch to the PC.

Figure 3: Connecting a Switch Stack to a PC

This figure displays how a PC uses a hub to connect to a switch stack.
Switch stack
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Supported Features on the Ethernet Management Port
The Ethernet management port supports these features:
* Express Setup (only in switch stacks)
* Network Assistant
* Telnet with passwords
* TFTP
* Secure Shell (SSH)
* DHCP-based autoconfiguration
* SMNP (only the ENTITY-MIB and the [F-MIB)
* [P ping

* Interface features
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* Speed—10 Mb/s, 100 Mb/s, and autonegotiation
* Duplex mode—Full, half, and autonegotiation

* Loopback detection

* Cisco Discovery Protocol (CDP)
* DHCP relay agent

* [Pv4 access control lists (ACLs)

A

Caution  Before enabling a feature on the Ethernet management port, make sure that the feature is supported. If you
try to configure an unsupported feature on the Ethernet Management port, the feature might not work properly,
and the switch might fail.

How to Configure the Ethernet Management Port

Disabling and Enabling the Ethernet Management Port

SUMMARY STEPS
1. configure terminal
2. interface fastethernet0
3. shutdown
4. no shutdown
5. exit
6. show interfaces fastethernet0
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 2 interface fastethernetO Specifies the Ethernet management port in the CLIL

Example:

Switch (config)# interface fastethernetO

Step 3 shutdown Disables the Ethernet management port.

Example:
Switch (config-if)# shutdown
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Command or Action

Purpose

Step 4 no shutdown Enables the Ethernet management port.
Example:
Switch (config-if)# no shutdown
Step 5 exit Exits interface configuration mode.
Example:
Switch(config-if) # exit
Step 6 show interfaces fastethernetO Displays the link status.
Example: To find out the link status to the PC, you can monitor the
Switch# show interfaces fastethernet0 LED for the Ethernet management port. The LED is green
(on) when the link is active, and the LED is off when the
link is down. The LED is amber when there is a POST
failure.
What to do next

Proceed to manage or configure your switch using the Ethernet management port. Refer to the Catalyst 2960-X
Switch Network Management Configuration Guide.

Additional References

Related Documents

Related Topic

Document Title

Bootloader configuration

Catalyst 2960-X Switch System Management Configuration Guide

Bootloader commands

Catalyst 2960-X Switch System Management Configuration Guide

Error Message Decoder

Description

Link

Message Decoder tool.

To help you research and resolve system | https://www.cisco.com/cgi-bin/Support/Errordecoder/index.cgi
error messages in this release, use the Error

MIBs

MIBs Link

release.

All the supported MIBs for this | To locate and download MIBs for selected platforms, Cisco IOS releases,

and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs
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Technical Assistance

Description Link

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.

Feature Information for Ethernet Management Ports

Release Modification

Cisco IOS Release 15.0(2)EX This feature was introduced.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .


http://www.cisco.com/support

Interface and Hardware |
. Feature Information for Ethernet Management Ports

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



CHAPTER 5

Configuring LLDP, LLDP-MED, and Wired
Location Service

* Information About LLDP, LLDP-MED, and Wired Location Service, on page 53

* How to Configure LLDP, LLDP-MED, and Wired Location Service, on page 57

* Configuration Examples for LLDP, LLDP-MED, and Wired Location Service, on page 68
* Monitoring and Maintaining LLDP, LLDP-MED, and Wired Location Service, on page 69
 Additional References for LLDP, LLDP-MED, and Wired Location Service, on page 70

* Feature Information for LLDP, LLDP-MED, and Wired Location Service, on page 70

Information About LLDP,LLDP-MED, and Wired Location Service

LLDP

The Cisco Discovery Protocol (CDP) is a device discovery protocol that runs over Layer 2 (the data link layer)
on all Cisco-manufactured devices (routers, bridges, access servers, switches, and controllers). CDP allows
network management applications to automatically discover and learn about other Cisco devices connected
to the network.

To support non-Cisco devices and to allow for interoperability between other devices, the switch supports the
IEEE 802.1AB Link Layer Discovery Protocol (LLDP). LLDP is a neighbor discovery protocol that is used
for network devices to advertise information about themselves to other devices on the network. This protocol
runs over the data-link layer, which allows two systems running different network layer protocols to learn
about each other.

LLDP Supported TLVs

LLDP supports a set of attributes that it uses to discover neighbor devices. These attributes contain type,
length, and value descriptions and are referred to as TLVs. LLDP supported devices can use TLVs to receive
and send information to their neighbors. This protocol can advertise details such as configuration information,
device capabilities, and device identity.

The switch supports these basic management TLVs. These are mandatory LLDP TLVs.
* Port description TLV

» System name TLV

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



Interface and Hardware |
I LL0P and Cisco Switch Stacks

* System description TLV
* System capabilities TLV
* Management address TLV

These organizationally specific LLDP TLVs are also advertised to support LLDP-MED.
» Port VLAN ID TLV (IEEE 802.1 organizationally specific TLVs)
* MAC/PHY configuration/status TLV (IEEE 802.3 organizationally specific TLVs)

LLDP and Cisco Switch Stacks

A switch stack appears as a single switch in the network. Therefore, LLDP discovers the switch stack, not
the individual stack members.

LLDP and Cisco Medianet

When you configure LLDP or CDP location information on a per-port basis, remote devices can send Cisco
Medianet location information to the switch.

LLDP-MED

LLDP for Media Endpoint Devices (LLDP-MED) is an extension to LLDP that operates between endpoint
devices such as IP phones and network devices. It specifically provides support for voice over IP (VoIP)
applications and provides additional TLVs for capabilities discovery, network policy, Power over Ethernet,
inventory management and location information. By default, all LLDP-MED TLVs are enabled.

LLDP-MED Supported TLVs

LLDP-MED supports these TLVs:
* LLDP-MED capabilities TLV

Allows LLDP-MED endpoints to determine the capabilities that the connected device supports and has
enabled.

* Network policy TLV

Allows both network connectivity devices and endpoints to advertise VLAN configurations and associated
Layer 2 and Layer 3 attributes for the specific application on that port. For example, the switch can notify
a phone of the VLAN number that it should use. The phone can connect to any switch, obtain its VLAN
number, and then start communicating with the call control.

By defining a network-policy profile TLV, you can create a profile for voice and voice-signaling by
specifying the values for VLAN, class of service (CoS), differentiated services code point (DSCP), and
tagging mode. These profile attributes are then maintained centrally on the switch and propagated to the
phone.

* Power management TLV

Enables advanced power management between LLDP-MED endpoint and network connectivity devices.
Allows switches and phones to convey power information, such as how the device is powered, power
priority, and how much power the device needs.
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LLDP-MED also supports an extended power TLV to advertise fine-grained power requirements, end-point
power priority, and end-point and network connectivity-device power status. LLDP is enabled and power
is applied to a port, the power TLV determines the actual power requirement of the endpoint device so
that the system power budget can be adjusted accordingly. The switch processes the requests and either
grants or denies power based on the current power budget. If the request is granted, the switch updates
the power budget. If the request is denied, the switch turns off power to the port, generates a syslog
message, and updates the power budget. If LLDP-MED is disabled or if the endpoint does not support
the LLDP-MED power TLYV, the initial allocation value is used throughout the duration of the connection.

You can change power settings by entering the power inline {auto [max max-wattage] | never | static
[max max-wattage]} interface configuration command. By default the PoE interface is in auto mode; If
no value is specified, the maximum is allowed (30 W).

Inventory management TLV

Allows an endpoint to send detailed inventory information about itself to the switch, including information
hardware revision, firmware version, software version, serial number, manufacturer name, model name,
and asset ID TLV.

Location TLV

Provides location information from the switch to the endpoint device. The location TLV can send this
information:

« Civic location information

Provides the civic address information and postal information. Examples of civic location information
are street address, road name, and postal community name information.

* ELIN location information

Provides the location information of a caller. The location is determined by the Emergency location
identifier number (ELIN), which is a phone number that routes an emergency call to the local public
safety answering point (PSAP) and which the PSAP can use to call back the emergency caller.

Wired Location Service

The switch uses the location service feature to send location and attachment tracking information for its
connected devices to a Cisco Mobility Services Engine (MSE). The tracked device can be a wireless endpoint,
a wired endpoint, or a wired switch or controller. The switch notifies the MSE of device link up and link down
events through the Network Mobility Services Protocol (NMSP) location and attachment notifications.

The MSE starts the NMSP connection to the switch, which opens a server port. When the MSE connects to
the switch there are a set of message exchanges to establish version compatibility and service exchange
information followed by location information synchronization. After connection, the switch periodically sends
location and attachment notifications to the MSE. Any link up or link down events detected during an interval
are aggregated and sent at the end of the interval.

When the switch determines the presence or absence of a device on a link-up or link-down event, it obtains
the client-specific information such as the MAC address, IP address, and username. If the client is LLDP-MED-
or CDP-capable, the switch obtains the serial number and UDI through the LLDP-MED location TLV or
CDP.

Depending on the device capabilities, the switch obtains this client information at link up:

* Slot and port specified in port connection

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



Interface and Hardware |
. Default LLDP Configuration

* MAC address specified in the client MAC address
* [P address specified in port connection

* 802.1X username if applicable

* Device category is specified as a wired station

* State is specified as new

* Serial number, UDI

* Model number

» Time in seconds since the switch detected the association

Depending on the device capabilities, the switch obtains this client information at link down:

* Slot and port that was disconnected

* MAC address

* [P address

* 802.1X username if applicable

* Device category is specified as a wired station
» State is specified as delete

* Serial number, UDI

 Time in seconds since the switch detected the disassociation

When the switch shuts down, it sends an attachment notification with the state delete and the IP address before
closing the NMSP connection to the MSE. The MSE interprets this notification as disassociation for all the
wired clients associated with the switch.

If you change a location address on the switch, the switch sends an NMSP location notification message that
identifies the affected ports and the changed address information.

Default LLDP Configuration

Table 8: Default LLDP Configuration

Feature Default Setting
LLDP global state Disabled
LLDP holdtime (before discarding) 120 seconds
LLDP timer (packet update frequency) 30 seconds
LLDP reinitialization delay 2 seconds

LLDP tlv-select

Disabled to send and receive all TLVs

LLDP interface state

Disabled
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Feature Default Setting

LLDP receive Disabled

LLDP transmit Disabled

LLDP med-tlv-select Disabled to send all LLDP-MED TLVs. When LLDP
is globally enabled, LLDP-MED-TLYV is also enabled.

Restrictions for LLDP

« If the interface is configured as a tunnel port, LLDP is automatically disabled.

« If you first configure a network-policy profile on an interface, you cannot apply the switchport voice
vlan command on the interface. If the switchport voice vlan vian-id is already configured on an interface,
you can apply a network-policy profile on the interface. This way the interface has the voice or
voice-signaling VLAN network-policy profile applied on the interface.

* You cannot configure static secure MAC addresses on an interface that has a network-policy profile.

» When Cisco Discovery Protocol and LLDP are both in use within the same switch, it is necessary to
disable LLDP on interfaces where Cisco Discovery Protocol is in use for power negotiation. LLDP can
be disabled at interface level with the commands no Ildp tlv-select power-management or no lidp
transmit / no lldp receive.

How to Configure LLDP, LLDP-MED, and Wired Location Service

Enabling LLDP

SUMMARY STEPS
1. enable
2. configure terminal
3. lldp run
4. interface interface-id
5. lldp transmit
6. lldp receive
7. end
8. show lldp
9. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 lidp run Enables LLDP globally on the switch.
Example:
Switch (config)# 1lldp run
Step 4 interface interface-id Specifies the interface on which you are enabling LLDP,
and enter interface configuration mode.
Example:
Switch (config)# interface gigabitethernet 2/0/1
Step 5 lldp transmit Enables the interface to send LLDP packets.
Example:
Switch(config-if)# 1lldp transmit
Step 6 Ildp receive Enables the interface to receive LLDP packets.
Example:
Switch (config-if)# 1lldp receive
Step 7 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 8 show lldp Verifies the configuration.
Example:
Switch# show 1lldp
Step 9 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:
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Command or Action Purpose

Switch# copy running-config startup-config

Configuring LLDP Characteristics

You can configure the frequency of LLDP updates, the amount of time to hold the information before discarding
it, and the initialization delay time. You can also select the LLDP and LLDP-MED TLVs to send and receive.

)

Note Steps 3 through 6 are optional and can be performed in any order.

SUMMARY STEPS

enable

configure terminal
lldp holdtime seconds
Ildp reinit delay

Ildp timer rate

lldp tlv-select
interface interface-id
lldp med-tlv-select
end

show Ildp

copy running-config startup-config

©ONDO RN A

- -
- O

DETAILED STEPS

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.

Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 lldp holdtime seconds (Optional) Specifies the amount of time a receiving device
should hold the information from your device before
Example: . .
discarding it.
Switch (config)# 1lldp holdtime 120 The range is 0 to 65535 seconds; the default is 120 seconds.
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Command or Action Purpose
Step 4 Ildp reinit delay (Optional) Specifies the delay time in seconds for LLDP
to initialize on an interface.
Example:
The range is 2 to 5 seconds; the default is 2 seconds.
Switch(config)# 1lldp reinit 2
Step 5 Ildp timer rate (Optional) Sets the sending frequency of LLDP updates
in seconds.
Example:
The range is 5 to 65534 seconds; the default is 30 seconds.
Switch (config)# 1lldp timer 30
Step 6 Ildp tlv-select (Optional) Specifies the LLDP TLVs to send or receive.
Example:
Switch(config)# tlv-select
Step 7 interface interface-id Specifies the interface on which you are enabling LLDP,
and enter interface configuration mode.
Example:
Switch (config)# interface
gigabitethernet 2/0/1
Step 8 Ildp med-tlv-select (Optional) Specifies the LLDP-MED TLVs to send or
receive.
Example:
Switch (config-if)# 1l1ldp
med-tlv-select inventory management
Step 9 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 10 show lldp Verifies the configuration.
Example:
Switch# show 1lldp
Step 11 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config
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Configuring LLDP-MED TLVs

By default, the switch only sends LLDP packets until it receives LLDP-MED packets from the end device.
It then sends LLDP packets with MED TLVs, as well. When the LLDP-MED entry has been aged out, it again

only sends LLDP packets.

Configuring LLDP-MED TLVs .

By using the lldp interface configuration command, you can configure the interface not to send the TLVs

listed in the following table.

Table 9: LLDP-MED TLVs

LLDP-MED TLV

Description

inventory-management

LLDP-MED inventory management TLV

location

LLDP-MED location TLV

network-policy

LLDP-MED network policy TLV

power-management

LLDP-MED power management TLV

Follow these steps to enable a TLV on an interface:

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. lldp med-tlv-select
5. end
6. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the interface on which you are enabling LLDP,
and enter interface configuration mode.
Example:

Switch (config)# interface
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Command or Action

Purpose

gigabitethernet 2/0/1

Step 4

Ildp med-tlv-select

Example:

Switch(config-if)# 1lldp med-tlv-select
inventory management

Specifies the TLV to enable.

Step 5

end

Example:

Switch (config-if)# end

Returns to privileged EXEC mode.

Step 6

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Configuring Network-Policy TLV

SUMMARY STEPS

enable
configure terminal

1
2.
3.  network-policy profile profile number
4

{voice | voice-signaling} vlan [vlan-id {cos cvalue| dscp dvalue}] | [[dotlp {cos cvalue|dscp dvalue}]

| none | untagged]

5 exit

6. interface interface-id

7 network-policy profile number

8 Ildp med-tlv-select network-policy
9 end

10. show network-policy profile

11.  copy running-config startup-config

DETAILED STEPS

Command or Action

Purpose

Step 1

enable

Example:

Enables privileged EXEC mode.

* Enter your password if prompted.

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Interface and Hardware

Configuring Network-Policy TLV .

Command or Action

Purpose

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 network-policy profile profile number Specifies the network-policy profile number, and enter
Example: network-policy configuration mode. The range is 1 to
ple: 4294967295
Switch (config) # network-policy profile 1
Step 4 {voice | voice-signaling} vlan [vlan-id {cos cvalue| dscp | Configures the policy attributes:

dvalue}] | [[dotlp {cos cvalue| dscp dvalue}] | none |
untagged]

Example:

Switch (config-network-policy)# voice wvlan 100 cos
4

» voice—Specifies the voice application type.

« voice-signaling—Specifies the voice-signaling
application type.

» vlan—Specifies the native VLAN for voice traffic.

« vlan-id—(Optional) Specifies the VLAN for voice
traffic. The range is 1 to 4094.

» cos cvalue—(Optional) Specifies the Layer 2 priority
class of service (CoS) for the configured VLAN. The
range is 0 to 7; the default is 5.

« dscp dvalue—(Optional) Specifies the differentiated
services code point (DSCP) value for the configured
VLAN. The range is 0 to 63; the default is 46.

+ dotlp—(Optional) Configures the telephone to use
IEEE 802.1p priority tagging and use VLAN 0 (the
native VLAN).

» none—(Optional) Do not instruct the IP telephone
about the voice VLAN. The telephone uses the
configuration from the telephone key pad.

+ untagged—(Optional) Configures the telephone to
send untagged voice traffic. This is the default for the
telephone.

« untagged—(Optional) Configures the telephone to
send untagged voice traffic. This is the default for the
telephone.
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Command or Action Purpose
Step 5 exit Returns to global configuration mode.
Example:
Switch(config)# exit
Step 6 interface interface-id Specifies the interface on which you are configuring a
Example: network-policy profile, and enter interface configuration
mode.
Switch (config)# interface gigabitethernet 2/0/1
Step 7 network-policy profile number Specifies the network-policy profile number.
Example:
Switch(config-if)# network-policy 1
Step 8 Ildp med-tlv-select network-policy Specifies the network-policy TLV.
Example:
Switch (config-if)# 1lldp med-tlv-select
network-policy
Step 9 end Returns to privileged EXEC mode.
Example:
Switch(config)# end
Step 10 show network-policy profile Verifies the configuration.
Example:
Switch# show network-policy profile
Step 11 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring Location TLV and Wired Location Service

Beginning in privileged EXEC mode, follow these steps to configure location information for an endpoint

and to apply it to an interface.
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SUMMARY STEPS
1. configure terminal
2. location {admin-tag string | civic-location identifier {id | host} | elin-location string identifier id |
custom-location identifier {id | host} | geo-location identifier {id | host} }
3. exit
4. interface interface-id
5. location {additional-location-information word | civic-location-id {id | host} | elin-location-id id |
custom-location-id {id | host} | geo-location-id {id | host} }
6. end
7. Use one of the following:
+ show location admin-tag string
« show location civic-location identifier id
« show location elin-location identifier id
8. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 2 location {admin-tag string | civic-location identifier {id | Specifies the location information for an endpoint.
| host} | elin-location string identifier id | custom-location

identifier {id | host} | geo-location identifier {id | host}} * admin-tag—Specifies an administrative tag or site

information.
Example: . . . . L .
« civic-location—Specifies civic location information.

Switch (config)# location civic-location identifier] . eIin-Iocation—Speciﬁes emergency location

! information (ELIN).

Switch (config-civic)# number 3550

* custom-location—Specifies custom location
Switch (config-civic) # primary-road-name "Cisco Way" information
Switch (config-civic)# city "San Jose" i . . .
» geo-location—Specifies geo-spatial location
Switch (config-civic)# state CA information
Switch (config-civic)# building 19 . . . L
« identifier id—Specifies the ID for the civic, ELIN,
Switch (config-civic)# room C6 custom. or geo location

, .

Switch(config-civic)# county "Santa Clara" X L. X
* host—Specifies the host civic, custom, or geo location.
Switch (config-civic)# country US

* string—Specifies the site or location information in
alphanumeric format.

Step 3 exit Returns to global configuration mode.

Example:
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Command or Action

Purpose

Switch (config-civic) # exit

Step 4 interface interface-id Specifies the interface on which you are configuring the
location information, and enter interface configuration
Example:
mode.
Switch (config)# interface gigabitethernet2/0/1
Step 5 location {additional-location-information word | Enters location information for an interface:
civic-location-id {id | host} | elin-location-id id . . . .
. .{ | ] L .| « additional-location-information—Specifies
custom-location-id {id| host} | geo-location-id {id | host} . . . .
) additional information for a location or place.
Example: . F:IVIC-Ich':ltlon-ld—.Spemﬁes global civic location
information for an interface.
Switch(config-if)# location elin-location-id 1 . eIin-Iocation-id—Speciﬁes emergency location
information for an interface.
« custom-location-id—Specifies custom location
information for an interface.
* geo-location-id—Specifies geo-spatial location
information for an interface.
* host—Specifies the host location identifier.
» word—Specifies a word or phrase with additional
location information.
* id—Specifies the ID for the civic, ELIN, custom, or
geo location. The ID range is 1 to 4095.
Step 6 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 7 Use one of the following: Verifies the configuration.

+ show location admin-tag string
« show location civic-location identifier id
« show location elin-location identifier id

Example:

Switch# show location admin-tag
or

Switch# show location civic-location
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Command or Action

Purpose

identifier

or

Switch# show location elin-location
identifier

Step 8

copy running-config startup-config

Example:

Switch# copy running-config
startup-config

(Optional) Saves your entries in the configuration file.

Enabling Wired Location Service on the Switch

Before you begin

For wired location to function, you must first enter the ip device tracking global configuration command.

SUMMARY STEPS

1. enable

2. configure terminal

3.

4. end

5. show network-policy profile

6. copy running-config startup-config
DETAILED STEPS

nmsp notification interval {attachment | location} interval-seconds

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 nmsp notification interval {attachment | location} Specifies the NMSP notification interval.

interval-seconds

Example:

attachment—Specifies the attachment notification interval.
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Command or Action

Purpose

Switch(config)# nmsp notification interval location
10

location—Specifies the location notification interval.

interval-seconds—Duration in seconds before the switch
sends the MSE the location or attachment updates. The
range is 1 to 30; the default is 30.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 show network-policy profile Verifies the configuration.
Example:
Switch# show network-policy profile
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuration Examples for LLDP, LLDP-MED, and Wired
Location Service

Configuring Network-Policy TLV: Examples

This example shows how to configure VLAN 100 for voice application with CoS and to enable the
network-policy profile and network-policy TLV on an interface:

Switch# configure terminal
Switch (config)# network-policy 1

Switch (config-network-policy) # voice vlan 100 cos 4

Switch (config-network-policy)# exit

Switch (config-if)# network-policy profile 1

(
(
Switch (config) # interface gigabitethernet 1/0/1
(
(

Switch(config-if)# 1ldp med-tlv-select network-policy

This example shows how to configure the voice application type for the native VLAN with priority tagging:

Switchconfig-network-policy)# voice vlan
Switchconfig-network-policy)# voice vlan

dotlp cos 4
dotlp dscp 34
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Monitoring and Maintaining LLDP, LLDP-MED, and Wired
Location Service

Commands for monitoring and maintaining LLDP, LLDP-MED, and wired location service.

Command

Description

clear lldp counters

Resets the traffic counters to zero.

clear lldp table

Deletes the LLDP neighbor information table.

clear nmsp statistics

Clears the NMSP statistic counters.

show lldp

Displays global information, such as frequency of
transmissions, the holdtime for packets being sent,
and the delay time before LLDP initializes on an
interface.

show lldp entry entry-name

Displays information about a specific neighbor.

You can enter an asterisk (*) to display all neighbors,
or you can enter the neighbor name.

show Ildp interface [interface-id]

Displays information about interfaces with LLDP
enabled.

You can limit the display to a specific interface.

show lldp neighbors [interface-id] [detail]

Displays information about neighbors, including
device type, interface type and number, holdtime
settings, capabilities, and port ID.

You can limit the display to neighbors of a specific
interface or expand the display for more detailed
information.

show lldp traffic

Displays LLDP counters, including the number of
packets sent and received, number of packets
discarded, and number of unrecognized TLVs.

show location admin-tag string

Displays the location information for the specified
administrative tag or site.

show location civic-location identifier id

Displays the location information for a specific global
civic location.

show location elin-location identifier id

Displays the location information for an emergency
location

show network-policy profile

Displays the configured network-policy profiles.

show nmsp

Displays the NMSP information
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Additional Referencesfor LLDP,LLDP-MED, and Wired Location
Service

MIBs

MIB MIBs Link

All the supported MIBs for this To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description Link

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.

Feature Information for LLDP, LLDP-MED, and Wired Location
Service

Release Modification

Cisco IOS Release 15.0(2)EX This feature was introduced.
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CHAPTER 6

Configuring System MTU

* Finding Feature Information, on page 71

* Information About the MTU, on page 71

* How to Configure MTU , on page 72

* Configuration Examples for System MTU, on page 73
* Additional References for System MTU, on page 73

* Feature Information for System MTU, on page 74

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfang.cisco.com/. An account on Cisco.com is not required.

Information About the MTU

The default maximum transmission unit (MTU) size for frames received and transmitted on all interfaces is
1500 bytes. You can increase the MTU size for all interfaces operating at 10 or 100 Mb/s by using the system
mtu global configuration command. You can increase the MTU size to support jumbo frames on all Gigabit
Ethernet interfaces by using the system mtu jumbo global configuration command.

)

Note The switch supports jumbo frames at CPU.

System MTU Guidelines

When configuring the system MTU values, follow these guidelines:

* The default maximum transmission unit (MTU) size for frames received and transmitted on all interfaces
is 1500 bytes. You can increase the MTU size for all interfaces operating at 10 or 100 Mb/s by using the
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. How to Configure MTU

system mtu global configuration command. You can increase the MTU size to support jumbo frames
on all Gigabit Ethernet interfaces by using the system mtu jumbo global configuration command.

* Gigabit Ethernet ports are not affected by the system mtu command; 10/100 ports are not affected by
the system mtu jumbo command. If you do not configure the system mtu jumbo command, the setting
of the system mtu command applies to all Gigabit Ethernet interfaces.

How to Configure MTU

Configuring the System MTU

Beginning in privileged EXEC mode, follow these steps to change the MTU size for all 10/100 or Gigabit
Ethernet interfaces:

SUMMARY STEPS
1. configure terminal
2. system mtu bytes
3. system mtu jumbo bytes
4. end
5. copy running-config startup-config
6. reload
7. show system mtu
DETAILED STEPS
Command or Action Purpose
Step 1 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 2 system mtu bytes (Optional) Change the MTU size for all interfaces on the
switch stack that are operating at 10 or 100 Mb/s.
Example:
Switch (config) # system mtu 2500 The range is 1500 to 9198 bytes; the default is 1500 bytes.
Step 3 system mtu jumbo bytes (Optional) Changes the MTU size for all Gigabit Ethernet
interfaces on the switch or the switch stack.
Example:
Switch(config)# system mtu jumbo 7500 The range is 1500 to 9198 bytes; the default is 1500 bytes.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 copy running-config startup-config Saves your entries in the configuration file.
Example:

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Interface and Hardware
Configuration Examples for System MTU .

Command or Action Purpose

Switch# copy running-config startup-config

Step 6 reload Reloads the operating system.

Example:

Switch# reload

Step 7 show system mtu Verifies your settings.

Example:

Switch# show system mtu

Configuration Examples for System MTU

This example shows how to set the maximum packet size for a Gigabit Ethernet port to 7500 bytes:

Switch (config)# system mtu 7500
Switch(config)# exit

This example shows how to set the jumbo packet size for a Gigabit Ethernet port to 7500 bytes:

Switch (config)# system mtu jumbo 7500
Switch (config)# exit

If you enter a value that is outside the allowed range for the specific type of interface, the value is not accepted.
This example shows the response when you try to set Gigabit Ethernet interfaces to an out-of-range number:

Switch (config)# system mtu jumbo 25000

~

o

% Invalid input detected at '”~' marker.

Additional References for System MTU

MIBs

MIB MIBs Link

All the supported MIBs for this | To locate and download MIBs for selected platforms, Cisco IOS releases,

release. and feature sets, use Cisco MIB Locator found at the following URL:
http://www.cisco.com/go/mibs
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Description

Link

The Cisco Support website provides extensive online resources, including
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.

http://www.cisco.com/support

Feature Information for System MTU

Release Modification

Cisco IOS Release 15.0(2)EX This feature was introduced.
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CHAPTER 7

Configuring Boot Fast

* Configuring Boot Fast on the switch, on page 75

Configuring Boot Fast on the switch

This features when enabled, helps the switch to Boot up fast. The Memory test is performed for a limited
range, the switch Skips File system check (FSCK) and Skips Post test.

Enabling Boot Fast

To enable the boot fast feature, perform the following steps:

SUMMARY STEPS
1. enable
2. configure terminal
3. boot fast
4, end
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 boot fast Enables fast boot feature
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Command or Action

Purpose

Example:

Switch (config)# boot fast

Performs Memory test for a limited range, Skips File system
check (FSCK) and Skips Post test.

Step 4

end

Example:

Switch (config) # end

Returns to privileged EXEC mode.

Disabling Boot Fast

To disable the boot fast feature, perform the following steps:

SUMMARY STEPS
1. enable
2. configure terminal
3. no boot fast
4. end
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 no boot fast Disables the boot fast feature.
Example:
Switch (config)# no boot fast

Step 4 end Returns to privileged EXEC mode.
Example:
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Command or Action Purpose

Switch (config)# end
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CHAPTER 8

Configuring Power over Ethernet

* Restrictions for PoE, on page 79

* Information About PoE, on page 79

* How to Configure PoE, on page 84

* Monitoring Power Status, on page 92

* Configuration Examples for Configuring PoE, on page 93
* Additional References, on page 93

Restrictions for PoE
A

Note This feature is supported only on the LAN Base image.

Information About PoE

Power over Ethernet Ports

A PoE-capable switch port automatically supplies power to one of these connected devices if the switch senses
that there is no power on the circuit:

+ a Cisco pre-standard powered device (such as a Cisco IP Phone or a Cisco Aironet Access Point)

+ an IEEE 802.3af-compliant powered device

A powered device can receive redundant power when it is connected to a PoE switch port and to an AC power
source. The device does not receive redundant power when it is only connected to the PoE port.

Supported Protocols and Standards
The switch uses these protocols and standards to support PoE:

* CDP with power consumption—The powered device notifies the switch of the amount of power it is
consuming. The switch does not reply to the power-consumption messages. The switch can only supply
power to or remove power from the PoE port.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



Interface and Hardware |
. Powered-Device Detection and Initial Power Allocation

* Cisco intelligent power management—The powered device and the switch negotiate through
power-negotiation CDP messages for an agreed-upon power-consumption level. The negotiation allows
a high-power Cisco powered device, which consumes more than 7 W, to operate at its highest power
mode. The powered device first boots up in low-power mode, consumes less than 7 W, and negotiates
to obtain enough power to operate in high-power mode. The device changes to high-power mode only
when it receives confirmation from the switch.

High-power devices can operate in low-power mode on switches that do not support power-negotiation
CDP.

Cisco intelligent power management is backward-compatible with CDP with power consumption; the
switch responds according to the CDP message that it receives. CDP is not supported on third-party
powered devices; therefore, the switch uses the IEEE classification to determine the power usage of the
device.

* IEEE 802.3af—The major features of this standard are powered-device discovery, power administration,
disconnect detection, and optional powered-device power classification. For more information, see the
standard.

Powered-Device Detection and Initial Power Allocation

The switch detects a Cisco pre-standard or an IEEE-compliant powered device when the PoE-capable port is
in the no-shutdown state, PoE is enabled (the default), and the connected device is not being powered by an
AC adaptor.

After device detection, the switch determines the device power requirements based on its type:

* The initial power allocation is the maximum amount of power that a powered device requires. The switch
initially allocates this amount of power when it detects and powers the powered device. As the switch
receives CDP messages from the powered device and as the powered device negotiates power levels
with the switch through CDP power-negotiation messages, the initial power allocation might be adjusted.

* The switch classifies the detected IEEE device within a power consumption class. Based on the available
power in the power budget, the switch determines if a port can be powered. Table 10: IEEE Power
Classifications, on page 80 lists these levels.

Table 10: IEEE Power Classifications

Class Maximum Power Level Required from the Switch

0 (class status unknown) | 15.4 W

1 4W

2 TW

3 154W

4 30 W (For IEEE 802.3at Type 2 powered devices)

The switch monitors and tracks requests for power and grants power only when it is available. The switch
tracks its power budget (the amount of power available on the switch for PoE). The switch performs
power-accounting calculations when a port is granted or denied power to keep the power budget up to date.
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Power Management Modes .

After power is applied to the port, the switch uses CDP to determine the CDP-specific power consumption
requirement of the connected Cisco powered devices, which is the amount of power to allocate based on the
CDP messages. The switch adjusts the power budget accordingly. This does not apply to third-party PoE
devices. The switch processes a request and either grants or denies power. If the request is granted, the switch
updates the power budget. If the request is denied, the switch ensures that power to the port is turned off,
generates a syslog message, and updates the LEDs. Powered devices can also negotiate with the switch for
more power.

With PoE+, powered devices use IEEE 802.3at and LLDP power with media dependent interface (MDI) type,
length, and value descriptions (TLVs), Power-via-MDI TLVs, for negotiating power up to 30 W. Cisco
pre-standard devices and Cisco IEEE powered devices can use CDP or the IEEE 802.3at power-via-MDI
power negotiation mechanism to request power levels up to 30 W.

N

Note

The initial allocation for Class 0, Class 3, and Class 4 powered devices is 15.4 W. When a device starts up

and uses CDP or LLDP to send a request for more than 15.4 W, it can be allocated up to the maximum of 30

W.

)

Note
in the software configuration guides and command references.

The CDP-specific power consumption requirement is referred to as the actual power consumption requirement

If the switch detects a fault caused by an undervoltage, overvoltage, overtemperature, oscillator-fault, or
short-circuit condition, it turns off power to the port, generates a syslog message, and updates the power
budget and LEDs.

The PoE feature operates the same whether or not the switch is a stack member. The power budget is per
switch and independent of any other switch in the stack. Election of a new active switch does not affect PoE
operation. The active switch keeps track of the PoE status for all switches and ports in the stack and includes
the status in output displays.

Power Management Modes

The switch supports these PoE modes:

» auto—The switch automatically detects if the connected device requires power. If the switch discovers
a powered device connected to the port and if the switch has enough power, it grants power, updates the
power budget, turns on power to the port on a first-come, first-served basis, and updates the LEDs. For
LED information, see the hardware installation guide.

If the switch has enough power for all the powered devices, they all come up. If enough power is available
for all powered devices connected to the switch, power is turned on to all devices. If there is not enough
available PoE, or if a device is disconnected and reconnected while other devices are waiting for power,
it cannot be determined which devices are granted or are denied power.

If granting power would exceed the system power budget, the switch denies power, ensures that power
to the port is turned off, generates a syslog message, and updates the LEDs. After power has been denied,
the switch periodically rechecks the power budget and continues to attempt to grant the request for power.

If a device being powered by the switch is then connected to wall power, the switch might continue to
power the device. The switch might continue to report that it is still powering the device whether the
device is being powered by the switch or receiving power from an AC power source.
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If a powered device is removed, the switch automatically detects the disconnect and removes power from
the port. You can connect a nonpowered device without damaging it.

You can specify the maximum wattage that is allowed on the port. If the IEEE class maximum wattage
of the powered device is greater than the configured maximum value, the switch does not provide power
to the port. If the switch powers a powered device, but the powered device later requests through CDP

messages more than the configured maximum value, the switch removes power to the port. The power

that was allocated to the powered device is reclaimed into the global power budget. If you do not specify
a wattage, the switch delivers the maximum value. Use the auto setting on any PoE port. The auto mode
is the default setting.

static—The switch pre-allocates power to the port (even when no powered device is connected) and
guarantees that power will be available for the port. The switch allocates the port configured maximum
wattage, and the amount is never adjusted through the IEEE class or by CDP messages from the powered
device. Because power is pre-allocated, any powered device that uses less than or equal to the maximum
wattage is guaranteed to be powered when it is connected to the static port. The port no longer participates
in the first-come, first-served model.

However, if the powered-device IEEE class is greater than the maximum wattage, the switch does not
supply power to it. If the switch learns through CDP messages that the powered device is consuming
more than the maximum wattage, the switch shuts down the powered device.

If you do not specify a wattage, the switch pre-allocates the maximum value. The switch powers the port
only if it discovers a powered device. Use the static setting on a high-priority interface.

*» never—The switch disables powered-device detection and never powers the PoE port even if an unpowered

device is connected. Use this mode only when you want to make sure that power is never applied to a
PoE-capable port, making the port a data-only port.

For most situations, the default configuration (auto mode) works well, providing plug-and-play operation. No
further configuration is required. However, perform this task to configure a PoE port for a higher priority, to
make it data only, or to specify a maximum wattage to disallow high-power powered devices on a port.

Power Monitoring and Power Policing

When policing of the real-time power consumption is enabled, the switch takes action when a powered device
consumes more power than the maximum amount allocated, also referred to as the cutoff-power value.

When PoE is enabled, the switch senses the real-time power consumption of the powered device. The switch
monitors the real-time power consumption of the connected powered device; this is called power monitoring
or power sensing. The switch also polices the power usage with the power policing feature.

Power monitoring is backward-compatible with Cisco intelligent power management and CDP-based power
consumption. It works with these features to ensure that the PoE port can supply power to the powered device.

The switch senses the real-time power consumption of the connected device as follows:

1.
2.

The switch monitors the real-time power consumption on individual ports.

The switch records the power consumption, including peak power usage. The switch reports the information
through the CISCO-POWER-ETHERNET-EXT-MIB.

If power policing is enabled, the switch polices power usage by comparing the real-time power consumption
to the maximum power allocated to the device. The maximum power consumption is also referred to as
the cutoff power on a PoE port.
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Maximum Power Allocation (Cutoff Power) on a PoE Port .

If the device uses more than the maximum power allocation on the port, the switch can either turn off
power to the port, or the switch can generate a syslog message and update the LEDs (the port LED is now
blinking amber) while still providing power to the device based on the switch configuration. By default,
power-usage policing is disabled on all PoE ports.

If error recovery from the PoE error-disabled state is enabled, the switch automatically takes the PoE port
out of the error-disabled state after the specified amount of time.

If error recovery is disabled, you can manually re-enable the PoE port by using the shutdown and no
shutdown interface configuration commands.

4. If policing is disabled, no action occurs when the powered device consumes more than the maximum
power allocation on the PoE port, which could adversely affect the switch.

Maximum Power Allocation (Cutoff Power) on a PoE Port

When power policing is enabled, the switch determines one of the these values as the cutoff power on the
PoE port in this order:

1. Manually when you set the user-defined power level that the switch budgets for the port by using the
power inline consumption default wattage global or interface configuration command

2. Manually when you set the user-defined power level that limits the power allowed on the port by using
the power inline auto max max-wattage or the power inline static max max-wattage interface
configuration command

3. Automatically when the switch sets the power usage of the device by using CDP power negotiation or by
the IEEE classification and LLDP power negotiation.

Use the first or second method in the previous list to manually configure the cutoff-power value by entering
the power inline consumption default wattage or the power inline [auto | static max] max-wattage command.

You should use power inline consumption default wattage command to manually set the power level for a
port only in situations where CDP/LLDP power negotiations are not supported.

If you do not manually configure the cutoff-power value, the switch automatically determines it by using CDP
power negotiation or the device IEEE classification and LLDP power negotiation. If CDP or LLDP are not
enabled, the default value of 30 W is applied. However without CDP or LLDP, the switch does not allow
devices to consume more than 15.4 W of power because values from 15400 to 30000 mW are only allocated
based on CDP or LLDP requests. If a powered device consumes more than 15.4 W without CDP or LLDP
negotiation, the device might be in violation of the maximum current (Imax) limitation and might experience
an lcut fault for drawing more current than the maximum. The port remains in the fault state for a time before
attempting to power on again. If the port continuously draws more than 15.4 W, the cycle repeats.

\}

Note

When a powered device connected to a PoE+ port restarts and sends a CDP or LLDP packet with a power
TLV, the switch locks to the power-negotiation protocol of that first packet and does not respond to power
requests from the other protocol. For example, if the switch is locked to CDP, it does not provide power to
devices that send LLDP requests. If CDP is disabled after the switch has locked on it, the switch does not
respond to LLDP power requests and can no longer power on any accessories. In this case, you should restart
the powered device.
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Power Consumption Values

You can configure the initial power allocation and the maximum power allocation on a port. However, these
values are only the configured values that determine when the switch should turn on or turn off power on the
PoE port. The maximum power allocation is not the same as the actual power consumption of the powered
device. The actual cutoff power value that the switch uses for power policing is not equal to the configured
power value.

When power policing is enabled, the switch polices the power usage at the switch port, which is greater than
the power consumption of the device. When you are manually set the maximum power allocation, you must
consider the power loss over the cable from the switch port to the powered device. The cutoff power is the
sum of the rated power consumption of the powered device and the worst-case power loss over the cable.

We recommend that you enable power policing when PoE is enabled on your switch. For example, if policing
is disabled and you set the cutoff-power value by using the power inline auto max 6300 interface configuration
command, the configured maximum power allocation on the PoE port is 6.3 W (6300 mW). The switch
provides power to the connected devices on the port if the device needs up to 6.3 W. If the CDP-power
negotiated value or the IEEE classification value exceeds the configured cutoff value, the switch does not
provide power to the connected device. After the switch turns on power on the PoE port, the switch does not
police the real-time power consumption of the device, and the device can consume more power than the
maximum allocated amount, which could adversely affect the switch and the devices connected to the other
PoE ports.

Because the switch supports internal power supplies and the Cisco Redundant Power System 2300 (also
referred to as the RPS 2300), the total amount of power available for the powered devices varies depending
on the power supply configuration.

How to Configure PoE

Configuring a Power Management Mode on a PoE Port

SUMMARY STEPS

\ )

Note

o0k wN =2

When you make PoE configuration changes, the port being configured drops power. Depending on the new
configuration, the state of the other PoE ports, and the state of the power budget, the port might not be powered
up again. For example, port 1 is in the auto and on state, and you configure it for static mode. The switch
removes power from port 1, detects the powered device, and repowers the port. If port 1 is in the auto and on
state and you configure it with a maximum wattage of 10 W, the switch removes power from the port and
then redetects the powered device. The switch repowers the port only if the powered device is a class 1, class
2, or a Cisco-only powered device.

enable

configure terminal

interface interface-id

power inline {auto [max max-wattage] | never | static [max max-wattage]}

end

show power inline [interface-id | module switch-number]
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7. copy running-config startup-config

DETAILED STEPS

Configuring a Power Management Mode on a PoE Port .

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the physical port to be configured, and enters
interface configuration mode.
Example:
Switch(config)# interface gigabitethernet 2/0/1
Step 4 power inline {auto [max max-wattage] | never | static | Configures the PoE mode on the port. The keywords have

[max max-wattage]}

Example:

Switch (config-if)# power inline auto

these meanings:

+ auto—Enables powered-device detection. If enough
power is available, automatically allocates power to
the PoE port after device detection. This is the default
setting.

* max max-wattage—Limits the power allowed on the
port. The range is 4000 to 30000 mW. If no value is
specified, the maximum is allowed.

* never —Disables device detection, and disable power
to the port.

Note If a port has a Cisco powered device connected
to it, do not use the power inline never
command to configure the port. A false link-up
can occur, placing the port into the error-disabled
state.

» static—Enables powered-device detection. Pre-allocate
(reserve) power for a port before the switch discovers
the powered device. The switch reserves power for
this port even when no device is connected and
guarantees that power will be provided upon device
detection.

The switch allocates power to a port configured in static
mode before it allocates power to a port configured in auto
mode.
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Command or Action

Purpose

Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 6 show power inline [interface-id | module switch-number] | Displays PoE status for a switch or a switch stack, for the
specified interface, or for a specified stack member..
Example:
Switch# show power inline The module switch-number keywords are supported only
on stacking-capable switches.
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Fast POE

Fast PoE - This feature remembers the last power drawn from a particular PSE port and switches on power
the moment AC power is plugged in (within 15 to 20 seconds of switching on power) without waiting for IOS
to boot up. When poe-ha is enabled on a particular port, the switch on a recovery after power failure, provides
power to the connected endpoint devices within short duration before even the IOS forwarding starts up.

This feature can be configured by the command poe-ha. If the user replaces the power device connected to a
port when the switch is powered off, then this new device will get the power which the previous device was

drawing.

Configuring Fast POE

To configure Fast POE, perform the following steps:

\)

Note

You will need to configure the poe-ha command before connecting the PD, or you will need to manually

shut/unshut the port after configuring poe-ha.

SUMMARY STEPS

enable

configure terminal
interface interface-id
power inline port poe-ha
end

apwDd-=

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Interface and Hardware

Budgeting Power for Devices Connected to a PoE Port .

DETAILED STEPS
Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 interface interface-id Specifies the physical port to be configured, and enters

interface configuration mode.

Example:
Switch(config)# interface gigabitethernet2/0/1

Step 4 power inline port poe-ha Configures POE High Availability.
Example:
Switch(config-if)# power inline port poe-ha

Step 5 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

Budgeting Power for Devices Connected to a PoE Port

When Cisco powered devices are connected to PoE ports, the switch uses Cisco Discovery Protocol (CDP)
to determine the protocol-specific power consumption of the devices, and the switch adjusts the power budget
accordingly. This does not apply to IEEE third-party powered devices. For these devices, when the switch
grants a power request, the switch adjusts the power budget according to the powered-device IEEE classification.
If the powered device is a class 0 (class status unknown) or a class 3, the switch budgets 15,400 mW for the
device, regardless of the CDP-specific amount of power needed. If the powered device reports a higher class
than its CDP-specific consumption or does not support power classification (defaults to class 0), the switch
can power fewer devices because it uses the IEEE class information to track the global power budget.

By using the power inline consumption wattage interface configuration command or the power inline
consumption default wattage global configuration command, you can override the default power requirement
specified by the IEEE classification. The difference between what is mandated by the IEEE classification and
what is actually needed by the device is reclaimed into the global power budget for use by additional devices.
You can then extend the switch power budget and use it more effectively.
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. Budgeting Power to All PoE ports

A

Caution  You should carefully plan your switch power budget, enable the power monitoring feature, and make certain
not to oversubscribe the power supply.

)

Note When you manually configure the power budget, you must also consider the power loss over the cable between
the switch and the powered device.

Budgeting Power to All PoE ports

SUMMARY STEPS
1. enable
2. configure terminal
3. nocdprun
4. power inline consumption default wattage
5. end
6. show power inline consumption default
7. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 no cdp run (Optional) Disables CDP.

Example:

Switch(config)# no cdp run

Step 4 power inline consumption default wattage Configures the power consumption of powered devices
connected to each PoE port.
Example:
Switch (config) # power inline consumption default The range for each device is 4000 to 30000 mW (PoE+).
5000 The default is 30000 mW.
Step 5 end Returns to privileged EXEC mode.
Example:

Switch (config) # end
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Budgeting Power to a Specific PoE Port .

Command or Action

Purpose

Step 6 show power inline consumption default Displays the power consumption status.
Example:
Switch# show power inline consumption default
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Budgeting Power to a Specific PoE Port

SUMMARY STEPS

enable

configure terminal

no cdp run

interface interface-id

power inline consumption wattage
end

show power inline consumption
copy running-config startup-config

®NDGOHWN A

DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 no cdp run (Optional) Disables CDP.
Example:
Switch (config)# no edp run
Step 4 interface interface-id Specifies the physical port to be configured, and enter

Example:

interface configuration mode.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



. Configuring Power Policing

Interface and Hardware |

Command or Action

Purpose

Switch(config)# interface gigabitethernet 1/0/1

Step 5 power inline consumption wattage Configures the power consumption of a powered device
connected to a PoE port on the switch.
Example:
Switch (config-if) # power inline consumption 5000 | Iherange for each device is 4000 to 30000 mW (PoE+).
The default is 30000 mW (PoE+).
Step 6 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 7 show power inline consumption Displays the power consumption data.
Example:
Switch# show power inline consumption
Step 8 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring Power Policing

By default, the switch monitors the real-time power consumption of connected powered devices. You can
configure the switch to police the power usage. By default, policing is disabled.

SUMMARY STEPS

enable
configure terminal
interface interface-id

exit
Use one of the following:

o0k 0N

« errdisable detect cause inline-power

power inline police [action{log | errdisable}]

« errdisable recovery cause inline-power

« errdisable recovery interval interval

7. exit
8. Use one of the following:

+ show power inline police
« show errdisable recovery

9. copy running-config startup-config
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Configuring Power Policing .

DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the physical port to be configured, and enter
interface configuration mode.
Example:
Switch(config)# interface gigabitethernet2/0/1
Step 4 power inline police [action{log | errdisable}] If the real-time power consumption exceeds the maximum
power allocation on the port, configures the switch to take
Example: .
one of these actions:
Switch(config-if)# power inline police o .
« power inline police—Shuts down the PoE port, turns
off power to it, and puts it in the error-disabled state.

Note You can enable error detection for the PoE
error-disabled cause by using the errdisable
detect cause inline-power global configuration
command. You can also enable the timer to
recover from the PoE error-disabled state by
using the errdisable recovery cause
inline-power interval interval global
configuration command.

- power inline police action errdisable—Turns off
power to the port if the real-time power consumption
exceeds the maximum power allocation on the port.

« power inline police action log—Generates a syslog
message while still providing power to the port.

If you do not enter the action log keywords, the default
action shuts down the port and puts the port in the
error-disabled state.
Step 5 exit Returns to global configuration mode.
Example:
Switch (config-if)# exit
Step 6 Use one of the following: (Optional) Enables error recovery from the PoE

« errdisable detect cause inline-power

error-disabled state, and configures the PoE recover
mechanism variables.
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Command or Action

Purpose

« errdisable recovery cause inline-power
« errdisable recovery interval interval

Example:

Switch (config)# errdisable detect cause
inline-power

Switch (config)# errdisable recovery cause
inline-power

Switch (config) # errdisable recovery interval 100

By default, the recovery interval is 300 seconds.

For interval interval, specifies the time in seconds to
recover from the error-disabled state. The range is 30 to
86400.

Step 7

exit
Example:
Switch (config)# exit

Returns to privileged EXEC mode.

Step 8

Use one of the following:

+ show power inline police
« show errdisable recovery

Example:

Switch# show power inline police

Switch# show errdisable recovery

Displays the power monitoring status, and verify the error
recovery settings.

Step 9

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Monitoring Power Status

Table 11: Show Commands for Power Status

Command

Purpose

show env power switch
[switch-number]

(Optional) Displays the status of the internal power supplies for
each switch in the stack or for the specified switch.

The range is 1 to , depending on the switch member numbers in the
stack. These keywords are available only on stacking-capable
switches.

show power inline [interface-id |
module switch-number]

Displays PoE status for a switch or switch stack, for an interface,
or for a specific switch in the stack.
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Command Purpose

show power inline police Displays the power policing data.

Configuration Examples for Configuring PoE

Budgeting Power: Example

When you enter one of the following commands,

+ [no] power inline consumption default wattage global configuration command

* [no] power inline consumption wattage

interface configuration command

this caution message appears:
$CAUTION: Interface Gil/0/1: Misconfiguring the 'power inline consumption/allocation'
command may cause damage to the
switch and void your warranty. Take precaution not to oversubscribe the power supply. It

is recommended to enable power
policing if the switch supports it. Refer to documentation.

Additional References

MiBs

MIB MIBs Link

All the supported MIBs for this | To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description Link

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.
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Configuring 2-event Classification

* Information about 2-event Classification, on page 95
* Configuring 2-event Classification, on page 95
» Example: Configuring 2-Event Classification, on page 96

Information about 2-event Classification

When a class 4 device gets detected, [OS allocates 30W without any CDP or LLDP negotiation. This means
that even before the link comes up the class 4 power device gets 30W.

Also, on the hardware level the PSE does a 2-event classification which allows a class 4 PD to detect PSE
capability of providing 30W from hardware, register itself and it can move up to PoE+ level without waiting
for any CDP/LLDP packet exchange.

Once 2-event is enabled on a port, you need to manually shut/un-shut the port or connect the PD again to start
the IEEE detection again. Power budget allocation for a class-4 device will be 30W if 2-event classification
is enabled on the port, else it will be 15.4W.

Configuring 2-event Classification

To configure the switch for a 2-event Classification, perform the steps given below:

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. power inline port 2-event
5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the physical port to be configured, and enters
interface configuration mode.
Example:
Switch (config)# interface gigabitethernet2/0/1
Step 4 power inline port 2-event Configures 2-event classification on the switch.
Example:
Switch(config-if)# power inline port 2-event
Step 5 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

Example: Configuring 2-Event Classification

This example shows how you can configure 2-event classification.

Switch> enable
Switch# configure terminal
Switch (config) #

interface gigabitethernet2/0/1

Switch (config-if)# power inline port 2-event

Switch(config-if)# end
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Configuring EEE

* Restrictions for EEE, on page 97

* Information About EEE, on page 97

* How to Configure EEE, on page 98

* Monitoring EEE, on page 99

* Configuration Examples for Configuring EEE, on page 99

+ Additional References, on page 100

* Feature History and Information for Configuring EEE, on page 100

Restrictions for EEE

EEE has the following restrictions:

» Changing the EEE configuration resets the interface because the device has to restart Layer 1
autonegotiation.

* You might want to enable the Link Layer Discovery Protocol (LLDP) for devices that require longer
wakeup times before they are able to accept data on their receive paths. Doing so enables the device to
negotiate for extended system wakeup times from the transmitting link partner.

Information About EEE

EEE Overview

Energy Efficient Ethernet (EEE) is an IEEE 802.3az standard that is designed to reduce power consumption
in Ethernet networks during idle periods.

EEE can be enabled on devices that support low power idle (LPI) mode. Such devices can save power by
entering LPI mode during periods of low utilization. In LPI mode, systems on both ends of the link can save
power by shutting down certain services. EEE provides the protocol needed to transition into and out of LPI
mode in a way that is transparent to upper layer protocols and applications.
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Default EEE Configuration

EEE is enabled by default.

How to Configure EEE

You can enable or disable EEE on an interface that is connected to an EEE-capable link partner.

Enabling or Disabling EEE

SUMMARY STEPS

configure terminal

interface interface-id

power efficient-ethernet auto

no power efficient-ethernet auto
end

copy running-config startup-config

o0k 0N

DETAILED STEPS

Interface and Hardware |

Command or Action

Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 2 interface interface-id Specifies the interface to be configured, and enter interface
configuration mode.
Example:
Switch(config)# interface gigabitethernetl/0/1
Step 3 power efficient-ethernet auto Enables EEE on the specified interface. When EEE is
enabled, the device advertises and autonegotiates EEE to
Example: o
its link partner.
Switch(config-if)# power efficient-ethernet auto
Step 4 no power efficient-ethernet auto Disables EEE on the specified interface.

Example:

Switch(config-if) # no power efficient-ethernet auto|
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Command or Action Purpose
Step 5 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Monitoring EEE

Table 12: Commands for Displaying EEE Settings

Command Purpose

show eee capabilities interface interface-id Displays EEE capabilities for the specified interface.

show eee status interface interface-id Displays EEE status information for the specified
interface.

Configuration Examples for Configuring EEE

This example shows how to enable EEE for an interface:

Switch# configure terminal
Switch (config) # interface gigabitethernetl/0/1
Switch (config-if)# power efficient-ethernet auto

This example shows how to disable EEE for an interface:

Switch# configure terminal
Switch (config) # interface gigabitethernetl/0/1
Switch(config-if)# no power efficient-ethernet auto
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Additional References
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MIBs

MIB MIBs Link

All the supported MIBs for this To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description

Link

Syndication (RSS) Feeds.

ID and password.

To receive security and technical information about your products, you can
subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple

Access to most tools on the Cisco Support website requires a Cisco.com user

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

Feature History and Information for Configuring EEE

Release

Modification

Cisco IOS Release 15.0(2)EX

This feature was introduced.
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IP Multicast Routing

* Configuring IGMP Snooping and Multicast VLAN Registration, on page 103






CHAPTER 1 1

Configuring IGMP Snooping and Multicast VLAN
Registration

* Prerequisites for Configuring IGMP Snooping and MVR, on page 103
* Restrictions for Configuring IGMP Snooping and MVR, on page 104
* Information About IGMP Snooping and MVR, on page 105

* How to Configure IGMP Snooping and MVR, on page 114

* Monitoring IGMP Snooping and MVR, on page 142

* Configuration Examples for IGMP Snooping and MVR, on page 145

* Additional References, on page 147

* Feature History and Information for IGMP Snooping, on page 148

Prerequisites for Configuring IGMP Snooping and MVR

Prerequisites for IGMP Snooping

Observe these guidelines when configuring the IGMP snooping querier:

* Configure the VLAN in global configuration mode.

* Configure an IP address on the VLAN interface. When enabled, the IGMP snooping querier uses the IP
address as the query source address.

» If there is no IP address configured on the VLAN interface, the IGMP snooping querier tries to use the
configured global IP address for the IGMP querier. If there is no global IP address specified, the IGMP
querier tries to use the VLAN switch virtual interface (SVI) IP address (if one exists). If there is no SVI
IP address, the switch uses the first available IP address configured on the switch. The first IP address
available appears in the output of the show ip interface privileged EXEC command. The IGMP snooping
querier does not generate an IGMP general query if it cannot find an available IP address on the switch.

» The IGMP snooping querier supports IGMP Versions 1 and 2.

* When administratively enabled, the IGMP snooping querier moves to the nonquerier state if it detects
the presence of a multicast router in the network.

» When it is administratively enabled, the IGMP snooping querier moves to the operationally disabled
state under these conditions:
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* IGMP snooping is disabled in the VLAN.
* PIM is enabled on the SVI of the corresponding VLAN.

Prerequisites for MVR

The following are the prerequisites for Multicast VLAN Registration (MVR):
* To use MVR, the switch must be running the LAN Base image.

Restrictions for Configuring IGMP Snooping and MVR

Restrictions for IGMP Snooping

The following are the restrictions for IGMP snooping:

* The switch supports homogeneous stacking and mixed stacking. Mixed stacking is supported only with
the Catalyst 2960-S switches. A homogenous stack can have up to eight stack members, while a mixed
stack can have up to four stack members. All switches in a switch stack must be running the LAN Base
image.

IGMPvV3 join and leave messages are not supported on switches running IGMP filtering or Multicast
VLAN registration (MVR).

IGMP report suppression is supported only when the multicast query has IGMPv1 and IGMPv2 reports.
This feature is not supported when the query includes IGMPv3 reports.

The IGMP configurable leave time is only supported on hosts running IGMP Version 2. IGMP version
2 is the default version for the switch.

The actual leave latency in the network is usually the configured leave time. However, the leave time
might vary around the configured time, depending on real-time CPU load conditions, network delays
and the amount of traffic sent through the interface.

The IGMP throttling action restriction can be applied only to Layer 2 ports. You can use ip igmp
max-groups action replace interface configuration command on a logical EtherChannel interface but
cannot use it on ports that belong to an EtherChannel port group.

When the maximum group limitation is set to the default (no maximum), entering the ip igmp max-groups
action {deny | replace} command has no effect.

If you configure the throttling action and set the maximum group limitation after an interface has added
multicast entries to the forwarding table, the forwarding-table entries are either aged out or removed,
depending on the throttling action.

Restrictions for MVR

The following are restrictions for MVR:
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* Only Layer 2 ports participate in MVR. You must configure ports as MVR receiver ports.
* Only one MVR multicast VLAN per switch or switch stack is supported.

* Receiver ports can only be access ports; they cannot be trunk ports. Receiver ports on a switch can be
in different VLANS, but should not belong to the multicast VLAN.

* The maximum number of multicast entries (MVR group addresses) that can be configured on a switch
(that is, the maximum number of television channels that can be received) is 256.

* MVR multicast data received in the source VLAN and leaving from receiver ports has its time-to-live
(TTL) decremented by 1 in the switch.

* Because MVR on the switch uses IP multicast addresses instead of MAC multicast addresses, alias IP
multicast addresses are allowed on the switch. However, if the switch is interoperating with Catalyst
3550 or Catalyst 3500 XL switches, you should not configure IP addresses that alias between themselves
or with the reserved IP multicast addresses (in the range 224.0.0.xxx).

* Do not configure MVR on private VLAN ports.

* MVR is not supported when multicast routing is enabled on a switch. If you enable multicast routing
and a multicast routing protocol while MVR is enabled, MVR is disabled, and you receive a warning
message. If you try to enable MVR while multicast routing and a multicast routing protocol are enabled,
the operation to enable MVR is cancelled, and you receive an error message

* MVR data received on an MVR receiver port is not forwarded to MVR source ports.
* MVR does not support IGMPv3 messages.

* The switch supports homogeneous stacking and mixed stacking. Mixed stacking is supported only with
the Catalyst 2960-S switches. A homogenous stack can have up to eight stack members, while a mixed
stack can have up to four stack members. All switches in a switch stack must be running the LAN Base
image.

Information About IGMP Snooping and MVR

IGMP Snooping

Layer 2 switches can use IGMP snooping to constrain the flooding of multicast traffic by dynamically
configuring Layer 2 interfaces so that multicast traffic is forwarded to only those interfaces associated with
IP multicast devices. As the name implies, IGMP snooping requires the LAN switch to snoop on the IGMP
transmissions between the host and the router and to keep track of multicast groups and member ports. When
the switch receives an IGMP report from a host for a particular multicast group, the switch adds the host port
number to the forwarding table entry; when it receives an IGMP Leave Group message from a host, it removes
the host port from the table entry. It also periodically deletes entries if it does not receive IGMP membership
reports from the multicast clients.

\ )

Note For more information on IP multicast and IGMP, see RFC 1112 and RFC 2236.
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The multicast router sends out periodic general queries to all VLANSs. All hosts interested in this multicast
traffic send join requests and are added to the forwarding table entry. The switch creates one entry per VLAN
in the IGMP snooping IP multicast forwarding table for each group from which it receives an IGMP join
request.

The switch supports IP multicast group-based bridging, instead of MAC-addressed based groups. With
multicast MAC address-based groups, if an IP address being configured translates (aliases) to a previously
configured MAC address or to any reserved multicast MAC addresses (in the range 224.0.0.xxx), the command
fails. Because the switch uses IP multicast groups, there are no address aliasing issues.

The IP multicast groups learned through IGMP snooping are dynamic. However, you can statically configure
multicast groups by using the ip igmp snooping vlan vian-id static ip_address interface interface-id global
configuration command. If you specify group membership for a multicast group address statically, your setting
supersedes any automatic manipulation by IGMP snooping. Multicast group membership lists can consist of
both user-defined and IGMP snooping-learned settings.

You can configure an IGMP snooping querier to support IGMP snooping in subnets without multicast interfaces
because the multicast traffic does not need to be routed.

If a port spanning-tree, a port group, or a VLAN ID change occurs, the IGMP snooping-learned multicast
groups from this port on the VLAN are deleted.

These sections describe IGMP snooping characteristics:

The switch supports IGMP version 1, IGMP version 2, and IGMP version 3. These versions are interoperable
on the switch. For example, if IGMP snooping is enabled and the querier's version is IGMPv2, and the switch
receives an IGMPv3 report from a host, then the switch can forward the IGMPv3 report to the multicast router.

An IGMPv3 switch can receive messages from and forward messages to a device running the Source Specific
Multicast (SSM) feature.

Joining a Multicast Group

Figure 4: Initial IGMP Join Message

When a host connected to the switch wants to join an IP multicast group and it is an IGMP version 2 client,
it sends an unsolicited IGMP join message, specifying the IP multicast group to join. Alternatively, when the
switch receives a general query from the router, it forwards the query to all ports in the VLAN. IGMP version
1 or version 2 hosts wanting to join the multicast group respond by sending a join message to the switch. The
switch CPU creates a multicast forwarding-table entry for the group if it is not already present. The CPU also
adds the interface where the join message was received to the forwarding-table entry. The host associated
with that interface receives multicast traffic for that multicast group.
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| VLAN

PFC

— ;_t-.- 1 ":* — ".'-' —
Host1  Host2 Host3  Host 4

Router A sends a general query to the switch, which forwards the query to ports 2 through 5, all of which are
members of the same VLAN. Host 1 wants to join multicast group 224.1.2.3 and multicasts an IGMP

membership report (IGMP join message) to the group. The switch CPU uses the information in the IGMP
report to set up a forwarding-table entry that includes the port numbers connected to Host 1 and to the router.

Table 13: IGMP Snooping Forwarding Table

Destination Address Type of Packet Ports

224.1.2.3 IGMP 1,2

The switch hardware can distinguish IGMP information packets from other packets for the multicast group.
The information in the table tells the switching engine to send frames addressed to the 224.1.2.3 multicast IP
address that are not IGMP packets to the router and to the host that has joined the group.

Figure 5: Second Host Joining a Multicast Group

If another host (for example, Host 4) sends an unsolicited IGMP join message for the same group, the CPU
receives that message and adds the port number of Host 4 to the forwarding table. Because the forwarding
table directs IGMP messages only to the CPU, the message is not flooded to other ports on the switch. Any

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



. Leaving a Multicast Group

known multicast traffic is forwarded to the group and not to the CPU.

Router A

PFC

Table 14: Updated IGMP Snooping Forwarding Table

VLAN

45751
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Destination Address

Type of Packet

Ports

224.1.2.3

IGMP

1,2,5

Leaving a Multicast Group

The router sends periodic multicast general queries, and the switch forwards these queries through all ports
in the VLAN. Interested hosts respond to the queries. If at least one host in the VLAN wants to receive
multicast traffic, the router continues forwarding the multicast traffic to the VLAN. The switch forwards
multicast group traffic only to those hosts listed in the forwarding table for that IP multicast group maintained

by IGMP snooping.

When hosts want to leave a multicast group, they can silently leave, or they can send a leave message. When
the switch receives a leave message from a host, it sends a group-specific query to learn if any other devices
connected to that interface are interested in traffic for the specific multicast group. The switch then updates
the forwarding table for that MAC group so that only those hosts interested in receiving multicast traffic for
the group are listed in the forwarding table. If the router receives no reports from a VLAN, it removes the
group for the VLAN from its IGMP cache.
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Immediate Leave

The switch uses IGMP snooping Immediate Leave to remove from the forwarding table an interface that sends
a leave message without the switch sending group-specific queries to the interface. The VLAN interface is
pruned from the multicast tree for the multicast group specified in the original leave message. Immediate
Leave ensures optimal bandwidth management for all hosts on a switched network, even when multiple
multicast groups are simultaneously in use.

Immediate Leave is only supported on IGMP version 2 hosts. IGMP version 2 is the default version for the
switch.

)

Note  You should use the Immediate Leave feature only on VLANSs where a single host is connected to each port.
If Immediate Leave is enabled on VLANs where more than one host is connected to a port, some hosts may
be dropped inadvertently.

IGMP Configurable-Leave Timer

You can configure the time that the switch waits after sending a group-specific query to determine if hosts
are still interested in a specific multicast group. The IGMP leave response time can be configured from 100
to 32767 milliseconds.

IGMP Report Suppression
Y

Note IGMP report suppression is supported only when the multicast query has IGMPv1 and IGMPV2 reports. This
feature is not supported when the query includes IGMPv3 reports.

The switch uses IGMP report suppression to forward only one IGMP report per multicast router query to
multicast devices. When IGMP report suppression is enabled (the default), the switch sends the first IGMP
report from all hosts for a group to all the multicast routers. The switch does not send the remaining IGMP
reports for the group to the multicast routers. This feature prevents duplicate reports from being sent to the
multicast devices.

If the multicast router query includes requests only for IGMPv1 and IGMPv?2 reports, the switch forwards
only the first IGMPv1 or IGMPv2 report from all hosts for a group to all the multicast routers.

If the multicast router query also includes requests for IGMPv3 reports, the switch forwards all IGMPv1,
IGMPv2, and IGMPv3 reports for a group to the multicast devices.

If you disable IGMP report suppression, all IGMP reports are forwarded to the multicast routers.

IGMP Snooping and Switch Stacks

IGMP snooping functions across the switch stack; that is, IGMP control information from one switch is
distributed to all switches in the stack. Regardless of the stack member through which IGMP multicast data
enters the stack, the data reaches the hosts that have registered for that group.

If a switch in the stack fails or is removed from the stack, only the members of the multicast group that are
on that switch will not receive the multicast data. All other members of a multicast group on other switches
in the stack continue to receive multicast data streams. However, multicast groups that are common for both
Layer 2 and Layer 3 (IP multicast routing) might take longer to converge if the active switch is removed.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



. Default IGMP Snooping Configuration

Default IGMP Snooping Configuration

IP Multicast Routing |

This table displays the default IGMP snooping configuration for the switch.

Table 15: Default IGMP Snooping Configuration

Feature Default Setting

IGMP snooping Enabled globally and per VLAN

Multicast routers None configured

IGMP snooping Immediate Leave Disabled

Static groups None configured

TCN! flood query count 2

TCN query solicitation Disabled
IGMP snooping querier Disabled
IGMP report suppression Enabled

! (1) TCN = Topology Change Notification

Multicast VLAN Registration

MVR and IGMP

Multicast VLAN Registration (MVR) is designed for applications using wide-scale deployment of multicast
traffic across an Ethernet ring-based service-provider network (for example, the broadcast of multiple television
channels over a service-provider network). MVR allows a subscriber on a port to subscribe and unsubscribe
to a multicast stream on the network-wide multicast VLAN. It allows the single multicast VLAN to be shared
in the network while subscribers remain in separate VLANs. MVR provides the ability to continuously send
multicast streams in the multicast VLAN, but to isolate the streams from the subscriber VLANS for bandwidth
and security reasons.

These sections describe MVR:

)

Note MVR can coexist with IGMP snooping on a switch.

MVR assumes that subscriber ports subscribe and unsubscribe (join and leave) these multicast streams by
sending out IGMP join and leave messages. These messages can originate from an IGMP version-2-compatible
host with an Ethernet connection. Although MVR operates on the underlying method of IGMP snooping, the
two features operate independently of each other. One can be enabled or disabled without affecting the behavior
of the other feature. However, if IGMP snooping and MVR are both enabled, MVR reacts only to join and
leave messages from multicast groups configured under MVR. Join and leave messages from all other multicast
groups are managed by IGMP snooping.

The switch CPU identifies the MVR IP multicast streams and their associated IP multicast group in the switch
forwarding table, intercepts the IGMP messages, and modifies the forwarding table to include or remove the
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subscriber as a receiver of the multicast stream, even though the receivers might be in a different VLAN from
the source. This forwarding behavior selectively allows traffic to cross between different VL ANSs.

Modes of Operation

You can set the switch for compatible or dynamic mode of MVR operation:

* In compatible mode, multicast data received by MVR hosts is forwarded to all MVR data ports, regardless
of MVR host membership on those ports. The multicast data is forwarded only to those receiver ports
that MVR hosts have joined, either by IGMP reports or by MVR static configuration. IGMP reports
received from MVR hosts are never forwarded from MVR data ports that were configured in the switch.

* In dynamic mode, multicast data received by MVR hosts on the switch is forwarded from only those
MVR data and client ports that the MVR hosts have joined, either by IGMP reports or by MVR static
configuration. Any IGMP reports received from MVR hosts are also forwarded from all the MVR data
ports in the host. This eliminates using unnecessary bandwidth on MVR data port links, which occurs
when the switch runs in compatible mode.

MVR and Switch Stacks

Only one MVR multicast VLAN per switch or switch stack is supported.

Receiver ports and source ports can be on different switches in a switch stack. Multicast data sent on the
multicast VLAN is forwarded to all MVR receiver ports across the stack. When a new switch is added to a
stack, by default it has no receiver ports.

If a switch fails or is removed from the stack, only those receiver ports belonging to that switch will not receive
the multicast data. All other receiver ports on other switches continue to receive the multicast data.

MVR in a Multicast Television Application

In a multicast television application, a PC or a television with a set-top box can receive the multicast stream.
Multiple set-top boxes or PCs can be connected to one subscriber port, which is a switch port configured as
an MVR receiver port.
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Figure 6: Multicast VLAN Registration Example

The following is an example
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In this example configuration, DHCP assigns an IP address to the set-top box or the PC. When a subscriber
selects a channel, the set-top box or PC sends an IGMP report to Switch A to join the appropriate multicast.
If the IGMP report matches one of the configured IP multicast group addresses, the switch CPU modifies the
hardware address table to include this receiver port and VLAN as a forwarding destination of the specified
multicast stream when it is received from the multicast VLAN. Uplink ports that send and receive multicast
data to and from the multicast VLAN are called MVR source ports.

When a subscriber changes channels or turns off the television, the set-top box sends an IGMP leave message
for the multicast stream. The switch CPU sends a MAC-based general query through the receiver port VLAN.
If there is another set-top box in the VLAN still subscribing to this group, that set-top box must respond within
the maximum response time specified in the query. If the CPU does not receive a response, it eliminates the
receiver port as a forwarding destination for this group.

Without Immediate Leave, when the switch receives an IGMP leave message from a subscriber on a receiver
port, it sends out an IGMP query on that port and waits for IGMP group membership reports. If no reports
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are received in a configured time period, the receiver port is removed from multicast group membership. With
Immediate Leave, an IGMP query is not sent from the receiver port on which the IGMP leave was received.
As soon as the leave message is received, the receiver port is removed from multicast group membership,
which speeds up leave latency. Enable the Immediate-Leave feature only on receiver ports to which a single
receiver device is connected.

MVR eliminates the need to duplicate television-channel multicast traffic for subscribers in each VLAN.
Multicast traffic for all channels is only sent around the VLAN trunk once—only on the multicast VLAN.
The IGMP leave and join messages are in the VLAN to which the subscriber port is assigned. These messages
dynamically register for streams of multicast traffic in the multicast VLAN on the Layer 3 device. The access
layer switch, Switch A, modifies the forwarding behavior to allow the traffic to be forwarded from the multicast
VLAN to the subscriber port in a different VLAN, selectively allowing traffic to cross between two VLANS.

IGMP reports are sent to the same IP multicast group address as the multicast data. The Switch A CPU must
capture all IGMP join and leave messages from receiver ports and forward them to the multicast VLAN of
the source (uplink) port, based on the MVR mode.

Default MVR Configuration

Table 16: Default MVR Configuration

Feature Default Setting

MVR Disabled globally and per interface
Multicast addresses None configured

Query response time 0.5 second

Multicast VLAN VLAN 1

Mode Compatible

Interface (per port) default Neither a receiver nor a source port
Immediate Leave Disabled on all ports

IGMP Filtering and Throttling

In some environments, for example, metropolitan or multiple-dwelling unit (MDU) installations, you might
want to control the set of multicast groups to which a user on a switch port can belong. You can control the
distribution of multicast services, such as IP/TV, based on some type of subscription or service plan. You
might also want to limit the number of multicast groups to which a user on a switch port can belong.

With the IGMP filtering feature, you can filter multicast joins on a per-port basis by configuring IP multicast
profiles and associating them with individual switch ports. An IGMP profile can contain one or more multicast
groups and specifies whether access to the group is permitted or denied. If an IGMP profile denying access
to a multicast group is applied to a switch port, the IGMP join report requesting the stream of [P multicast
traffic is dropped, and the port is not allowed to receive IP multicast traffic from that group. If the filtering
action permits access to the multicast group, the IGMP report from the port is forwarded for normal processing.
You can also set the maximum number of IGMP groups that a Layer 2 interface can join.

IGMP filtering controls only group-specific query and membership reports, including join and leave reports.
It does not control general IGMP queries. IGMP filtering has no relationship with the function that directs
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the forwarding of IP multicast traffic. The filtering feature operates in the same manner whether CGMP or
MVR is used to forward the multicast traffic.

IGMP filtering applies only to the dynamic learning of IP multicast group addresses, not static configuration.

With the IGMP throttling feature, you can set the maximum number of IGMP groups that a Layer 2 interface
can join. If the maximum number of IGMP groups is set, the IGMP snooping forwarding table contains the
maximum number of entries, and the interface receives an IGMP join report, you can configure an interface
to drop the IGMP report or to replace the randomly selected multicast entry with the received IGMP report.

\)

Note IGMPv3 join and leave messages are not supported on switches running IGMP filtering.

Default IGMP Filtering and Throttling Configuration

This table displays the default IGMP filtering and throttling configuration for the switch.

Table 17: Default IGMP Filtering Configuration

Feature Default Setting
IGMP filters None applied.
IGMP maximum number of IGMP groups No maximum set.
Note When the maximum number of groups is

in the forwarding table, the default IGMP
throttling action is to deny the IGMP

report.
IGMP profiles None defined.
IGMP profile action Deny the range addresses.

How to Configure IGMP Snooping and MVR

Enabling or Disabling IGMP Snooping on a Switch

SUMMARY STEPS

When IGMP snooping is globally enabled or disabled, it is also enabled or disabled in all existing VLAN
interfaces. IGMP snooping is enabled on all VLANSs by default, but can be enabled and disabled on a per-VLAN
basis.

Global IGMP snooping overrides the VLAN IGMP snooping. If global snooping is disabled, you cannot
enable VLAN snooping. If global snooping is enabled, you can enable or disable VLAN snooping.

Follow these steps to globally enable IGMP snooping on the switch:

1. enable
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configure terminal
ip igmp snooping
end

o wNd

DETAILED STEPS

copy running-config startup-config

Enabling or Disabling IGMP Snooping on a VLAN Interface .

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping Globally enables IGMP snooping in all existing VLAN
interfaces.
Example:
Note To globally disable IGMP snooping on all VLAN
Switch(config)# ip igmp snooping interfaces, use the no ip igmp snooping global
configuration command.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 5 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Enabling or Disabling IGMP Snooping on a VLAN Interface

Follow these steps to enable IGMP snooping on a VLAN interface:

SUMMARY STEPS

enable
configure terminal

b=

end

ip igmp snooping vlan vian-id
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5. copy running-config startup-config

IP Multicast Routing |

DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping vlan vian-id Enables IGMP snooping on the VLAN interface. The VLAN
ID range is 1 to 1001 and 1006 to 4094.
Example:
IGMP snooping must be globally enabled before you can
Switch (config)# ip igmp snooping vlan 7 enable VLAN snooping.

Note To disable IGMP snooping on a VLAN interface,
use the no ip igmp snooping vlan vian-id global
configuration command for the specified VLAN
number.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Setting the Snooping Method

Multicast-capable router ports are added to the forwarding table for every Layer 2 multicast entry. The switch

learns of the ports through one of these methods:

* Snooping on IGMP queries, Protocol-Independent Multicast (PIM) packets, and Distance Vector Multicast

Routing Protocol (DVMRP) packets.

* Listening to Cisco Group Management Protocol (CGMP) packets from other routers.
» Statically connecting to a multicast router port using the ip igmp snooping mrouter global configuration

command.
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You can configure the switch either to snoop on IGMP queries and PIM/DVMRP packets or to listen to CGMP
self-join or proxy-join packets. By default, the switch snoops on PIM/DVMRP packets on all VLANs. To
learn of multicast router ports through only CGMP packets, use the ip igmp snooping vlan vlan-id mrouter
learn cgmp global configuration command. When this command is entered, the router listens to only CGMP
self-join and CGMP proxy-join packets and to no other CGMP packets. To learn of multicast router ports
through only PIM-DVMRP packets, use the ip igmp snooping vlan vlan-id mrouter learn pim-dvmrp
global configuration command.

If you want to use CGMP as the learning method and no multicast routers in the VLAN are CGMP
proxy-enabled, you must enter the ip cgmp router-only command to dynamically access the router.

SUMMARY STEPS
1. enable
2. configure terminal
3. ip igmp snooping vlan vian-id mrouter learn {cgmp | pim-dvmrp }
4. end
5. show ip igmp snooping
6. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 ip igmp snooping vlan vian-id mrouter learn {cgmp | | Specifies the multicast router learning method:
pim-dvmrp } » cgmp—-Listens for CGMP packets. This method is
Example: useful for reducing control traffic.
Switch(config)§ ip igmp snooping + pim-dvmrp—Snoops on IGMP queries and
vlan 1 mrouter learn cgmp ..

PIM-DVMRP packets. This is the default.

Note To return to the default learning method, use the
no ip igmp snooping vlan vian-id mrouter
learn cgmp global configuration command.

Step 4 end Returns to privileged EXEC mode.
Example:
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Command or Action Purpose

Switch (config)# end

Step 5 show ip igmp snooping Verifies the configuration.

Example:

Switch# show ip igmp snooping

Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring a Multicast Router Port

Perform these steps to add a multicast router port (enable a static connection to a multicast router) on the
switch.

\)

Note Static connections to multicast routers are supported only on switch ports.

SUMMARY STEPS
1. enable
2. configure terminal
3. ip igmp snooping vlan vian-id mrouter interface interface-id
4, end
5. show ip igmp snooping mrouter [vlan vian-id]
6. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:
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Command or Action

Purpose

Switch# configure terminal

Step 3 ip igmp snooping vlan vian-id mrouter interface Specifies the multicast router VLAN ID and the interface
interface-id to the multicast router.
Example: * The VLAN ID range is 1 to 1001 and 1006 to 4094.
Switch(config)t ip igmp snooping vlan 5 mrouter * The interface can be a physical igterface or a port
interface gigabitethernetl/0/1 channel. The port-channel range is 1 to 128.
Note To remove a multicast router port from the
VLAN, use the no ip igmp snooping vlan
vlan-id mrouter interface interface-id global
configuration command.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 show ip igmp snooping mrouter [vlan vian-id] Verifies that IGMP snooping is enabled on the VLAN
interface.
Example:
Switch# show ip igmp snooping mrouter vlan 5
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring a Host Statically to Join a Group

Hosts or Layer 2 ports normally join multicast groups dynamically, but you can also statically configure a

host on an interface.

Follow these steps to add a Layer 2 port as a member of a multicast group:

SUMMARY STEPS

enable
configure terminal

end
show ip igmp snooping groups
copy running-config startup-config

oo krwbh-=

ip igmp snooping vlan vian-id static ip_address interface interface-id
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DETAILED STEPS
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping vlan vian-id static ip_addressinterface | Statically configures a Layer 2 port as a member of a
interface-id multicast group:
Example: « vlan-id is the multicast group VLAN ID. The range is
1 to 1001 and 1006 to 4094.
Switch(config)# ip igmp snooping vlan 105 static . .
230.0.0.1 interface gigabitethernetl/0/1 * ip-address is the group IP address.
« interface-id is the member port. It can be a physical
interface or a port channel (1 to 128).

Note To remove the Layer 2 port from the multicast
group, use the nNo ip igmp snooping vlan vian-id
static mac-addressinterface interface-id global
configuration command.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 5 show ip igmp snooping groups Verifies the member port and the IP address.
Example:
Switch# show ip igmp snooping groups
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config
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Enabling IGMP Immediate Leave

When you enable IGMP Immediate Leave, the switch immediately removes a port when it detects an IGMP
Version 2 leave message on that port. You should use the Immediate-Leave feature only when there is a single
receiver present on every port in the VLAN.

\}

Note Immediate Leave is supported only on IGMP Version 2 hosts. IGMP Version 2 is the default version for the

switch.
SUMMARY STEPS
1. enable
2. configure terminal
3. ip igmp snooping vlan vian-id immediate-leave
4. end
5. show ip igmp snooping vlan vian-id
6. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 ip igmp snooping vlan vian-id immediate-leave Enables IGMP Immediate Leave on the VLAN interface.
Example: Note To disable IGMP Immediate Leave on a VLAN,

use the no ip igmp snooping vlan vian-id
Switch(config)# ip igmp snooping vlan 21 immediate-leave global configuration command.

immediate-leave

Step 4 end Returns to privileged EXEC mode.

Example:

Switch (config)# end
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Command or Action Purpose
Step 5 show ip igmp snooping vlan vian-id Verifies that Immediate Leave is enabled on the VLAN
Example: interface.

Switch# show ip igmp snooping vlan 21

Step 6 end Returns to privileged EXEC mode.

Example:

Switch (config) # end

Configuring the IGMP Leave Timer

You can configure the leave time globally or on a per-VLAN basis. Follow these steps to enable the IGMP
configurable-leave timer:

SUMMARY STEPS
1. enable
2. configure terminal
3. ip igmp snooping last-member-query-interval time
4. ip igmp snooping vlan vian-id last-member-query-interval time
5. end
6. show ip igmp snooping
7. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 ip igmp snooping last-member-query-interval time Configures the IGMP leave timer globally. The range is

100 to 32767 milliseconds.
Example:

The default leave time is 1000 milliseconds.

Switch(config)# ip igmp snooping
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Command or Action

Purpose

last-member-query-interval 1000

Note

To globally reset the IGMP leave timer to the
default setting, use the no ip igmp snooping
last-member-query-interval global
configuration command.

Step 4 ip igmp snooping vlan vian-id (Optional) Configures the IGMP leave time on the VLAN
last-member-query-interval time interface. The range is 100 to 32767 milliseconds.
Example: Note Configuring the leave time on a VLAN overrides
the globally configured timer.
Switch (config)# ip igmp snooping vlan 210
last-member-query-interval 1000 Note To remove the configured IGMP leave-time
setting from the specified VLAN, use the no ip
igmp snooping vlan vian-id
last-member-query-interval global
configuration command.
Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 6 show ip igmp snooping (Optional) Displays the configured IGMP leave time.
Example:
Switch# show ip igmp snooping
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring TCN-Related Commands

Controlling the Multicast Flooding Time After a TCN Event

You can configure the number of general queries by which multicast data traffic is flooded after a topology
change notification (TCN) event. If you set the TCN flood query count to 1 the flooding stops after receiving
1 general query. If you set the count to 7, the flooding continues until 7 general queries are received. Groups
are relearned based on the general queries received during the TCN event.

Some examples of TCN events are when the client location is changed and the receiver is on same port that
was blocked but is now forwarding, and when a port goes down without sending a leave message.

Follow these steps to configure the TCN flood query count:
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SUMMARY STEPS

enable
configure terminal

end
show ip igmp snooping
copy running-config startup-config

o0k wON=2

DETAILED STEPS

IP Multicast Routing |

ip igmp snooping tcn flood query count count

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping tcn flood query count count Specifies the number of IGMP general queries for which
the multicast traffic is flooded.
Example:
The range is 1 to 10. The default, the flooding query count
Switch(config)# ip igmp snooping tcn flood query is 2.
count 3 .

Note To return to the default flooding query count,
use the no ip igmp snooping tcn flood query
count global configuration command.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 show ip igmp snooping Verifies the TCN settings.
Example:
Switch# show ip igmp snooping
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config
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Recovering from Flood Mode

Recovering from Flood Mode .

When a topology change occurs, the spanning-tree root sends a special IGMP leave message (also known as
global leave) with the group multicast address 0.0.0.0. However, you can enable the switch to send the global
leave message whether it is the spanning-tree root or not. When the router receives this special leave, it
immediately sends general queries, which expedite the process of recovering from the flood mode during the
TCN event. Leaves are always sent if the switch is the spanning-tree root regardless of this configuration.

Follow these steps to enable sending of leave messages:

SUMMARY STEPS

enable

configure terminal

ip igmp snooping tcn query solicit
end

show ip igmp snooping

copy running-config startup-config

o hrON =

DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping tcn query solicit Sends an IGMP leave message (global leave) to speed the
process of recovering from the flood mode caused during
Example: e
a TCN event. By default, query solicitation is disabled.
Switch(config)# ip igmp snooping tcn query solicit| Note To return to the default query solicitation, use
the no ip igmp snooping tcn query solicit
global configuration command.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 5 show ip igmp snooping Verifies the TCN settings.

Example:
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Command or Action

Purpose

Switch# show ip igmp snooping

Step 6 copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Disabling Multicast Flooding During a TCN Event

When the switch receives a TCN, multicast traffic is flooded to all the ports until 2 general queries are received.
If the switch has many ports with attached hosts that are subscribed to different multicast groups, this flooding
might exceed the capacity of the link and cause packet loss. Follow these steps to control TCN flooding:

SUMMARY STEPS

enable

configure terminal

interface interface-id

no ip igmp snooping tcn flood

end

show ip igmp snooping

copy running-config startup-config

NOOAWN

DETAILED STEPS

Command or Action

Purpose

Step 1 enable

Example:

Switch> enable

Enables privileged EXEC mode.

* Enter your password if prompted.

Step 2 configure terminal

Example:

Switch# configure terminal

Enters global configuration mode.

Step 3 interface interface-id

Example:

Switch (config) # interface gigabitethernet 1/0/1

Specifies the interface to be configured, and enters interface
configuration mode.
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Command or Action

Purpose

Step 4 no ip igmp snooping tcn flood Disables the flooding of multicast traffic during a
spanning-tree TCN event.
Example:
By default, multicast flooding is enabled on an interface.
Switch(config-if)# no ip igmp snooping tcn flood . . .

Note To re-enable multicast flooding on an interface,
use the ip igmp snooping tcn flood interface
configuration command.

Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 6 show ip igmp snooping Verifies the TCN settings.
Example:
Switch# show ip igmp snooping
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring the IGMP Snooping Querier

Follow these steps to enable the IGMP snooping querier feature in a VLAN:

SUMMARY STEPS

enable
configure terminal
ip igmp snooping querier

©ENDGOHWN

end
show ip igmp snooping vlan vian-id
copy running-config startup-config

- -
- O

ip igmp snooping querier address ip_address

ip igmp snooping querier query-interval interval-count

ip igmp snooping querier tcn query [count count | interval interval ]
ip igmp snooping querier timer expiry timeout

ip igmp snooping querier version version
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DETAILED STEPS

IP Multicast Routing |

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ip igmp snooping querier Enables the IGMP snooping querier.
Example:
Switch(config)# ip igmp snooping querier
Step 4 ip igmp snooping querier address ip_address (Optional) Specifies an IP address for the IGMP snooping
Examole: querier. If you do not specify an IP address, the querier
ple: tries to use the global IP address configured for the IGMP
) , L . . querier.
Switch (config)# ip igmp snooping querier address
172.16.24.1 Note The IGMP snooping querier does not generate
an IGMP general query if it cannot find an IP
address on the switch.
Step 5 ip igmp snooping querier query-interval interval-count | (Optional) Sets the interval between IGMP queriers. The
range is 1 to 18000 seconds.
Example:
Switch (config)# ip igmp snooping querier
query-interval 30
Step 6 ip igmp snooping querier tcn query [count count | (Optional) Sets the time between Topology Change
interval interval] Notification (TCN) queries. The count range is 1 to 10.
The interval range is 1 to 255 seconds.
Example:
Switch (config)# ip igmp snooping querier tcn query]|
interval 20
Step 7 ip igmp snooping querier timer expiry timeout (Optional) Sets the length of time until the IGMP querier

Example:

Switch(config)# ip igmp snooping querier timer
expiry 180

expires. The range is 60 to 300 seconds.
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Command or Action Purpose
Step 8 ip igmp snooping querier version version (Optional) Selects the IGMP version number that the
Example: querier feature uses. Select 1 or 2.

Switch (config)# ip igmp snooping querier version
2

Step 9 end Returns to privileged EXEC mode.

Example:

Switch (config) # end

Step 10 show ip igmp snooping vlan vian-id (Optional) Verifies that the IGMP snooping querier is
enabled on the VLAN interface. The VLAN ID range is

Example: 1 to 1001 and 1006 to 4094

Switch# show ip igmp snooping vlan 30

Step 11 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Disabling IGMP Report Suppression

Follow these steps to disable IGMP report suppression:

SUMMARY STEPS
1. enable
2. configure terminal
3. noip igmp snooping report-suppression
4. end
5. show ip igmp snooping
6. copy running-config startup-config
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable
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Command or Action

Purpose

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 no ip igmp snooping report-suppression Disables IGMP report suppression. When report suppression
is disabled, all IGMP reports are forwarded to the multicast
Example:
routers.
Switch(config)# no ip igmp snooping IGMP report suppression is enabled by default.
report-suppression . .
When IGMP report supression is enabled, the switch
forwards only one IGMP report per multicast router query.
Note To re-enable IGMP report suppression, use the
ip igmp snooping report-suppression global
configuration command.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 5 show ip igmp snooping Verifies that IGMP report suppression is disabled.
Example:
Switch# show ip igmp snooping
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring MVR Global Parameters

You do not need to set the optional MVR parameters if you choose to use the default settings. If you want to
change the default parameters (except for the MVR VLAN), you must first enable MVR.

)

Note For complete syntax and usage information for the commands used in this section, see the command reference

for this release.
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SUMMARY STEPS

enable

configure terminal

mvr

mvr group ip-address [count]

mvr querytime value

mvr vlan vian-id

mvr mode {dynamic | compatible}
end

Use one of the following:

©ENDOG LN

» show mvr
» show mvr members

10. copy running-config startup-config

DETAILED STEPS

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.

Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 mvr Enables MVR on the switch.

Example:

Switch (config)# mvr

Step 4 mvr group ip-address [count] Configures an IP multicast address on the switch or use
the count parameter to configure a contiguous series of
MVR group addresses (the range for count is 1 to 256; the
Switch (config) ¢ mve group default is 1). Any multicast Qata sent to this gddress is sent
228.1.23.4 to all source ports on the switch and all receiver ports that
have elected to receive data on that multicast address. Each
multicast address would correspond to one television
channel.

Example:

Note To return the switch to its default settings, use
the no mvr [mode | group ip-address|
guerytime | vlan] global configuration
commands.
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Command or Action

Purpose

Step 5 mvr querytime value (Optional) Defines the maximum time to wait for IGMP
Examole: report memberships on a receiver port before removing
ple: the port from multicast group membership. The value is
witen i)k > in units of tenths of a second. The range is 1 to 100, and
lgl ch(config)# mvr querytime the default is 5 tenths or one-half second.
Step 6 mvr vlan vian-id (Optional) Specifies the VLAN in which multicast data is
Examole: received; all source ports must belong to this VLAN. The
ple: VLAN range is 1 to 1001 and 1006 to 4094. The default
. . is VLAN 1.
Switch(config)# mvr vlan 22
Step 7 mvr mode {dynamic | compatible} (Optional) Specifies the MVR mode of operation:
Example:  dynamic—Allows dynamic MVR membership on
source ports.
Switch (config) # mvr mode . . .
dynamic « compatible—Is compatible with Catalyst 3500 XL
and Catalyst 2900 XL switches and does not support
IGMP dynamic joins on source ports.

The default is compatible mode.

Note To return the switch to its default settings, use
the no mvr [mode | group ip-address |
guerytime | vlan] global configuration
commands.

Step 8 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 9 Use one of the following: Verifies the configuration.
* show mvr
* show mvr members
Example:
Switch# show mvr
OR
Switch# show mvr members
Step 10 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:
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Command or Action Purpose

Switch# copy running-config startup-config

Configuring MVR Interfaces

Follow these steps to configure Layer 2 MVR interfaces:

SUMMARY STEPS

enable

configure terminal

mvr

interface interface-id

mvr type {source | receiver}

mvr vlan vian-id group [ip-address]
mvr immediate

end

Use one of the following:

©ENDOOHWN

» show mvr
» show mvr interface
» show mvr members

10. copy running-config startup-config

DETAILED STEPS

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.

Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 mvr Enables MVR on the switch.

Example:

Switch (config)# mvr
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Command or Action

Purpose

Step 4

interface interface-id

Example:

Switch(config)# interface
gigabitethernetl/0/2

Specifies the Layer 2 port to configure, and enter interface
configuration mode.

Step 5

mvr type {source | receiver}

Example:

Switch (config-if)# mvr type receiver

Configures an MVR port as one of these:

« source—Configures uplink ports that receive and
send multicast data as source ports. Subscribers
cannot be directly connected to source ports. All
source ports on a switch belong to the single multicast
VLAN.

* receiver—Configures a port as a receiver port if it is
a subscriber port and should only receive multicast
data. It does not receive data unless it becomes a
member of the multicast group, either statically or by
using IGMP leave and join messages. Receiver ports
cannot belong to the multicast VLAN.

The default configuration is as a non-MVR port. If you
attempt to configure a non-MVR port with MVR
characteristics, the operation fails.

Note To return the interface to its default settings,
use the no mvr [type | immediate | vlan vian-id
| group] interface configuration commands.

Step 6

mvr vlan vlian-id group [ip-address]

Example:

Switch (config-if)# mvr vlan 22 group
228.1.23.4

(Optional) Statically configures a port to receive multicast
traffic sent to the multicast VLAN and the IP multicast
address. A port statically configured as a member of a
group remains a member of the group until statically
removed.

Note In compatible mode, this command applies to
only receiver ports. In dynamic mode, it applies
to receiver ports and source ports.

Receiver ports can also dynamically join multicast groups
by using IGMP join and leave messages.

Step 7

mvr immediate

Example:

Switch (config-if)# mvr immediate

(Optional) Enables the Immediate-Leave feature of MVR
on the port.

Note This command applies to only receiver ports
and should only be enabled on receiver ports to
which a single receiver device is connected.
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Command or Action

Purpose

Step 8

end

Example:

Switch (config) # end

Returns to privileged EXEC mode.

Step 9

Use one of the following:

* show mvr
» show mvr interface
* show mvr members

Example:

Switch# show mvr interface
Port Type Status Immediate
Leave

Gil/0/2 RECEIVER ACTIVE/DOWN ENABLED

Verifies the configuration.

Step 10

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Configuring IGMP Profiles

Follow these steps to create an IGMP profile:

This task is optional.

SUMMARY STEPS

enable

configure terminal

ip igmp profile profile number
permit | deny

range ip multicast address

end

show ip igmp profile profile number
show running-config

copy running-config startup-config

©ENDOGHWN
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DETAILED STEPS
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 ip igmp profile profile number Assigns a number to the profile you are configuring, and
Examole: enters IGMP profile configuration mode. The profile

ple: number range is 1 to 4294967295. When you are in IGMP
Switeh (confiq)$ ip i file 3 profile configuration mode, you can create the profile by
nrtehicontigiT Ip igup protiie using these commands:

+ deny—Specifies that matching addresses are denied;
this is the default.

* exit—Exits from igmp-profile configuration mode.

* no—Negates a command or returns to its defaults.

* permit—Specifies that matching addresses are
permitted.

» range—Specifies a range of [P addresses for the
profile. You can enter a single IP address or a range
with a start and an end address.

The default is for the switch to have no IGMP profiles
configured.
Note To delete a profile, use the no ip igmp profile
profile number global configuration command.
Step 4 permit | deny (Optional) Sets the action to permit or deny access to the
IP multicast address. If no action is configured, the default
Example: .
for the profile is to deny access.
Switch (config-igmp-profile)# permit
Step 5 range ip multicast address Enters the IP multicast address or range of IP multicast

Example:

Switch (config-igmp-profile) # range 229.9.9.0

addresses to which access is being controlled. If entering a
range, enter the low IP multicast address, a space, and the
high IP multicast address.

You can use the range command multiple times to enter
multiple addresses or ranges of addresses.
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Command or Action

Purpose

Note To delete an IP multicast address or range of IP
multicast addresses, use the no range ip
multicast address IGMP profile configuration
command.

Step 6

end

Example:

Switch (config)# end

Returns to privileged EXEC mode.

Step 7

show ip igmp profile profile number

Example:

Switch# show ip igmp profile 3

Verifies the profile configuration.

Step 8

show running-config

Example:

Switch# show running-config

Verifies your entries.

Step 9

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Applying IGMP Profiles

To control access as defined in an IGMP profile, you have to apply the profile to the appropriate interfaces.
You can apply IGMP profiles only to Layer 2 access ports; you cannot apply IGMP profiles to routed ports
or SVIs. You cannot apply profiles to ports that belong to an EtherChannel port group. You can apply a profile
to multiple interfaces, but each interface can have only one profile applied to it.

Follow these steps to apply an IGMP profile to a switch port:

SUMMARY STEPS

enable
configure terminal
interface interface-id

end
show running-config

NOOAWN

ip igmp filter profile number

copy running-config startup-config

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



. Setting the Maximum Number of IGMP Groups

DETAILED STEPS

IP Multicast Routing |

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the physical interface, and enters interface
Examole: configuration mode. The interface must be a Layer 2 port
ple: that does not belong to an EtherChannel port group.
Switch(config)# interface gigabitethernetl/0/1
Step 4 ip igmp filter profile number Applies the specified IGMP profile to the interface. The
range is 1 to 4294967295.
Example:
Note To remove a profile from an interface, use the
Switch (config-if)# ip igmp filter 321 no ip igmp filter profile number interface
configuration command.
Step 5 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end
Step 6 show running-config Verifies your entries.
Example:
Switch# show running-config
Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Setting the Maximum Number of IGMP Groups

Follow these steps to set the maximum number of IGMP groups that a Layer 2 interface can join:
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Before you begin

Setting the Maximum Number of IGMP Groups .

This restriction can be applied to Layer 2 ports only; you cannot set a maximum number of IGMP groups on
routed ports or SVIs. You also can use this command on a logical EtherChannel interface but cannot use it
on ports that belong to an EtherChannel port group.

SUMMARY STEPS

enable

configure terminal
interface interface-id

ip igmp max-groups number
end

NOOAWN

copy running-config startup-config

DETAILED STEPS

show running-config interface interface-id

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies the interface to be configured, and enters interface
Examole: configuration mode. The interface can be a Layer 2 port
ple: that does not belong to an EtherChannel group or a
, , . . . EtherChannel interface.
Switch(config) # interface gigabitethernetl/0/2
Step 4 ip igmp max-groups number Sets the maximum number of IGMP groups that the
interface can join. The range is 0 to 4294967294. The
Example: . .
default is to have no maximum set.
Switch(config-if)# ip igmp max-groups 20 Note To remove the maximum group limitation and
return to the default of no maximum, use the no
ip igmp max-groups interface configuration
command.
Step 5 end Returns to privileged EXEC mode.
Example:
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Command or Action

Purpose

Switch (config)# end

Step 6 show running-config interface interface-id

Example:

Switch# interface gigabitethernetl/0/1

Verifies your entries.

Step 7 copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Configuring the IGMP Throttling Action

After you set the maximum number of IGMP groups that a Layer 2 interface can join, you can configure an
interface to replace the existing group with the new group for which the IGMP report was received.

Follow these steps to configure the throttling action when the maximum number of entries is in the forwarding

table:

SUMMARY STEPS

enable
configure terminal
interface interface-id

end

NOOAWN

DETAILED STEPS

show running-config interface interface-id
copy running-config startup-config

ip igmp max-groups action {deny | replace}

Command or Action

Purpose

Step 1 enable

Example:

Switch> enable

Enables privileged EXEC mode.

* Enter your password if prompted.

Step 2 configure terminal

Example:

Switch# configure terminal

Enters global configuration mode.
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Command or Action Purpose

Step 3 interface interface-id Specifies the physical interface to be configured, and enters
interface configuration mode. The interface can be a Layer
2 port that does not belong to an EtherChannel group or an
EtherChannel interface. The interface cannot be a trunk
port.

Example:

Switch(config) # interface gigabitethernetl/0/1

Step 4 ip igmp max-groups action {deny | replace} When an interface receives an IGMP report and the
maximum number of entries is in the forwarding table,

Example: specifies the action that the interface takes:

Switch(config-if)# ip igmp max-groups action + deny—Drops the report. If you configure this throttling
replace action, the entries that were previously in the
forwarding table are not removed but are aged out.
After these entries are aged out and the maximum
number of entries is in the forwarding table, the switch
drops the next IGMP report received on the interface.

* replace—Replaces the existing group with the new
group for which the IGMP report was received. If you
configure this throttling action, the entries that were
previously in the forwarding table are removed. When
the maximum number of entries is in the forwarding
table, the switch replaces a randomly selected entry
with the received IGMP report.

To prevent the switch from removing the forwarding-table
entries, you can configure the IGMP throttling action before
an interface adds entries to the forwarding table.

Note To return to the default action of dropping the
report, use the no ip igmp max-groups action
interface configuration command.

Step 5 end Returns to privileged EXEC mode.

Example:

Switch (config)# end

Step 6 show running-config interface interface-id Verifies your entries.

Example:

Switch# show running-config interface
gigabitethernetl/0/1

Step 7 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:
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Command or Action Purpose

Switch# copy running-config startup-config

Monitoring IGMP Snooping and MVR

Monitoring IGMP Snooping Information

You can display IGMP snooping information for dynamically learned and statically configured router ports
and VLAN interfaces. You can also display MAC address multicast entries for a VLAN configured for IGMP
snooping.

Table 18: Commands for Displaying IGMP Snooping Information

Command Purpose
show ip igmp snooping [vlan vian-id Displays the snooping configuration information for all VLANs
[detail] ] on the switch or for a specified VLAN.

(Optional) Enter vlan vian-id to display information for a single
VLAN. The VLAN ID range is 1 to 1001 and 1006 to 4094.

show ip igmp snooping groups [count | Displays multicast table information for the switch or about a
|[dynamic [count] | user [count]] specific parameter:

 count—Displays the total number of entries for the
specified command options instead of the actual entries.

» dynamic—Displays entries learned through IGMP
snooping.

 user—Displays only the user-configured multicast entries.

show ip igmp snooping groups vlan Displays multicast table information for a multicast VLAN or

vlan-id [ip_address | count | dynamic about a specific parameter for the VLAN:

[count] | user[count]] * vlan-id—The VLAN ID range is 1 to 1001 and 1006 to
4094.

« count—Displays the total number of entries for the
specified command options instead of the actual entries.

 dynamic—Displays entries learned through IGMP
snooping.

* ip_address—Displays characteristics of the multicast group
with the specified group IP address.

» user—Displays only the user-configured multicast entries.
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Command Purpose

show ip igmp snooping mrouter [vlan Displays information on dynamically learned and manually
vlan-id] configured multicast router interfaces.

Note When you enable IGMP snooping, the switch
automatically learns the interface to which a
multicast router is connected. These are dynamically
learned interfaces.

(Optional) Enter the vlan vian-id to display information for a

particular VLAN.
show ip igmp snooping querier [vlan Displays information about the IP address and receiving port
vlan-id] detail of the most-recently received IGMP query message in the

VLAN and the configuration and operational state of the IGMP
snooping querier in the VLAN.

Monitoring MVR

You can monitor MVR for the switch or for a specified interface by displaying the following MVR information.

Table 19: Commands for Displaying MVR Information

Command Purpose

show mvr Displays MVR status and values for the
switch—whether MVR is enabled or disabled, the
multicast VLAN, the maximum (256) and current (0
through 256) number of multicast groups, the query
response time, and the MVR mode.
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Command Purpose

show mvr interface [interface-id] [members [vlan |Displays all MVR interfaces and their MVR
vian-id]] configurations.

When a specific interface is entered, displays this
information:

» Type—Receiver or Source
* Status—One of these:
* Active means the port is part of a VLAN.

» Up/Down means that the port is forwarding
or nonforwarding.

* Inactive means that the port is not part of
any VLAN.

» Immediate Leave—FEnabled or Disabled

If the members keyword is entered, displays all
multicast group members on this port or, if a VLAN
identification is entered, all multicast group members
on the VLAN. The VLAN ID range is 1 to 1001 and
1006 to 4094.

show mvr members [ip-address] Displays all receiver and source ports that are
members of any IP multicast group or the specified
IP multicast group IP address.

Monitoring IGMP Filtering and Throttling Configuration

You can display IGMP profile characteristics, and you can display the IGMP profile and maximum group
configuration for all interfaces on the switch or for a specified interface. You can also display the IGMP
throttling configuration for all interfaces on the switch or for a specified interface.

Table 20: Commands for Displaying IGMP Filtering and Throttling Configuration

Command Purpose

show ip igmp profile [profile number] Displays the specified IGMP profile or all the IGMP
profiles defined on the switch.

show running-config [interface interface-id] Displays the configuration of the specified interface
or the configuration of all interfaces on the switch,
including (if configured) the maximum number of
IGMP groups to which an interface can belong and
the IGMP profile applied to the interface.
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Configuration Examples for IGMP Snooping and MVR

Example: Configuring IGMP Snooping Using CGMP Packets

This example shows how to configure IGMP snooping to use CGMP packets as the learning method:

Switch# configure terminal
Switch(config)# ip igmp snooping vlan 1 mrouter learn cgmp
Switch (config) # end

Example: Enabling a Static Connection to a Multicast Router

This example shows how to enable a static connection to a multicast router:

Switch configure terminal
Switch ip igmp snooping vlan 200 mrouter interface gigabitethernetl/0/2
Switch end

Example: Configuring a Host Statically to Join a Group

This example shows how to statically configure a host on a port:

Switch# configure terminal
Switch# ip igmp snooping vlan 105 static 0100.1212.0000 interface gigabitethernetl/0/1
Switch# end

Example: Enabling IGMP Immediate Leave

This example shows how to enable IGMP Immediate Leave on VLAN 130:

Switch# configure terminal
Switch(config)# ip igmp snooping vlan 130 immediate-leave
Switch (config) # end

Example: Setting the IGMP Snooping Querier Source Address

This example shows how to set the IGMP snooping querier source address to 10.0.0.64:

Switch# configure terminal
Switch (config)# ip igmp snooping querier 10.0.0.64
Switch(config)# end

Example: Setting the IGMP Snooping Querier Maximum Response Time

This example shows how to set the IGMP snooping querier maximum response time to 25 seconds:
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Switch# configure terminal

Switch(config)# ip igmp snooping querier query-interval 25
Switch (config) # end

Example: Setting the IGMP Snooping Querier Timeout

This example shows how to set the IGMP snooping querier timeout to 60 seconds:

Switch# configure terminal

Switch(config)# ip igmp snooping querier timeout expiry 60
Switch (config) # end

Example: Setting the IGMP Snooping Querier Feature

This example shows how to set the IGMP snooping querier feature to Version 2:

Switch# configure terminal

Switch(config)# no ip igmp snooping querier version 2
Switch (config) # end

Example: Configuring IGMP Profiles

This example shows how to create IGMP profile 4 allowing access to the single IP multicast address and how
to verify the configuration. If the action was to deny (the default), it would not appear in the show ip igmp
profile output display.

Switch(config)# ip igmp profile 4
Switch (config-igmp-profile)# permit
Switch (config-igmp-profile)# range 229.9.9.0
Switch (config-igmp-profile)# end
Switch# show ip igmp profile 4
IGMP Profile 4
permit
range 229.9.9.0 229.9.9.0

Example: Applying IGMP Profile

This example shows how to apply IGMP profile 4 to a port:

Switch (config) # interface gigabitethernetl/0/2
Switch(config-if)# ip igmp filter 4
Switch (config-if)# end

Example: Setting the Maximum Number of IGMP Groups

This example shows how to limit to 25 the number of IGMP groups that a port can join:

Switch (config) # interface gigabitethernetl/0/2
Switch (config-if)# ip igmp max-groups 25
Switch (config-if)# end
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Example: Configuring MVR Global Parameters

This example shows how to enable MVR, configure the group address, set the query time to 1 second (10
tenths), specify the MVR multicast VLAN as VLAN 22, and set the MVR mode as dynamic:

Switch (config
Switch (config

( ) # mvr

( )
Switch (configqg)

( )

( )

( )

#
# mvr group 228.1.23.4
# mvr querytime 10
# mvr vlan 22

# mvr mode dynamic

# end

Switch (config
Switch (config
Switch (config

Example: Configuring MVR Interfaces

This example shows how to configure a port as a receiver port, statically configure the port to receive multicast
traffic sent to the multicast group address, configure Immediate Leave on the port, and verify the results:

Switch (config) # mvr

Switch (config) # interface gigabitethernetl/0/2
Switch (config-if)# mvr type receiver

Switch (config-if)# mvr vlan 22 group 228.1.23.4
Switch(config-if)# mvr immediate

Switch (config) # end

Switch# show mvr interface

Port Type Status Immediate Leave

Gil/0/2 RECEIVER ACTIVE/DOWN ENABLED

Additional References

Related Documents

Related Topic Document Title

For complete syntax and usage information for the | IGMP Shooping and MVR Configuration Guide,Cisco

commands used in this chapter. |OS Release 15.2(2)E (Catalyst 2960-X Switch)
Standards and RFCs

Standard/RFC | Title
RFC 1112 |Host Extensionsfor |P Multicasting

RFC 2236 | Internet Group Management Protocol, Version
2
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MIBs

MIB MIBs Link

All the supported MIBs for this | To locate and download MIBs for selected platforms, Cisco IOS releases,
release. and feature sets, use Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

Technical Assistance

Description Link

The Cisco Support website provides extensive online resources, including | http://www.cisco.com/support
documentation and tools for troubleshooting and resolving technical issues
with Cisco products and technologies.

To receive security and technical information about your products, you can

subscribe to various services, such as the Product Alert Tool (accessed from
Field Notices), the Cisco Technical Services Newsletter, and Really Simple
Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website requires a Cisco.com user
ID and password.

Feature History and Information for IGMP Snooping

Release Modification

Cisco IOS Release 15.0(2)EX This feature was introduced.
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PART III

IPv6

* Configuring MLD Snooping, on page 151
* Configuring IPv6 Unicast Routing, on page 167
* Configuring IPv6 ACL, on page 181






CHAPTER 1 2

Configuring MLD Snooping

This module contains details of configuring MLD snooping

* Finding Feature Information, on page 151

* Information About Configuring [Pv6 MLD Snooping, on page 151

» How to Configure IPv6 MLD Snooping, on page 155

* Displaying MLD Snooping Information, on page 163

* Configuration Examples for Configuring MLD Snooping, on page 164

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfang.cisco.com/. An account on Cisco.com is not required.

Information About Configuring IPvé MLD Snooping

You can use Multicast Listener Discovery (MLD) snooping to enable efficient distribution of IP Version 6
(IPv6) multicast data to clients and routers in a switched network on the switch. Unless otherwise noted, the
term switch refers to a standalone switch and to a switch stack.

)

Note

\)

To use IPv6, you must configure the dual [Pv4 and IPv6 Switch Database Management (SDM) template on
the switch.

Note

For complete syntax and usage information for the commands used in this chapter, see the command reference
for this release or the Cisco IOS documentation referenced in the procedures.
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Understanding MLD Snooping

In IP Version 4 (IPv4), Layer 2 switches can use Internet Group Management Protocol (IGMP) snooping to
limit the flooding of multicast traffic by dynamically configuring Layer 2 interfaces so that multicast traffic
is forwarded to only those interfaces associated with IP multicast devices. In IPv6, MLD snooping performs
a similar function. With MLD snooping, IPv6 multicast data is selectively forwarded to a list of ports that
want to receive the data, instead of being flooded to all ports in a VLAN. This list is constructed by snooping
IPv6 multicast control packets.

MLD is a protocol used by IPv6 multicast routers to discover the presence of multicast listeners (nodes wishing
to receive IPv6 multicast packets) on the links that are directly attached to the routers and to discover which
multicast packets are of interest to neighboring nodes. MLD is derived from IGMP; MLD Version 1 (MLDv1)
is equivalent to IGMPv2, and MLD Version 2 (MLDV2) is equivalent to IGMPv3. MLD is a subprotocol of
Internet Control Message Protocol Version 6 (ICMPv6), and MLD messages are a subset of ICMPv6 messages,
identified in IPv6 packets by a preceding Next Header value of 58.

The switch supports two versions of MLD snooping:

* MLDv1 snooping detects MLDv1 control packets and sets up traffic bridging based on IPv6 destination
multicast addresses.

* MLDv2 basic snooping (MBSS) uses MLDv2 control packets to set up traffic forwarding based on IPv6
destination multicast addresses.

The switch can snoop on both MLDv1 and MLDV2 protocol packets and bridge IPv6 multicast data based on
destination IPv6 multicast addresses.

N

Note

MLD Messages

address-based forwarding.

The switch does not support MLDv2 enhanced snooping, which sets up IPv6 source and destination multicast

MLD snooping can be enabled or disabled globally or per VLAN. When MLD snooping is enabled, a per-VLAN
IPv6 multicast address table is constructed in software and hardware. The switch then performs IPv6
multicast-address based bridging in hardware.

MLDv1 supports three types of messages:

* Listener Queries are the equivalent of IGMPv2 queries and are either General Queries or
Multicast-Address-Specific Queries (MASQs).

* Multicast Listener Reports are the equivalent of IGMPv2 reports

*» Multicast Listener Done messages are the equivalent of IGMPv2 leave messages.

MLDvV2 supports MLDv2 queries and reports, as well as MLDv1 Report and Done messages.

Message timers and state transitions resulting from messages being sent or received are the same as those of
IGMPv2 messages. MLD messages that do not have valid link-local IPv6 source addresses are ignored by
MLD routers and switches.
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MLD Queries .

The switch sends out MLD queries, constructs an IPv6 multicast address database, and generates MLD
group-specific and MLD group-and-source-specific queries in response to MLD Done messages. The switch
also supports report suppression, report proxying, Immediate-Leave functionality, and static [Pv6 multicast
group address configuration.

When MLD snooping is disabled, all MLD queries are flooded in the ingress VLAN.

When MLD snooping is enabled, received MLD queries are flooded in the ingress VLAN, and a copy of the
query is sent to the CPU for processing. From the received query, MLD snooping builds the IPv6 multicast

address database. It detects multicast router ports, maintains timers, sets report response time, learns the querier
IP source address for the VLAN, learns the querier port in the VLAN, and maintains multicast-address aging.

)

Note When the IPv6 multicast router is a Catalyst 6500 switch and you are using extended VLANS (in the range

1006 to 4094), IPv6 MLD snooping must be enabled on the extended VLAN on the Catalyst 6500 switch in
order for the Catalyst 2960, 2960-S, 2960-C, 2960-X or 2960-CX switch to receive queries on the VLAN.
For normal-range VLANS (1 to 1005), it is not necessary to enable IPv6 MLD snooping on the VLAN on the

Catalyst 6500 switch.

When a group exists in the MLD snooping database, the switch responds to a group-specific query by sending
an MLDv1 report. When the group is unknown, the group-specific query is flooded to the ingress VLAN.

When a host wants to leave a multicast group, it can send out an MLD Done message (equivalent to IGMP
Leave message). When the switch receives an MLDv1 Done message, if Immediate- Leave is not enabled,
the switch sends an MASQ to the port from which the message was received to determine if other devices

connected to the port should remain in the multicast group.

Multicast Client Aging Robustness

You can configure port membership removal from addresses based on the number of queries. A port is removed
from membership to an address only when there are no reports to the address on the port for the configured
number of queries. The default number is 2.

Multicast Router Discovery

Like IGMP snooping, MLD snooping performs multicast router discovery, with these characteristics:
* Ports configured by a user never age out.
* Dynamic port learning results from MLDv1 snooping queries and IPv6 PIMv2 packets.

» [fthere are multiple routers on the same Layer 2 interface, MLD snooping tracks a single multicast router
on the port (the router that most recently sent a router control packet).

» Dynamic multicast router port aging is based on a default timer of 5 minutes; the multicast router is
deleted from the router port list if no control packet is received on the port for 5 minutes.

* [Pv6 multicast router discovery only takes place when MLD snooping is enabled on the switch.

* Received IPv6 multicast router control packets are always flooded to the ingress VLAN, whether or not
MLD snooping is enabled on the switch.
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* After the discovery of the first IPv6 multicast router port, unknown IPv6 multicast data is forwarded
only to the discovered router ports (before that time, all IPv6 multicast data is flooded to the ingress
VLAN).

The processing of MLDv1 join messages is essentially the same as with IGMPv2. When no IPv6 multicast
routers are detected in a VLAN, reports are not processed or forwarded from the switch. When IPv6 multicast
routers are detected and an MLDv1 report is received, an IPv6 multicast group address is entered in the VLAN
MLD database. Then all [Pv6 multicast traffic to the group within the VLAN is forwarded using this address.
When MLD snooping is disabled, reports are flooded in the ingress VLAN.

When MLD snooping is enabled, MLD report suppression, called listener message suppression, is automatically
enabled. With report suppression, the switch forwards the first MLDv1 report received by a group to IPv6
multicast routers; subsequent reports for the group are not sent to the routers. When MLD snooping is disabled,
report suppression is disabled, and all MLDv1 reports are flooded to the ingress VLAN.

The switch also supports MLDv1 proxy reporting. When an MLDv1 MASQ is received, the switch responds
with MLDv1 reports for the address on which the query arrived if the group exists in the switch on another
port and if the port on which the query arrived is not the last member port for the address.

MLD Done Messages and Inmediate-Leave

When the Immediate-Leave feature is enabled and a host sends an MLDv1 Done message (equivalent to an
IGMP leave message), the port on which the Done message was received is immediately deleted from the
group.You enable Immediate-Leave on VLANSs and (as with IGMP snooping), you should only use the feature
on VLANSs where a single host is connected to the port. If the port was the last member of a group, the group
is also deleted, and the leave information is forwarded to the detected IPv6 multicast routers.

When Immediate Leave is not enabled in a VLAN (which would be the case when there are multiple clients
for a group on the same port) and a Done message is received on a port, an MASQ is generated on that port.
The user can control when a port membership is removed for an existing address in terms of the number of
MASQs. A port is removed from membership to an address when there are no MLDv1 reports to the address
on the port for the configured number of queries.

The number of MASQs generated is configured by using the ipv6 mld snooping last-listener-query count
global configuration command. The default number is 2.

The MASQ is sent to the IPv6 multicast address for which the Done message was sent. If there are no reports
sent to the IPv6 multicast address specified in the MASQ during the switch maximum response time, the port
on which the MASQ was sent is deleted from the IPv6 multicast address database. The maximum response
time is the time configured by using the ipv6 mld snooping last-listener-query-interval global configuration
command. If the deleted port is the last member of the multicast address, the multicast address is also deleted,
and the switch sends the address leave information to all detected multicast routers.

Topology Change Notification Processing

When topology change notification (TCN) solicitation is enabled by using the ipv6 mld snooping tcn query
solicit global configuration command, MLDv1 snooping sets the VLAN to flood all IPv6 multicast traffic
with a configured number of MLDv1 queries before it begins sending multicast data only to selected ports.
You set this value by using the ipv6 mld snooping tcn flood query count global configuration command.
The default is to send two queries. The switch also generates MLDv1 global Done messages with valid
link-local IPv6 source addresses when the switch becomes the STP root in the VLAN or when it is configured
by the user. This is same as done in IGMP snooping.
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MLD Snooping in Switch Stacks

The MLD IPv6 group address databases are maintained on all switches in the stack, regardless of which switch
learns of an IPv6 multicast group. Report suppression and proxy reporting are done stack-wide. During the
maximum response time, only one received report for a group is forwarded to the multicast routers, regardless
of which switch the report arrives on.

The election of a new active stack does not affect the learning or bridging of I[Pv6 multicast data; bridging of
[Pv6 multicast data does not stop during an active stack re-election. When a new switch is added to the stack,
it synchronizes the learned IPv6 multicast information from the active stack . Until the synchronization is
complete, data ingress on the newly added switch is treated as unknown multicast data.

How to Configure IPv6 MLD Snooping

Default MLD Snooping Configuration

Table 21: Default MLD Snooping Configuration

Feature Default Setting
MLD snooping (Global) Disabled.
MLD snooping (per VLAN) Enabled. MLD snooping must be globally enabled for VLAN

MLD snooping to take place.

IPv6 Multicast addresses

None configured.

IPv6 Multicast router ports

None configured.

MLD snooping Immediate Leave

Disabled.

MLD snooping robustness variable

Global: 2; Per VLAN: 0.

Note The VLAN value overrides the global setting. When
the VLAN value is 0, the VLAN uses the global count.

Last listener query count

Global: 2; Per VLAN: 0.

Note The VLAN value overrides the global setting. When
the VLAN value is 0, the VLAN uses the global count.

Last listener query interval

Global: 1000 (1 second); VLAN: 0.

Note The VLAN value overrides the global setting. When
the VLAN value is 0, the VLAN uses the global
interval.

TCN query solicit

Disabled.

TCN query count

2.
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Feature

Default Setting

MLD listener suppression

Enabled.

MLD Snooping Configuration Guidelines

When configuring MLD snooping, consider these guidelines:

* You can configure MLD snooping characteristics at any time, but you must globally enable MLD snooping
by using the ipv6 mld snooping global configuration command for the configuration to take effect.

» When the IPv6 multicast router is a Catalyst 6500 switch and you are using extended VLANSs (in the
range 1006 to 4094), IPv6 MLD snooping must be enabled on the extended VLAN on the Catalyst 6500
switch in order for the switch to receive queries on the VLAN. For normal-range VLANs (1 to 1005), it
is not necessary to enable IPv6 MLD snooping on the VLAN on the Catalyst 6500 switch.

* MLD snooping and IGMP snooping act independently of each other. You can enable both features at

the same time on the switch.

» The maximum number of address entries allowed for the switch or switch stack is 1000.

Enabling or Disabling MLD Snooping on the Switch

By default, [IPv6 MLD snooping is globally disabled on the switch and enabled on all VLANs. When MLD
snooping is globally disabled, it is also disabled on all VLANs. When you globally enable MLD snooping,
the VLAN configuration overrides the global configuration. That is, MLD snooping is enabled only on VLAN

interfaces in the default state (enabled).

You can enable and disable MLD snooping on a per-VLAN basis or for a range of VLANSs, but if you globally
disable MLD snooping, it is disabled in all VLANS. If global snooping is enabled, you can enable or disable

VLAN snooping.

To globally enable MLD snooping on the switch, perform this procedure:

Procedure

Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 ipv6 mld snooping Enables MLD snooping on the switch.

Example:
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Command or Action

Purpose

Switch(config)# ipv6é mld snooping

Step 4

end

Example:

Switch (config)# end

Returns to privileged EXEC mode.

Step 5

copy running-config startup-config

Example:

Switch(config) # copy running-config startup-config

(Optional) Save your entries in the configuration file.

Step 6

reload

Example:

Switch (config)# reload

Reload the operating system.

Enabling or Disabling MLD Snooping on a VLAN

To enable MLD snooping on a VLAN, perform this procedure:

Procedure

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 ipv6 mld snooping Enables MLD snooping on the switch.

Example:

Switch(config)# ipv6é mld snooping
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Command or Action

Purpose

Step 4 ipv6 mld snooping vlan vian-id Enables MLD snooping on the VLAN. The VLAN ID range
is 1 to 1001 and 1006 to 4094.
Example:
Note MLD snooping must be globally enabled for
Switch (config)# ipvé mld snooping vlan 1 VLAN snooping to be enabled.
Step 5 end Returns to privileged EXEC mode.
Example:

Switch(config)# ipvé mld snooping vlan 1

Configuring a Static Multicast Group

Hosts or Layer 2 ports normally join multicast groups dynamically, but you can also statically configure an
[Pv6 multicast address and member ports for a VLAN.

To add a Layer 2 port as a member of a multicast group, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ipv6 mld snooping vlan wvian-id static Configures a multicast group with a Layer 2 port as a
ipv6_multicast_address interface interface-id member of a multicast group:
Example: + vlan-id is the multicast group VLAN ID. The VLAN
ID range is 1 to 1001 and 1006 to 4094.
Switch(config)# ipv6é mld snooping vlan 1 static . . . .
3333.0000.1111 interface gigabitethernet * ipv6_multicast_addressis the 128-bit group IPv6
0/1 address. The address must be in the form specified in
RFC 2373.
* interface-id is the member port. It can be a physical
interface or a port channel (1 to 48).
Step 4 end Returns to privileged EXEC mode.
Example:
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Configuring a Multicast Router Port .

Command or Action

Purpose

Switch (config)# end

Step 5

Use one of the following:

« show ipv6 mld snooping address
+ show ipv6 mld snooping address vlan vian-id

Example:

Switch# show ipvé mld snooping address
or

Switch# show ipvé mld snooping vlan 1

Verifies the static member port and the IPv6 address.

Configuring a Multicast Router Port

\)

Note

Static connections to multicast routers are supported only on switch ports.

To add a multicast router port to a VLAN, perform this procedure:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ipv6 mld snooping vlan vian-id mrouter interface Specifies the multicast router VLAN ID, and specify the
interface-id interface to the multicast router.
Example: » The VLAN ID range is 1 to 1001 and 1006 to 4094.
Switch(config)# ipv6é mld snooping vlan 1 mrouter R . . .
interface gigabitethernet The interface can be a physical 1gterface or a port
0/2 channel. The port-channel range is 1 to 48.
Step 4 end Returns to privileged EXEC mode.
Example:
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Command or Action

Purpose

Switch (config)# end

Step 5

show ipv6 mld snooping mrouter [ vlan vian-id ]

Example:

Switch# show ipv6é mld snooping mrouter vlan 1

Verifies that IPv6 MLD snooping is enabled on the VLAN
interface.

Enabling MLD Immediate Leave

To enable MLDv1 immediate leave, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Switch> enable

Enables privileged EXEC mode.

Enter your password if prompted.

Step 2

configure terminal

Example:

Switch# configure terminal

Enters global configuration mode.

Step 3

ipvé mid snooping vlan vlian-id immediate-leave

Example:

Switch(config)# ipvé mld snooping vlan 1
immediate-leave

Enables MLD Immediate Leave on the VLAN interface.

Step 4

end

Example:
Switch(config)# end

Returns to privileged EXEC mode.

Step 5

show ipv6 mld snooping vlan vian-id

Example:

Switch# show ipv6é mld snooping vlan 1

Verifies that Immediate Leave is enabled on the VLAN
interface.

Configuring MLD Snooping Queries

To configure MLD snooping query characteristics for the switch or for a VLAN, perform this procedure:
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Procedure

Configuring MLD Snooping Queries .

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ipv6 mld snooping robustness-variable value (Optional) Sets the number of queries that are sent before
Examole: switch will deletes a listener (port) that does not respond
ple: to a general query. The range is 1 to 3; the default is 2.
Switch (config)# ipvé mld snooping
robustness-variable 3
Step 4 ipv6 mld snooping vlan vlan-id robustness-variable | (Optional) Sets the robustness variable on a VLAN basis,
value which determines the number of general queries that MLD
Examble: snooping sends before aging out a multicast address when
_ ple: . _ _ there is no MLD report response. The range is 1 to 3; the
Switch(config)# ipvé mld snooping vlan 1 default is 0. When set to 0, the number used is the global
robustness-variable 3 .
robustness variable value.
Step 5 ipv6 mld snooping last-listener-query-count count (Optional) Sets the number of MASQs that the switch
Example: sends before aging out an MLD client. The range is 1 to
ple: 7; the default is 2. The queries are sent 1 second apart.
Switch (config)# ipvé mld snooping
last-listener-query-count 7
Step 6 ipv6 mld snooping vlan van-id (Optional) Sets the last-listener query count on a VLAN
last-listener-query-count count basis. This value overrides the value configured globally.
Examole: The range is 1 to 7; the default is 0. When set to 0, the
ple: global count value is used. Queries are sent | second apart.
Switch (config)# ipvé mld snooping vlan 1
last-listener-query-count 7
Step 7 ipv6 mld snooping last-listener-query-interval interval | (Optional) Sets the maximum response time that the switch
Examble: waits after sending out a MASQ before deleting a port
_ ple: . _ _ from the multicast group. The range is 100 to 32,768
Switch(config)# ipvé mld snooping thousands of a second. The default is 1000 (1 second).
last-listener-query-interval 2000
Step 8 ipv6 mld snooping vlan van-id (Optional) Sets the last-listener query interval on a VLAN

last-listener-query-interval interval

Example:

basis. This value overrides the value configured globally.
The range is 0 to 32,768 thousands of a second. The default
is 0. When set to 0, the global last-listener query interval
is used.
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Command or Action

Purpose

Switch (config)# ipvé mld snooping vlan 1
last-listener-query-interval 2000

Step 9 ipv6 mld snooping tcn query solicit (Optional) Enables topology change notification (TCN)
Examble: solicitation, which means that VLANs flood all IPv6
. ple: . _ _ multicast traffic for the configured number of queries
Swi ’_:d_léconflg) # ipvé mld snooping ten query before sending multicast data to only those ports requesting
sotier to receive it. The default is for TCN to be disabled.
Step 10 ipv6 mld snooping tcn flood query count count (Optional) When TCN is enabled, specifies the number of
TCN queries to be sent. The range is from 1 to 10; the
Example: .
default is 2.
Switch (config)# ipvé mld snooping tcn flood query
count 5
Step 11 end Returns to privileged EXEC mode.
Step 12 show ipv6 mld snooping querier [ vlan vlan-id] (Optional) Verifies that the MLD snooping querier

Example:

Switch (config)# show ipv6é mld snooping querier
vlan 1

information for the switch or for the VLAN.

Disabling MLD Listener Message Suppression

MLD snooping listener message suppression is enabled by default. When it is enabled, the switch forwards
only one MLD report per multicast router query. When message suppression is disabled, multiple MLD reports

could be forwarded to the multicast routers.

To disable MLD listener message suppression, perform this procedure:

Procedure

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enter global configuration mode.
Example:
Switch# configure terminal

Step 3 no ipv6é mld snooping listener-message-suppression Disable MLD message suppression.

Example:

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| 1Pve

Displaying MLD Snooping Information .

Command or Action

Purpose

Switch(config)# no ipvé mld snooping
listener-message-suppression

Step 4 end

Example:

Switch (config) # end

Return to privileged EXEC mode.

Step 5 show ipv6 mld snooping

Example:

Switch# show ipv6é mld snooping

Verify that [Pv6 MLD snooping report suppression is
disabled.

Displaying MLD Snooping Information

You can display MLD snooping information for dynamically learned and statically configured router ports
and VLAN interfaces. You can also display [Pv6 group address multicast entries for a VLAN configured for

MLD snooping.

Table 22: Commands for Displaying MLD Snooping Information

Command

Purpose

show ipv6 mld snooping [ vlan
vian-id ]

Displays the MLD snooping configuration information for all VLANs
on the switch or for a specified VLAN.

(Optional) Enter vlan vian-idto display information for a single VLAN.
The VLAN ID range is 1 to 1001 and 1006 to 4094.

show ipv6é mld snooping mrouter
[vlan vian-id]

Displays information on dynamically learned and manually configured
multicast router interfaces. When you enable MLD snooping, the switch
automatically learns the interface to which a multicast router is connected.
These are dynamically learned interfaces.

(Optional) Enters vlan vian-idto display information for a single VLAN.
The VLAN ID range is 1 to 1001 and 1006 to 4094.

show ipv6 mld snooping querier
[vlan vian-id]

Displays information about the IPv6 address and incoming port for the
most-recently received MLD query messages in the VLAN.

(Optional) Enters vlan vlan-id to display information for a single
VLAN.The VLAN ID range is 1 to 1001 and 1006 to 4094.

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



IPve |
. Configuration Examples for Configuring MLD Snooping

Command Purpose

show ipv6 mld snooping address | Displays all IPv6 multicast address information or specific IPv6 multicast

[vlan vian-id][ count | address information for the switch or a VLAN.

dynamic | user ] * Enters count to show the group count on the switch orina VLAN.

* Enters dynamic to display MLD snooping learned group
information for the switch or for a VLAN.

* Enters user to display MLD snooping user-configured group
information for the switch or for a VLAN.

show ipv6 mld snooping address | Displays MLD snooping for the specified VLAN and IPv6 multicast
vlan vian-id [ address.
ipv6-multicast-address ]

Configuration Examples for Configuring MLD Snooping

Configuring a Static Multicast Group: Example

This example shows how to statically configure an IPv6 multicast group:

Switch# configure terminal
Switch(config) # ipv6 mld snooping vlan 2 static 3333.0000.1111 interface gigabitethernetl1/0/1
Switch (config)# end

Configuring a Multicast Router Port: Example

This example shows how to add a multicast router port to VLAN 200:

Switch# configure terminal
Switch(config)# ipvé mld snooping vlan 200 mrouter interface gigabitethernet

0/2
Switch (config) # exit

Enabling MLD Immediate Leave: Example

This example shows how to enable MLD Immediate Leave on VLAN 130:

Switch# configure terminal
Switch (config)# ipv6é mld snooping vlan 130 immediate-leave
Switch (config)# exit
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Configuring MLD Snooping Queries: Example

This example shows how to set the MLD snooping global robustness variable to 3:

Switch# configure terminal
Switch(config)# ipv6é mld snooping robustness-variable 3
Switch (config)# exit

This example shows how to set the MLD snooping last-listener query count for a VLAN to 3:

Switch# configure terminal
Switch(config)# ipvé mld snooping vlan 200 last-listener-query-count 3
Switch (config)# exit

This example shows how to set the MLD snooping last-listener query interval (maximum response time) to
2000 (2 seconds):

Switch# configure terminal
Switch (config)# ipvé mld snooping last-listener-query-interval 2000
Switch (config)# exit

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



IPve |
. Configuring MLD Snooping Queries: Example

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



CHAPTER 1 3

Configuring IPv6 Unicast Routing

* Finding Feature Information, on page 167
* Information About Configuring IPv6 Host Functions , on page 167
* Configuration Examples for IPv6 Unicast Routing, on page 178

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfang.cisco.com/. An account on Cisco.com is not required.

Information About Configuring IPv6 Host Functions

This chapter describes how to configure IPv6 host functions on the Catalyst 2960, 2960-S, and 2960-C.

\)

Note To use IPv6 Host Functions, the switch must be running the LAN Base image.

For information about configuring IPv6 Multicast Listener Discovery (MLD) snooping, see Configuring MLD
Shooping.

To enable dual stack environments (supporting both IPv4 and IPv6) on a Catalyst 2960 switch, you must
configure the switch to use the a dual IPv4 and IPv6 switch database management (SDM) template. See the
"Dual IPv4 and IPv6 Protocol Stacks" section. This template is not required on Catalyst 2960-S switches.

\}

Note For complete syntax and usage information for the commands used in this chapter, see the Cisco 10S
documentation referenced in the procedures.
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Understanding IPv6

IPv6 Addresses

IPv4 users can move to IPv6 and receive services such as end-to-end security, quality of service (QoS), and
globally unique addresses. The IPv6 address space reduces the need for private addresses and Network Address
Translation (NAT) processing by border routers at network edges.

For information about how Cisco Systems implements IPv6, go to:
http://www.cisco.com/en/US/products/ps6553/products_ios_technology home.html
For information about IPv6 and other features in this chapter

* See the Cisco |OSIPv6 Configuration Library.

* Use the Search field on Cisco.com to locate the Cisco IOS software documentation. For example, if you
want information about static routes, you can enter |mplementing Static Routes for 1Pv6 in the search
field to learn about static routes.

The switch supports only IPv6 unicast addresses. It does not support site-local unicast addresses, or anycast
addresses.

The IPv6 128-bit addresses are represented as a series of eight 16-bit hexadecimal fields separated by colons
in the format: n:n:n:n:n:n:n:n. This is an example of an IPv6 address:

2031:0000:130F:0000:0000:09C0:080F:130B

For easier implementation, leading zeros in each field are optional. This is the same address without leading
Zeros:

2031:0:130F:0:0:9C0:80F:130B

You can also use two colons (::) to represent successive hexadecimal fields of zeros, but you can use this short
version only once in each address:

2031:0:130F::09C0:080F:130B

For more information about [IPv6 address formats, address types, and the [Pv6 packet header, see the
http://www.cisco.com/c/en/us/td/docs/ios-xml/ios/ipv6_basic/configuration/xe-3e/ip6b-xe-3e-book.html of
Cisco I0SIPv6 Configuration Library on Cisco.com.

In the "Implementing Addressing and Basic Connectivity" chapter, these sections apply to the Catalyst 2960,
2960-S, 2960-C, 2960-X, 2960-CX and 3560-CX switches:

* [Pv6 Address Formats

* [Pv6 Address Type: Multicast
* [Pv6 Address Output Display

* Simplified IPv6 Packet Header

Supported IPv6 Unicast Routing Features

These sections describe the IPv6 protocol features supported by the switch:
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128-Bit Wide Unicast Addresses

DNS for IPv6

ICMPv6

Neighbor Discovery

The switch supports aggregatable global unicast addresses and link-local unicast addresses. It does not support
site-local unicast addresses.

» Aggregatable global unicast addresses are IPv6 addresses from the aggregatable global unicast prefix.
The address structure enables strict aggregation of routing prefixes and limits the number of routing table
entries in the global routing table. These addresses are used on links that are aggregated through
organizations and eventually to the Internet service provider.

These addresses are defined by a global routing prefix, a subnet ID, and an interface ID. Current global
unicast address allocation uses the range of addresses that start with binary value 001 (2000::/3). Addresses
with a prefix of 2000::/3(001) through E000::/3(111) must have 64-bit interface identifiers in the extended
unique identifier (EUI)-64 format.

* Link local unicast addresses can be automatically configured on any interface by using the link-local
prefix FE80::/10(1111 1110 10) and the interface identifier in the modified EUI format. Link-local
addresses are used in the neighbor discovery protocol (NDP) and the stateless autoconfiguration process.
Nodes on a local link use link-local addresses and do not require globally unique addresses to communicate.
IPv6 routers do not forward packets with link-local source or destination addresses to other links.

For more information, see the section about IPv6 unicast addresses in the “Implementing IPv6 Addressing
and Basic Connectivity” chapter in the Cisco |OSIPv6 Configuration Library on Cisco.com.

IPv6 supports Domain Name System (DNS) record types in the DNS name-to-address and address-to-name
lookup processes. The DNS AAAA resource record types support IPv6 addresses and are equivalent to an A
address record in IPv4. The switch supports DNS resolution for IPv4 and IPv6.

The Internet Control Message Protocol (ICMP) in IPv6 generates error messages, such as ICMP destination
unreachable messages, to report errors during processing and other diagnostic functions. In IPv6, ICMP
packets are also used in the neighbor discovery protocol and path MTU discovery.

The switch supports NDP for IPv6, a protocol running on top of ICMPv6, and static neighbor entries for IPv6
stations that do not support NDP. The IPv6 neighbor discovery process uses ICMP messages and solicited-node
multicast addresses to determine the link-layer address of a neighbor on the same network (local link), to
verify the reachability of the neighbor, and to keep track of neighboring routers.

The switch supports ICMPv6 redirect for routes with mask lengths less than 64 bits. ICMP redirect is not
supported for host routes or for summarized routes with mask lengths greater than 64 bits.

Neighbor discovery throttling ensures that the switch CPU is not unnecessarily burdened while it is in the
process of obtaining the next hop forwarding information to route an IPv6 packet. The switch drops any
additional IPv6 packets whose next hop is the same neighbor that the switch is actively trying to resolve. This
drop avoids further load on the CPU.

IPv6 Stateless Autoconfiguration and Duplicate Address Detection

The switch uses stateless autoconfiguration to manage link, subnet, and site addressing changes, such as
management of host and mobile IP addresses. A host autonomously configures its own link-local address,
and booting nodes send router solicitations to request router advertisements for configuring interfaces.
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For more information about autoconfiguration and duplicate address detection, see the “Implementing IPv6
Addressing and Basic Connectivity” chapter of Cisco |OSIPv6 Configuration Library on Cisco.com.

The switch has IPv6 support for these applications:

* Ping, traceroute, and Telnet

* Secure Shell (SSH) over an IPv6 transport

* HTTP server access over [Pv6 transport

* DNS resolver for AAAA over IPv4 transport

* Cisco Discovery Protocol (CDP) support for IPv6 addresses

For more information about managing these applications, see the Cisco |OSIPv6 Configuration Library on
Cisco.com.

Dual IPv4 and IPv6 Protocol Stacks

On a Catalyst 2960-X switch, you must use the dual IPv4 and IPv6 template to allocate ternary content
addressable memory (TCAM) usage to both IPv4 and IPv6 protocols.

This figure shows a router forwarding both IPv4 and IPv6 traffic through the same interface, based on the IP
packet and destination addresses.

Figure 7: Dual IPv4 and IPv6 Support on an Interface

Use the dual IPv4 and IPv6 switch database management (SDM) template to enable IPv6 routing dual stack
environments (supporting both IPv4 and IPv6). For more information about the dual IPv4 and IPv6 SDM
template, see Configuring SDM Templates.

The dual IPv4 and IPv6 templates allow the switch to be used in dual stack environments.

* If you try to configure IPv6 without first selecting a dual IPv4 and IPv6 template, a warning message
appears.

* In [Pv4-only environments, the switch routes IPv4 packets and applies IPv4 QoS and ACLs in hardware.
IPv6 packets are not supported.

* In dual IPv4 and IPv6 environments, the switch applies IPv4 QoS and ACLs in hardware .
* [Pv6 QoS and ACLs are not supported.

* If you do not plan to use IPv6, do not use the dual stack template because this template results in less
hardware memory capacity for each resource.
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For more information about IPv4 and IPv6 protocol stacks, see the “Implementing IPv6 Addressing and Basic
Connectivity” chapter of Cisco IOSIPv6 Configuration Library on Cisco.com.

SNMP and Syslog Over IPv6

HTTP(S) Over IPv6

To support both IPv4 and IPv6, IPv6 network management requires both IPv6 and IPv4 transports. Syslog
over IPv6 supports address data types for these transports.

Simple Network Management Protocol (SNMP) and syslog over IPv6 provide these features:

* Support for both IPv4 and IPv6

* [Pv6 transport for SNMP and to modify the SNMP agent to support traps for an IPv6 host

* SNMP- and syslog-related MIBs to support IPv6 addressing

* Configuration of IPv6 hosts as trap receivers
For support over IPv6, SNMP modifies the existing IP transport mapping to simultaneously support IPv4 and
IPv6. These SNMP actions support IPv6 transport management:

* Opens User Datagram Protocol (UDP) SNMP socket with default settings

* Provides a new transport mechanism called SR_IPV6_TRANSPORT

* Sends SNMP notifications over IPv6 transport

* Supports SNMP-named access lists for [Pv6 transport

* Supports SNMP proxy forwarding using IPv6 transport

* Verifies SNMP Manager feature works with IPv6 transport
For information on SNMP over IPv6, including configuration procedures, see the “Managing Cisco I0S
Applications over IPv6” chapter in the Cisco |OSIPv6 Configuration Library on Cisco.com.

For information about syslog over IPv6, including configuration procedures, see the “Implementing IPv6
Addressing and Basic Connectivity” chapter in the Cisco |OSI1Pv6 Configuration Library on Cisco.com.

The HTTP client sends requests to both IPv4 and IPv6 HTTP servers, which respond to requests from both
IPv4 and IPv6 HTTP clients. URLs with literal IPv6 addresses must be specified in hexadecimal using 16-bit
values between colons.

The accept socket call chooses an IPv4 or [Pv6 address family. The accept socket is either an IPv4 or IPv6
socket. The listening socket continues to listen for both IPv4 and IPv6 signals that indicate a connection. The
IPv6 listening socket is bound to an IPv6 wildcard address.

The underlying TCP/IP stack supports a dual-stack environment. HTTP relies on the TCP/IP stack and the
sockets for processing network-layer interactions.

Basic network connectivity (ping) must exist between the client and the server hosts before HTTP connections
can be made.

For more information, see the “Managing Cisco IOS Applications over IPv6” chapter in the Cisco |OS|Pv6
Configuration Library on Cisco.com.
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IPv6 and Switch Stacks

The switch supports IPv6 forwarding across the stack and IPv6 host functionality on the active stack. The
active stack runs IPv6 host functionality and IPv6 applications.

While the new active stack is being elected and is resetting, the switch stack does not forward IPv6 packets.
The stack MAC address changes, which also changes the IPv6 address. When you specify the stack IPv6
address with an extended unique identifier (EUI) by using the ipv6 addressipv6-prefix/prefix length eui-64
interface configuration command, the address is based on the interface MAC address. See the "Configuring
IPv6 Addressing and Enabling IPv6 Host" section.

If you configure the persistent MAC address feature on the stack and the active stack changes, the stack MAC
address does not change for approximately 4 minutes. For more information, see the "Enabling Persistent
MAC Address" section in "Managing Switch Stacks."

Default IPv6 Configuration

Table 23: Default IPv6 Configuration

Feature Default Setting
SDM template Advance desktop. Default is advanced template
IPv6 addresses None configured

Configuring IPv6 Addressing and Enabling IPv6 Routing

This section describes how to assign [Pv6 addresses to individual Layer 3 interfaces and to globally forward
IPv6 traffic on the switch.

Before configuring IPv6 on the switch, consider these guidelines:
* Be sure to select a dual IPv4 and IPv6 SDM template.

» In the ipv6 address interface configuration command, you must enter the ipv6-address and ipv6-prefix
variables with the address specified in hexadecimal using 16-bit values between colons. The prefix-length
variable (preceded by a slash [/]) is a decimal value that shows how many of the high-order contiguous
bits of the address comprise the prefix (the network portion of the address).

To forward IPv6 traffic on an interface, you must configure a global IPv6 address on that interface. Configuring
an [Pv6 address on an interface automatically configures a link-local address and activates IPv6 for the
interface. The configured interface automatically joins these required multicast groups for that link:

» solicited-node multicast group FF02:0:0:0:0:1:ff00::/104 for each unicast address assigned to the interface
(this address is used in the neighbor discovery process.)

» all-nodes link-local multicast group FF02::1

» all-routers link-local multicast group FF02::2

For more information about configuring IPv6 routing, see the “Implementing Addressing and Basic Connectivity
for IPv6” chapter in the Cisco |OSI1Pv6 Configuration Library on Cisco.com.
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Configuring IPv6 Addressing and Enabling IPv6 Routing .

Beginning in privileged EXEC mode, follow these steps to assign an IPv6 address to a Layer 3 interface and

enable IPv6 forwarding:

Procedure

Command or Action

Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 2 sdm prefer dual-ipv4-and-ipv6 {default} Selects an SDM template that supports IPv4 and IPv6.
Example: » default—Sets the switch to the default template to
balance system resources.
Switch (config)# sdm prefer dual-ipv4-and-ipvé
default
Step 3 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 4 reload Reloads the operating system.
Example:
Switch# reload
Step 5 configure terminal Enters global configuration mode after the switch reloads.
Example:
Switch# configure terminal
Step 6 interface interface-id Enters interface configuration mode, and specifies the
Layer 3 interface to configure.
Example:
Switch (config) # interface gigabitethernet 1/0/1
Step 7 Use one of the following: * Specifies a global IPv6 address with an extended

* ipv6 address ipv6-prefix/prefix length eui-64
« ipv6 address ipv6-address/prefix length

* ipv6 address ipv6-address link-local

* ipv6 enable

Example:

unique identifier (EUI) in the low-order 64 bits of the
IPv6 address. Specify only the network prefix; the
last 64 bits are automatically computed from the
switch MAC address. This enables IPv6 processing
on the interface.

* Manually configures an IPv6 address on the interface.
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Command or Action

Purpose

Switch(config-if)# ipv6é address
2001:0DB8:c18:1::/64 eui 64

Switch (config-if)# ipv6é address
2001:0DB8:c18:1::/64

Switch (config-if)# ipv6é address 2001:0DB8:cl8:1::
link-local

Switch(config-if)# ipv6é enable

* Specifies a link-local address on the interface to be
used instead of the link-local address that is
automatically configured when IPv6 is enabled on
the interface. This command enables IPv6 processing
on the interface.

» Automatically configures an [Pv6 link-local address
on the interface, and enables the interface for IPv6
processing. The link-local address can only be used
to communicate with nodes on the same link.

Step 8

exit

Example:

Switch (config-if)# exit

Returns to global configuration mode.

Step 9

end

Example:

Switch (config) # end

Returns to privileged EXEC mode.

Step 10

show ipv6 interface interface-id

Example:

Switch# show ipvé interface gigabitethernet 1/0/1

Verifies your entries.

Step 11

copy running-config startup-config

Example:

Switch# copy running-config startup-config

(Optional) Saves your entries in the configuration file.

Configuring IPv6 ICMP Rate Limiting

ICMP rate limiting is enabled by default with a default interval between error messages of 100 milliseconds
and a bucket size (maximum number of tokens to be stored in a bucket) of 10.

To change the ICMP rate-limiting parameters, pe

Procedure

rform this procedure:

Command or Action

Purpose

Step 1

enable

Example:

Enables privileged EXEC mode.

Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 ipv6 icmp error-interval interval [bucketsize] Configures the interval and bucket size for IPv6 ICMP error
messages:
Example:
« interval—The interval (in milliseconds) between
Switch(config)# ipvé icmp error-interval 50 20 tokens being added to the bucket. The range is from 0
to 2147483647 milliseconds.
* bucketsize—(Optional) The maximum number of
tokens stored in the bucket. The range is from 1 to 200.
Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config)# end
Step 5 show ipv6 interface [interface-id] Verifies your entries.
Example:
Switch# show ipvé interface gigabitethernet0/1
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Configuring Static Routing for IPv6

For more information about configuring static IPv6 routing, see the “Implementing Static Routes for IPv6”
chapter in the Cisco |OSIPv6 Configuration Library on Cisco.com.

To configure static IPv6 routing, perform this procedure:

Before you begin

You must enable routing by using the ip routing global configuration command, enable the forwarding of
IPv6 packets by using the ipv6 unicast-routing global configuration command, and enable IPv6 on at least
one Layer 3 interface by configuring an IPv6 address on the interface.
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 ipv6 route ipv6-prefix/prefix length {ipv6-address | Configures a static IPv6 route.

interface-id [ipv6-address]} [administrative distance]

Example:

Switch(config) # ipv6é route 2001:0DBS8::/32
gigabitethernet2/0/1 130

* ipv6-prefix—The IPv6 network that is the destination
of the static route. It can also be a hostname when static
host routes are configured.

* /prefix length—The length of the IPv6 prefix. A
decimal value that shows how many of the high-order
contiguous bits of the address comprise the prefix (the
network portion of the address). A slash mark must
precede the decimal value.

ipv6-address—The IPv6 address of the next hop that
can be used to reach the specified network. The IPv6
address of the next hop need not be directly connected;
recursion is done to find the IPv6 address of the
directly connected next hop. The address must be in
the form documented in RFC 2373, specified in
hexadecimal using 16-bit values between colons.

interface-id—Specifies direct static routes from
point-to-point and broadcast interfaces. With
point-to-point interfaces, there is no need to specify
the IPv6 address of the next hop. With broadcast
interfaces, you should always specify the IPv6 address
of the next hop, or ensure that the specified prefix is
assigned to the link, specifying a link-local address as
the next hop. You can optionally specify the IPv6
address of the next hop to which packets are sent.

Note You must specify an interface-id when using a
link-local address as the next hop (the link-local
next hop must also be an adjacent router).

+ administrative distance—(Optional) An administrative
distance. The range is 1 to 254; the default value is 1,
which gives static routes precedence over any other
type of route except connected routes. To configure a
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Command or Action

Purpose

floating static route, use an administrative distance
greater than that of the dynamic routing protocol.

Step 4 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 5 Use one of the following: Verifies your entries by displaying the contents of the IPv6
* show ipv6 static [ ipv6-address | ipv6-prefix/prefix routing table.
length ] [interface interface-id ] [detail]][recursive] « interface interface-id—(Optional) Displays only those
[detail] static routes with the specified interface as an egress
« show ipv6 route static [updated] interface.
Example: * recursive—(Optional) Displays only recursive static
Switch# show ipv6 static 2001:0DBS::/32 interface routes. The recursive keyword is mutually exclusive
gigabitethernet2/0/1 with the interface keyword, but it can be used with or
without the IPv6 prefix included in the command
or syntax.
Switch# show ipv6 route static « detail—(Optional) Displays this additional
information:
* For valid recursive routes, the output path set,
and maximum resolution depth.
* For invalid routes, the reason why the route is not
valid.
Step 6 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Displaying IPv6

For complete syntax and usage information on these commands, see the Cisco IOS command reference

publications.

Table 24: Command for Monitoring IPv6

Command

Purpose

show ipv6 access-list

Displays a summary of access lists.

show ipv6 cef

Displays Cisco Express Forwarding for IPv6.
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Command Purpose

show ipv6 interface interface-id Displays IPv6 interface status and configuration.
show ipv6 mtu Displays IPv6 MTU per destination cache.

show ipv6 neighbors Displays IPv6 neighbor cache entries.

show ipv6 prefix-list Displays a list of IPv6 prefix lists.

show ipv6 protocols Displays a list of IPv6 routing protocols on the switch.
show ipv6 rip Displays IPv6 RIP routing protocol status.

show ipv6 route Displays IPv6 route table entries.

show ipv6 static Displays IPv6 static routes.

show ipv6 traffic Displays IPv6 traffic statistics.

Configuration Examples for IPv6 Unicast Routing

Configuring IPv6 Addressing and Enabling IPv6 Routing: Example

This example shows how to enable IPv6 with both a link-local address and a global address based on the IPv6
prefix 2001:0DB8:c18:1::/64. The EUI-64 interface ID is used in the low-order 64 bits of both addresses.
Output from the show ipv6 interface EXEC command is included to show how the interface ID
(20B:46FF:FE2F:D940) is appended to the link-local prefix FE80::/64 of the interface.

Switch (config)# ipv6é unicast-routing
Switch (config) # interface gigabitethernet0/11

Switch (config-if)# ipvé address 2001:0DB8:c18:1::/64 eui 64
Switch (config-if)# end
Switch# show ipvé interface gigabitethernet0/11
GigabitEthernet0/11 is up, line protocol is up
IPv6 is enabled, link-local address is FE80::20B:46FF:FE2F:D940
Global unicast address(es):
2001:0DB8:¢c18:1:20B:46FF:FE2F:D940, subnet is 2001:0DB8:cl18:1::/64 [EUI]
Joined group address(es):
FF02::1
FF02::2
FF02::1:FF2F:D940
MTU is 1500 bytes
ICMP error messages limited to one every 100 milliseconds
ICMP redirects are enabled
ND DAD is enabled, number of DAD attempts: 1
ND reachable time is 30000 milliseconds
ND advertised reachable time is 0 milliseconds
ND advertised retransmit interval is 0 milliseconds
ND router advertisements are sent every 200 seconds
ND router advertisements live for 1800 seconds
Hosts use stateless autoconfig for addresses.
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Configuring IPv6 ICMP Rate Limiting: Example

This example shows how to configure an IPv6 ICMP error message interval of 50 milliseconds and a bucket
size of 20 tokens.

Switch (config) #ipv6é icmp error-interval 50 20

Configuring Static Routing for IPv6: Example

This example shows how to configure a floating static route to an interface with an administrative distance
of 130:

Switch (config) # ipvé route 2001:0DB8::/32 gigabitethernet 1/0/1 130

Displaying IPv6: Example

This is an example of the output from the show ipv6 interface privileged EXEC command:

Switch# show ipvé interface
Vlanl is up, line protocol is up
IPv6 is enabled, link-local address is FE80::20B:46FF:FE2F:D940
Global unicast address(es):
3FFE:C000:0:1:20B:46FF:FE2F:D940, subnet is 3FFE:C000:0:1::/64 [EUI]
Joined group address(es):
FF02::1
FF02::2
FF02::1:FF2F:D940
MTU is 1500 bytes
ICMP error messages limited to one every 100 milliseconds
ICMP redirects are enabled
ND DAD is enabled, number of DAD attempts: 1
ND reachable time is 30000 milliseconds
ND advertised reachable time is 0 milliseconds
ND advertised retransmit interval is 0 milliseconds
ND router advertisements are sent every 200 seconds
ND router advertisements live for 1800 seconds
<output truncated>
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Configuring IPv6 ACL

* Finding Feature Information, on page 181

* Information About Configuring IPv6 ACLs, on page 181
* Configuring IPv6 ACLs, on page 183

* Configuration Examples for [IPv6 ACL, on page 189

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfnng.cisco.com/. An account on Cisco.com is not required.

Information About Configuring IPv6 ACLs

You can filter IP version 6 (IPv6) traffic by creating IPv6 access control lists (ACLs) and applying them to
interfaces similarly to the way that you create and apply IP version 4(IPv4) named ACLs. You can also create
and apply input router ACLs to filter Layer 3 management traffic.

)

Note To use IPv6, you must configure the dual IPv4 and IPv6 Switch Database Management (SDM) template on
the switch. You select the template by entering the sdm prefer {default | dual-ipv4-and-ipv6} global
configuration command.

Understanding IPv6 ACLs

A switch image supports two types of IPv6 ACLs:

* [Pv6 router ACLs - Supported on inbound or outbound traffic on Layer 3 interfaces, which can be routed
ports, switch virtual interfaces (SVIs), or Layer 3 EtherChannels. Applied to only IPv6 packets that are
routed.
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* [Pv6 port ACLs - Supported on inbound traffic on Layer 2 interfaces only. Applied to all IPv6 packets
entering the interface.

\)

Note Ifyou configure unsupported IPv6 ACLs, an error message appears and the configuration does not take affect.

The switch does not support VLAN ACLs (VLAN maps) for IPv6 traffic.
You can apply both IPv4 and IPv6 ACLs to an interface.
As with IPv4 ACLs, IPv6 port ACLs take precedence over router ACLs:

* When an input router ACL and input port ACL exist in an SVI, packets received on ports to which a port
ACL is applied are filtered by the port ACL. Routed IP packets received on other ports are filtered by
the router ACL. Other packets are not filtered.

» When an output router ACL and input port ACL exist in an SVI, packets received on the ports to which
a port ACL is applied are filtered by the port ACL. Outgoing routed IPv6 packets are filtered by the
router ACL. Other packets are not filtered.

)

Note If any port ACL (IPv4, IPv6, or MAC) is applied to an interface, that port ACL is used to filter packets, and
any router ACLs attached to the SVI of the port VLAN are ignored.

Supported ACL Features

IPv6 ACLs on the switch have these characteristics:
* Fragmented frames (the fragments keyword as in IPv4) are supported.
* The same statistics supported in IPv4 are supported for IPv6 ACLs.

* [f the switch runs out of TCAM space, packets associated with the ACL label are forwarded to the CPU,
and the ACLs are applied in software.

* Routed or bridged packets with hop-by-hop options have IPv6 ACLs applied in software.
* Logging is supported for router ACLs, but not for port ACLs.

IPv6 ACL Limitations

With IPv4, you can configure standard and extended numbered IP ACLs, named IP ACLs, and MAC ACLs.
IPv6 supports only named ACLs.

The switch supports most Cisco I0S-supported IPv6 ACLs with some exceptions:

* [Pv6 source and destination addresses-ACL matching is supported only on prefixes from /0 to /64 and
host addresses (/128) that are in the extended universal identifier (EUI)-64 format. The switch supports
only these host addresses with no loss of information:

-aggregatable global unicast addresses

-link local addresses
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* The switch does not support matching on these keywords: flowlabel, routing header, and
undetermined-transport.

* The switch does not support reflexive ACLs (the reflect keyword).

* This release supports only port ACLs and router ACLs for IPv6; it does not support VLAN ACLs (VLAN
maps).

* The switch does not apply MAC-based ACLs on IPv6 frames.
* You cannot apply IPv6 port ACLs to Layer 2 EtherChannels.
* The switch does not support output port ACLs.

* Output router ACLs and input port ACLs for IPv6 are supported only on . Switches support only control
plane (incoming) IPv6 ACLs.

* When configuring an ACL, there is no restriction on keywords entered in the ACL, regardless of whether
or not they are supported on the platform. When you apply the ACL to an interface that requires hardware
forwarding (physical ports or SVIs), the switch checks to determine whether or not the ACL can be
supported on the interface. If not, attaching the ACL is rejected.

* If an ACL is applied to an interface and you attempt to add an access control entry (ACE) with an
unsupported keyword, the switch does not allow the ACE to be added to the ACL that is currently attached
to the interface.

Configuring IPv6 ACLs

To filter IPv6 traffic, you perform these steps:

Before you begin

Before configuring IPv6 ACLs, you must select one of the dual IPv4 and IPv6 SDM templates.

Procedure

Command or Action Purpose

Step 1 Create an IPv6 ACL, and enter IPv6 access list
configuration mode.

Step 2 Configure the IPv6 ACL to block (deny) or pass (permit)
traffic.

Step 3 Apply the IPv6 ACL to an interface. For router ACLs, you
must also configure an IPv6 address on the Layer 3 interface
to which the ACL is applied.

Default IPv6 ACL Configuration

There are no IPv6 ACLs configured or applied.
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Interaction with Other Features and Switches

« [f an IPv6 router ACL is configured to deny a packet, the packet is not routed. A copy of the packet is
sent to the Internet Control Message Protocol (ICMP) queue to generate an ICMP unreachable message
for the frame.

* If a bridged frame is to be dropped due to a port ACL, the frame is not bridged.

* You can create both IPv4 and IPv6 ACLs on a switch or switch stack, and you can apply both IPv4 and
IPv6 ACLs to the same interface. Each ACL must have a unique name; an error message appears if you
try to use a name that is already configured.

You use different commands to create IPv4 and IPv6 ACLs and to attach IPv4 or [Pv6 ACLs to the same
Layer 2 or Layer 3 interface. If you use the wrong command to attach an ACL (for example, an [Pv4
command to attach an IPv6 ACL), you receive an error message.

* You cannot use MAC ACLs to filter [Pv6 frames. MAC ACLs can only filter non-IP frames.

* If the hardware memory is full, for any additional configured ACLs, packets are dropped to the CPU,
and the ACLs are applied in software. When the hardware is full a message is printed to the console
indicating the ACL has been unloaded and the packets will be dropped on the interface.

N

Note  Only packets of the same type as the ACL that could not be added (ipv4, ipv6,
MAC) will be dropped on the interface.

Creating IPv6 ACL

Follow these steps to create an [Pv6 ACL:

Procedure
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 ipv6access-listaccess-list-name Define an IPv6 access list name, and enter IPv6 access-list

configuration mode.
Example:

ipv6 access-list access-list-name
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Command or Action

Purpose

Step 4

{deny|permit} protocol

Example:

{deny | permit} protocol

{source-ipvé6-prefix/prefix-length | any | host

source-ipvé6-address}

[operator

[port-number] ] {destination-ipv6-prefix/prefix-length
| any |host destination-ipvé6-address}
[operator [port-number]] [dscp value]

[fragments] [log] [log-input] [routing] [sequence

value]

[time-range name]

Enter deny or permit to specify whether to deny or permit
the packet if conditions are matched. These are the
conditions:

* For protocol, enter the name or number of an Internet
protocol: ahp, esp, icmp, ipv6, pcp, stcp, tep, or udp,
or an integer in the range 0 to 255 representing an
IPv6 protocol number.

* The source-ipv6-prefix/prefix-length or
destination-ipv6-prefix/ prefix-length is the source or
destination IPv6 network or class of networks for
which to set deny or permit conditions, specified in
hexadecimal and using 16-bit values between colons
(see RFC 2373).

* Enter any as an abbreviation for the IPv6 prefix ::/0.

* For host source-ipv6-address or
destination-ipv6-address, enter the source or
destination IPv6 host address for which to set deny
or permit conditions, specified in hexadecimal using
16-bit values between colons.

* (Optional) For operator, specify an operand that
compares the source or destination ports of the
specified protocol. Operands are It (less than), gt
(greater than), eq (equal), neq (not equal), and range.

If the operator follows the source-ipv6-prefix/prefix-length
argument, it must match the source port. If the operator
follows the destination-ipv6- prefix/prefix-length argument,
it must match the destination port.

* (Optional) The port-number is a decimal number from
0 to 65535 or the name of a TCP or UDP port. You
can use TCP port names only when filtering TCP.
You can use UDP port names only when filtering
UDP.

* (Optional) Enter dscp value to match a differentiated
services code point value against the traffic class value
in the Traffic Class field of each IPv6 packet header.
The acceptable range is from 0 to 63.

* (Optional) Enter fragments to check noninitial
fragments. This keyword is visible only if the protocol
is ipvo.

* (Optional) Enter log to cause an logging message to
be sent to the console about the packet that matches
the entry. Enter log-input to include the input interface
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Command or Action

Purpose

in the log entry. Logging is supported only for router
ACLs.

* (Optional) Enter routing to specify that [Pv6 packets
be routed.

* (Optional) Enter sequence value to specify the
sequence number for the access list statement. The
acceptable range is from 1 to 4294967295

* (Optional) Enter time-range name to specify the time
range that applies to the deny or permit statement.

Step 5 {deny|permit} tcp (Optional) Define a TCP access list and the access
conditions.
Example:
{deny | permit} tcp Enter tcp for Transmission Control Protocol. The
{source-ipvé-prefix/prefix-length | any | parameters are the same as those described in Step 3, with
hostsource-ipv6-address} these additional optional parameters:
[operator
[port-number] ] {destination-ipvé6-prefix/prefix-length -ack——q&ckno“dedgnnentbitset
| any |hostdestination-ipv6-address}
loperator [port-number]][ack] [dscp * established—An established connection. A match
value] [established] [fin] occurs if the TCP datagram has the ACK or RST bits
[log] [log-input] [neg {port |protocol}] [psh]
[range{port | protocol}] [rst][routing] [sequence set.
alue] C . .
[Zynl]l [time-range name] [urg] + fin—Finished bit set; no more data from sender.
* neq {port | protocol}—Matches only packets that are
not on a given port number.
» psh—Push function bit set.
* range {port | protocol }—Matches only packets in the
port number range.
* rst—Reset bit set.
» syn—Synchronize bit set.
» urg—Urgent pointer bit set.
Step 6 {deny|permit} udp (Optional) Define a UDP access list and the access

Example:

{deny | permit} udp
{source-ipvé-prefix/prefix-length | any |
hostsource-ipvé6-address}

[operator

[port-number] ] {destination-ipv6-prefix/prefix-length
| any | hostdestination-ipvé-address}

[operator [port-number]] [dscp value]

[log] [log-input]

[neq {port |protocol}] [range {port |protocol}]
[

routing] [sequence value] [time-range name]

conditions.

Enter udp for the User Datagram Protocol. The UDP
parameters are the same as those described for TCP, except
that the operator [port]] port number or name must be a
UDP port number or name, and the established parameter
is not valid for UDP.
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Command or Action

Purpose

Step 7 {deny|permit} icmp (Optional) Define an ICMP access list and the access
conditions.
Example:
{deny | permit} icmp Enter icmp for Internet Control Message Protocol. The
{source-ipv6-prefix/prefix-length | any | ICMP parameters are the same as those described for most
hostsource-ipvé-address} IP protocols in Step 3a, with the addition of the ICMP
[operator [port-number]] message type and code parameters. These optional
{destination-ipv6-prefix/prefix-length | any | ge typ p X : p
hostdestination-ipvé-address} keywords have these meanings:
[operator [port-number]] [icmp-type [icmp-code] .
| icmp-message] [dscpvalue] [log] [log-input] * icmp-type—Enter to filter by ICMP message type, a
[routing] [sequence value] [time-range name] number from 0 to 255.
* icmp-code—Enter to filter ICMP packets that are
filtered by the ICMP message code type, a number
from 0 to 255.
* icmp-message—Enter to filter ICMP packets by the
ICMP message type name or the ICMP message type
and code name. To see a list of ICMP message type
names and code names, use the ? key or see command
reference for this release.
Step 8 end Returns to privileged EXEC mode.
Example:
Switch (config) # end
Step 9 show ipv6 access-list Verify the access list configuration.
Example:
show ipv6 access-list
Step 10 show running-config Verifies your entries.
Example:
Switch# show running-config
Step 11 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

Switch# copy running-config startup-config

Applying an IPv6 ACL to an Interface

This section describes how to apply IPv6 ACLs to network interfaces. You can apply an ACL to outbound
or inbound traffic on Layer 3 interfaces, or to inbound traffic on Layer 2 interfaces.
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Beginning in privileged EXEC mode, follow these steps to control access to an interface:

Procedure

Command or Action

Purpose

Step 1 configure terminal Enters global configuration mode.
Example:
Device# configure terminal
Step 2 interface interface_id Identify a Layer 2 interface (for port ACLs) or Layer 3
interface (for router ACLs) on which to apply an access
Example: . . .
list, and enter interface configuration mode.
Switch# interface interface-id
Step 3 no switchport If applying a router ACL, change the interface from Layer
2 mode (the default) to Layer 3 mode.
Example:
Switch# no switchport
Step 4 ipv6 address ipv6_address Configure an IPv6 address on a Layer 3 interface (for router
Examole: ACLs). This command is not required on Layer 2 interfaces
ple: or if the interface has already been configured with an
Switch# ipv6 address ipv6-address exphcﬁva6zukhes&
Step 5 ipv6 traffic-filter access-list-name Apply the access list to incoming or outgoing traffic on the
Examole: interface. The out keyword is not supported for Layer 2
ple: interfaces (port ACLs).
Switch# ipv6 traffic-filter access-list-name {in
| out}
Step 6 end Returns to privileged EXEC mode. Alternatively, you can
also press Ctrl-Z to exit global configuration mode.
Example:
Device (config) # end
Step 7 show running-config Verify the access list configuration.
Step 8 copy running-config startup-config (Optional) Saves your entries in the configuration file.

Example:

copy running-config startup-config

Displaying IPv6 ACLs

To display IPv6 ACLs, perform this procedure:

Procedure

Command or Action

Purpose

Step 1

enable

Example:

Enables privileged EXEC mode.

Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2

configure terminal

Example:

Switch# configure terminal

Enters global configuration mode.

Step 3

show access-list

Example:

Switch# show access-lists

Displays all access lists configured on the switch

Step 4

show ipv6 access-list acl_name

Example:

Switch# show ipv6 access-list [access-list-name]

Displays all configured IPv6 access list or the access list
specified by name.

Configuration Examples for IPv6 ACL

Example: Creating IPv6 ACL

This example configures the IPv6 access list named CISCO. The first deny entry in the list denies all packets
that have a destination TCP port number greater than 5000. The second deny entry denies packets that have
a source UDP port number less than 5000. The second deny also logs all matches to the console. The first
permit entry in the list permits all ICMP packets. The second permit entry in the list permits all other traffic.
The second permit entry is necessary because an implicit deny -all condition is at the end of each IPv6 access
list.

)

Note Logging is supported only on Layer 3 interfaces.

Switch (config)# ipvé access-list CISCO

Switch (config-ipvé6-acl)# deny tcp any any gt 5000
Switch (config-ipvé6-acl)# deny ::/0 1t 5000 ::/0 log
Switch (config-ipvé6-acl)# permit icmp any any

Switch (config-ipv6-acl)# permit any any

Example: Applying IPv6 ACLs

This example shows how to apply the access list Cisco to outbound traffic on a Layer 3 interface.

Switch (config-if)# no switchport
Switch (config-if)# ipv6 address 2001::/64 eui-64
Switch (config-if)# ipvé traffic-filter CISCO out
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Example: Displaying IPv6 ACLs

This is an example of the output from the show access-lists privileged EXEC command. The output shows
all access lists that are configured on the switch or switch stack.

Switch #show access-lists
Extended IP access list hello
10 permit ip any any

IPv6 access list ipvé

permit ipv6 any any sequence 10

This is an example of the output from the show ipv6 access-lists privileged EXEC command. The output
shows only IPv6 access lists configured on the switch or switch stack.

Switch# show ipv6é access-list

IPv6 access list inbound

permit tcp any any eq bgp (8 matches) sequence 10
permit tcp any any eq telnet (15 matches) sequence 20
permit udp any any sequence 30

IPv6 access list outbound

deny udp any any sequence 10
deny tcp any any eq telnet sequence 20
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PART IV

Layer 2

* Configuring Spanning Tree Protocol, on page 193

* Configuring Multiple Spanning-Tree Protocol, on page 219

* Configuring Optional Spanning-Tree Features, on page 261

* Configuring EtherChannels, on page 295

* Configuring Link-State Tracking, on page 329

* Configuring Flex Links and the MAC Address-Table Move Update Feature, on page 335
* Configuring UniDirectional Link Detection, on page 353






CHAPTER 1 5

Configuring Spanning Tree Protocol

This chapter describes how to configure the Spanning Tree Protocol (STP) on port-based VLANs on the
Catalyst switches. The switch can use either the per-VLAN spanning-tree plus (PVST+) protocol based on
the IEEE 802.1D standard and Cisco proprietary extensions, or the rapid per-VLAN spanning-tree plus
(rapid-PVST+) protocol based on the IEEE 802.1w standard. A switch stack appears as a single spanning-tree
node to the rest of the network, and all stack members use the same bridge ID.

* Finding Feature Information, on page 193

* Restrictions for STP, on page 193

* Information About Spanning Tree Protocol, on page 194
* How to Configure Spanning-Tree Features, on page 205
* Monitoring Spanning-Tree Status, on page 217

* Feature Information for STP, on page 217

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfang.cisco.com/. An account on Cisco.com is not required.

Restrictions for STP

* An attempt to configure a switch as the root switch fails if the value necessary to be the root switch is
less than 1.

* If your network consists of switches that support and do not support the extended system ID, it is unlikely
that the switch with the extended system ID support will become the root switch. The extended system
ID increases the switch priority value every time the VLAN number is greater than the priority of the
connected switches running older software.

* The root switch for each spanning-tree instance should be a backbone or distribution switch. Do not
configure an access switch as the spanning-tree primary root.
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Information About Spanning Tree Protocol

Spanning Tree Protocol

Spanning Tree Protocol (STP) is a Layer 2 link management protocol that provides path redundancy while
preventing loops in the network. For a Layer 2 Ethernet network to function properly, only one active path
can exist between any two stations. Multiple active paths among end stations cause loops in the network. If
a loop exists in the network, end stations might receive duplicate messages. Switches might also learn
end-station MAC addresses on multiple Layer 2 interfaces. These conditions result in an unstable network.
Spanning-tree operation is transparent to end stations, which cannot detect whether they are connected to a
single LAN segment or a switched LAN of multiple segments.

The STP uses a spanning-tree algorithm to select one switch of a redundantly connected network as the root
of the spanning tree. The algorithm calculates the best loop-free path through a switched Layer 2 network by
assigning a role to each port based on the role of the port in the active topology:

* Root—A forwarding port elected for the spanning-tree topology
* Designated—A forwarding port elected for every switched LAN segment
* Alternate—A blocked port providing an alternate path to the root bridge in the spanning tree

* Backup—A blocked port in a loopback configuration

The switch that has all of its ports as the designated role or as the backup role is the root switch. The switch
that has at least one of its ports in the designated role is called the designated switch.

Spanning tree forces redundant data paths into a standby (blocked) state. If a network segment in the spanning
tree fails and a redundant path exists, the spanning-tree algorithm recalculates the spanning-tree topology and
activates the standby path. Switches send and receive spanning-tree frames, called bridge protocol data units
(BPDUs), at regular intervals. The switches do not forward these frames but use them to construct a loop-free
path. BPDUs contain information about the sending switch and its ports, including switch and MAC addresses,
switch priority, port priority, and path cost. Spanning tree uses this information to elect the root switch and
root port for the switched network and the root port and designated port for each switched segment.

When two ports on a switch are part of a loop, the spanning-tree and path cost settings control which port is
put in the forwarding state and which is put in the blocking state. The spanning-tree port priority value
represents the location of a port in the network topology and how well it is located to pass traffic. The path
cost value represents the media speed.

\)

Note

By default, the switch sends keepalive messages (to ensure the connection is up) only on interfaces that do
not have small form-factor pluggable (SFP) modules. You can change the default for an interface by entering
the [no] keepalive interface configuration command with no keywords.

Spanning-Tree Topology and BPDUs

The stable, active spanning-tree topology of a switched network is controlled by these elements:

* The unique bridge ID (switch priority and MAC address) associated with each VLAN on each switch.
In a switch stack, all switches use the same bridge ID for a given spanning-tree instance.
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* The spanning-tree path cost to the root switch.

* The port identifier (port priority and MAC address) associated with each Layer 2 interface.

When the switches in a network are powered up, each functions as the root switch. Each switch sends a
configuration BPDU through all of its ports. The BPDUs communicate and compute the spanning-tree topology.
Each configuration BPDU contains this information:

* The unique bridge ID of the switch that the sending switch identifies as the root switch
* The spanning-tree path cost to the root

* The bridge ID of the sending switch

» Message age

* The identifier of the sending interface

* Values for the hello, forward delay, and max-age protocol timers

When a switch receives a configuration BPDU that contains superior information (lower bridge ID, lower
path cost, and so forth), it stores the information for that port. If this BPDU is received on the root port of the
switch, the switch also forwards it with an updated message to all attached LAN s for which it is the designated
switch.

If a switch receives a configuration BPDU that contains inferior information to that currently stored for that
port, it discards the BPDU. If the switch is a designated switch for the LAN from which the inferior BPDU
was received, it sends that LAN a BPDU containing the up-to-date information stored for that port. In this
way, inferior information is discarded, and superior information is propagated on the network.

A BPDU exchange results in these actions:

* One switch in the network is elected as the root switch (the logical center of the spanning-tree topology
in a switched network). See the figure following the bullets.

For each VLAN, the switch with the highest switch priority (the lowest numerical priority value) is
elected as the root switch. If all switches are configured with the default priority (32768), the switch with
the lowest MAC address in the VLAN becomes the root switch. The switch priority value occupies the
most significant bits of the bridge ID, as shown in the following figure.

* A root port is selected for each switch (except the root switch). This port provides the best path (lowest
cost) when the switch forwards packets to the root switch.

* Only one outgoing port on the stack root switch is selected as the root port. The remaining switches in
the stack become its designated switches (Switch 2 and Switch 3) as shown in the following figure.

* The shortest distance to the root switch is calculated for each switch based on the path cost.

* A designated switch for each LAN segment is selected. The designated switch incurs the lowest path
cost when forwarding packets from that LAN to the root switch. The port through which the designated
switch is attached to the LAN is called the designated port.
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Note If the logging event spanning tree command is configured on multiple interfaces and the topology changes,
it may result in several logging messages and high CPU utilization. This may cause the switch to drop or
delay the processing of STP BPDUs.

To prevent this behavior, remove the logging event spanning tree and logging event status commands or
disable logging to the console.

Figure 8: Spanning-Tree Port States in a Switch Stack
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All paths that are not needed to reach the root switch from anywhere in the switched network are placed in
the spanning-tree blocking mode.

Bridge ID, Device Priority, and Extended System ID

The IEEE 802.1D standard requires that each switch has an unique bridge identifier (bridge ID), which controls
the selection of the root switch. Because each VLAN is considered as a different logical bridge with PVST+
and Rapid PVSTH+, the same switch must have a different bridge ID for each configured VLAN. Each VLAN
on the switch has a unique 8-byte bridge ID. The 2 most-significant bytes are used for the switch priority, and
the remaining 6 bytes are derived from the switch MAC address.

The switch supports the IEEE 802.1t spanning-tree extensions, and some of the bits previously used for the
switch priority are now used as the VLAN identifier. The result is that fewer MAC addresses are reserved for
the switch, and a larger range of VLAN IDs can be supported, all while maintaining the uniqueness of the
bridge ID.

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Layer2
Port Priority Versus Path Cost .

The 2 bytes previously used for the switch priority are reallocated into a 4-bit priority value and a 12-bit
extended system ID value equal to the VLAN ID.

Table 25: Device Priority Value and Extended System ID

Priority Value Extended System ID (Set Equal to the VLAN ID)

Bit |Bit |Bit |Bit |Bit |Bit |Bit |Bit9 |Bit8 [Bit7 |Bit6 |Bit5 |Bit4 |Bit3 |Bit2 |Bit1
16 (15 |14 |13 |12 11 10

32768 | 16384 | 8192 | 4096 (2048 | 1024 | 512 [256 (128 |64 |32 16 |8 4 2 1

Spanning tree uses the extended system ID, the switch priority, and the allocated spanning-tree MAC address
to make the bridge ID unique for each VLAN. Because the switch stack appears as a single switch to the rest
of the network, all switches in the stack use the same bridge ID for a given spanning tree. If the stack's active
switch fails, the stack members recalculate their bridge IDs of all running spanning trees based on the new
MAC address of the new stack's active switch.

Support for the extended system ID affects how you manually configure the root switch, the secondary root
switch, and the switch priority of a VLAN. For example, when you change the switch priority value, you
change the probability that the switch will be elected as the root switch. Configuring a higher value decreases
the probability; a lower value increases the probability.

If any root switch for the specified VLAN has a switch priority lower than 24576, the switch sets its own
priority for the specified VLAN to 4096 less than the lowest switch priority. 4096 is the value of the
least-significant bit of a 4-bit switch priority value as shown in the table.

Port Priority Versus Path Cost

If a loop occurs, spanning tree uses port priority when selecting an interface to put into the forwarding state.
You can assign higher priority values (lower numerical values) to interfaces that you want selected first and
lower priority values (higher numerical values) that you want selected last. If all interfaces have the same
priority value, spanning tree puts the interface with the lowest interface number in the forwarding state and
blocks the other interfaces.

The spanning-tree path cost default value is derived from the media speed of an interface. If a loop occurs,
spanning tree uses cost when selecting an interface to put in the forwarding state. You can assign lower cost
values to interfaces that you want selected first and higher cost values that you want selected last. If all
interfaces have the same cost value, spanning tree puts the interface with the lowest interface number in the
forwarding state and blocks the other interfaces.

If your switch is a member of a switch stack, you must assign lower cost values to interfaces that you want
selected first and higher cost values that you want selected last instead of adjusting its port priority. For details,
see Related Topics.

Spanning-Tree Interface States

Propagation delays can occur when protocol information passes through a switched LAN. As a result, topology
changes can take place at different times and at different places in a switched network. When an interface
transitions directly from nonparticipation in the spanning-tree topology to the forwarding state, it can create
temporary data loops. Interfaces must wait for new topology information to propagate through the switched
LAN before starting to forward frames. They must allow the frame lifetime to expire for forwarded frames
that have used the old topology.

Each Layer 2 interface on a switch using spanning tree exists in one of these states:
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* Blocking—The interface does not participate in frame forwarding.

* Listening—The first transitional state after the blocking state when the spanning tree decides that the

interface should participate in frame forwarding.

 Learning—The interface prepares to participate in frame forwarding.

» Forwarding—The interface forwards frames.

* Disabled—The interface is not participating in spanning tree because of a shutdown port, no link on the
port, or no spanning-tree instance running on the port.

An interface moves through these states:

* From initialization to blocking

* From blocking to listening or to disabled

* From listening to learning or to disabled

* From learning to forwarding or to disabled

* From forwarding to disabled

Figure 9: Spanning-Tree Interface States
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When you power up the switch, spanning tree is enabled by default, and every interface in the switch, VLAN,
or network goes through the blocking state and the transitory states of listening and learning. Spanning tree
stabilizes each interface at the forwarding or blocking state.

When the spanning-tree algorithm places a Layer 2 interface in the forwarding state, this process occurs:

1. The interface is in the listening state while spanning tree waits for protocol information to move the

interface to the blocking state.

2. While spanning tree waits for the forward-delay timer to expire, it moves the interface to the learning
state and resets the forward-delay timer.

3. In the learning state, the interface continues to block frame forwarding as the switch learns end-station

location information for the forwarding database.
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4. When the forward-delay timer expires, spanning tree moves the interface to the forwarding state, where
both learning and frame forwarding are enabled.

Blocking State

A Layer 2 interface in the blocking state does not participate in frame forwarding. After initialization,a BPDU
is sent to each switch interface. A switch initially functions as the root until it exchanges BPDUs with other
switches. This exchange establishes which switch in the network is the root or root switch. If there is only
one switch in the network, no exchange occurs, the forward-delay timer expires, and the interface moves to
the listening state. An interface always enters the blocking state after switch initialization.

An interface in the blocking state performs these functions:
* Discards frames received on the interface
* Discards frames switched from another interface for forwarding
* Does not learn addresses

» Receives BPDUs

Listening State

The listening state is the first state a Layer 2 interface enters after the blocking state. The interface enters this
state when the spanning tree decides that the interface should participate in frame forwarding.

An interface in the listening state performs these functions:
* Discards frames received on the interface
* Discards frames switched from another interface for forwarding
* Does not learn addresses

» Receives BPDUs

Learning State

A Layer 2 interface in the learning state prepares to participate in frame forwarding. The interface enters the
learning state from the listening state.

An interface in the learning state performs these functions:
* Discards frames received on the interface

* Discards frames switched from another interface for forwarding

* Learns addresses

* Receives BPDUs

Forwarding State

A Layer 2 interface in the forwarding state forwards frames. The interface enters the forwarding state from
the learning state.

An interface in the forwarding state performs these functions:

* Receives and forwards frames received on the interface

Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches) .



[l Disabled State

Disabled State

Layer2 |

» Forwards frames switched from another interface
* Learns addresses

» Receives BPDUs

A Layer 2 interface in the disabled state does not participate in frame forwarding or in the spanning tree. An
interface in the disabled state is nonoperational.

A disabled interface performs these functions:

* Discards frames received on the interface
* Discards frames switched from another interface for forwarding
* Does not learn addresses

* Does not receive BPDUSs

How a Switch or Port Becomes the Root Switch or Root Port

If all switches in a network are enabled with default spanning-tree settings, the switch with the lowest MAC
address becomes the root switch.

Figure 10: Spanning-Tree Topology

Switch A is elected as the root switch because the switch priority of all the switches is set to the default (32768)

and Switch A has the lowest MAC address. However, because of traffic patterns, number of forwarding
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When the spanning-tree topology is calculated based on default parameters, the path between source and
destination end stations in a switched network might not be ideal. For instance, connecting higher-speed links
to an interface that has a higher number than the root port can cause a root-port change. The goal is to make
the fastest link the root port.

For example, assume that one port on Switch B is a Gigabit Ethernet link and that another port on Switch B
(a 10/100 link) is the root port. Network traffic might be more efficient over the Gigabit Ethernet link. By
changing the spanning-tree port priority on the Gigabit Ethernet port to a higher priority (lower numerical
value) than the root port, the Gigabit Ethernet port becomes the new root port.
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Spanning Tree and Redundant Connectivity

Figure 11: Spanning Tree and Redundant Connectivity
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You can also create redundant links between switches by using EtherChannel groups.

Spanning-Tree Address Management

IEEE 802.1D specifies 17 multicast addresses, ranging from 0x00180C2000000 to 0x0180C2000010, to be
used by different bridge protocols. These addresses are static addresses that cannot be removed.

Regardless of the spanning-tree state, each switch in the stack receives but does not forward packets destined
for addresses between 0x0180C2000000 and 0x0180C200000F.

If spanning tree is enabled, the CPU on the switch or on each switch in the stack receives packets destined
for 0x0180C2000000 and 0x0180C2000010. If spanning tree is disabled, the switch or each switch in the
stack forwards those packets as unknown multicast addresses.

Accelerated Aging to Retain Connectivity

The default for aging dynamic addresses is 5 minutes, the default setting of the mac address-table aging-time
global configuration command. However, a spanning-tree reconfiguration can cause many station locations
to change. Because these stations could be unreachable for 5 minutes or more during a reconfiguration, the
address-aging time is accelerated so that station addresses can be dropped from the address table and then
relearned. The accelerated aging is the same as the forward-delay parameter value (Spanning-tree vlan vian-id
forward-time seconds global configuration command) when the spanning tree reconfigures.

Because each VLAN is a separate spanning-tree instance, the switch accelerates aging on a per-VLAN basis.
A spanning-tree reconfiguration on one VLAN can cause the dynamic addresses learned on that VLAN to be
subject to accelerated aging. Dynamic addresses on other VLANSs can be unaffected and remain subject to
the aging interval entered for the switch.

Spanning-Tree Modes and Protocols

The switch supports these spanning-tree modes and protocols:
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PVST+—This spanning-tree mode is based on the IEEE 802.1D standard and Cisco proprietary extensions.
The PVST+ runs on each VLAN on the switch up to the maximum supported, ensuring that each has a
loop-free path through the network.

The PVST+ provides Layer 2 load-balancing for the VLAN on which it runs. You can create different
logical topologies by using the VLANSs on your network to ensure that all of your links are used but that
no one link is oversubscribed. Each instance of PVST+ on a VLAN has a single root switch. This root
switch propagates the spanning-tree information associated with that VLAN to all other switches in the
network. Because each switch has the same information about the network, this process ensures that the
network topology is maintained.

Rapid PVST+—This spanning-tree mode is the same as PVST+ except that is uses a rapid convergence
based on the IEEE 802.1w standard. Beginning from 15.2(4)E release, the STP default mode is Rapid
PVST+ . To provide rapid convergence, the Rapid PVST+ immediately deletes dynamically learned
MAC address entries on a per-port basis upon receiving a topology change. By contrast, PVST+ uses a
short aging time for dynamically learned MAC address entries.

Rapid PVST+ uses the same configuration as PVST+ (except where noted), and the switch needs only
minimal extra configuration. The benefit of Rapid PVST+ is that you can migrate a large PVST+ install
base to Rapid PVST+ without having to learn the complexities of the Multiple Spanning Tree Protocol
(MSTP) configuration and without having to reprovision your network. In Rapid PVST+ mode, each
VLAN runs its own spanning-tree instance up to the maximum supported.

MSTP—This spanning-tree mode is based on the IEEE 802.1s standard. You can map multiple VLANs
to the same spanning-tree instance, which reduces the number of spanning-tree instances required to
support a large number of VLANs. The MSTP runs on top of the RSTP (based on IEEE 802.1w), which
provides for rapid convergence of the spanning tree by eliminating the forward delay and by quickly
transitioning root ports and designated ports to the forwarding state. In a switch stack, the cross-stack
rapid transition (CSRT) feature performs the same function as RSTP. You cannot run MSTP without
RSTP or CSRT.

Supported Spanning-Tree Instances

In PVST+ or Rapid PVST+ mode, the switch or switch stack supports up to 128 spanning-tree instances.

In MSTP mode, the switch or switch stack supports up to 65 MST instances. The number of VL AN that can
be mapped to a particular MST instance is unlimited.

Spanning-Tree Interoperability and Backward Compatibility

In a mixed MSTP and PVST+ network, the common spanning-tree (CST) root must be inside the MST
backbone, and a PVST+ switch cannot connect to multiple MST regions.

When a network contains switches running Rapid PVST+ and switches running PVST+, we recommend that
the Rapid PVST+ switches and PVST+ switches be configured for different spanning-tree instances. In the
Rapid PVST+ spanning-tree instances, the root switch must be a Rapid PVST+ switch. In the PVST+ instances,
the root switch must be a PVST+ switch. The PVST+ switches should be at the edge of the network.

All stack members run the same version of spanning tree (all PVST+, all Rapid PVST+, or all MSTP).

Table 26: PVST+, MSTP, and Rapid-PVST+ Interoperability and Compatibility

PVST+ MSTP Rapid PVST+

PVST+ Yes Yes (with restrictions) Yes (reverts to PVST+)

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



| Layer2

STP and IEEE 802.1Q Trunks .

PVST+ MSTP Rapid PVST+
MSTP Yes (with restrictions) Yes Yes (reverts to PVST+)
Rapid PVST+ Yes (reverts to PVST+) | Yes (reverts to PVST+) | Yes

STP and IEEE 802.1Q Trunks

The IEEE 802.1Q standard for VLAN trunks imposes some limitations on the spanning-tree strategy for a
network. The standard requires only one spanning-tree instance for all VLANs allowed on the trunks. However,
in a network of Cisco switches connected through IEEE 802.1Q trunks, the switches maintain one spanning-tree
instance for each VLAN allowed on the trunks.

When you connect a Cisco switch to a non-Cisco device through an IEEE 802.1Q trunk, the Cisco switch
uses PVST+ to provide spanning-tree interoperability. If Rapid PVST+ is enabled, the switch uses it instead
of PVST+. The switch combines the spanning-tree instance of the IEEE 802.1Q VLAN of the trunk with the
spanning-tree instance of the non-Cisco IEEE 802.1Q switch.

However, all PVST+ or Rapid PVST+ information is maintained by Cisco switches separated by a cloud of
non-Cisco IEEE 802.1Q switches. The non-Cisco IEEE 802.1Q cloud separating the Cisco switches is treated
as a single trunk link between the switches.

Rapid PVST+ is automatically enabled on IEEE 802.1Q trunks, and no user configuration is required. The
external spanning-tree behavior on access ports and Inter-Switch Link (ISL) trunk ports is not affected by
PVST+.

VLAN-Bridge Spanning Tree

Cisco VLAN-bridge spanning tree is used with the fallback bridging feature (bridge groups), which forwards
non-IP protocols such as DECnet between two or more VLAN bridge domains or routed ports. The
VLAN-bridge spanning tree allows the bridge groups to form a spanning tree on top of the individual VLAN
spanning trees to prevent loops from forming if there are multiple connections among VLANS. It also prevents
the individual spanning trees from the VLANS being bridged from collapsing into a single spanning tree.

To support VLAN-bridge spanning tree, some of the spanning-tree timers are increased. To use the fallback
bridging feature, you must have the IP services feature set enabled on your switch.

Spanning Tree and Device Stacks

When the device stack is operating in PVST+ or Rapid PVST+ mode:

* A device stack appears as a single spanning-tree node to the rest of the network, and all stack members
use the same bridge ID for a given spanning tree. The bridge ID is derived from the MAC address of the
active stack.

* When a new device joins the stack, it sets its bridge ID to the active stack bridge ID. If the newly added
device has the lowest ID and if the root path cost is the same among all stack members, the newly added
device becomes the stack root.

* When a stack member leaves the stack, spanning-tree reconvergence occurs within the stack (and possibly
outside the stack). The remaining stack member with the lowest stack port ID becomes the stack root.

« If the active stack fails or leaves the stack, the stack members elect a new active stack, and all stack
members change their bridge IDs of the spanning trees to the new active stack bridge ID.
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« If the device stack is the spanning-tree root and the active stack fails or leaves the stack, the stack members
elect a new active stack, and a spanning-tree reconvergence occurs.

« If the device stack is the spanning-tree root and the active stack fails or leaves the stack, the standby
switch becomes the new active switch, bridge IDs remain the same, and a spanning-tree reconvergence
might occur.

* If a neighboring device external to the device stack fails or is powered down, normal spanning-tree
processing occurs. Spanning-tree reconvergence might occur as a result of losing a device in the active

topology.

* If a new device external to the device stack is added to the network, normal spanning-tree processing
occurs. Spanning-tree reconvergence might occur as a result of adding a device in the network.

Default Spanning-Tree Configuration

Table 27: Default Spanning-Tree Configuration

Feature Default Setting

Enable state Enabled on VLAN 1.

Spanning-tree mode Rapid PVST+ ( PVST+ and MSTP are disabled.)
Switch priority 32768

Spanning-tree port priority (configurable on a 128

per-interface basis)

Spanning-tree port cost (configurable on a 1000 Mb/s: 4
per-interface basis) 100 Mb/s: 19
10 Mb/s: 100

Spanning-tree VLAN port priority (configurable on | 128
a per-VLAN basis)

Spanning-tree VLAN port cost (configurable ona | 1000 Mb/s: 4
per-VLAN basis) 100 Mb/s: 19

10 Mb/s: 100

Spanning-tree timers Hello time: 2 seconds
Forward-delay time: 15 seconds
Maximum-aging time: 20 seconds

Transmit hold count: 6 BPDUs

N

Note Beginning in Cisco IOS Release 15.2(4)E, the default STP mode is Rapid PVST+.
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How to Configure Spanning-Tree Features

Changing the Spanning-Tree Mode

The switch supports three spanning-tree modes: per-VLAN spanning tree plus (PVST+), Rapid PVSTH, or
multiple spanning tree protocol (MSTP). By default, the switch runs the Rapid PVST+ protocol.

If you want to enable a mode that is different from the default mode, this procedure is required.

SUMMARY STEPS

enable
configure terminal

interface interface-id

end

NOOAWN

DETAILED STEPS

spanning-tree link-type point-to-point

clear spanning-tree detected-protocols

spanning-tree mode {pvst | mst | rapid-pvst}

Command or Action

Purpose

Step 1 enable

Example:

Switch> enable

Enables privileged EXEC mode.

* Enter your password if prompted.

Step 2 configure terminal

Example:

Switch# configure terminal

Enters global configuration mode.

Step 3 spanning-tree mode {pvst | mst | rapid-pvst}

Example:

Switch(config)# spanning-tree mode pvst

Configures a spanning-tree mode.
All stack members run the same version of spanning tree.

* Select pvst to enable PVST+.
* Select mst to enable MSTP.

* Select rapid-pvst to enable rapid PVST+.

Step 4 interface interface-id

Example:

Switch(config) # interface GigabitEthernetl/0/1

Specifies an interface to configure, and enters interface
configuration mode. Valid interfaces include physical ports,
VLANS, and port channels. The VLAN ID range is 1 to
4094. The port-channel range is 1 to .
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Command or Action Purpose

Step 5 spanning-tree link-type point-to-point Specifies that the link type for this port is point-to-point.
Example: If you connect this port (local port) to a remote port through

a point-to-point link and the local port becomes a designated

Switch (config-if)# spanning-tree link-type port, the switch negotiates with the remote port and rapidly
point-to-point changes the local port to the forwarding state.

Step 6 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

Step 7 clear spanning-tree detected-protocols If any port on the switch is connected to a port on a legacy
IEEE 802.1D switch, this command restarts the protocol

Example: L . .
P migration process on the entire switch.

Switch# clear spanning-tree detected-protocols This step is optional if the designated switch detects that
this switch is running rapid PVST+.

Disabling Spanning Tree

Spanning tree is enabled by default on VLAN 1 and on all newly created VLANS up to the spanning-tree
limit. Disable spanning tree only if you are sure there are no loops in the network topology.

A

Caution When spanning tree is disabled and loops are present in the topology, excessive traffic and indefinite packet
duplication can drastically reduce network performance.

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. no spanning-tree vlan vian-id
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable
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Command or Action Purpose
Step 2 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 3 no spanning-tree vlan vian-id For vian-id, the range is 1 to 4094.

Example:

Switch (config)# no spanning-tree vlan 300

Step 4 end

Example:

Switch (config)# end

Returns to privileged EXEC mode.

Configuring the Root Switch

To configure a switch as the root for the specified VLAN, use the spanning-tree vlan vlan-id root global
configuration command to modify the switch priority from the default value (32768) to a significantly lower
value. When you enter this command, the software checks the switch priority of the root switches for each
VLAN. Because of the extended system ID support, the switch sets its own priority for the specified VLAN
to 24576 if this value will cause this switch to become the root for the specified VLAN.

Use the diameter keyword to specify the Layer 2 network diameter (that is, the maximum number of switch
hops between any two end stations in the Layer 2 network). When you specify the network diameter, the
switch automatically sets an optimal hello time, forward-delay time, and maximum-age time for a network
of that diameter, which can significantly reduce the convergence time. You can use the hello keyword to
override the automatically calculated hello time.

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree vlan vian-id root primary [diameter net-diameter
4. end
DETAILED STEPS
Command or Action Purpose

Step 1 enable

Example:

Switch> enable

Enables privileged EXEC mode.

* Enter your password if prompted.
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Command or Action Purpose
Step 2 configure terminal Enters global configuration mode.
Example:

Switch# configure terminal

Step 3 spanning-tree vlan vlian-id root primary [diameter Configures a switch to become the root for the specified
net-diameter VLAN.
Example: * For vlan-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANS separated
Switch(config)# spanning-tree vlan 20-24 root by a hyphen, or a series of VLANSs separated by a
primary diameter 4 comma. The range is 1 to 4094.

* (Optional) For diameter net-diameter, specify the
maximum number of switches between any two end
stations. The range is 2 to 7.

Step 4 end Returns to privileged EXEC mode.

Example:

Switch (config) # end

What to do next

After configuring the switch as the root switch, we recommend that you avoid manually configuring the hello
time, forward-delay time, and maximum-age time through the spanning-tree vlan vian-id hello-time,
spanning-tree vlan vian-id forward-time, and the spanning-tree vlan vian-id max-age global configuration
commands.

Configuring a Secondary Root Device

When you configure a switch as the secondary root, the switch priority is modified from the default value
(32768) to 28672. With this priority, the switch is likely to become the root switch for the specified VLAN
if the primary root switch fails. This is assuming that the other network switches use the default switch priority
of 32768, and therefore, are unlikely to become the root switch.

You can execute this command on more than one switch to configure multiple backup root switches. Use the
same network diameter and hello-time values that you used when you configured the primary root switch
with the spanning-tree vlan vian-id root primary global configuration command.

This procedure is optional.

SUMMARY STEPS

enable

configure terminal

spanning-tree vlan vian-id root secondary [diameter net-diameter
end

pPwDbN-=
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree vlan vlian-id root secondary [diameter Configures a switch to become the secondary root for the
net-diameter specified VLAN.
Example: + For vlan-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANS separated
Switch(config) # spanning-tree vlan 20-24 root by a hyphen, or a series of VLANSs separated by a
secondary diameter 4 comma. The range is 1 to 4094.
* (Optional) For diameter net-diameter, specify the
maximum number of switches between any two end
stations. The range is 2 to 7.
Use the same network diameter value that you used when
configuring the primary root switch.
Step 4 end Returns to privileged EXEC mode.
Example:

Switch (config) # end

Configuring Port Priority

\}

Note Ifyour switch is a member of a switch stack, you must use the spanning-tree [vlan vian-id] cost cost interface

configuration command instead of the spanning-tree [vlan vian-id] port-priority priority interface
configuration command to select an interface to put in the forwarding state. Assign lower cost values to
interfaces that you want selected first and higher cost values that you want selected last.

This procedure is optional.

SUMMARY STEPS

1. enable
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configure terminal
interface interface-id
spanning-tree port-priority priority

o0kl wN

end

DETAILED STEPS

Layer2 |

spanning-tree vlan vian-id port-priority priority

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies an interface to configure, and enters interface
configuration mode.
Example:
Valid interfaces include physical ports and port-channel
Switch(config) # interface gigabitethernet 1/0/2 |logical interfaces (port-channel port-channel-number).
Step 4 spanning-tree port-priority priority Configures the port priority for an interface.
Example: For priority, the range is 0 to 240, in increments of 16; the
default is 128. Valid values are 0, 16, 32, 48, 64, 80, 96,
Switch (config-if)# spanning-tree port-priority 0 | 112, 128, 144, 160, 176, 192, 208, 224, and 240. All other
values are rejected. The lower the number, the higher the
priority.
Step 5 spanning-tree vlan vian-id port-priority priority Configures the port priority for a VLAN.
Example: * For vian-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANs separated
Switch(config-if)# spanning-tree vlan 20-25 by a hyphen, or a series of VLANs separated by a
port-priority 0 comma. The range is 1 to 4094.
* For priority, the range is 0 to 240, in increments of 16;
the default is 128. Valid values are 0, 16, 32, 48, 64,
80, 96, 112, 128, 144, 160, 176, 192, 208, 224, and
240. All other values are rejected. The lower the
number, the higher the priority.
Step 6 end Returns to privileged EXEC mode.
Example:
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Command or Action Purpose
Switch(config-if)# end
Configuring Path Cost
This procedure is optional.
SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. spanning-tree cost cost
5. spanning-tree vlan vian-id cost cost
6. end
DETAILED STEPS
Command or Action Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies an interface to configure, and enters interface
configuration mode. Valid interfaces include physical ports
Example: Lo
and port-channel logical interfaces (port-channel
. . ) — port-channel-number).
Switch(config) # interface gigabitethernet 1/0/1
Step 4 spanning-tree cost cost Configures the cost for an interface.
Example: If a loop occurs, spanning tree uses the path cost when
selecting an interface to place into the forwarding state. A
Switch(config-if)# spanning-tree cost 250 lower path cost represents higher-speed transmission.
For cost, the range is 1 to 200000000; the default value is
derived from the media speed of the interface.
Step 5 spanning-tree vlan vian-id cost cost Configures the cost for a VLAN.

Example:
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Command or Action Purpose
. o _ If a loop occurs, spanning tree uses the path cost when
Switch(config-if)# spanning-tree vlan 10,12-15,20 g.lecting an interface to place into the forwarding state. A
cost 300 . ..
lower path cost represents higher-speed transmission.
* For vian-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANs separated
by a hyphen, or a series of VLANSs separated by a
comma. The range is 1 to 4094.
* For cost, the range is 1 to 200000000; the default value
is derived from the media speed of the interface.
Step 6 end Returns to privileged EXEC mode.
Example:
Switch (config-if)# end

The show spanning-tree interface interface-id privileged EXEC command displays information only for
ports that are in a link-up operative state. Otherwise, you can use the show running-config privileged EXEC
command to confirm the configuration.

Configuring the Device Priority of a VLAN

You can configure the switch priority and make it more likely that a standalone switch or a switch in the stack
will be chosen as the root switch.

\}

Note Exercise care when using this command. For most situations, we recommend that you use the spanning-tree
vlan vian-id root primary and the spanning-tree vlan vian-id root secondary global configuration commands
to modify the switch priority.

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree vlan vian-id priority priority
4, end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree vlan vian-id priority priority Configures the switch priority of a VLAN.
Example: * For vian-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANs separated
Switch(config) # spanning-tree vlan 20 priority 8192 by a hyphen, or a series of VLANs separated by a
comma. The range is 1 to 4094.
* For priority, the range is 0 to 61440 in increments of
4096; the default is 32768. The lower the number, the
more likely the switch will be chosen as the root
switch.
Valid priority values are 4096, 8192, 12288, 16384,
20480, 24576, 28672, 32768, 36864, 40960, 45056,
49152, 53248, 57344, and 61440. All other values are
rejected.
Step 4 end Returns to privileged EXEC mode.
Example:

Switch(config-if)# end

Configuring the Hello Time

The hello time is the time interval between configuration messages generated and sent by the root switch.

This procedure is optional.

SUMMARY STEPS
1. enable
2. spanning-tree vlan vlian-id hello-time seconds
3. end

DETAILED STEPS

Command or Action

Purpose

Step 1

enable

Example:

Enables privileged EXEC mode.

* Enter your password if prompted.
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Command or Action

Purpose

Switch> enable

Step 2 spanning-tree vlan vian-id hello-time seconds Configures the hello time of a VLAN. The hello time is the
Example: time interval between configuration messages generated
ple: and sent by the root switch. These messages mean that the
, , . | switch is alive.
Switch (config)# spanning-tree vlan 20-24 hello-time
3 * For vian-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANs separated
by a hyphen, or a series of VLANs separated by a
comma. The range is 1 to 4094.
* For seconds, the range is 1 to 10; the default is 2.
Step 3 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

Configuring the Forwarding-Delay Time for a VLAN

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree vlan vian-id forward-time seconds
4. end
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal
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Command or Action Purpose
Step 3 spanning-tree vlan vian-id forward-time seconds Configures the forward time of a VLAN. The forwarding
Example: delay is the number of seconds an interface waits before

changing from its spanning-tree learning and listening states

. . . to the forwarding state.
Switch (config)# spanning-tree vlan 20,25

forward-time 18 * For vlan-id, you can specify a single VLAN identified
by VLAN ID number, a range of VLANSs separated
by a hyphen, or a series of VLANSs separated by a
comma. The range is 1 to 4094.

« For seconds, the range is 4 to 30; the default is 15.

Step 4 end Returns to privileged EXEC mode.

Example:

Switch (config)# end

Configuring the Maximum-Aging Time for a VLAN

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree vlan vian-id max-age seconds
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 spanning-tree vlan vian-id max-age seconds Configures the maximum-aging time of a VLAN. The
maximum-aging time is the number of seconds a switch
waits without receiving spanning-tree configuration
messages before attempting a reconfiguration.

Example:
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Command or Action Purpose

* For vian-id, you can specify a single VLAN identified
Switch(config)# spanning-tree vlan 20 max-age 30 by VLAN ID number, a range of VLANS separated
by a hyphen, or a series of VLANSs separated by a
comma. The range is 1 to 4094.

* For seconds, the range is 6 to 40; the default is 20.

Step 4 end Returns to privileged EXEC mode.

Example:

Switch (config-if)# end

Configuring the Transmit Hold-Count

You can configure the BPDU burst size by changing the transmit hold count value.

\}

Note Changing this parameter to a higher value can have a significant impact on CPU utilization, especially in
Rapid PVST+ mode. Lowering this value can slow down convergence in certain scenarios. We recommend
that you maintain the default setting.

This procedure is optional.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree transmit hold-count value
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal
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Command or Action Purpose
Step 3 spanning-tree transmit hold-count value Configures the number of BPDUs that can be sent before
Example: pausing for 1 second.
For value, the range is 1 to 20; the default is 6.
Switch(config)# spanning-tree transmit hold-count]
6
Step 4 end Returns to privileged EXEC mode.
Example:

Switch (config) # end

Monitoring Spanning-Tree Status

Table 28: Commands for Displaying Spanning-Tree Status

show spanning-tree active

Displays spanning-tree information on active
interfaces only.

show spanning-tree detail

Displays a detailed summary of interface information.

show spanning-tree vlan vian-id

Displays spanning-tree information for the specified
VLAN.

show spanning-tree interface interface-id

Displays spanning-tree information for the specified
interface.

show spanning-tree interface interface-id portfast

Displays spanning-tree portfast information for the
specified interface.

show spanning-tree summary [totals]

Displays a summary of interface states or displays the
total lines of the STP state section.

To clear spanning-tree counters, use the clear spanning-tree [interface interface-id] privileged EXEC

command.

Feature Information for STP

Release

Modification

Cisco IOS Release 15.0(2)EX

This feature was introduced.
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Configuring Multiple Spanning-Tree Protocol
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* Restrictions for MSTP, on page 220

* Information About MSTP, on page 220

* How to Configure MSTP Features, on page 237

» Examples, on page 255

* Monitoring MST Configuration and Status, on page 259
* Feature Information for MSTP, on page 260

Finding Feature Information

Your software release may not support all the features documented in this module. For the latest caveats and
feature information, see Bug Search Tool and the release notes for your platform and software release. To
find information about the features documented in this module, and to see a list of the releases in which each
feature is supported, see the feature information table at the end of this module.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to https://cfing.cisco.com/. An account on Cisco.com is not required.

Prerequisites for MSTP

* For two or more switches to be in the same multiple spanning tree (MST) region, they must have the
same VLAN-to-instance map, the same configuration revision number, and the same name.

* For two or more stacked switches to be in the same MST region, they must have the same
VLAN-to-instance map, the same configuration revision number, and the same name.

* For load-balancing across redundant paths in the network to work, all VLAN-to-instance mapping
assignments must match; otherwise, all traffic flows on a single link. You can achieve load-balancing
across a switch stack by manually configuring the path cost.

* For load-balancing between a per-VLAN spanning tree plus (PVST+) and an MST cloud or between a
rapid-PVST+ and an MST cloud to work, all MST boundary ports must be forwarding. MST boundary
ports are forwarding when the root of the internal spanning tree (IST) of the MST cloud is the root of
the common spanning tree (CST). If the MST cloud consists of multiple MST regions, one of the MST
regions must contain the CST root, and all of the other MST regions must have a better path to the root
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contained within the MST cloud than a path through the PVST+ or rapid-PVST+ cloud. You might have
to manually configure the switches in the clouds.

Restrictions for MSTP

* The switch stack supports up to 65 MST instances. The number of VLANS that can be mapped to a
particular MST instance is unlimited.

* PVST+, Rapid PVST+, and MSTP are supported, but only one version can be active at any time. (For
example, all VLANs run PVST+, all VLANS run Rapid PVST+, or all VLANSs run MSTP.)

+ All stack members must run the same version of spanning tree (all PVST+, Rapid PVST+, or MSTP).

* VLAN Trunking Protocol (VTP) propagation of the MST configuration is not supported. However, you
can manually configure the MST configuration (region name, revision number, and VLAN-to-instance
mapping) on each switch within the MST region by using the command-line interface (CLI) or through
the Simple Network Management Protocol (SNMP) support.

* Partitioning the network into a large number of regions is not recommended. However, if this situation
is unavoidable, we recommend that you partition the switched LAN into smaller LANs interconnected
by routers or non-Layer 2 devices.

* A region can have one member or multiple members with the same MST configuration; each member
must be capable of processing rapid spanning tree protocol (RSTP) Bridge Protocol Data Units (BPDUs).
There is no limit to the number of MST regions in a network, but each region can only support up to 65
spanning-tree instances. You can assign a VLAN to only one spanning-tree instance at a time.

* After configuring a switch as the root switch, we recommend that you avoid manually configuring the
hello time, forward-delay time, and maximum-age time through the spanning-tree mst hello-time,
spanning-tree mst forward-time, and the spanning-tree mst max-age global configuration commands.

Table 29: PVST+, MSTP, and Rapid PVST+ Interoperability and Compatibility

PVST+ MSTP Rapid PVST+
PVST+ Yes Yes (with restrictions) Yes (reverts to PVST+)
MSTP Yes (with restrictions) Yes Yes (reverts to PVST+)
Rapid PVST+ Yes (reverts to PVST+) | Yes (reverts to PVST+) | Yes

MSTP Configuration

Information About MSTP

MSTP, which uses RSTP for rapid convergence, enables multiple VLANS to be grouped into and mapped to
the same spanning-tree instance, reducing the number of spanning-tree instances needed to support a large

number of VLANSs. The MSTP provides for multiple forwarding paths for data traffic, enables load balancing,
and reduces the number of spanning-tree instances required to support a large number of VLANS. It improves
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the fault tolerance of the network because a failure in one instance (forwarding path) does not affect other
instances (forwarding paths).

\)

Note The multiple spanning-tree (MST) implementation is based on the IEEE 802.1s standard.

The most common initial deployment of MSTP is in the backbone and distribution layers of a Layer 2 switched
network. This deployment provides the highly available network required in a service-provider environment.

When the switch is in the MST mode, the RSTP, which is based on IEEE 802.1w, is automatically enabled.
The RSTP provides rapid convergence of the spanning tree through explicit handshaking that eliminates the
IEEE 802.1D forwarding delay and quickly transitions root ports and designated ports to the forwarding state.

Both MSTP and RSTP improve the spanning-tree operation and maintain backward compatibility with
equipment that is based on the (original) IEEE 802.1D spanning tree, with existing Cisco-proprietary Multiple
Instance STP (MISTP), and with existing Cisco PVST+ and rapid per-VLAN spanning-tree plus (Rapid
PVSTH).

A switch stack appears as a single spanning-tree node to the rest of the network, and all stack members use
the same switch ID.

MSTP Configuration Guidelines

* When you enable MST by using the spanning-tree mode mst global configuration command, RSTP is
automatically enabled.

* For configuration guidelines about UplinkFast, BackboneFast, and cross-stack UplinkFast, see the relevant
sections in the Related Topics section.

* When the switch is in MST mode, it uses the long path-cost calculation method (32 bits) to compute the
path cost values. With the long path-cost calculation method, the following path cost values are supported:

Speed Path Cost Value
10 Mb/s 2,000,000

100 Mb/s 200,000

1 Gb/s 20,000

10 Gb/s 2,000

100 Gb/s 200

Root Switch

The switch maintains a spanning-tree instance for the group of VLANSs mapped to it. A switch ID, consisting
of the switch priority and the switch MAC address, is associated with each instance. For a group of VLANS,
the switch with the lowest switch ID becomes the root switch.

When you configure a switch as the root, you modify the switch priority from the default value (32768) to a
significantly lower value so that the switch becomes the root switch for the specified spanning-tree instance.
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When you enter this command, the switch checks the switch priorities of the root switches. Because of the
extended system ID support, the switch sets its own priority for the specified instance to 24576 if this value
will cause this switches to become the root for the specified spanning-tree instance.

If any root switch for the specified instance has a switch priority lower than 24576, the switch sets its own
priority to 4096 less than the lowest switch priority. (4096 is the value of the least-significant bit of a 4-bit
switch priority value. For more information, select "Bridge ID, Switch Priority, and Extended System ID"
link in Related Topics.

If your network consists of switches that support and do not support the extended system ID, it is unlikely
that the switch with the extended system ID support will become the root switch. The extended system ID
increases the switch priority value every time the VLAN number is greater than the priority of the connected
switches running older software.

The root switch for each spanning-tree instance should be a backbone or distribution switch. Do not configure
an access switch as the spanning-tree primary root.

Use the diameter keyword, which is available only for MST instance 0, to specify the Layer 2 network
diameter (that is, the maximum number of switch hops between any two end stations in the Layer 2 network).
When you specify the network diameter, the switch automatically sets an optimal hello time, forward-delay
time, and maximum-age time for a network of that diameter, which can significantly reduce the convergence
time. You can use the hello keyword to override the automatically calculated hello time.

Multiple Spanning-Tree Regions

For switches to participate in multiple spanning-tree (MST) instances, you must consistently configure the
switches with the same MST configuration information. A collection of interconnected switches that have the
same MST configuration comprises an MST region.

The MST configuration controls to which MST region each switch belongs. The configuration includes the
name of the region, the revision number, and the MST VLAN-to-instance assignment map. You configure
the switch for a region by specifying the MST region configuration on it. You can map VLANs to an MST
instance, specify the region name, and set the revision number. For instructions and an example, select the
"Specifying the MST Region Configuration and Enabling MSTP" link in Related Topics.

A region can have one or multiple members with the same MST configuration. Each member must be capable
of processing RSTP bridge protocol data units (BPDUs). There is no limit to the number of MST regions in
a network, but each region can support up to 65 spanning-tree instances. Instances can be identified by any
number in the range from 0 to 4094. You can assign a VLAN to only one spanning-tree instance at a time.

IST, CIST, and CST

Unlike PVST+ and Rapid PVST+ in which all the spanning-tree instances are independent, the MSTP establishes
and maintains two types of spanning trees:

* An internal spanning tree (IST), which is the spanning tree that runs in an MST region.

Within each MST region, the MSTP maintains multiple spanning-tree instances. Instance 0 is a special
instance for a region, known as the internal spanning tree (IST). All other MST instances are numbered
from 1 to 4094.

The IST is the only spanning-tree instance that sends and receives BPDUSs. All of the other spanning-tree
instance information is contained in M-records, which are encapsulated within MSTP BPDUs. Because
the MSTP BPDU carries information for all instances, the number of BPDUs that need to be processed
to support multiple spanning-tree instances is significantly reduced.
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All MST instances within the same region share the same protocol timers, but each MST instance has
its own topology parameters, such as root switch ID, root path cost, and so forth. By default, all VLANs
are assigned to the IST.

An MST instance is local to the region; for example, MST instance 1 in region A is independent of MST
instance 1 in region B, even if regions A and B are interconnected.

* A common and internal spanning tree (CIST), which is a collection of the ISTs in each MST region, and
the common spanning tree (CST) that interconnects the MST regions and single spanning trees.

The spanning tree computed in a region appears as a subtree in the CST that encompasses the entire
switched domain. The CIST is formed by the spanning-tree algorithm running among switches that
support the IEEE 802.1w, IEEE 802.1s, and IEEE 802.1D standards. The CIST inside an MST region
is the same as the CST outside a region.

Operations Within an MST Region

The IST connects all the MSTP switches in a region. When the IST converges, the root of the IST becomes
the CIST regional root. It is the switch within the region with the lowest switch ID and path cost to the CIST
root. The CIST regional root is also the CIST root if there is only one region in the network. If the CIST root
is outside the region, one of the MSTP switches at the boundary of the region is selected as the CIST regional
root.

When an MSTP switch initializes, it sends BPDUs claiming itself as the root of the CIST and the CIST regional
root, with both of the path costs to the CIST root and to the CIST regional root set to zero. The switch also
initializes all of its MST instances and claims to be the root for all of them. If the switch receives superior
MST root information (lower switch ID, lower path cost, and so forth) than currently stored for the port, it
relinquishes its claim as the CIST regional root.

During initialization, a region might have many subregions, each with its own CIST regional root. As switches
receive superior IST information, they leave their old subregions and join the new subregion that contains the
true CIST regional root. All subregions shrink except for the one that contains the true CIST regional root.

For correct operation, all switches in the MST region must agree on the same CIST regional root. Therefore,
any two switches in the region only synchronize their port roles for an MST instance if they converge to a
common CIST regional root.

Operations Between MST Regions

If there are multiple regions or legacy IEEE 802.1D switches within the network, MSTP establishes and
maintains the CST, which includes all MST regions and all legacy STP switches in the network. The MST
instances combine with the IST at the boundary of the region to become the CST.

The IST connects all the MSTP switches in the region and appears as a subtree in the CIST that encompasses
the entire switched domain. The root of the subtree is the CIST regional root. The MST region appears as a
virtual switch to adjacent STP switches and MST regions.

Only the CST instance sends and receives BPDUs, and MST instances add their spanning-tree information
into the BPDUs to interact with neighboring switches and compute the final spanning-tree topology. Because
of this, the spanning-tree parameters related to BPDU transmission (for example, hello time, forward time,
max-age, and max-hops) are configured only on the CST instance but affect all MST instances. Parameters
related to the spanning-tree topology (for example, switch priority, port VLAN cost, and port VLAN priority)
can be configured on both the CST instance and the MST instance.

MSTP switches use Version 3 RSTP BPDUs or IEEE 802.1D STP BPDUs to communicate with legacy IEEE
802.1D switches. MSTP switches use MSTP BPDUs to communicate with MSTP switches.
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IEEE 802.1s Terminology

Some MST naming conventions used in Cisco’s prestandard implementation have been changed to identify
some internal or regional parameters. These parameters are significant only within an MST region, as opposed
to external parameters that are relevant to the whole network. Because the CIST is the only spanning-tree
instance that spans the whole network, only the CIST parameters require the external rather than the internal
or regional qualifiers.

* The CIST root is the root switch for the unique instance that spans the whole network, the CIST.

* The CIST external root path cost is the cost to the CIST root. This cost is left unchanged within an MST
region. Remember that an MST region looks like a single switch for the CIST. The CIST external root
path cost is the root path cost calculated between these virtual switches and switches that do not belong
to any region.

» If the CIST root is in the region, the CIST regional root is the CIST root. Otherwise, the CIST regional
root is the closest switch to the CIST root in the region. The CIST regional root acts as a root switch for
the IST.

* The CIST internal root path cost is the cost to the CIST regional root in a region. This cost is only relevant
to the IST, instance 0.

lllustration of MST Regions

This figure displays three MST regions and a legacy IEEE 802.1D switch (D). The CIST regional root for
region 1 (A) is also the CIST root. The CIST regional root for region 2 (B) and the CIST regional root for
region 3 (C) are the roots for their respective subtrees within the CIST. The RSTP runs in all regions.
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Figure 12: MST Regions, CIST Regional Root, and CST Root
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The IST and MST instances do not use the message-age and maximum-age information in the configuration
BPDU to compute the spanning-tree topology. Instead, they use the path cost to the root and a hop-count
mechanism similar to the IP time-to-live (TTL) mechanism.

By using the spanning-tree mst max-hops global configuration command, you can configure the maximum
hops inside the region and apply it to the IST and all MST instances in that region. The hop count achieves
the same result as the message-age information (triggers a reconfiguration). The root switch of the instance
always sends a BPDU (or M-record) with a cost of 0 and the hop count set to the maximum value. When a
switch receives this BPDU, it decrements the received remaining hop count by one and propagates this value
as the remaining hop count in the BPDUs it generates. When the count reaches zero, the switch discards the
BPDU and ages the information held for the port.

The message-age and maximum-age information in the RSTP portion of the BPDU remain the same throughout
the region, and the same values are propagated by the region designated ports at the boundary.

Boundary Ports

In the Cisco prestandard implementation, a boundary port connects an MST region to a single spanning-tree
region running RSTP, to a single spanning-tree region running PVST+ or rapid PVST+, or to another MST
region with a different MST configuration. A boundary port also connects to a LAN, the designated switch
of which is either a single spanning-tree switch or a switch with a different MST configuration.
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There is no definition of a boundary port in the IEEE 802.1s standard. The IEEE 802.1Q-2002 standard
identifies two kinds of messages that a port can receive:

* internal (coming from the same region)

* external (coming from another region)

When a message is internal, the CIST part is received by the CIST, and each MST instance receives its
respective M-record.

When a message is external, it is received only by the CIST. If the CIST role is root or alternate, or if the
external BPDU is a topology change, it could have an impact on the MST instances.

An MST region includes both switches and LANs. A segment belongs to the region of its designated port.
Therefore, a port in a different region than the designated port for a segment is a boundary port. This definition
allows two ports internal to a region to share a segment with a port belonging to a different region, creating
the possibility of a port receiving both internal and external messages.

The primary change from the Cisco prestandard implementation is that a designated port is not defined as
boundary, unless it is running in an STP-compatible mode.

N

Note If there is a legacy STP switch on the segment, messages are always considered external.

The other change from the Cisco prestandard implementation is that the CIST regional root switch ID field
is now inserted where an RSTP or legacy IEEE 802.1Q switch has the sender switch ID. The whole region
performs like a single virtual switch by sending a consistent sender switch ID to neighboring switches. In this
example, switch C would receive a BPDU with the same consistent sender switch ID of root, whether or not
A or B is designated for the segment.

IEEE 802.1s Implementation

The Cisco implementation of the IEEE MST standard includes features required to meet the standard, as well
as some of the desirable prestandard functionality that is not yet incorporated into the published standard.

Port Role Naming Change

The boundary role is no longer in the final MST standard, but this boundary concept is maintained in Cisco’s
implementation. However, an MST instance port at a boundary of the region might not follow the state of the
corresponding CIST port. Two boundary roles currently exist:

* The boundary port is the root port of the CIST regional root—When the CIST instance port is proposed
and is in sync, it can send back an agreement and move to the forwarding state only after all the
corresponding MSTI ports are in sync (and thus forwarding). The MSTI ports now have a special primary
role.

* The boundary port is not the root port of the CIST regional root—The MSTI ports follow the state and
role of the CIST port. The standard provides less information, and it might be difficult to understand
why an MSTI port can be alternately blocking when it receives no BPDUs (MRecords). In this case,
although the boundary role no longer exists, the sShow commands identify a port as boundary in the type
column of the output.

. Consolidated Platform Configuration Guide, Cisco 10S Release 15.2(4)E (Catalyst 2960-X Switches)



Interoperation Between Legacy and Standard Switches .

Interoperation Between Legacy and Standard Switches

Because automatic detection of prestandard switches can fail, you can use an interface configuration command
to identify prestandard ports. A region cannot be formed between a standard and a prestandard switch, but
they can interoperate by using the CIST. Only the capability of load-balancing over different instances is lost
in that particular case. The CLI displays different flags depending on the port configuration when a port
receives prestandard BPDUs. A syslog message also appears the first time a switch receives a prestandard
BPDU on a port that has not been configured for prestandard BPDU transmission.

Figure 13: Standard and Prestandard Switch Interoperation

Assume that A is a standard switch and B a prestandard switch, both configured to be in the same region. A
is the root switch for the CIST, and B has a root port (BX) on segment X and an alternate port (BY) on segment
Y. If segment Y flaps, and the port on BY becomes the alternate before sending out a single prestandard
BPDU, AY cannot detect that a prestandard switch is connected to Y and continues to send standard BPDUs.
The port BY is fixed in a boundary, and no load balancing is possible between A and B. The same problem
exists on segment X, but B might transmit topology
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Note We recommend that you minimize the interaction between standard and prestandard MST implementations.

Detecting Unidirectional Link Failure

This feature is not yet present in the IEEE MST standard, but it is included in this Cisco IOS release. The
software checks the consistency of the port role and state in the received BPDUs to detect unidirectional link
failures that could cause bridging loops.

When a designated port detects a conflict, it keeps its role, but reverts to the discarding state because disrupting
connectivity in case of inconsistency is preferable to opening a bridging loop.

Figure 14: Detecting Unidirectional Link Failure

This figure illustrates a unidirectional link failure that typically creates a bridging loop. Switch A is the root
switch, and its BPDUs are lost on the link leading to switch B. RSTP and MST BPDUs include the role and
state of the sending port. With this information, switch A can detect that switch B does not react to the superior
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MSTP and Device Stacks

A device stack appears as a single spanning-tree node to the rest of the network, and all stack members use
the same bridge ID for a given spanning tree. The bridge ID is derived from the MAC address of the active
stack.

The active stack is the stack root when the stack is the root of the network and no root selection has been made
within the stack.

If the device stack is the spanning-tree root and the active stack fails or leaves the stack, the standby switch
becomes the new active switch, bridge IDs remain the same, and a spanning-tree reconvergence might occur.

If a device that does not support MSTP is added to a device stack that does support MSTP or the reverse, the
device is put into a version mismatch state. If possible, the device is automatically upgraded or downgraded
to the same version of software that is running on the device stack.

When a new device joins the stack, it sets its device ID to the device ID. If the newly added device has the
lowest ID and if the root path cost is the same among all stack members, the newly added device becomes
the stack root. A topology change occurs if the newly added device contains a better root port for the device
stack or a better designated port for the LAN connected to the stack. The newly added device causes a topology
change in the network if another device connected to the newly added device changes its root port or designated
ports.

When a stack member leaves the stack, spanning-tree reconvergence occurs within the stack (and possibly
outside the stack). The remaining stack member with the lowest stack port ID becomes the stack root.

If the active stack fails or leaves the stack, the stack members elect a new active stack, and all stack members
change the device IDs of the spanning trees to the new active device ID.

Interoperability with IEEE 802.1D STP

A switch running MSTP supports a built-in protocol migration mechanism that enables it to interoperate with
legacy IEEE 802.1D switches. If this switch receives a legacy IEEE 802.1D configuration BPDU (a BPDU
with the protocol version set to 0), it sends only IEEE 802.1D BPDUs on that port. An MSTP switch also can
detect that a port is at the boundary of a region when it receives a legacy BPDU, an MSTP BPDU (Version
3) associated with a different region, or an RSTP BPDU (Version 2).

However, the switch does not automatically revert to the MSTP mode if it no longer receives IEEE 802.1D
BPDUs because it cannot detect whether the legacy switch has been removed from the link unless the legacy
switch is the designated switch. A switch might also continue to assign a boundary role to a port when the
switch to which this switch is connected has joined the region. To restart the protocol migration process (force
the renegotiation with neighboring switches), use the clear spanning-tree detected-protocols privileged
EXEC command.
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If all the legacy switches on the link are RSTP switches, they can process MSTP BPDUs as if they are RSTP
BPDUs. Therefore, MSTP switches send either a Version 0 configuration and TCN BPDUs or Version 3
MSTP BPDUs on a boundary port. A boundary port connects to a LAN, the designated switch of which is
either a single spanning-tree switch or a switch with a different MST configuration.

RSTP Overview

The RSTP takes advantage of point-to-point wiring and provides rapid convergence of the spanning tree.
Reconfiguration of the spanning tree can occur in less than 1 second (in contrast to 50 seconds with the default
settings in the IEEE 802.1D spanning tree).

Port Roles and the Active Topology

The RSTP provides rapid convergence of the spanning tree by assigning port roles and by learning the active
topology. The RSTP builds upon the IEEE 802.1D STP to select the switch with the highest switch priority
(lowest numerical priority value) as the root switch. The RSTP then assigns one of these port roles to individual
ports:

* Root port—Provides the best path (lowest cost) when the switch forwards packets to the root switch.

* Designated port—Connects to the designated switch, which incurs the lowest path cost when forwarding
packets from that LAN to the root switch. The port through which the designated switch is attached to
the LAN is called the designated port.

* Alternate port—Offers an alternate path toward the root switch to that provided by the current root port.

* Backup port—Acts as a backup for the path provided by a designated port toward the leaves of the
spanning tree. A backup port can exist only when two ports are connected in a loopback by a point-to-point
link or when a switch has two or more connections to a shared LAN segment.

* Disabled port—Has no role within the operation of the spanning tree.
A port with the root or a designated port role is included in the active topology. A port with the alternate or
backup port role is excluded from the active topology.

In a stable topology with consistent port roles throughout the network, the RSTP ensures that every root port
and designated port immediately transition to the forwarding state while all alternate and backup ports are
always in the discarding state (equivalent to blocking in IEEE 802.1D). The port state controls the operation
of the forwarding and learning processes.

Table 30: Port State Comparison

Operational Status STP Port State RSTP Port State Is Port Included in the
(IEEE 802.1D) Active Topology?

Enabled Blocking Discarding No

Enabled Listening Discarding No

Enabled Learning Learning Yes

Enabled Forwarding Forwarding Yes

Disabled Disabled Discarding No
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To be consistent with Cisco STP implementations, this guide defines the port state as blocking instead of
discarding. Designated ports start in the listening state.

Rapid Convergence

The RSTP provides for rapid recovery of connectivity following the failure of a switch, a switch port, or a
LAN. It provides rapid convergence for edge ports, new root ports, and ports connected through point-to-point
links as follows:

Edge ports—If you configure a port as an edge port on an RSTP switch by using the spanning-tree
portfast interface configuration command, the edge port immediately transitions to the forwarding state.
An edge port is the same as a Port Fast-enabled port, and you should enable it only on ports that connect
to a single end station.

Root ports—If the RSTP selects a new root port, it blocks the old root port and immediately transitions
the new root port to the forwarding state.

Point-to-point links—If you connect a port to another port through a point-to-point link and the local
port becomes a designated port, it negotiates a rapid transition with the other port by using the
proposal-agreement handshake to ensure a loop-free topology.

Figure 15: Proposal and Agreement Handshaking for Rapid Convergence

Switch A is connected to Switch B through a point-to-point link, and all of the ports are in the blocking
state. Assume that the priority of Switch A is a smaller numerical value than the priority of Switch B.
Switch A sends a proposal message (a configuration BPDU with the proposal flag set) to Switch B,
proposing itself as the designated switch.

After receiving the proposal message, Switch B selects as its new root port the port from which the
proposal message was received, forces all nonedge ports to the blocking state, and sends an agreement
message (a BPDU with the agreement flag set) through its new root port.

After receiving Switch B’s agreement message, Switch A also immediately transitions its designated
port to the forwarding state. No loops in the network are formed because Switch B blocked all of its
nonedge ports and because there is a point-to-point link between Switches A and B.

When Switch C is connected to Switch B, a similar set of handshaking messages are exchanged. Switch
C selects the port connected to Switch B as its root port, and both ends immediately transition to the
forwarding state. With each iteration of this handshaking process, one more switch joins the active
topology. As the network converges, this proposal-agreement handshaking progresses from the root
toward the leaves of the spanning tree.

In a switch stack, the cross-stack rapid transition (CSRT) feature ensures that a stack member receives
acknowledgments from all stack members during the proposal-agreement handshaking before moving
the port to the forwarding state. CSRT is automatically enabled when the switch is in MST mode.

The switch learns the link type from the port duplex mode: a full-duplex port is considered to have a
point-to-point connection; a half-duplex port is considered to have a shared connection. You can override
the default setting that is controlled by the duplex setting by using the spanning-tree link-type interface
configuration command.
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Synchronization of Port Roles

When the switch receives a proposal message on one of its ports and that port is selected as the new root port,
the RSTP forces all other ports to synchronize with the new root information.

The switch is synchronized with superior root information received on the root port if all other ports are
synchronized. An individual port on the switch is synchronized if

* That port is in the blocking state.

* It is an edge port (a port configured to be at the edge of the network).

If a designated port is in the forwarding state and is not configured as an edge port, it transitions to the blocking
state when the RSTP forces it to synchronize with new root information. In general, when the RSTP forces a
port to synchronize with root information and the port does not satisfy any of the above conditions, its port
state is set to blocking.

Figure 16: Sequence of Events During Rapid Convergence

After ensuring that all of the ports are synchronized, the switch sends an agreement message to the designated
switch corresponding to its root port. When the switches connected by a point-to-point link are in agreement
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Bridge Protocol Data Unit Format and Processing

The RSTP BPDU format is the same as the IEEE 802.1D BPDU format except that the protocol version is
setto 2. A new 1-byte Version 1 Length field is set to zero, which means that no version 1 protocol information
is present.

Table 31: RSTP BPDU Flags

Bit Function

0 Topology change (TC)
1 Proposal

2-3: Port role:

00 Unknown

01 Alternate port

10 Root port

11 Designated port

4 Learning

5 Forwarding

6 Agreement

7 Topology change acknowledgement (TCA)

The sending switch sets the proposal flag in the RSTP BPDU to propose itself as the designated switch on
that LAN. The port role in the proposal message is always set to the designated port.
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The sending switch sets the agreement flag in the RSTP BPDU to accept the previous proposal. The port role
in the agreement message is always set to the root port.

The RSTP does not have a separate topology change notification (TCN) BPDU. It uses the topology change
(TC) flag to show the topology changes. However, for interoperability with IEEE 802.1D switches, the RSTP
switch processes and generates TCN BPDUs.

The learning and forwarding flags are set according to the state of the sending port.

Processing Superior BPDU Information

If a port receives superior root information (lower switch ID, lower path cost, and so forth) than currently
stored for the port, the RSTP triggers a reconfiguration. If the port is proposed and is selected as the new root
port, RSTP forces all the other ports to synchronize.

If the BPDU received is an RSTP BPDU with the proposal flag set, the switch sends an agreement message
after all of the other ports are synchronized. If the BPDU is an IEEE 802.1D BPDU, the switch does not set
the proposal flag and starts the forward-delay timer for the port. The new root port requires twice the
forward-delay time to transition to the forwarding state.

If the superior information received on the port causes the port to become a backup or alternate port, RSTP
sets the port to the blocking state but does not send the agreement message. The designated port continues
sending BPDUs with the proposal flag set until the forward-delay timer expires, at which time the port
transitions to the forwarding state.

Processing Inferior BPDU Information

If a designated port receives an inferior BPDU (such as a higher switch ID or a higher path cost than currently
stored for the port) with a designated port role, it immediately replies with its own information.

Topology Changes

This section describes the differences between the RSTP and the IEEE 802.1D in handling spanning-tree
topology changes.

* Detection—Unlike IEEE 802.1D in which any transition between the blocking and the forwarding state
causes a topology change, only transitions from the blocking to the forwarding state cause a topology
change with RSTP (only an increase in connectivity is considered a topology change). State changes on
an edge port do not cause a topology change. When an RSTP switch detects a topology change, it deletes
the learned information on all of its nonedge ports except on those from which it received the TC
notification.

* Notification—Unlike IEEE 802.1D, which uses TCN BPDUs, the RSTP does not use them. However,
for IEEE 802.1D interoperability, an RSTP switch processes and generates TCN BPDUs.

» Acknowledgement—When an RSTP switch receives a TCN message on a designated port from an IEEE
802.1D switch, it replies with an IEEE 802.1D configuration BPDU with the TCA bit set. However, if
the TC-while timer (the same as the topology-change timer in IEEE 802.1D) is active on a root port
connected to an IEEE 802.1D switch and a configuration BPDU with the TCA bit set is received, the
TC-while timer is reset.

This behavior is only required to support IEEE 802.1D switches. The RSTP BPDUs never have the TCA
bit set.

* Propagation—When an RSTP switch receives a TC message from another switch through a designated
or root port, it propagates the change to all of its nonedge, designated ports and to the root port (excluding
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the port on which it is received). The switch starts the TC-while timer for all such ports and flushes the
information learned on them.

* Protocol migration—For backward compatibility with IEEE 802.1D switches, RSTP selectively sends
IEEE 802.1D configuration BPDUs and TCN BPDUs on a per-port basis.

When a port is initialized, the migrate-delay timer is started (specifies the minimum time during which
RSTP BPDUs are sent), and RSTP BPDUs are sent. While this timer is active, the switch processes all
BPDU s received on that port and ignores the protocol type.

If the switch receives an IEEE 802.1D BPDU after the port migration-delay timer has expired, it assumes
that it is connected to an IEEE 802.1D switch and starts using only IEEE 802.1D BPDUs. However, if
the RSTP switch is using IEEE 802.1D BPDUs on a port and receives an RSTP BPDU after the timer
has expired, it restarts the timer and starts using RSTP BPDUs on that port.

Protocol Migration Process

A switch running MSTP supports a built-in protocol migration mechanism that enables it to interoperate with
legacy IEEE 802.1D switches. If this switch receives a legacy IEEE 802.1D configuration BPDU (a BPDU
with the protocol version set to 0), it sends only IEEE 802.1D BPDUs on that port. An MSTP switch also can
detect that a port is at the boundary of a region when it receives a legacy BPDU, an MST BPDU (Version 3)
associated with a different region, or an RST BPDU (Version 2).

However, the switch does not automatically revert to the MSTP mode if it no longer receives IEEE 802.1D
BPDUs because it cannot detect whether the legacy switch has been removed from the link unless the legacy
switch is the designated switch. A switch also might continue to assign a boundary role to a port when the
switch to which it is connected has joined the region.

Default MSTP Configuration

Table 32: Default MSTP Configuration

Feature Default Setting
Spanning-tree mode MSTP

Switch priority (configurable on a per-CIST port 32768

basis)

Spanning-tree port priority (configurable on a 128

per-CIST port basis)

Spanning-tree port cost (configurable on a per-CIST | 1000 Mb/s: 20000

port basis) 100 Mbys: 20000
10 Mb/s: 20000
Hello time 3 seconds
Forward-delay time 20 seconds
Maximum-aging time 20 seconds
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Feature Default Setting

Maximum hop count 20 hops

About MST-to-PVST+ Interoperability (PVST+ Simulation)

The PVST+ simulation feature enables seamless interoperability between MST and Rapid PVST+. You can
enable or disable this per port, or globally. PVST+ simulation is enabled by default.

However, you may want to control the connection between MST and Rapid PVST+ to protect against
accidentally connecting an MST-enabled port to a Rapid PVST+-enabled port. Because Rapid PVST+ is the
default STP mode, you may encounter many Rapid PVST+-enabled connections.

Disabling this feature causes the switch to stop the MST region from interacting with PVST+ regions. The
MST-enabled port moves to a PVST peer inconsistent (blocking) state once it detects it is connected to a
Rapid PVST+-enabled port. This port remains in the inconsistent state until the port stops receiving Shared
Spanning Tree Protocol (SSTP) BPDUs, and then the port resumes the normal STP transition process.

You can for instance, disable PVST+ simulation, to prevent an incorrectly configured switch from connecting
to a network where the STP mode is not MSTP (the default mode is PVST+).

Observe these guidelines when you configure MST switches (in the same region) to interact with PVST+
switches:

* Configure the root for all VLANSs inside the MST region as shown in this example:

Switch# show spanning-tree mst interface gigabitethernet 1/1
GigabitEthernetl/1 of MSTO00 is root forwarding

Edge port: no (trunk) port guard : none (default)
Link type: point-to-point (auto) bpdu filter: disable (default)
Boundary : boundary (PVST) bpdu guard : disable (default)

Bpdus sent 10, received 310

Instance Role Sts Cost Prio.Nbr Vlans mapped

0 Root FWD 20000 128.1 1-2,4-2999,4000-4094

3 Boun FWD 20000 128.1 3,3000-3999

The ports that belong to the MST switch at the boundary simulate PVST+ and send PVST+ BPDUs for
all the VLANS.

If you enable loop guard on the PVST+ switches, the ports might change to a loop-inconsistent state
when the MST switches change their configuration. To correct the loop-inconsistent state, you must
disable and re-enable loop guard on that PVST+ switch.

Do not locate the root for some or all of the VLANSs inside the PVST+ side of the MST switch because
when the MST switch at the boundary receives PVST+ BPDUs for all or some of the VLANSs on its
designated ports, root guard sets the port to the blocking state.

When you connect a PVST+ switch to two different MST regions, the topology change from the PVST+
switch does not pass beyond the first MST region. In such a case, the topology changes are propagated
only in the instance to which the VLAN is mapped. The topology change stays local to the first MST
region, and the Cisco Access Manager (CAM) entries in the other region are not flushed. To make the
topology change visible throughout other MST regions, you can map that VLAN to IST or connect the
PV ST+ switch to the two regions through access links.
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* When you disable the PVST+ simulation, note that the PVST+ peer inconsistency can also occur while
the port is already in other states of inconsistency. For example, the root bridge for all STP instances
must all be in either the MST region or the Rapid PVST+ side. If the root bridge for all STP instances
are not on one side or the other, the software moves the port into a PVST + simulation-inconsistent state.

A\

Note We recommend that you put the root bridge for all STP instances in the MST
region.

About Detecting Unidirectional Link Failure
The dispute mechanism that detects unidirectional link failures is included in the IEEE 802.1D-2004 RSTP
and IEEE 802.1Q-2005 MSTP standard, and requires no user configuration.

The switch checks the consistency of the port role and state in the BPDUs it receives, to detect unidirectional
link failures that could cause bridging loops. When a designated port detects a conflict, it keeps its role, but
reverts to a discarding (blocking) state because disrupting connectivity in case of inconsistency is preferable
to opening a bridging loop.

For example, in the figure below, Switch A is the root bridge and Switch B is the designated port. BPDUs
from Switch A are lost on the link leading to switch B.

Figure 17: Detecting Unidirectional Link Failure

Superior

Switch Switch
" BPDU >< 8
" Inferior BPDU,

Designated + Learning bit set

Since Rapid PVST+ (802.1w) and MST BPDUs include the role and state of the sending port, Switch A detects
(from the inferior BPDU), that switch B does not react to the superior BPDUs it sends, because switch B has
the role of a designated port and not the root bridge. As a result, switch A blocks (or keeps blocking) its port,
thus preventing the bridging loop.

Note these guidelines and limitations relating to the dispute mechanism:

* It works only on switches running RSTP or MST (the dispute mechanism requires reading the role and
state of the port initiating BPDUs).

* It may result in loss of connectivity. For example, in the figure below, Bridge A cannot transmit on the
port it elected as a root port. As a result of this situation, there is loss of connectivity (rl and r2 are
designated, al is root and a2 is alternate. There is only a one way connectivity between A and R).
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Figure 18: Loss of Connectivity
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A gy

* It may cause permanent bridging loops on shared segments. For example, in the figure below, suppose
that bridge R has the best priority, and that port bl cannot receive any traffic from the shared segment 1
and sends inferior designated information on segment 1. Both r1 and al can detect this inconsistency.
However, with the current dispute mechanism, only r1 will revert to discarding while the root port al
opens a permanent loop. However, this problem does not occur in Layer 2 switched networks that are
connected by point-to-point links.

Figure 19: Bridging Loops on Shared Segments

Segment 1
O Alternate
Unidirect
failure
\ Root port
Segment 2

How to Configure MSTP Features

Specifying the MST Region Configuration and Enabling MSTP

For two or more switches to be in the same MST region, they must have the same VLAN-to-instance mapping,
the same configuration revision number, and the same name.

A region can have one member or multiple members with the same MST configuration; each member must
be capable of processing RSTP BPDUs. There is no limit to the number of MST regions in a network, but
each region can only support up to 65 spanning-tree instances. You can assign a VLAN to only one
spanning-tree instance at a time.
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SUMMARY STEPS

enable

configure terminal

spanning-tree mst configuration
instance instance-id vlan vian-range
name name

revision version

show pending

exit

spanning-tree mode mst

end

©ENDOG LN

-
©

DETAILED STEPS

Layer2 |

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 spanning-tree mst configuration Enters MST configuration mode.
Example:
Switch (config) # spanning-tree mst configuration

Step 4 instance instance-id vlan vian-range Maps VLANS to an MST instance.

Example:

Switch (config-mst) # instance 1 vlan 10-20

* For instance-id, the range is 0 to 4094.
« For vlan vlan-range, the range is 1 to 4094.

When you map VLANSs to an MST instance, the
mapping is incremental, and the VLANSs specified in
the command are added to or removed from the
VLANSs that were previously mapped.

To specify a VLAN range, use a hyphen; for example,
instance 1 vlan 1-63 maps VLANS 1 through 63 to MST
instance 1.

To specify a VLAN series, use a comma; for example,
instance 1 vlan 10, 20, 30 maps VLANSs 10, 20, and 30
to MST instance 1.
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Command or Action Purpose
Step 5 name name Specifies the configuration name. The name string has a
maximum length of 32 characters and is case sensitive.
Example:
Switch (config-mst)# name regionl
Step 6 revision version Specifies the configuration revision number. The range is
0 to 65535.
Example:
Switch(config-mst) # revision 1
Step 7 show pending Verifies your configuration by displaying the pending
configuration.
Example:
Switch(config-mst) # show pending
Step 8 exit Applies all changes, and returns to global configuration
mode.
Example:
Switch (config-mst) # exit
Step 9 spanning-tree mode mst Enables MSTP. RSTP is also enabled.
Example: Changing spanning-tree modes can disrupt traffic because
all spanning-tree instances are stopped for the previous
Switch (config)# spanning-tree mode mst mode and restarted in the new mode.
You cannot run both MSTP and PVST+ or both MSTP
and Rapid PVST+ at the same time.
Step 10 end Returns to privileged EXEC mode.
Example:

Switch (config) # end

Configuring the Root Switch

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.

You must also know the specified MST instance ID. Step 2 in the example uses 0 as the instance ID because
that was the instance ID set up by the instructions listed under Related Topics.
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SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst instance-id root primary
4, end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree mst instance-id root primary Configures a switch as the root switch.
Example: * For instance-id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
Switch(config)# spanning-tree mst 0 root primary of instances separated by a comma. The range is 0 to
4094,
Step 4 end Returns to privileged EXEC mode.
Example:

Switch (config) # end

Configuring a Secondary Root Switch

When you configure a switch with the extended system ID support as the secondary root, the switch priority
is modified from the default value (32768) to 28672. The switch is then likely to become the root switch for
the specified instance if the primary root switch fails. This is assuming that the other network switches use
the default switch priority of 32768 and therefore are unlikely to become the root switch.

You can execute this command on more than one switch to configure multiple backup root switches. Use the
same network diameter and hello-time values that you used when you configured the primary root switch
with the spanning-tree mst instance-id root primary global configuration command.

This procedure is optional.
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Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related
Topics.

You must also know the specified MST instance ID. This example uses 0 as the instance ID because that was
the instance ID set up by the instructions listed under Related Topics.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst instance-id root secondary
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 spanning-tree mst instance-id root secondary Configures a switch as the secondary root switch.
Example: » For instance-id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
Switch (config)# spanning-tree mst 0 root secondary| of instances separated by a comma. The range is 0 to
4094.
Step 4 end Returns to privileged EXEC mode.
Example:

Switch (config)# end

Configuring Port Priority

If a loop occurs, the MSTP uses the port priority when selecting an interface to put into the forwarding state.
You can assign higher priority values (lower numerical values) to interfaces that you want selected first and
lower priority values (higher numerical values) that you want selected last. If all interfaces have the same
priority value, the MSTP puts the interface with the lowest interface number in the forwarding state and blocks
the other interfaces.
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Note If the switch is a member of a switch stack, you must use the spanning-tree mst [instance-id] cost cost
interface configuration command instead of the spanning-tree mst [instance-id] port-priority priority
interface configuration command to select a port to put in the forwarding state. Assign lower cost values to
ports that you want selected first and higher cost values to ports that you want selected last. For more
information, see the path costs topic listed under Related Topics.

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.

You must also know the specified MST instance ID and the interface used. This example uses 0 as the instance
ID and GigabitEthernet0/1 as the interface because that was the instance ID and interface set up by the

instructions listed under Related Topics.

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. spanning-tree mst instance-id port-priority priority
5. end
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable

Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal

Step 3 interface interface-id Specifies an interface to configure, and enters interface

configuration mode.

Example:
Switch(config)# interface gigabitethernet 1/0/1

Step 4 spanning-tree mst instance-id port-priority priority Configures port priority.

Example:

« For instance-id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
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Command or Action Purpose

of instances separated by a comma. The range is 0 to

Switch(config-if)# spanning-tree mst 0 4094
port-priority 64 )

* For priority, the range is 0 to 240 in increments of 16.
The default is 128. The lower the number, the higher
the priority.

The priority values are 0, 16, 32, 48, 64, 80, 96, 112,
128, 144, 160, 176, 192, 208, 224, and 240. All other
values are rejected.

Step 5 end

Example:

Switch(config-if)# end

Returns to privileged EXEC mode.

The show spanning-tree mst interface interface-id privileged EXEC command displays information only
if the port is in a link-up operative state. Otherwise, you can use the show running-config interface privileged
EXEC command to confirm the configuration.

Configuring Path Cost

SUMMARY STEPS

The MSTP path cost default value is derived from the media speed of an interface. If a loop occurs, the MSTP
uses cost when selecting an interface to put in the forwarding state. You can assign lower cost values to
interfaces that you want selected first and higher cost values that you want selected last. If all interfaces have
the same cost value, the MSTP puts the interface with the lowest interface number in the forwarding state and
blocks the other interfaces.

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related
Topics.

You must also know the specified MST instance ID and the interface used. This example uses 0 as the instance
ID and GigabitEthernet1/0/1 as the interface because that was the instance ID and interface set up by the
instructions listed under Related Topics.

enable

configure terminal

interface interface-id

spanning-tree mst instance-id cost cost
end

apwbd-=
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DETAILED STEPS
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies an interface to configure, and enters interface
Examole: configuration mode. Valid interfaces include physical ports
ple: and port-channel logical interfaces. The port-channel range
, , . . . is 1 to 48.
Switch(config)# interface gigabitethernet 1/0/1
Step 4 spanning-tree mst instance-id cost cost Configures the cost.
Example: If aloop occurs, the MSTP uses the path cost when selecting
an interface to place into the forwarding state. A lower path
Switch(config-if)# spanning-tree mst 0 cost cost represents higher-speed transmission.
17031970
» For instance-id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
of instances separated by a comma. The range is 0 to
4094.
* For cogt, the range is 1 to 200000000; the default value
is derived from the media speed of the interface.
Step 5 end Returns to privileged EXEC mode.
Example:

Switch (config-if)# end

The show spanning-tree mst interface interface-id privileged EXEC command displays information only
for ports that are in a link-up operative state. Otherwise, you can use the show running-config privileged

EXEC command to confirm the configuration.

Configuring the Switch Priority

Changing the priority of a switch makes it more likely to be chosen as the root switch whether it is a standalone

switch or a switch in the stack.
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Note Exercise care when using this command. For normal network configurations, we recommend that you use the
spanning-tree mst instance-id root primary and the spanning-tree mst instance-id root secondary global
configuration commands to specify a switch as the root or secondary root switch. You should modify the
switch priority only in circumstances where these commands do not work.

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related
Topics.

You must also know the specified MST instance ID used. This example uses 0 as the instance ID because
that was the instance ID set up by the instructions listed under Related Topics.

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst instance-id priority priority
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 spanning-tree mst instance-id priority priority Configures the switch priority.
Example: » For instance-id, you can specify a single instance, a
range of instances separated by a hyphen, or a series
Switch (config) # spanning-tree mst 0 priority 40960 of instances separated by a comma. The range is 0 to
4094.

* For priority, the range is 0 to 61440 in increments of
4096; the default is 32768. The lower the number, the
more likely the switch will be chosen as the root
switch.
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Command or Action

Purpose

Priority values are 0, 4096, 8192, 12288, 16384, 20480,
24576, 28672, 32768, 36864, 40960, 45056, 49152,
53248, 57344, and 61440. These are the only
acceptable values.

Step 4

end

Example:

Switch (config-if)# end

Returns to privileged EXEC mode.

Configuring the Hello Time

The hello time is the time interval between configuration messages generated and sent by the root switch.

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.
SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst hello-time seconds
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree mst hello-time seconds Configures the hello time for all MST instances. The hello

Example:

Switch (config) # spanning-tree mst hello-time 4

time is the time interval between configuration messages
generated and sent by the root switch. These messages
indicate that the switch is alive.
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Command or Action

Purpose

For seconds, the range is 1 to 10; the default is 3.

Step 4

end

Example:

Switch (config)# end

Returns to privileged EXEC mode.

Configuring the Forwarding-Delay Time

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.
SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst forward-time seconds
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree mst forward-time seconds Configures the forward time for all MST instances. The
forwarding delay is the number of seconds a port waits
Example: ) . . .
before changing from its spanning-tree learning and
. . ] i listening states to the forwarding state.
Switch (config) # spanning-tree mst forward-time 25
For seconds, the range is 4 to 30; the default is 20.
Step 4 end Returns to privileged EXEC mode.
Example:
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Command or Action

Purpose

Switch (config)# end

Configuring the Maximum-Aging Time

Before you bhegin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.
SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst max-age seconds
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree mst max-age seconds Configures the maximum-aging time for all MST instances.
Examole: The maximum-aging time is the number of seconds a switch
ple: waits without receiving spanning-tree configuration
, , . messages before attempting a reconfiguration.
Switch(config)# spanning-tree mst max-age 40
For seconds, the range is 6 to 40; the default is 20.
Step 4 end Returns to privileged EXEC mode.
Example:

Switch (config)# end
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Configuring the Maximum-Hop Count

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.
SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst max-hops hop-count
4, end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Switch> enable

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 spanning-tree mst max-hops hop-count Specifies the number of hops in a region before the BPDU

Example: is discarded, and the information held for a port is aged.

For hop-count, the range is 1 to 255; the default is 20.

Switch(config)# spanning-tree mst max-hops 25

Step 4 end Returns to privileged EXEC mode.

Example:

Switch (config) # end

Specifying the Link Type to Ensure Rapid Transitions

If you connect a port to another port through a point-to-point link and the local port becomes a designated
port, the RSTP negotiates a rapid transition with the other port by using the proposal-agreement handshake
to ensure a loop-free topology.
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. Specifying the Link Type to Ensure Rapid Transitions

By default, the link type is controlled from the duplex mode of the interface: a full-duplex port is considered
to have a point-to-point connection; a half-duplex port is considered to have a shared connection. If you have
a half-duplex link physically connected point-to-point to a single port on a remote switch running MSTP, you
can override the default setting of the link type and enable rapid transitions to the forwarding state.

This procedure is optional.

Before you begin
A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related
Topics.

You must also know the specified MST instance ID and the interface used. This example uses 0 as the instance
ID and GigabitEthernet1/0/1 as the interface because that was the instance ID and interface set up by the
instructions listed under Related Topics.

SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. spanning-tree link-type point-to-point
5. end
DETAILED STEPS
Command or Action Purpose

Step 1 enable

Example:

Switch> enable

Enables privileged EXEC mode.

* Enter your password if prompted.

Step 2 configure terminal Enters global configuration mode.

Example:

Switch# configure terminal

Step 3 interface interface-id Specifies an interface to configure, and enters interface

Example:

Switch(config)# interface gigabitethernet 1/0/1

configuration mode. Valid interfaces include physical ports,
VLAN:S, and port-channel logical interfaces. The VLAN
ID range is 1 to 4094. The port-channel range is 1 to 48.

Step 4 spanning-tree link-type point-to-point Specifies that the link type of a port is point-to-point.

Example:

Switch(config-if)# spanning-tree link-type
point-to-point
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Command or Action

Purpose

Step 5

end

Example:

Switch (config-if)# end

Returns to privileged EXEC mode.

Designating the Neighbor Type

A topology could contain both prestandard and IEEE 802.1s standard compliant devices. By default, ports
can automatically detect prestandard devices, but they can still receive both standard and prestandard BPDUs.
When there is a mismatch between a device and its neighbor, only the CIST runs on the interface.

You can choose to set a port to send only prestandard BPDUs. The prestandard flag appears in all the show
commands, even if the port is in STP compatibility mode.

This procedure is optional.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.
SUMMARY STEPS
1. enable
2. configure terminal
3. interface interface-id
4. spanning-tree mst pre-standard
5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 interface interface-id Specifies an interface to configure, and enters interface

Example:

Switch(config)# interface gigabitethernet 1/0/1

configuration mode. Valid interfaces include physical ports.
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Command or Action

Purpose

Step 4 spanning-tree mst pre-standard Specifies that the port can send only prestandard BPDUs.
Example:
Switch(config-if)# spanning-tree mst pre-standard

Step 5 end Returns to privileged EXEC mode.
Example:

Switch(config-if)# end

Restarting the Protocol Migration Process

This procedure restarts the protocol migration process and forces renegotiation with neighboring switches. It
reverts the switch to MST mode. It is needed when the switch no longer receives IEEE 802.1D BPDUs after

it has been receiving them.

Follow these steps to restart the protocol migration process (force the renegotiation with neighboring switches)

on the switch.

Before you begin

A multiple spanning tree (MST) must be specified and enabled on the switch. For instructions, see Related

Topics.

If you want to use the interface version of the command, you must also know the MST interface used. This
example uses GigabitEthernet1/0/1 as the interface because that was the interface set up by the instructions

listed under Related Topics.

SUMMARY STEPS
1. enable
2. Enter one of the following commands:
« clear spanning-tree detected-protocols
« clear spanning-tree detected-protocols interface interface-id
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 Enter one of the following commands: The switch reverts to the MSTP mode, and the protocol

« clear spanning-tree detected-protocols

migration process restarts.
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Command or Action

Purpose

« clear spanning-tree detected-protocols interface
interface-id

Example:
Switch# clear spanning-tree detected-protocols
or

Switch# clear spanning-tree detected-protocols
interface gigabitethernet 1/0/1

What to do next

This procedure may need to be repeated if the switch receives more legacy IEEE 802.1D configuration BPDUs

(BPDUs with the protocol version set to 0).

Configuring PVST+ Simulation

PV ST+ simulation is enabled by default. This means that all ports automatically interoperate with a connected
device that is running in Rapid PVST+ mode. If you disabled the feature and want to re-configure it, refer to

the following tasks.

To enable PVST+ simulation globally, perform this task:

SUMMARY STEPS
1. enable
2. configure terminal
3. spanning-tree mst simulate pvst global
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Switch> enable
Step 2 configure terminal Enters global configuration mode.
Example:
Switch# configure terminal
Step 3 spanning-tree mst simulate pvst global Enables PVST+ simulation globally.

Example:

To prevent the switch from automatically interoperating
with a connecting switch that is running Rapid PVST+,
enter the No version of the command.
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Command or Action

Purpose

Switch(c