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RHATH
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ANHFHEARBBBEERETRREANEEMEL. XPEAZNAMBERERRERER (EK
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AEEE,
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Bt & Queue-Limit

LT 2N EGE 0/0/189 BB BR & E & =451

class-map match-all DUMMY
match qos-group 99 <--- it can be any unused group

policy-map QUEUE-LIMIT
class DUMMY

class class-default
queue-1limit percent 5

interface GigabitEthernet 0/0/1
service-policy output QUEUE-LIMIT

WERBEALCHRTARE Nttt FEFERE, LEBENWEARZENNAEGE 0/0/1HBKIIEEE
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ZE Tt match qos-group 99 , AT X BEIFEHPE Equeue-limit , FH it
BIERREE , LUETEleaf class-default FELEqueue-limitdi > :

<#root>
ASR-920-1(config)#

policy-map QUEUE-LIMT

ASR-920-1(config-pmap)#

cl ass cl ass-defaul t

ASR-920-1(config-pmap-c)#

queue-limt percent 5

Q0S: queue-Timit command not supported in non-leaf classes
queue-1limit: platform params check fail

ALUEB A E T AERERKFIBRE

<#root>
(config-pmap-c)#

queue-limt ?

R

/Ch

<1-2097152> 1in bytes, <1-1677721> 1in us, <1-8192000> in packets by default

percent % of threshol

DIARIBARARR B RRE S BAE,

FEFAEREY

RTEBELSIMURENEXNALERFRENER , EAUSET —HPREHANEREAH.

N W - FxEEport-channel M B TR EQoSEH | R4
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<#root>
ASR-920-1(config)#

interface port-channel 2

ASR-920-1(config-if)#

servi ce-policy output gos-tac

fEport-channel (Y YIS EEB D T



QoS: Configuration failed. Policy-map with Queueing actions not supported on EC main-interface/EFP
QoS: Configuration errors for policymap gos-tac

EARSP3FINCS 52017 [E 5l

Cisco RSP3t&#H QoS IhEE:

« RSP3##HZBHENPUEH4 GBABERSEFTE

« RSP3#&#H %z 4800051

- FERXERT , RSPIEAZEESERKIIHZ1 MBS PR Hl
- BXIIRFI B LR ABLBEFEN1 GB

HRNEBRSPIEESIZENNCS 520/ 2R , AILAEL B qosiE BREA0-7:

ASR-903-1(config)#class-map match-all gos-tac
ASR-903-1(config-cmap)#match qos-group ?
<0-7> Qos Group value

FENCS 5207 , ERIFATHEMNEHZBHA —E2 MBHEIEEE , ERE T EARKIIRENE
BRI |, AIRA /N EE2 GBRREE, queue-limit M THEMERESIREBEARTE :

ASR-520-1(config-pmap-c)# queue-limit ?
<1-8192000> in bytes, <1-40000> in us, <1-8192000> in packets by default
percent % of threshold

Queue-Limit(QL)Lab Test , Difference Between Bytes and
Percent(BXFIFRHI(QL)ERZ A , M tHAN B 2ENEE)

AESEE N5

WMETATR | OTELERIB YIRS R AEH2097152 ( MU THEBEN ) , KIRASR 920 A& LH#H
EEER18%(11.75 MB ~ 45898 * 25641 TT4R).

MELB D LEEREERYIRT , MI&RZATLLEZI100%,. Hit , AT B2 LR THBEERE
HEATHEB | BORISE L TTAR B4 117498812097 15248 TTAB M Bk 51 BR 41 H 4 LB 41 % F118%:

queue-1limit percent
queue-1limit percent
queue-1limit percent
queue-1limit percent
queue-1limit percent
queue-1limit percent

<=> queue-1imit 117498 bytes
<=> queue-1imit 234996 bytes
<=> queue-1imit 352494 bytes
queue-Tlimit 469992 bytes
<=> queue-1imit 587490 bytes
<=> queue-1imit 704988 bytes
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https://www.cisco.com/c/en/us/td/docs/routers/asr903/software/guide/17-1-1/b-qos-guidelines-xe-17-asr900/qos_guidelines_for_rsp3_module.html#concept_omf_5j4_d1b
https://www.cisco.com/c/en/us/td/docs/routers/asr903/software/guide/17-1-1/b-qos-guidelines-xe-17-asr900/qos_guidelines_for_rsp3_module.html#concept_omf_5j4_d1b
https://www.cisco.com/c/en/us/td/docs/routers/asr903/software/guide/17-1-1/b-qos-guidelines-xe-17-asr900/qos_guidelines_for_rsp3_module.html#concept_omf_5j4_d1b
https://www.cisco.com/c/en/us/td/docs/routers/asr903/software/guide/17-1-1/b-qos-guidelines-xe-17-asr900/qos_guidelines_for_rsp3_module.html#concept_omf_5j4_d1b

queue-1limit percent 7 <=> queue-limit 822486 bytes

queue-1limit percent 8 <=> queue-limit 939984 bytes

queue-1limit percent 9 <=> queue-limit 1057482 bytes
queue-1limit percent 10 <=> queue-Tlimit 1174980 bytes
queue-1limit percent 11 <=> queue-Tlimit 1292478 bytes
queue-1limit percent 12 <=> queue-limit 1409976 bytes
queue-1limit percent 13 <=> queue-limit 1527474 bytes
queue-1limit percent 14 <=> queue-limit 1644972 bytes
queue-1limit percent 15 <=> queue-limit 1762470 bytes
queue-1limit percent 16 <=> queue-Tlimit 1879968 bytes
queue-1limit percent 17 <=> queue-limit 1997466 bytes
queue-1limit percent 18 <=> queue-Tlimit 2097152 bytes

B 7 36{E R
20971521 Jt 4.,

policy-map QUEUE-LIMIT-PERCENT-X
class DUMMY
class class-default

queue-1limit percent X

policy-map QUEUE-LIMIT-BYTES-X

class DUMMY

class class-default
queue-1limit Y bytes

=> X values range from 1 to 18
=> Y values range from 117498 to 2097152

S ERAIXIAE KRR R B RE RS ERE, I
BRHIBRAY1 GEXE,

IELEZRE T20000LA4GbpsHY R E Bl , MR ASY. ER

Burst duration:
Burst duration:
Burst duration:

Burst duration:

Burst duration:
Burst duration:
Burst duration:

1280000 bytes at 64 packet size,
4000000 bytes at 200 packet size,
6000000 bytes at 300 packet size,
10360000 bytes at 518 packet size,
16000000 bytes at 800 packet size,
20480000 bytes at 1024 packet size,
28000000 bytes at 1400 packet size,

BIEER
TB1IELYNE TERSMT
SRR BETHRERE1 D E,

18, BIIRFIEHLE/1%E18% , HE18HIBKFIRHFIEHE S/117498F

MEEEASR 9201910 GE3E , WIRH[FE—

REREHIRPHRBISEERE

0.00256 second
0.008 second
0.012 second

0.02072 second

0.032 second
0.04096 second
0.056 second

18Y=1174981) 5 Bs HBLQUEUE-LIMIT-BYTES-X(X=1),



SRS A ERHPNERTBENERNERN IR,
SRAGTEERNERN SRR L ER T B LER,

SRS RETBIEE— X, EREAFEREMQUEUE-LIMIT-PERCENT-XFBFIFRSI B 2 EX , &
FX=1,

SHBCEELTBITNSE  HPX=XHRREBEMEZBNE O LLE , Y=Y+117498{u i, EE
EZIX=18FY=2097152,

g5

FAQUEUE-LIMIT-BYTES- 1 REEHMHNESE :

<#root>
ASR-920-1#

showint GO0/0/1

GigabitEthernet0/0/1 is up, line protocol is up
Hardware 1is 24xGE-4x10GE-FIXED-S, address is 70df.2f2f.ed01 (bia 70df.2f2f.ed01)
Internet address is 10.12.10.47/31
MTU 8900 bytes, BW 1000000 Kbit/sec, DLY 10 usec,
reliability 255/255, txload 4/255, rxload 4/255
Encapsulation ARPA, Tloopback not set
Keepalive set (10 sec)
Full Duplex, 1000Mbps, Tink type is auto, media type is T
output flow-control is unsupported, input flow-control is on
Carrier delay is 0 msec
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:01, output 00:00:02, output hang never
Last clearing of "show interface" counters never
Input queue: 0/375/0/0 (size/max/drops/flushes); Total output drops: 684263427
Queueing strategy: Class-based queueing
Output queue: 0/40 (size/max)
30 second input rate 19475000 bits/sec, 19533 packets/sec
30 second output rate 19157000 bits/sec, 13356 packets/sec
5064106237 packets input, 4333296255278 bytes, 0 no buffer
Received 29 broadcasts (0 IP multicasts)
0 runts, 0 giants, 0 throttles
0 input errors, 0 CRC, 0 frame, O overrun, 0 ignored
0 watchdog, 726180 multicast, O pause input
7829367523 packets output, 4217074973677 bytes, 0 underruns
0 output errors, 0 collisions, 3 interface resets
0 unknown protocol drops
0 babbles, 0 late collision, 0 deferred
0 lost carrier, 0 no carrier, 0 pause output
0 output buffer failures, 0 output buffers swapped out

ASR-920-1#

show policy-map int G 0/0/1 output

GigabitEthernet0/0/1



Service-policy output: QUEUE-LIMIT-BYTES-1

Class-map: DUMMY (match-all)
0 packets, 0 bytes
30 second offered rate 0000 bps
Match: gos-group 99

Class-map: class-default (match-any)
1044078 packets, 73085460 bytes
30 second offered rate 9759000 bps, drop rate 0000 bps
Match: any

queue 1limit 117498 bytes
(queue depth/total drops/no-buffer drops) 0/0/0
(pkts output/bytes output) 0/0

17 ERNMRBERENE

<#froot>
ASR-920-1#

show int GO0/0/1

GigabitEthernet0/0/1 is up, line protocol 1is up
Hardware 1is 24xGE-4x10GE-FIXED-S, address is 70df.2f2f.ed01 (bia 70df.2f2f.ed01)
Internet address 1is 10.12.10.47/31
MTU 8900 bytes, BW 1000000 Kbit/sec, DLY 10 usec,
reliability 255/255, txload 2/255, rxload 3/255
Encapsulation ARPA, Toopback not set
Keepalive set (10 sec)
Full Duplex, 1000Mbps, 1link type is auto, media type is T
output flow-control is unsupported, input flow-control is on
Carrier delay is 0 msec
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:01, output 00:00:01, output hang never
Last clearing of "show interface" counters never
Input queue: 0/375/0/0 (size/max/drops/flushes); Total output drops: 684561562
Queueing strategy: Class-based queueing
Output queue: 0/40 (size/max)
30 second input rate 13981000 bits/sec, 19643 packets/sec
30 second output rate 11256000 bits/sec, 12784 packets/sec
5064715137 packets input, 4333338878716 bytes, 0 no buffer
Received 29 broadcasts (0 IP multicasts)
0 runts, 0 giants, 0 throttles
0 input errors, 0 CRC, 0 frame, O overrun, 0 ignored
0 watchdog, 726190 multicast, 0 pause input
7829753878 packets output, 4217102018968 bytes, 0 underruns
0 output errors, 0 collisions, 3 interface resets
unknown protocol drops
babbles, 0 late collision, 0 deferred
lost carrier, 0 no carrier, 0 pause output
output buffer failures, 0 output buffers swapped out

O O OO

ASR-920-1#



show policy-map int G 0/0/1 output

GigabitEthernet0/0/1
Service-policy output: QUEUE-LIMIT-BYTES-1

Class-map: DUMMY (match-all)
0 packets, 0 bytes
30 second offered rate 0000 bps
Match: qos-group 99

Class-map: class-default (match-any)
1847215 packets, 129305050 bytes
30 second offered rate 10804000 bps, drop rate 0000 bps
Match: any

queue 1limit 117498 bytes
(queue depth/total drops/no-buffer drops) 0/387570/0
(pkts output/bytes output) 656508/45955560

EAME : 684561562 - 684263427 = 298135
MRl A gE ;- 7829753878 - 7829367523 = 386355
HORENNSRECCBMLLEE ; 298135/ 386355 =77%

BRZANFEGR

b AR |, BIER T 36EREEE AR : BB T 1%E]18%HI Bk F PR &I B /Y 18{E SR B AS B H 4th 1 8B Bl B
T117498%12097152 L sTAHHV B FI PR FIEHEITRIE . B{EREEREEHEFE R IXIAE R E —HZR
BREiETIHR,

FERRBWAENER (EE7TR) , UEBRETEHI AN (ML THEREN ) WER : 64,
200, 300, 518, 800, 1024, 1400,

ATHERE A HREEENEXND , BERERIRES  ARERE X,
QLEZLEER/64u THER SN TE

Policy-map | Drop rate with PC | Drop rate with Bytes
QL Bytes/Percent 1 | 81% | 77%
QL Bytes/Percent 2 | 72% | 31%
QL Bytes/Percent 3 | 61% | 15%
QL Bytes/Percent 4 | 54% | 0%
QL Bytes/Percent 5 | 45% | 0%
QL Bytes/Percent 6 | 38% | 0%
QL Bytes/Percent 7 | 33% | 0%
QL Bytes/Percent 8 | 26% | 0%
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QL Percent vs bytes with 200 bytes packets
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0L with Bytes

a0
E0
a0 4
20 4
0
5 £ 5

4 -
5%

B%

T 4

2 W
58888
— = —

15%
la%
17% 4

15%

QLE 7 LLERE B 300 T E R TRV T E

Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent
Bytes/Percent

O oo NOOUVT A WN R

o
()

12

2%



QL Percent vs bytes with 200 bytes packets
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QL Percent vs Bytes with 518 Bytes & ¥1&
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QL Percent vs bytes with 518 bytes packets
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QL Percent vs Bytes with 800 Bytes& ¥
Policy-map | Drop rate with PC | Drop rate with Bytes
QL Bytes/Percent 1 | 112% | 117%
QL Bytes/Percent 2 | 74% | 86%
QL Bytes/Percent 3 | 63% | 82%
QL Bytes/Percent 4 | 54% | 75%
QL Bytes/Percent 5 | 47% | 73%
QL Bytes/Percent 6 | 39% | 66%
QL Bytes/Percent 7 | 33% | 88%
QL Bytes/Percent 8 | 27% | 56%
QL Bytes/Percent 9 | 22% | 57%
QL Bytes/Percent 10 | 17% | 57%
QL Bytes/Percent 11 | 13% | 44%
QL Bytes/Percent 12 | 9% | 56%
QL Bytes/Percent 13 | 5% | 43%
QL Bytes/Percent 14 | 2% | 44%
QL Bytes/Percent 15 | 0% | 43%
QL Bytes/Percent 16 | 0% | 43%
QL Bytes/Percent 17 | 0% | 44%
QL Bytes/Percent 18 | 0% | 21%



QL Percent vs bytes with 800 bytes packets
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QL Percent vs bytes with 1024 bytes packets
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QL Percent vs bytes with 1400 bytes packets
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S T I B T B A

EREEREXNNDZEREER

WEIFTR , ASR920EE11.75 MBH A E R BEEFE , XA ER T EEE458987 A2561E
TR Qnodes.

« HRAKXK/NNA256 TTHANERE |, 18IFFER1 Qnode
« RAK/NE1024 THWERE |, FH4MEQnodes
- RAKNE2S7TR THENERS |, F£H2{8Qnodes , K EAKI2550 TG E Kk

Hit , BEANENSHEENERMEL , EUUREELENKRERE. ESFHBEIIRFIKDE
, ERENERBN P ZENBRERN.

ERNTHEN B EECENEE
WHIFTIAR |, 11.75 MB45898 B & [E R Z1EQnodes , & TERFTE , ©3& A45900,

BXBIR&EIE 2 Lt EREE11.75 MBNE D L , MR5TE45900 Qnodest B 2 tb. EIE |, BXHIRR
HH 910K R10%/945900 , BI12#4590{EQnodes.
A, PEHIQnodesB D LR AT REERKRIITHNER T , BREKX/NERE, BE E—@ERG)

, EEWRE :
queue-limit percent 10 = 4590 Qnodes = 4590 packets,

HARGTEEER G NER , Bt , $SRAKXKNE256UTHREINERE , ERLERFERA—E
Qnode , W #EQnode BB E T 2 B E M -

queue-limit percent 10 = 4590 Qnodes = 4590 packets of 256 bytes = 4590*256 bytes = 1.175
MB = 10%M &&=

BER K HRBANERS 2o EBBNEFTES Y. Flin , ERHE1024 THEHETHNFHE
, Eh S EH 33 A4{EQnode:

queue-limit percent 10 = 4590 Qnodes = 4590 packets of 1024 bytes = 4590*4*256 bytes =



4.7 MB = 40% MR EE
N srE BETEE BB XK queue-limit percent{E,

MERENBEIIRH B LERS  MEENETERSEESA11.75 MBRAALRAREE.
=A
A Al

« BALUERMESR , FHA/NEREE | queue-limit bytesfI N ZEE & — queue-limit bytes
<x>7E 5 % 30018 7T 48 #Y BF ] ;A b queue-limit <x>HY SR E i

« 7£300 bytesERIEE , queue-limit bytesHlqueue-limit percentf X E 2 HE K

.« B30I TN ERBKD , BIIRFE D LEEER. HRInternetRE X9 A518{E (T

, At E ks  ERSSEKIIRH P EEES

- BIIRRFIE D LN RMREER TR DEREER (ERTHEA , BSIPRSIE 2 b & B 51 PR Hl {2z
THANEERES )

- RBiE256 MBR/IWERBS,EEEFEZEE , KEREERNKIIEHE D L

M EERRES RPN B LE

MREBBHARNR256H T , BFIRRF10% , BELHELSFERETHUA :

minimum queue-Timit = 4590 Qnodes = 4590%256 bytes = 1.175 MB = 10% of the buffer

HAS12U AN ERE , EFEREREER , MEM24utENERE , FRERENME |, KILE
#,

ERTERNBKIIESZELREFGBREN10% , MBEBEEAMTUS1500/ T4 , BBEEE6(E
QnodesKFEGFERBERS , ERZABIIRERA :

maximum queue-Tlimit = 4590*6 Qnodes = 4590%256*6 bytes = 7.05 MB = 60% of the buffer

BBEEARN  BAUEABIRHEILIOREREETEEANTRM LR , Bt , E—RKO1E
R, PEURRKEEECAEBRNA

ceil(avg_pkt_size/256)*((qlimit_percent/45900)*100)

REERKENTA



GigabitEthernet0/0/1 is up, line protocol is up
Hardware 1is 24xGE-4x10GE-FIXED-S, address is 70df.2f2f.ed01 (bia 70df.2f2f.ed01)
Internet address is 10.12.10.47/31
MTU 8900 bytes, BW 1000000 Kbit/sec, DLY 10 usec,
reliability 255/255, txload 25/255, rxload 30/255
Encapsulation ARPA, Toopback not set
Keepalive set (10 sec)
Full Duplex, 1000Mbps, 1link type is auto, media type is T
output flow-control is unsupported, input flow-control 1is on
Carrier delay is 0 msec
ARP type: ARPA, ARP Timeout 04:00:00
Last input 00:00:00, output 00:00:01, output hang never
Last clearing of "show interface" counters 00:11:43
Input queue: 0/375/0/0 (size/max/drops/flushes); Total output drops: 2036062
Queueing strategy: Class-based queueing
Output queue: 0/40 (size/max)
30 second input rate 118520000 bits/sec, 18902 packets/sec
30 second output rate 101646000 bits/sec, 16124 packets/sec
13185272 packets input, 10328798549 bytes, 0 no buffer
Received 0 broadcasts (0 IP multicasts)
0 runts, 0 giants, O throttles
0 input errors, 0 CRC, O frame, O overrun, 0 ignored
0 watchdog, 235 multicast, O pause input
11247114 packets output, 8870166880 bytes, O underruns <<< avg_pkt_size = 8870166880/11247114 =
0 output errors, 0 collisions, 0 interface resets
unknown protocol drops
babbles, 0 late collision, 0 deferred
lost carrier, 0 no carrier, 0 pause output
output buffer failures, 0 output buffers swapped out

[ NeNoNel

& ] Bl avg_pkt_sizeit B 58870166880/11247114 ~ 788 Tl

WMRBFIRFE D EEA/10 , IFTHEAREGTEEFHES !

<ffroot>

ceil(avg_pkt_size/256)*((45900/100)*qTlimit_percent)

Calculation example with Python:
>>>

import math

>>>

mat h. cei | ( 788/ 256) * ( ( 45900/ 100) * 10)

18360.0

=> 18360 Qnodes = 18360 * 256 bytes = 4.7 MB = 40% of the buffer

R REEE R ERBER



#£16.9.3 2 BIRYCisco IOS-XEMRAF , MTHNHLARTEARERNZEHER I ( HIWBFD, HH
#E. ARP, LDP, puntkeepalive ), ZERFIHRETFENFERAER , BUUERUATHS :

<#froot>
ASR-920-1#

request platformsoftware sdcli "nile bmreg buffertabl efreelistcount show 0 0 0"

#16.932% , sIATREEURESERERENER , SHE D H2:1024181% B (256KB) ERE AR
#HRE  HRMFREREFARERRE.

HURGIF , ATUERA T TEEREFEEAIR

<#root>

ASR-920-1#

request platformsoftware sdcli "nile bmreg supervisorresourcereservedcounttabl eaccess sh 0 0 0"
reservedUsedCount = 48 (0x30)

reservedFreeCount = 976 (0x3d0)

ASR-920-1#

request platformsoftware sdcli "nile bmreg supervisorresourcereservedcounttabl eaccess sh 0 2 0"
reservedUsedCount = 8114 (0x1fb2)

reservedFreeCount = 37784 (0x9398)

IR ERIGREEREMRE K SX4AZREEZGT , THREITEROW

reservedUsedCount{8,

7] LA FreservedUsedCount/reservedFreeCountfS E i 5T EEFHEFEREN , 512018114/37784 =
21,5%EFH, —BRELR , BHEEXBRRLEZB0OHIZL

#ECisco IOS-XEMRA17.6.1B8%8 , JSLREFEHERNMEFRECAREARERE ( MREFEREES
RERRESAEES ) , A RBAHEAMEN AN , RFESIEH2. BELETHEER
(TEEREFEA) -

<#root>
ACDC-920-1(config)#

pl at f or m gos- buf fer enhance enabl e

ACDC-920-1(config)#

no pl atform qos-buffer enhance enabl e



#Cisco IOS-XERRZS17.7. 168018 , L Al LB B E S BGIEEIREN K/

<#root>
ACDC-920-1(config)#

pl at f or m gos- buf fer enhance

[1-4]

\
/l
|

1RREHIEEEA256 KB
27k 7"500 KB

3&K/R756 KB

4% T~1 MB



BARS LLEMRE
BRI EERABRMAIRNEESX G, RUHFRNERAEEANECH

[=]
SNy

EEERLENE.
EMERBLEMEEE, DRNUEBEMBONEER, Cisco Systems, Inc. HHELEBILE

BEHSIEE, TES—RERRAERXXNG (REHES) .



