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Inside Switch
S

Load Balancing: ===
PBR or ECMP N

[
eth0/0

eth0A

eth0/2

eth0/3

gmagn [

AT R IE R B e 0, BRI A O A 1P bk T B . BEMR I ARAE 1P I
b e, AR IE TR e AP R, AR TP MR R AR BB IR S, Al
RN BT LUJC R AR 2L

I3 LG A A Y s R, DA T Lo
Mgae e i CEAR PRI m B m— A D AEH

WAIRAE L3l AL b3 3 e 2 1 o

o UG RS N TP Mk, fRERREY A

Outside Switch

== | 2 Balancing:

PBR or ECMP

Node1/Control

inside eth1f2 eth1/1 outside

eth0/0

209.165.201.1 (main)
209.165.201.2 (local)

10.1.1.1 (main)
10.1. 12(Iocal

Node2

inside eth1/2 AP cth1/1 outside

ethon

10.1.1.3 (local) $209.165.201.3 (local)

Node3

inside eth1/2 eth1/1 outside -

10.1.1.4 (local) 209.165.201.4 (local)

Node4

inside eth1/2 _@

g eth1/1 outside eth0/3

10.1.1.5 (local) 2091652015 (local)

L

)

pE

SRR R

ANSCREER 2 JRES X LUK M

AH AL IR, B ASA DS R E B 2SR IP HuhkF MAC Rk,
I Tk

R LA PBR Ay B 780 A LA R SE Rt A1 S sk )7 vk .

PBR A i RS A1 ACL AE H 2% th e o I IEERBE T I BT ASA Z M F-shkl . T
PBR J&EfAEE M, I REf nTﬁ?ﬁJZS‘EfJumﬁE’Jﬁiiki’J@u&% N T AT R, @»w it &
PBR e,  DUE 3% 32 (1) R At B AR [R5 A0 5 1m0 21 1R — AN ASA. i, wiliiss — & RSt
A, AT AT S IR ER ) R IOS PBR RIATSEHLICAY . SR 1OS X% ERER T H] ICMP ping W= &
ASA. )5, PBRUTHMEREE ASA ] H] riilé}ﬂfﬂdz A B L . AOCTEAE R, WS UL
URL:

S M i (PBR) A& —

http://www.cisco.com/c/en/us/solutions/data-center-virtualization/intelligent-traffic-director/index.html
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LR VXLAN 17,
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VXLAN [%i8 25 (VTEP) ¥ 45047 VXLAN BRI E . A4 VTEP G M D 2ER, — A E 4
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Z A VNI £ 10 37 f%iE . VTEP Y54 L& 2L 1P 4%, BT VTEP 2 VTEP 15 .
VTEP iR
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{ ] Management 0/0 22 1 HE47 4 #1,
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AR AR B R I shAR e . S A i A i el

5 n] DA A S hk e DHCP /B 04 58 TP Hudil.

WA A T, 0T DA AR I 2 S 1P M b A 00 [F e ki, TS AR 4 T4 i
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P MBS BB ORI 1, AR M A LSRR AL, ACH TP MBI T B ot A bR
WA . UL, 6] LB A 1P MR AR, BB T I 9
EPRLMN Y, BT DL BRI TP kL. T TETP R4 [ A b B BB, LI
FE OGN AR T A B TP M HE B 5 2525

G RAEH DHCP, WA F A hE b By 3= 42 8% 1P bk
A\

AR AR NV U AL IR 17 1T R B IP Ml A N VA AU A Sl L R TR B I e i BT T
ALY AL

EHTREESHETREE

PIA 7 BT A A m] AR Y B EAT o AR s, T DU A AT s R AT I e h R
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* SNMP

* NetFlow

Iz E HE Hl

AR R R QI A S PN, A PR R R P Bn N e ORI R 3 4R TP M bk
(K] SSH 21, W2 4T il A A s I E RRE T T o B P20 w0k SSHIERAE AR I K 85 8, IXhE
TS ERE BB Y AT, TR OB AF (1 SSH ENLE B .

ASDM E#EUES IP Stk A LA
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cert-install.html.

uh & B &2 Bf

o1l i TRl 22, A8 I B A T B AT 78 40 K% ASA Virtual ZEHEEH

B AsasmmEsen |


https://www.cisco.com/c/en/us/td/docs/security/asdm/identity-cert/cert-install.html
https://www.cisco.com/c/en/us/td/docs/security/asdm/identity-cert/cert-install.html

| AsAsrrmEsn
AsA Virwale 2t i i ]

0] LIS AN E RN LG TR B 0 & TSRl 5k 45 ID. 3 45 ID T8 FH LISP A 2. 5 ) Be A HAb Sk s
M, DB EPEGE. Job B oo itk f T AR A A R ﬁmiﬂu&$%M1ﬁm%,ﬂ¢
i m%%m%ﬁ%%%u?%%ﬁﬁfﬂmﬁﬁi

=
A7 Kl IR R VRS B, IS LR &0

o VAR L BRI AR - ASA Virtual SERFEDRFITTHE4AE , 257 I

o Sl ST UEN - ASA Virtual SERFRIHEN] , 55 8 1T

o O EAR RS A IR R S, A 30 T

© SR AR AL - S5 T AL, B 29 TT

« B ROUAR - B T s AL, 5 29 1

o vl Al AT P S R ALl AR R, 5 50 5

ASA Virtual &£ 5% Y1 A iE

BEANMERENY AT ZO R OB VF Al e JRAT T SO T 39 R A ) 0 () CPU M ALAE, 77 TUEKE
BRI A9 s LR BE,  LATCRC DD e AR AR B D3 o A Pt R g AA2 3 0 S s AN B 4 1
LA EATILAC .

A\
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HRBRPIRZS o ARAVFAT R PERESRAE Y ORISR RO PERE ™ AL DRI . T 55 0 DR B T AT 4R
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BSEK
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o E2x8 FREEE T, PN TN LMERREZA 16 M M. AT UELLER S BN (2x8) L&
FH% )\ ASAv, NI R— ML 16 A1 s R .

| asa g



B Asavirvaissz s

AsA g |

ASA Virtual 3 #5898 RERHFZEK
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o FEMCE R BIZAT, BT A ERAE RSN AT A SR A4 ) B O£ 6 20U P 5 2 1 AR TR Y SSL

W'E (sd encryption i) .

ASA Virtual &£ #F 849/

HEFE
AN SRR

IPv6

SRR e RS AR IPv4 I 4 2532 HF

HAoEN

o N AR TR N () E H BAE ] ASA BRASHHL I L IS IS MR AS BB 1 VSS
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ASA Virtual 820N E

* BOATEOLE, BRI PROUS AT REAL TR HPIRZS, DRFFINTALN 3 Fbo BRANGOL N, FEPT A&
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o BRINIEOL R, SR FHIMAL TARPIRGS . S FE R AT, 28 B 38045 B BRI ) e i i)
K5,

o X F HTTP s, BRJAH 5 B s R il 4L

{% A3 Day0 fic & &k fic & ASA Virtual &£ 8%

=575 5 Day0 Bc &

BT S LA R DayO FL B QS T 5 SREPRCE, 5 ARt SR B E G T S L . R SOR
R T T AR 5 Day0 fic & 5 o HI1E

\}

ER A E A DUERE Y PO IS E . DayO0 it B IS N ARG AT . SSH T« ASDM Vi [ 25 JAth 15 '
H K Day0 BLE FITEAIE R, ESEAATE.

'BOOTSTRAP

! Cluster interface mode

cluster interface mode individual
|

! VXLAN peer group

object-group network cluster-peers
network-object host 10.6.6.51
network-object host 10.6.6.52
network-object host 10.6.6.53
network-object host 10.6.6.54

|

! Alternate object group representation
! object-network xyz

! range 10.6.6.51 10.6.6.54

! object-group network cluster-peers

! network-object object xyz

I
I

Cluster control link physical interface (VXLAN tunnel endpoint (VTEP) src interface)
interface gigabitethernet 0/7

description CCL VTEP src ifc

nve-only cluster

nameif ccl

security-level O

ip address 10.6.6.51 255.255.255.0

no shutdown

|

! VXLAN Network Identifier (VNI) interface
interface wvnil

segment-id 1

vtep-nve 1

|

! Set the CCL MTU

mtu ccl 1654

|

! Network Virtualization Endpoint (NVE) association with VTEP src interface
nve 1

encapsulation vxlan

source-interface ccl
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peer-group cluster-peers

|

! Management Interface Using DHCP
interface management 0/0

nameif management

ip address dhcp setroute

no shutdown

|

! Alternate Management Using Static IP

! ip local pool mgmt pool 10.1.1.1 10.10.10.4

! interface management 0/0

! nameif management

! ip address 10.1.1.25 255.255.255.0 cluster-pool mgmt_ pool
! no shutdown

|

|

Cluster Config
cluster group clusterl
local-unit A
cluster-interface vnil ip 10.2.2.1 255.255.255.0
priority 1
enable noconfirm
|
! INTERFACES
|
ip local pool inside pool 10.10.10.11 10.10.10.14
ip local pool outside pool 10.11.11.11 10.11.11.14
|

interface GigabitEthernet0/1

nameif inside

security-level 100

ip address 10.10.10.10 255.255.255.0 cluster-pool inside pool
|

interface GigabitEthernet0/0

nameif outside

security-level O

ip address 10.11.11.10 255.255.255.0 cluster-pool outside pool
|

' JUMBO FRAME RESERVATION for CCL MTU
jumbo-frame reservation

T = Day 0 Ec &
i LR Day0 BC BRSSP RCE . AR SOA B 8 A I 1Y 1 Day0 BC & P g
(FIEL

\)

AR JERCE OSSR OB E . Day0 B EE Y O VFRT . SSH IR, ASDM vj n) 55 A B &
11K Day0 FCE MPEA1E B, ST

I'BOOTSTRAP

! Cluster interface mode

cluster interface mode individual
|

! VXLAN peer group

object-group network cluster-peers
network-object host 10.6.6.51
network-object host 10.6.6.52
network-object host 10.6.6.53
network-object host 10.6.6.54
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Alternate object group representation
object-network xyz

range 10.6.6.51 10.6.6.54

! object-group network cluster-peers

! network-object object xyz
|

! Cluster control link physical interface (VXLAN tunnel endpoint (VTEP) src interface)
interface gigabitethernet 0/7
description CCL VTEP src ifc
nve-only cluster
nameif ccl

security-level O

ip address 10.6.6.52 255.255.255.0

no shutdown

|

! VXLAN Network Identifier (VNI) interface
interface vnil

segment-id 1
vtep-nve 1

|

! Set the CCL MTU
mtu ccl 1654

|

! Network Virtualization Endpoint (NVE) association with VTEP src interface
nve 1

encapsulation vxlan

source-interface ccl

peer-group cluster-peers

|

! Management Interface Using DHCP

interface management 0/0
nameif management

ip address dhcp setroute
no shutdown

|

! Alternate Management Using Static IP

! ip local pool mgmt pool 10.1.1.1 10.10.10.4

! interface management 0/0

! nameif management

! ip address 10.1.1.25 255.255.255.0 cluster-pool mgmt pool
! no shutdown

|

! Cluster Config

cluster group clusterl

local-unit B

cluster-interface vnil ip 10.2.2.2 255.255.255.0
priority 2

enable noconfirm

!

| INTERFACES

!

ip local pool inside pool 10.10.10.11 10.10.10.14
ip local pool outside pool 10.11.11.11 10.11.11.14
!

interface GigabitEthernet0/1

nameif inside

security-level 100

ip address 10.10.10.10 255.255.255.0 cluster-pool inside pool
!

interface GigabitEthernet0/0

nameif outside

security-level 0

ip address 10.11.11.10 255.255.255.0 cluster-pool outside pool
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'JUMBO FRAME RESERVATION for CCL MTU
jumbo-frame reservation

#REFECE ASA Virtual ££ 8%

FAEERE ASA Virtual JEECE SR, EWATLL NESS

ReEEORE
FEREANT A L BRI LR, DURAER I G B 1. 81 RO AR, RO RCE
Rl SRRV e TER, R AL S| SR B R AT A
BT TR LRERFEORK
FEJA TR, T BRIy K A5 A A ST 10 o el T AT R4 T LU P A e 1 2R 28
Pl R VPR A DA OB R S AAAE AR IR L, AR5 B ERC EAR AT AN S SRR K4 1
FiaZ |l
* A ZEAIN BV EERE H I RE S ASA Virtual L5355 i BB

o [FREHI G O Cn R D) 5t SSH (R Cid ) #3851 ASA Virtual CLI. 11 5 IX S35 I 4
AHHL, AT LA ASDM i B 22 R

UK

BB WA TAREMECE, CUER S i OB OB E R B UA S LUT iy 4 1 B 0L
cluster interface-mode individual check-details

Tl

ciscoasa(config)# cluster interface-mode individual check-details

BEEL OB R, T LUEH] SSH ARELER BB 1 (HUZ, WURTEAENCE B BLE A ILAT S A Y
TR (LA IR A 1P s DHCP SRIN IP ki) 2 BT B na ASA, WP oL EFndse, Bk
LA A I S CMER . oL, BANERSES G 1 CERTTHD RERHE N
[P

P2 MR E R OB
cluster interface-mode individual force

i
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[l

manuzn ]

ciscoasa(config)# cluster interface-mode individual force

AFAEBRNBCE RO R R R B E R, TGV S AR

for ce 1A 1T ] B3¢ HE SO a M o A A G 15 PP SR APAE AN M BE . R, R Tahie R
AR E P Ry T e G B R BEAE B B e R B ,  DILIRATTA U ] forcede I, XA
BRAOTTUNNAREE T BEBNG, ETLIHEFHE1T check-detail sIE BRI AT E 2 2% fF .

WERAMEH] forced i, MAFAEARTAGRAIBCE N, RGUK R IS FRIC B IF 3BT nas, iy 2
TR PR G 0 CAn R HD SREFICE S BT . AUREIRCEIRE (R, Mt
RO R B E . WUREARUHERECE, WAL niB a2 .

T B, 35 no cluster interface-mode 174 .

JEJHARREZ AT, RIS ST AR E 7 IP Huhb g 11, (AR S I AR . 7RIS 1P
HohEREAT R BERS, RTRE R D EE T SSH M ANER I B 0. 2T b 0, T DAER
RN JA RO BA B CRRC BT A4 1, DUERRE 58 2 A IC B[R]0 B8 SRR

AT G AR VG B 5 AR AR AR AL 11 o AT R IE S s e 1, MR LA 1P
HuhEIB AR A U TP ko SRR AR 1P HUhL R AR B[ T bk, JR AR T IR I
FITAT it 42 VA B AT 3 1

XA, ] DAECE TP kb, tnf A DHCP; A7 45 #8: 11 S FF )\ DHCP sRE b
EAEF DHCP, SRR MEEEEE G52 REEF ISR E 0250 .
FiaZ |l

o (WM ME RO,

o NPT, SATDUE T AL, AT LU DHCP. SR A T i A TP Hhik R4 SSH
FEVER R B 1, WRSREHE 1Y w24 7 TP ik Al i 456 ]

o BN R RGN R E g AR AE 1P i A B B — AN 1P bl

o SEBE IP M BE AL 4 b /R R ik, B AR AR B i £ 1 1P bl
Bt
1 KPR E A 10.1.1.1.
2. AT SAE A 10.1.1.20 10.1.1.3 A1 10.1.1.4,

3. FEPSEAT S RECESERE IP N, ARRerrhhl b A sl 2. 388 .4, HH S
e

4, [z, TFEEAERZME AL P bk, .5, 6. .7 Fi1 8.
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A

AR MR T A M LR S AR Y E N R R B A SRR 1 M
Sk Je T 2 B Y R AR TP bk,

5. MIASEREZ G, Wi T TH iR g 7 A OF T e 4t

LB FCE AN IP Huhkit (IPv4 /88 IPv6) , Forp—ANHuhENE 4 45 BC B AR 55 4% 1D b hk

Nil

3B

(IPv4)

ip local pool poolname first-address — last-address [mask mask]
(IPv6)
ipv6 local pool poolname ipv6-address/prefix-length number_of_addresses

i

ciscoasa(config)# ip local pool ins 192.168.1.2-192.168.1.9
ciscoasa (config-if)# ipv6 local pool insipvé 2001:DB8:45:1003/64 8

EOE SRR SO R . WA R, WIS AL S bk . s T
TR R TP M AR by T 55 AR A SRS R O R A TP M hEOR Y TP Mtk

IR E Sy B BB AR DA b S BB L LA Ak, 1% showip[ve]
local pool poolname fir 4. BEANEEHE R O3 76 I AN SERE I #5233 B 1 — AN bt ID. 36 ID $sE 1 FT FH i)
Sk 1 b g1t o R A - TP

3B I
interface interface id

-

ciscoasa(config)# interface gigabitethernet 0/1

bR ARER e
nameif name

IR

ciscoasa(config-if)# nameif inside

name & (KSR % 0 48 DN FRFISCARTART 8, JF HAK O KANE o ] —AN B {E B A e iy 2 7l
AR

B AsasmmEsen
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manuzn ]

WE AR 1P Hhhk I e SRR -

(IPv4)

ip addressip_address [mask] cluster-pool poolname

(IPv6)

ipv6 address ipv6-address/prefix-length cluster-pool poolname

i

ciscoasa(config-if)# ip address 192.168.1.1 255.255.255.0 cluster-pool ins
ciscoasa(config-if)# ipv6 address 2001:DB8:45:1003::99/64 cluster-pool insipvé

UL TP btk A2 5 S Rt ke [R]—SRA &%, AHANFEAE IR . R UG TPv4 FI/EX TPv6 Mt .
ANSCFF DHCP. PPPoE FIl IPv6 HZACHE : 20T B0 P btk tANSCHFE T 2 Ml B4 i A< b
ks

WA A0, Hor number 2 0 GRAKD 2100 (i) 2 )AL

security-level %i'5

i

ciscoasa(config-if)# security-level 100

JA

no shutdown

Gt

PLUF S B 1 0/0. IR LA R4 11 0/0 AT Ik LA B2 11 0/1 it & Sk A7 32 E i 7] «

ip local pool mgmt 10.1.1.2-10.1.1.9
ipvé local pool mgmtipvé 2001:DB8:45:1002/64 8

interface management 0/0

nameif management

ip address 10.1.1.1 255.255.255.0 cluster-pool mgmt

ipv6 address 2001:DB8:45:1001::99/64 cluster-pool mgmtipvé
security-level 100

no shutdown

ip local pool out 209.165.200.225-209.165.200.232
ipvé local pool outipvé 2001:DB8:45:1002/64 8

interface gigabitethernet 0/0

nameif outside

ip address 209.165.200.233 255.255.255.224 cluster-pool out
ipv6 address 2001:DB8:45:1002::99/64 cluster-pool outipvé
security-level O

no shutdown
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ip local pool ins 192.168.1.2-192.168.1.9
ipv6 local pool insipvé 2001:DB8:45:1003/64 8

interface gigabitethernet 0/1

nameif inside

ip address 192.168.1.1 255.255.255.0 cluster-pool ins
ipvé address 2001:DB8:45:1003::99/64 cluster-pool insipvé
security-level 100

no shutdown

BIESI SiEFRE

SRR RN AT R 2T 5 SRR I E A REIAERAT

B EEH TR SREFIRE

GERE R AR 1Y R 2T 5 SR P E A BRI . TR, ECE ISR S — AN R
FEVERIT R FAHIERAEE, SRS AEIEAS I (R G5 R B2t — AR Rl Bl AT — A SR
RECP, W20 ROR RO Y s SN B ARTE R 5 ST R 2 i Y R
FHia Z |l

© THAOIECE, LB S EOR AT E K R .

o BRAERESHIBE M AV I O CE ol LUESAE ] DHCP) 4b, L& HP (AT ] 435 1 40 0o 204 T A 10
IP AT ARG, SRISARE R AR, . W SRAT URT A a4 DL, 46T AV i L
(clear configureinterface), 4 AJ AN e 46 o S a4 11 s 7150 FH AR .

KT RS IR EARIZAT MR, T RE A PRI T N 25 A B B/ W T e IR AT .

 JE BT DUH TR RIRE R,  DUE T DB R M TU B S N e . 15 S
jumbo-framereservation 4. Ji H Eie T2 ASA FHNE, LA Znde 4k s ey 2w
PATIL D IR

IONSEREZ B, S AERES I BE % TS — A VXLAN #£1,
FHJG, SRR S PSRRI M VR 8 b SR B i

SRR BB RR 2 G AN 2 MY O R BIBAR T R R, RN S A AR R R L
HIFURACE AN S R, LA ERENY 0 0 e B AR B 2 11

a) T AR LT R AR R VTEP X456 44 TP Hubik,
A IRMBEI G A MTVEANE ., TS ASA B K EC E e th i) “Uiishin g7 —#.

VTEP 2[RI fF5EA TP W48 07 T VNI $2 LAl F it S if 4 e i i 2% . 3 VTEP Y542 I E R —
T EAA A TP bt SN S T AR Rk 2, R H O RR s b s e L .
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i
PAR 2 A P IBRE SR ALK B R 465068 SR AL (R 7191«

ciscoasa(config)# object-group network cluster-peers

marsEssseres [

(
ciscoasa (network-object-group)# network-object host 10.6.6.51
ciscoasa (network-object-group)# network-object host 10.6.6.52
ciscoasa (network-object-group)# network-object host 10.6.6.53
ciscoasa (network-object-group)# network-object host 10.6.6.54

DUR A& O 5 5 |7 D09 286 o) 2 14 19X 4% o) G AL 1K) 7w 49«
ciscoasa(config) # object network xyz

ciscoasa (config-network-object)# range 10.6.6.51 10.6.6.54

ciscoasa(config) # object-group network cluster-peers
ciscoasa (network-object-group) # network-object object xyz

B E VTEP Y.
interface interface id
nve-only cluster
nameif name

ip addressip_address subnet_mask

no shutdown
IP Hubil NAE i Sk — S fE X G 4l
w15

ciscoasa(config)# interface gigabitethernet 0/7
ciscoasa(config-if)# nve-only cluster
ciscoasa(config-if)# nameif ccl

ciscoasa(config-if)# ip address 10.6.6.51 255.255.255.0
ciscoasa(config-if)# no shutdown

¥ VTEP J5#z H 5 NVE SEAR Gk .
nvel

sour ce-inter face interface-name
peer-group network_object_name

HAefeE —1 NVE 4], HFID A 1.

BUAGOUT . HRGi43 A NVE SEF1 N encapsulation vxlan fir4; G5 2 U I Zdr 2 .

oRIE

ciscoasa (config)# nve 1
ciscoasa (cfg-nve)# source-interface ccl
ciscoasa(cfg-nve)# peer-group cluster-peers
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d) $75E VTEP £ ¥ K A& a2 /0 BBl 1 ) de s MTU i 154 719

e)

mtu interface_name bytes

P T AR T4 T s I e B R B B R, DRI LR T 42 T 1 T B 008 25 4 5 /NI B3 0 DA
SRR EITRY (100 775 A VXLAN JFAY (54 73 o # MTU S8BT 1554 Fi1 9198 775
Z I, {HARAE 2561 Fi1 8362 iz (). M THiAbEE, B MTU K/ANAE REELT B HEAE
BRIN MTU b 1554 77 98 LS 1500 I, FRATTEE UK AR BERS I BERK MTU %5 A
1654; HWAETE LMY (20 jumbo-frame reservation #ir4) .

R, AT WU, T 5ok MTU O 9198 57, IRl dwe i RO £ 11 MTU ] LU 9044,
T ERAE P T B K U T LARE D 9198

bt 2o S BB R, BT B B S S T R ERAE .

-

ciscoasa(config) # mtu ccl 1654

(Ali%) # & VXLAN UDP ¥i .
vxlan ¥ 5

BB, VTEP Y% D30 & 4 UDP 3 11 4789 (K] VXLAN Vite. 10156 /2845 T AE br o ity
1, AT RO AT s

T

ciscoasa(config)# vxlan port 5678

g VNI 1.
interface vni vni_num
segment-id id
vtep-nve 1

oRIE

ciscoasa(config)# interface vni 1
ciscoasa(config-if) # segment-id 1000
ciscoasa(config-if)# vtep-nve 1

« B VNI BUFBEE R 1 A1 10000 2 18 HIME . B ID XA &R D RRIRET .
BB ID WE N 1 A1 16777215 Z A F{E. MBID T VXLAN Arid.

ANE g B A PR M 2 4

PR 2 R A A NSRRI B AR
cluster group &

IR
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ciscoasa(config)# cluster group podl

PRRIGEASE R 13 38 N TAFHT ASCIL P AT i o BT AU BERCE —MEIEAL. SRR P AT B A
WA Al — 44 7

Pl S AP AR ER

local-unit node_name

FEFHME— [ ASCIT A5 Hy, AJEAAZIN 1 3 38 NPT RN R IRATHE (PR, SRAFP AT
VI AE AR E LK 0

il

ciscoasa(cfg-cluster)# local-unit nodel

Frog SRR B BE M VNI 82100

cluster-interface vni_interface idip ip_address mask
il

ciscoasa(cfg-cluster)# cluster-interface vnil ip 192.168.1.1 255.255.255.0
INFO: Non-cluster interface config is cleared on VNI

B2 1P Huhik (1 IPv4 Hudik; I DR RR IPve. W TR S, 7R — M %% EdE AN ) 1P Hidik .
VNI W48 EZEY B VTEP W48 FiafT I Insas il i 4%

R AT IR FE Y RIS
priority priority_number

T

ciscoasa(cfg-cluster)# priority 1

RSEZIE ] 1 5100, o 1 45t se g

CAIE) BEE 5 Ik 25 B LA Pl SR A Bk it Pt o
key shared _secret

i

ciscoasa(cfg-cluster)# key chuntheunavoidable

PR SEAN T 1 63 NPT [ ASCIL P47 H o LB B TR H . i & A2
Hms i, QAR DLW SCRIE IERRRZS BEH AL R i ..

IELEE SR

enable [noconfirm]
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TP

ciscoasa(cfg-cluster)# enable
INFO: Clustering is not compatible with following commands:
policy-map global policy
class inspection default
inspect skinny
policy-map global policy
class inspection default
inspect sip
Would you like to remove these commands? [Y]es/[N]o:Y

INFO: Removing incompatible commands from running configuration...
Cryptochecksum (changed): fl6b7fc2 a742727e e40bc0b0 cdl169999
INFO: Done

i enablefiy &I, ASAMHRIELEIZIT AL E, TIRERALE N NEER A L, WHEEA
BLE TP AT REAAAE R 2 e R SHRTEMIBRA M 4. WG IERE No, U“JT"F‘%HEﬁ 1 H
noconfirm JCEESE ] Geid A0 BRI H s BR AN FE A 2

XTSRS AR TR H A 5T RN S A B
DAL R R R B A P A 305 20 Y TR A T A ] P B

BEARIHAERE, {5\ no enable fiy

pE s
WA AR, Pr A Bda i o ek, U B 2 i s s RS

Gt

DU 2 B el B A FRE 10, NRARIANEE 1 DL VXLAN EREE e, RIGH SN
“nodel” [f] ASA JAHAERE, T IZK&ZE —QRMBIERIWR L, KRIHE C A fH

A

ip local pool mgmt 10.1.1.2-10.1.1.9
ipv6 local pool mgmtipvé 2001:DB8:45:1002/64 8

interface management 0/0
nameif management
ip address 10.1.1.1 255.255.255.0 cluster-pool mgmt
ipv6 address 2001:DB8:45:1001::99/64 cluster-pool mgmtipvé
security-level 100
no shutdown

ip local pool out 209.165.200.225-209.165.200.232
ipv6 local pool outipvé 2001:DB8:45:1002/64 8

interface gigabitethernet 0/0
nameif outside
ip address 209.165.200.233 255.255.255.224 cluster-pool out
ipvée address 2001:DB8:45:1002::99/64 cluster-pool outipvé
security-level 0O
no shutdown
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ip local pool ins 192.168.1.2-192.168.1.9
ipv6 local pool insipvé 2001:DB8:45:1003/64 8

interface gigabitethernet 0/1
nameif inside
ip address 192.168.1.1 255.255.255.0 cluster-pool ins
ipvé address 2001:DB8:45:1003::99/64 cluster-pool insipvé
security-level 100
no shutdown

object-group network cluster-peers
network-object host 10.6.6.51
network-object host 10.6.6.52
network-object host 10.6.6.53
network-object host 10.6.6.54

interface gigabitethernet 0/7
nve-only cluster
nameif ccl
ip address 10.6.6.51 255.255.255.0
no shutdown

nve 1
source-interface ccl
peer—-group cluster-peers

mtu ccl 1654
interface vni 1
segment-id 1000
vtep-nve 1
cluster group podl
local-unit nodel
cluster-interface vnil ip 192.168.1.1 255.255.255.0
priority 1

key 67impala
enable noconfirm

EEHETRIISEFRE
T LA TR RGO

FHiaZ |l
< A OIECE, LB A R AR T G R R O

o BRAERESHIE R R BRI CE T LR ERAE I DHCP) b, e & FP (KA AT 452 1140 06 25018 FH A5
IP AT E, RIS A RERE AR . WA DURriAA e e DGR, J8nT DUB Bz D g
(clear configureinterface), 1] LIREEE 640 42 11 5 7 0 AR R

< BT AR NN EAEIZAT AERERT,  PTRE S PR MR B 25 30 A0l G/ W e e IO TUAT A

o JAHESEWTE LU Al ats, DU n] DU AR H BE M TU R B @ BUE. 1521
jumbo-framereservation 4. Ji ] Eiliiss T80 ASA FHTNE, PRI 0 E GRS LR P 2 T
PAT I BR
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SR BCEERE IR O, SO GO PRI ARG B B DRl 355560 VTEP Y LR LAl

x4

IP bt (DARIRER)

i

ciscoasa(config)# object-group network cluster-peers
ciscoasa (network-object-group) # network-object host 10.
ciscoasa (network-object-group) # network-object host 10.
ciscoasa (network-object-group) # network-object host 10.
ciscoasa (network-object-group) # network-object host 10.
ciscoasa(config)# interface gigabitethernet 0/7
ciscoasa(config-if)# nve-only cluster
ciscoasa(config-if)# nameif ccl
ciscoasa(config-if)# ip address 10.6.6.52 255.255.255.0

(

(

(

(

(

(

(

(

o O) O O
o O) O O
g o g G
Sw N

ciscoasa(config-if) # no shutdown
ciscoasa(config)# nve 1

ciscoasa(cfg-nve)# source-interface ccl
ciscoasa(cfg-nve) # peer-group cluster-peers
ciscoasa(config)# mtu ccl 1654
ciscoasa(config)# interface vni 1
ciscoasa(config-if)# segment-id 1000
ciscoasa(config-if)# vtep-nve 1

e SRAE AR, JLl 05 S D P G B P R A A kA [«

IR

ciscoasa(config)# cluster group podl
FHIME — [R5 £ DAy IR SR AR 5% i 44
local-unit node_name

-

ciscoasa(cfg-cluster)# local-unit node2

FRERKRE A 1 3 38 MFERFI) ASCIL F 45 Hr

FEATT S AHATHE A FR . AR A VAR PR B LY A5

P 8 g P B A ) ) — SRR R B 1 1, (BRI A A [ P 4% L3 e AN TR 1) TP Mk

cluster-interface vni_interface idip ip_address mask

i

ciscoasa (cfg-cluster)# cluster-interface vnil ip 192.168.1.2 255.255.255.0
INFO: Non-cluster interface config is cleared on VNIL

i€ 1P HUAIE Y IPv4 Ml R VANSCRF IPve.  BEfi I AN GERC B nameif.
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SRS WORGEAL I wl m RIS RE, TGS 0 Y md B Bl il 1D, UL REAE T 3 s 52 1K) MAC Sk

%
>

site-id i ‘5
T

ciscoasa(cfg-cluster)# site-id 2

number /1 1 5] 8 2 [,
BRI AU BRI gL, G BCE A TR AURE
priority priority_number

i

ciscoasa(cfg-cluster)# priority 2

BEEAE 1 3] 100 05, o 1 st d.
W NGORG], S ok P I R 1 AT I -
w5l

ciscoasa(cfg-cluster)# key chuntheunavoidable

) FHEERE :

enable as-data-node

i ] enable as-data-node iy 2 ] E G AT A0 FC B AR (BT W AR SEA T S RG22 (10 B2 1 I A7
1E) o B AR LRI N ST (P A 55 AN AT BEAEAT AT ik 45 b B 01 . B W & TS &
Kk [R5 01 i i T i i

HASFAERE, I no enable iy 4.

PR
URAEISRAE, AT B R oG], A B D b T im sl R .

5

PR s 1 A F5 A 15 5 node2 TG E -

object-group network cluster-peers
network-object host 10.6.6.51
network-object host 10.6.6.52
network-object host 10.6.6.53
network-object host 10.6.6.54

interface gigabitethernet 0/7

nve-only cluster
nameif ccl
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ip address 10.6.6.52 255.255.255.0
no shutdown

nve 1
source-interface ccl
peer-group cluster-peers

mtu ccl 1654

interface vni 1
segment-id 1000
vtep-nve 1

cluster group podl
local-unit node?2
cluster-interface vnil ip 192.168.1.2 255.255.255.0
priority 2

key 67impala
enable noconfirm

= \Y £= BY 15
B E M ERFIRIE
PENSS 0 RECE M — 87, BCEAEMFRRELZ q, BTLL B E SRS IRIUIRTE . TCP &2
WEIR A B PE A AL .
FEFEHI Y A BT IX ST

AL EE 7K ASA 8153
SR DR B 15 15 SR

UK

W FEANERNE R
cluster group name

P2 (k) A BT R BT SO 6 A
console-replicate
BOANGOU T 25 DR . 0 T4 8 I E SR, ASA AR RELe B BT Bl th B4l & . an o)
JEH T EHIGEE, BT S G B ROE B A, s N IR R — AN
EE NN

PR3 VOB AT AR IR R -
trace-level 25l

R it 2B B AR ARG -
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* critical - FEFAF GUEME=1)
e warning - %45 (PEM =2)
* informational - {5 B/ (P ENE=3)
* debug - WL GPEME=4)
PR A VORI BT 10 SR 0 T TR BT S (clu_keepalive Fl clu_update 15D ILREF
AR AT RE o
clu-keepalive-interval
* Fb-15 3] 55, BRIME 15,

T e AEURE 1] B8 1 A BE BRI B SE A I ], DAl D A2 R BE L AR

B BEITREHRIEFEHEFRMANRE
BRI B S (RE LB PR A .

IR *Eﬁﬁﬁ?%ﬁﬂ’]&lﬂ (Bl BERE 1D fisfPiRoik . B PROURIEALE VLAN 7421 E
AT EANREN R BRI BERR IO B EMRE A TR .

SR A B
cluster group name

TP

ciscoasa (config) # cluster group test
ciscoasa (cfg-cluster) #

P2 [ SRR sz RO & T g
health-check [holdtime 2]

o THAE T RIEA IR, ASA FERETT SRR I BE R [oFF heartbeat 1 8 & 32 B HA Y . Wi
AR P R Bk [R5 SR AT heartbeat T L, DI A5 s 9 40 K T MR N B GVE TAE .
* holdtime #BHY - T 52 P IR ¥ 4% heartbeat R AV & 2 8] R f () [l Bg,  HAE AT 0.3 45 #5;
BRI 3 Fb

A RAEATAT N (s s R &t 82 10 . R HTEEE ] ASA L BRATHBL LD, N

EEBATIRSK A DBE, B ADN O 2 O 142 O % (no health-check monitor-interface). 4
P b 2 1) T 5 5 i HLC B S O P BT S s, ST LLEHT A s AT RS 2 ) e
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TP

ciscoasa(cfg-cluster)# health-check holdtime 5

PR3 N PN TR A .
no health-check monitor-interface interface id
FEVBAT ARG A I 45 B B T . ASA TE 2 A R) S AR v A s 2 B ke 024 A0 B ol
EREAE AR Bef o BRUEOLT, A4 LR s AT R A o ST LU A s 4 1 no &
KB E VR A . nT e AR A 42 1 (I B 1) Bs AT IR
* interface_id - ZE 4% DR . BATIRGLIEFEATE VLAN 740 BT EANRE A SR T2 o ik
BoE s B TR

P R A AT S OIS S s s B 1. S A ASA L BRASHHL BB, R
B IZITIRSK & N BE (nohealth-check), I EAE I 4R FHEE T IR HE . 290 25 0 o 2l s e il
HLRCE S B O R BT Y R, AT DU S TS IR A T R

P

ciscoasa (cfg-cluster)# no health-check monitor-interface managementl/1

FRA H e AL ARGURS A 5 A Wb J 10 B 8l BB I NS e
health-check {data-interface| cluster-interface| system} auto-rejoin [unlimited | auto_rejoin_max]
auto_rejoin_interval auto_rejoin_interval_variation

* system- fi55E WHRER R I S BB A BCE . N IBEba (G ST RIS « A — S0k N PRE

A
&,

* unlimited — (cluster-interface FIERIAED A BRI BN 2R A IR B

* auto-rejoin-max — W& B IIA LKA, /T 0 F1 65535 2 1A, O ZEH HBEFinA .
data-interface fll system [KIERIAE A 3.

* auto_rejoin_interval - & X R E B DA SR 2 (B I RIBE FR S 1) CBAM B 30r) , v 2
60 2 1o ERIME N S Zhe 17 AU E RTINS BE IR S R AT BR A 1 Rz IS 14400
A (10 KD .

* Auto_rejoin_interval_variation - 5& SO RGN R RFLE R ). BEEAT 1 R 3 ZmfE: 1 O
B 5 2 QAT E—IREFEERTED 803 (3 5T L—IRFREE ) o Blhn, i REk g EE
SR IIBEE N S Areh, RKARE R E N 2, WIFE 5 A8l EHEAT SR 1 ks 75 10 9080 2x 5) 5
HEATER 2 R34 7 20 2080 (2 x 10) JEHEAT 2R 3 sk 0 FAERERE O, BROAE N 1, i)+
Bl RS, BRIMEA 2.

i

ciscoasa(cfg-cluster)# health-check data-interface auto-rejoin 10 3 3

PIRE FUE ASA K LA S A s e 5 i NI I 2 i 23 1D 75 S ik e 1)
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health-check monitor-inter face debounce-time ms

T

ciscoasa (cfg-cluster)# health-check monitor-interface debounce-time 300

W5 S B IST TR] BEE R 300 2] 9000 £ 702 [7] o BRIAE R 500 2288 o A58/ IRIAE PT LUBpRAsr 45 11 g s )
MR VETEE, WURECE BT RO AR, G R ILE . R AR VRS THNIN, ASA &%
RHRE M ZEL, AREA MR hRId A R A, IRHE Y RONERHE MBS o
Cnfe) P& U .
load-monitor [ frequency seconds] [ intervalsintervals]
* frequency seconds— ¥ i M #5712 (RIS ) CLARB A SR, YElE AT 10 2 360 #22 [H] . BR
MR 20 75

* intervalsintervals — B ASA 4E Hcdfa (a1 f (AR, {1 1 31 60 210 BRI N 30,

T DU SRR A L 7, B BT AL CPU M T LA L R X 5. Wik A
Aok, HRIARM R T ARG, S RT DU FAE Y sl BT Sh AR, SRS AT HL LI
AT B OU N R IR, 0T DOE IR . Wl ST A BT sl 2
JERED e i

1 show cluster info load-monitor T4 A& i & 11 4% .

i

ciscoasa(cfg-cluster)# load-monitor frequency 50 intervals 25
ciscoasa(cfg-cluster)# show cluster info load-monitor
ID Unit Name

0 B
1 A1
Information from all units with 50 second interval:
Unit Connections Buffer Drops Memory Used CPU Used
Average from last 1 interval:
0 0 0 14 25
1 0 0 16 20
Average from last 25 interval:
0 0 0 12 28
1 0 0 13 27
15l

LAR 7K health-check holdtime B4 0.3 £ ZEHIGUANLI 0/0 4% 1 LIRS K Bodi %
1) auto-rejoin & A M 2 8P IFLRT) 4 24K, 4 duration 92 F— IR 3 £ BAK
P BE R 1Y) auto-rejoin W 6 IR, BERE 2 48P —K.
ciscoasa(config) # cluster group test
ciscoasa(cfg-cluster)# health-check holdtime .3

(

(

ciscoasa(cfg-cluster)# no health-check monitor-interface management0/0
ciscoasa(cfg-cluster)# health-check data-interface auto-rejoin 4 2 3
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ciscoasa(cfg-cluster)# health-check cluster-interface auto-rejoin 6 2 1

o B E B IS8 TCP EHIEiR

AT UABC EDERL PR . G SR By T i B 4 0 S BT D) e T S0 R A AN, T LUK 2
(0 e BC B DA R B (¥ TCP it B E ) RIS i DU SR AN 88 R AR i

A TCP 4% 3 AR L (L8 A5 B T QB 1R 1) 5 ) /28 0 BCHR AL, TV ik 5 R 8 A AT G 1)
CHEMELTAE” o WEVERG WA SR T 1 g8/ A 0 B AT R, DT S X e
Pime [FIFE, dn Sy e O g B Vi i P A B LAY 5, TV R . ARk T A
H TCP FEHLALI i H TCP S HI4EIR .

o TCP JER R AR R HISEIR :

cluster replication delay seconds { http | match tcp {host ip_address| ip_addressmask | any | any4 | any6}
[{eq |1t | gt} port] { host ip_address|ip_address mask | any | any4 | any6} [{eq | It | gt} port]}

TP

ciscoasa (config)# cluster replication delay 15 match tcp any any eq ftp
ciscoasa (config)# cluster replication delay 15 http

H seconds BB NS 1 ] 15 ZIAIKAE. BRINA ] http SEIR, IRy 5 75,
HEANSETEIC E AR

cluster group name

(ATI%) & TCP Ui Jo S i 3 1«

conn-rebalance [ frequency seconds]

Tl

ciscoasa (cfg-cluster)# conn-rebalance frequency 60

P BN AR, ASA @ HIASHAT RAFMEBEUNE R, IFROIRE S NI IEEAUR
LI TR BRI B . BUAERGKIBA . BLAh, i T I & AR T AR IRE R
BEATE P, PUA S REEA Y A L C L ER S, IF B S BOTREIF A . iR
FEA 12360 A, HIT-HiE € 2 I TR AS i — IR 38 B BRIMEDD 5 40
RSB U5, eSO AR .

TH2) vl 5 A4 A S R G EDE R A ST SR R I B T AR 3l i (R SRRk 5
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fic & uf = [B] T e

X R AR, T LU E ECE, S m LR TEMRE M.

N T B v PERE T A R s P L R il i TR AR AR AR N TR AR IR, AT LU 3 i s A A o OB 34
S T RS, IF HRe g R SRR AT EE . ASA Y TR IR B 0 i
Mg, FraA SR I S @M 0. SPTAE R b s A S 7 88 A0 )AL TR Rl
M4 Jm) T % o CREFITAT & AT ) 4 R B A 7] — ol i) DA R RE . AN, R ISUR BT A & A A s,
ARG 17 25 R AE ) — ol RO FEFT IR T o SRR S i B e T Aty s R R A Bt I
GIEESSEEICE

FiaZ |
o LE5| SRR FRCE T A B 51 E S ID.
o DU FRERMASL T A AL : NAT 8i PAT Jiif; SCTP KAl & 20 BT & A if.

P ENERRE R
cluster group name

i

ciscoasa(config)# cluster group clusterl
ciscoasa(cfg-cluster) #

N
5
N

JA 3 e AN A .

director-localization

il
2
:.g-::
S
%

N PR B G B kSRR AR, AT LUR Tt mOUAR . WRSERR IS A S T E AL T A
s WUPRE A g — Al r e — Aﬁ%%%“%ﬁ%%ﬁ%m$%xﬁﬁﬂhm%m

FHIEZ Al
o FEG R RO E R O S A B B A ID
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Nil

B
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BENSETIC B A
cluster group name

i

ciscoasa(config)# cluster group clusterl
ciscoasa (cfg-cluster) #

JA 3 TR

site-redundancy

[k =7k 2=k

&F LISP #&:7)

KT LISP

ASA LISP 3 ¥

MRS AR AU K Z RIS BN, SR LU & LISP it i LR AR sh k.

FTUAKGE A LISP it  DAEAE S, 8] R A s

PR B O RN Eh M (i1, VMware VMotion) , RS #en] LIZE B th0 2 8T #, R
FeRE SR IER . T SRR PO RS AR B, B A T B AR AE IR A S B I R T
WA RS 2SN T o JEREE /1D 43 85 P Sl (LISP) ZE K H 15 46 5 4 BRI bR T (EID) L5 % 47
B EU HE L TF (RLOC) 73 5 TF, o B BIPRS00 4 5 25 0], SRR 5% B 3L A 0 25 ) i 1032 W
o BN, IR RE BUB Rk 25 L2 i ) R 25 2% AL LI NS, 2 bl 8 20 0 T 1) BT
(AR

LISP 75 %2 70 5 o8 A T 1 2% th A A IR 254, 9 1 LISP H BRI % th % (ETR). A FIBEIE % 1 4%
(ITR). F—Bki% thay WU TS (MR) FIBLES IR S5 35 (MS)o 4IRS 1A 58— Bk % ph 2 Al 380 I 45
PR T AR AR, A TR AT HAb RS tas RE R A, D&% 1 TTR w] LA
BB TR U R I BRI IR 5 A A

ASA REANIEAT LISP: HE, ‘B n] LLE IS A LISP Y& f e A B 0 o, SRS 18 s BT 4%
GREERAE . WAV LISP 420, MRS5S sl BBl i, UL iRe 2L AL Tl rif) ASA ZEH
JEO, AR RIRHITRT A # o Bt ASAREURF R B IH B S ASA, SR)5 IH ASADAZIURE il & A (A
Bl nl, ARERNAMRSSAS . WP ERUF RS THRARIRS, By “K557 8“8k .

G RAEH LISP 2278, ASA £EREA 0L v DU & 2h — b th 28 55 ETR 8 ITR 2 /6] #) LISP yiite, K5
BE T A B Sk B
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LISP #EN

ASA LISP 55 i

BLE LISP &)

use 0l [

o ASA TERERL L AT T2 — ki pH 28 Az s i ITR 8¢ ETR 2 [A]. ASA SEREAR G ANREIE LY
J R B () 55— B % 4% o

o SRR BRI EPEIER oA B R EUE TR AN S BRI A S B sh B A
HE. Fomfdnm ey (gl SIP) , Hor Ve A R ER R T E & A — ASA G T

o SEREANAE BN 3 FIZE 4 Z0IRAE: — SN HEE TREE K.

o Xop TR S I AR A8 A B IR B AR BN S B R, B sh TS B T eI AR i PR . ARG E A A
Hmg I, 8] DA HIZ I A SRR Y, Y Uk b R BRI A s

LD RE S Z AN LRI IBC . ORERIZE — U] -

(AT%) BT LIRSS % 1P Mo PR EIRY T5 1 EID - 25— kK th 2 AT 23 10 55 ASA 4EREL S
FHLER M2 k3% BID JWANTH S, Ik, fnr LRR S 1) 5 48 IR AR B G 1 I 45 2 5l 48 1%
EID. fltn, dnBAERE J 2 ANl (HJ2 LISP 78 3 Al BisdT, N ILEFRAERag A m 2
ANt 231 EID.

. LISP Jii s % - ASA fi Y UDP ¥ [ 4342 ¢ LISP i & 42 &0 & 23— Bk i #8 5 ITR 8¢ ETR

Z A3 EID S B . ASA 4335 — ¥ EID Fluf 5 ID AHSCEEN) EID £, ltn, %A
L5 5 — BRI 295 1P Huhik DL A% ITR 5% ETR HFr#bbik i LISP Wi B . #57&, %A 4 LISP i
BORCS R 2E, JFH LISP MBEASGAS HERRREILE,

- TR AR R R (A S P (0 ik 55 SRS - 8 xS Bl 25 Ui B Jl A sl ik o, S mT LR

Xt HTTPS Uit A1/ sUAE 2R 5 Rk 554 U e I RS s Tk

. UERUID - ASA A HTARTE R RS T AU T ID B HT BT
- MR RS S MR SRR O B . - B0 e SRR GO 5 s sh . T/ SR D) s SE VR

et R P B PR o i SR B SR A sl

MRSS AR 2 MBI, SR LU A LISP it LUA WA sh k.

FHIa Z Al
o MR E T S SR RCE 9 16 IUMRCE AR TR s SR IRE , B 21 i, AR

LR A AL — ANl A 1D,

* LISP yii it R L 7E default-inspection-traffic 5, Kk, EIEILIEFEH 2420004 LISP it i il & 5
M.
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UK

FE1 (k) Bl E LISP K I wess LR Y TP HuhkBR#I ) EID, HRdE LISP ks 4.

a) B ACL; X H br IP Hiuhkt5 BID ik A sUthhk DU
accesslist eid_acl_name extended permit ip source_address mask destination_address mask
5% 1Pv4 R IPv6 ACL. 5 X%HfiV] i) access-list extended i5i%, S M4 5% .

b) G LISP KB, FFE NS HHA.
policy-map typeinspect lisp inspect_map_name
parameters

o) I IRBIEEIE ACL & X fiFIH) EID:
allowed-eid access-list eid_acl_name

55— Bkt th 23 B ITR/ETR AT RESY 1] 15 ASA SR TO R (Y LB 2% A0 EID GBI R, PRltk, 1%
A DABR A 1) L5 S A SR AT AR I 25 4 B 2% A8 BID o 0, A RARIE DG K 2 N uli ki, HJE
LISP 7£ 3 At pi bisAT, WSR2 2 Sul R EID.

d) WERTEEL, WA
validate-key %%

i

ciscoasa(config) # access-list TRACKED EID LISP extended permit ip any 10.10.10.0 255.255.255.0
ciscoasa(config)# policy-map type inspect lisp LISP_EID INSPECT

ciscoasa (config-pmap) # parameters

ciscoasa(config-pmap-p)# allowed-eid access-list TRACKED EID LISP

ciscoasa(config-pmap-p) # validate-key MadMaxShinyandChrome

HUE2 frm I 4342 oSk i 285 TR SRETR 22 [0] (¥ UDP it &= A& LISPA -
a) MCEP E ACL LS LISP fi &
accesslist eid_acl_name extended permit udp source _address mask destination_address mask eq 4342
0 558 UDP 3 11 4342, 452 IPv4 M1 IPv6 ACL. 5 5HfiY]ff access-list extended 5%, i
S Z% .
b) b ACL £l i i -
class-map inspect_class name

match access-list inspect_acl_name

) ffiFH AT LISP A i i e SMG WAL ARy . Sl aRk LR s FRSIN, AR K B 45 Skem B 10 (i
RIHHE ) -

policy-map policy_map_name
classinspect_class name
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rzuspian [

inspect lisp [inspect_map_name]

service-policy policy_map_name {global | interface ifc_name}

WA AT 55 g, b A SRS U 28R . BOIAESL 1, ASA f45#%h global_policy

(R4 R sns, DRt T4 R Simg, 15 TR B %A TR W RARAS S A R N S, I mT LA RN
FHAI AR S5 g . LISP Al 23 0 ) B i de,  PRIM R I 5 A i R H prde 11 B3 R

55 SR s R g PN 1) BRI SR AU IE U N sl 5 0 P SR ISR (004 11 F I A O

HBBZ 5 o
T

ciscoasa(config)# access-list LISP ACL extended permit udp host 192.168.50.89 host
192.168.10.8 eq 4342

ciscoasa(config)# class-map LISP_CLASS

ciscoasa(config-cmap) # match access-list LISP ACL

ciscoasa(config-cmap) # policy-map INSIDE POLICY

ciscoasa(config-pmap) # class LISP CLASS

ciscoasa(config-pmap-c)# inspect lisp LISP EID INSPECT

ciscoasa(config)# service-policy INSIDE POLICY interface inside

ASA I LISP it 2 A5 55— Bkl i 2% 55 ITR B¢ ETR Z A& 2% M0 EID A H . ASA 4id™
NIk EID ATyt 4 ID ) EID %
R A iR s 1k
a) MBS RE ACL LAFE R S5 2% B0 cionk o I S S BB 73 T 48 e A R PR 2% R BV o«
accesslist flow_acl_nameextended per mit udp source_address mask destination_address mask eq port

52 IPv4 R IPv6 ACL. 11 KHiDIIY access-list extended 1575, S M4 5% . MNIHES K
B A iR stk wlhn, ] LN HTTPS Y fl/e 1% 2R ik 44 (it 2 5 s s)
'Hﬁo

b) A ACL flZ KM
class-map flow_map_name
match access-list flow_acl_name

o) FREAEI LT LISP AL i [r]— SRR WA, 4 E WIEWUS, AR5 8 TR Pk
policy-map policy_map_name
classflow_map_name

cluster flow-mobility lisp

TP

ciscoasa(config) # access-list IMPORTANT-FLOWS extended permit tcp any 10.10.10.0 255.255.255.0
eq https

ciscoasa(config) # class-map IMPORTANT-FLOWS-MAP

ciscoasa(config) # match access-list IMPORTANT-FLOWS

ciscoasa (config-cmap) # policy-map INSIDE POLICY

ciscoasa (config-pmap)# class IMPORTANT-FLOWS-MAP

ciscoasa (config-pmap-c)# cluster flow-mobility lisp

asa g
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P4 SN E R, JFON R R TR s 1«
cluster group name
flow-mobility lisp
B FF/ORAE R ] U A b e Y A R AS B 1k

w15
PLR -
* % EID [E#H4 10.10.10.0/24 %% F[f] EID

o KA T 192.168.50.89 [ LISP M 2% (ANHE) S547F 192.168.10.8 [ ITR 5¢ ETR i
P (ES A ASA B2 1) Z [H]ff) LISP it (UDP 4342)

« Jyf# ] HTTPS 7E 10.10.10.0/24 _F3HEN IR SS28 1 BT Wi s R sh k.
o NEERHAHm B .

access-list TRACKED EID LISP extended permit ip any 10.10.10.0 255.255.255.0
policy-map type inspect lisp LISP_EID INSPECT
parameters
allowed-eid access-list TRACKED EID_LISP
validate-key MadMaxShinyandChrome
|
access-list LISP ACL extended permit udp host 192.168.50.89 host 192.168.10.8 eq 4342
class-map LISP CLASS
match access-list LISP_ACL
policy-map INSIDE POLICY
class LISP CLASS
inspect lisp LISP EID INSPECT
service-policy INSIDE POLICY interface inside
|
access-list IMPORTANT-FLOWS extended permit tcp any 10.10.10.0 255.255.255.0 eqg https
class—-map IMPORTANT-FLOWS-MAP
match access-list IMPORTANT-FLOWS
policy-map INSIDE POLICY
class IMPORTANT-FLOWS-MAP
cluster flow-mobility lisp
|
cluster group clusterl
flow-mobility lisp

Sk TN
EREMT S
WO ERE G, AT DLEE O B A AR Y
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B AAEEETI =
SR SRR ED S, WA AT, O (RSB R
A\

AR YMASARTARNGPIRGS (AFE)07 NI RO 2RI I, BT Bl i R el A
L R Ol UAGR Ao b . B A AR, i B R AR B, St T DUNERAE 5
SMERIZAT R BB TV ORFFAT T, A R ERAE TP Jthago i TP il (R4 R A B 2k,
I RGP AR AR ARG (P, S 0RAF T CANERAFIORCED |, WA BEER FUR e 2E
A AL 271 65 i T R EATATA E 2D L

P BEAARC E A
cluster group name

il
ciscoasa(config)# cluster group podl
P2 LR
no enable
ARG RO A, W AT B AR 2, O HIAR e 3R Bk 420755 A
SERFIC B RS, DR RT TR G PR AR

MNEF T RERSET R

SR R LA 0L, AT LR P8R

AR Y ASARTARNESPIRSN, PrA SRR DG A L AR DT DURGE MO . BRI
U, THEDRTR SRR R R ORI FTOT, AT RONERAE TP M B TP duhik . (H AR R
WO, W SRR A T AR APIRZ (Bltn, Bt fidr T E2SARINIED , P EEN
R o S U A2 ) & s L RS AT AR Tt — 2P IO BC AL
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MBI B R

cluster remove unit node_name

Gl FREPRCE RS, I R 1 op e BB IR AL, R T TR 5 FORr A IniZ 1
A ZRBCE . WERAERE T 5 A e R BRI, T2 JE R 42 0 A

ARG AFR, S cluster remove unit ?, 801 show cluster info i 4.

i

ciscoasa(config)# cluster remove unit ?

Current active units in the cluster:
asaz

ciscoasa(config)# cluster remove unit asa2

WARNING: Clustering will be disabled on unit asa2. To bring it back
to the cluster please logon to that unit and re-enable clustering

EFMANERF

R NSRRI T2 CETnEE e Bl iRz 1D, s R Tahis 1 T 5 b, i
LR IT- BN TP IMALERE

SR ARG T, AR AR
cluster group name

Tl

ciscoasa (config)# cluster group podl

Nij
g
N

Ja AR
enable
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N
g
N

FIE5

IR

FLoE AR AR RE, TN R AN ERE S SR E . AN S B RS AT B AR O\ TR
F2D ), RIGR AR R R A NS I VR AT IO B, AT BRI A BB I R T U i
DU TP ik 5.

X TR A, 2R
cluster group cluster_name no enable
EUE

ciscoasa(config)# cluster group clusterl
ciscoasa(cfg-cluster)# no enable

TERHE T R F U HARRERT, STV T T

T BRI

clear configure cluster

ASA KR AH, CFEE B LR T B
A At L

no cluster interface-mode

B TR E S, P 20 T3 HE .

WURAT RO E, PR 0 e B B IE AR AT IR B
copy backup_cfg running-config

-

ciscoasa (config)# copy backup_ cluster.cfg running-config
Source filename [backup cluster.cfg]?

Destination filename [running-config]?
ciscoasa(config) #

R e EORAT 2 R B A

write memory

WREAFTECE, WEFACEE Y. Flan, MOTSEE D TP Mk, JEEIEFIK N4 .
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EiEH T A

A

AR TSI R, BRI R AR T R AR, SR RET RO I 2 5 T E S HAERE .

SRR E BRSO BT S LAY R AT AR (FURIEE R, R haEI S,
A AR P ot ol BB AP Y s WP AR WOT, 1 R b 20 o AR P 1Y B FFT e N 2

B R L TEPATEL T P R

HE BT RUBCE N Y
cluster control-node unitnode_name

i

ciscoasa(config)# cluster control-node unit asaZ2

IR TR E Y IE R AR 1P k.

PRGN AFR, I cluster control-node unit ? (AT 2R 6 41T 17 S 2 AMR IR AT 48k, Bl
A show cluster info 7y %

AEBINRESEEAN TSRS

SR AR R AT Y R AR E Y UL A A, TEPATRLU AP ER . m) AT RUR A show i & LA
AR PTAT R TR L BRI S e T RN N AT HoAt A4 (A capture
F1 copy) o

RALAT LB A, BEEWURTEE T AR, A SRR 2 1Y
cluster exec [unit node_name] command

i

ciscoasa# cluster exec show xlate
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U547 ASA Virtual £ 8¢ .

EAE '54%%\, IEHI cluster execunit 2 Ca] x5 bR 27519 5 2 AN 4850 BN show
cluster info fiy 4.

T
FE[AIINRE [l BRSO SR AR P (B AT 0 U 2 2 TETP g5 &, I AEI Y sl BRI A LU
ﬁﬁ/\

ciscoasa# cluster exec copy /pcap capture: tftp://10.1.1.56/capturel.pcap

ZAPCAP A (AR A — A 50D K EHIE TFTP IR 4. HArICE 42 B3l
BN 44 HK, 10 capturel asal.pcap. capturel asa2.pcap 5. fEAHF, asalfllasa2 &%
HETT AR

53z ASA Virtual £ &f

BT LU AR AR RIS MUE R HE R s

IR EEIRTS

W2 LU T iy 2 R I AHPIRES
* show cluster info [health [details]]
UNEAT T, show cluster info iy &4 /s BT SRl 52 IR 25 o

show cluster info health iy 2K Eon$z 1. 19 S AEEANERE e Tk DL, details SCHE T 2R
INSEISENIGINE @

%2 [ show cluster info #4111 UL F#rH :
ciscoasa# show cluster info

Cluster stbu: On
This is "C" in state DATA NODE

D : 0
Site ID : 1

Version : 9.4 (1)
Serial No.: P3000000025
CCL IP : 10.0.0.3
CCL MAC : 000b.fcf8.cl192

Last join : 17:08:59 UTC Sep 26 2011
Last leave: N/A
Other members in the cluster:
Unit "D" in state DATA NODE

ID : 1
Site ID : 1

Version : 9.4 (1)
Serial No.: P3000000001
CCL IP : 10.0.0.4

asa g
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CCL MAC
Last join
Last leave:

000b.fcf8.cl62
19:13:11 UTC Sep 23 2011
N/A

Unit "A" in state CONTROL_NODE

ID 2
Site ID 2

Version 0 9.4(1)
Serial No.: JABO815R0JY
CCL IP 10.0.0.1
CCL MAC 000f.£775.541e

Last join
Last leave:

19:13:20 UTC Sep 23 2011
N/A

Unit "B" in state DATA NODE

ID 3
Site ID 2

Version : 9.4 (1)
Serial No.: P3000000191
CCL IP 10.0.0.2
CCL MAC 000b.fcf8.cble

Last join
Last leave:

19:13:50 UTC Sep 23 2011
19:13:36 UTC Sep 23 2011

* show cluster info auto-join

SRR RUR TR — BOE IR JS H ST INAERE, LU OISRl 4t (Bl S5 45 vF
FE. HURIZATIROUK BRI, 4555) o WERAT R CUKRAZE R, sl Rl CAESE R, Wtk ar &

AL BT .

i 211 show cluster info auto-join 4 1 LL Nt -

ciscoasa (cfg-cluster)# show cluster info auto-join
Unit will try to join cluster in 253 seconds.
Quit reason: Received control message DISABLE

ciscoasa (cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.
Quit reason: Control node has application down that data node has up.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.

Quit reason: Chassis-blade health check failed.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.

Quit reason: Service chain application became down.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.

AsA g |

Quit reason: Unit is kicked out from cluster because of Application health check failure.

ciscoasa(cfg-cluster)# show cluster info auto-join

Unit join is pending (waiting for the smart license entitlement:

ciscoasa (cfg-cluster)# show cluster info auto-join

Unit join is pending (waiting for the smart license export control flag)

show cluster info transport{asp |cp [detail]}
BRI AR AR gE S A
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- asp — MU EHZE 7 .
- op — BBl TS
ARSI detall SCHES, ST LA AT SR A DML AL, AT bl T T

R G2 X LI I A A ) . 1522 3 show cluster info transport cp detail 4 (1 L N4
e

ciscoasa# show cluster info transport cp detail
Member ID to name mapping:
0 - unit-1-1 2 - unit-4-1 3 - unit-2-1

Legend:
U - unreliable messages
UE - unreliable messages error
SN - sequence number
ESN - expecting sequence number
R - reliable messages
RE - reliable messages error
RDC - reliable message deliveries confirmed
RA - reliable ack packets received
RFR - reliable fast retransmits
RTR - reliable timer-based retransmits
RDP - reliable message dropped
RDPR - reliable message drops reported
RI - reliable message with old sequence number
RO - reliable message with out of order sequence number
ROW - reliable message with out of window sequence number
ROB - out of order reliable messages buffered
RAS - reliable ack packets sent

This unit as a sender

all 0 2 3
U 123301 3867966 3230662 3850381
UE 0 0 0 0
SN 1656ad4ce acb26fe 5£839f76 7b680831
R 733840 1042168 852285 867311
RE 0 0 0 0

RDC 699789 934969 740874 756490
RA 385525 281198 204021 205384

RFR 27626 56397 0 0
RTR 34051 107199 111411 110821
RDP 0 0 0 0
RDPR O 0 0 0

This unit as a receiver of broadcast messages

0 2 3
U 111847 121862 120029
R 7503 665700 749288
ESN 5d75b4b3 6d81d23 365ddd50
RI 630 34278 40291
RO 0 582 850
ROW 0 566 850
ROB 0 16 0
RAS 1571 123289 142256

This unit as a receiver of unicast messages

U 1 3308122 4370233

ASA HEHLE B
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USRS

R 513846 879979 1009492
ESN 4458903a 6d841a84 TbdeT7fa’
RI 66024 108924 102114
RO 0 0 0

ROW 0 0 0

ROB 0 0 0

RAS 130258 218924 228303

Gated Tx Buffered Message Statistics

current sequence number: 0
total: 0
current: 0
high watermark: 0
delivered: 0
deliver failures: 0
buffer full drops: 0
message truncate drops: 0
gate close ref count: 0
num of supported clients:45

MRT Tx of broadcast messages

Message high watermark: 3%
Total messages buffered at high watermark: 5677
[Per-client message usage at high watermark]

Client name Total messages Percentage
Cluster Redirect Client 4153 73%
Route Cluster Client 419 7%
RRI Cluster Client 1105 19%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 1
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave
R - MRT messages sending in Rx thread

Client name Total messages Percentage F L R

VPN Clustering HA Client 1 100% 0 0 0
MRT Tx of unitcast messages (to member id:0)
Message high watermark: 31%

Total messages buffered at high watermark: 4059

[Per-client message usage at high watermark]

Client name Total messages Percentage

Cluster Redirect Client 3731 91%

RRI Cluster Client 328 8%

Current MRT buffer usage: 29%
Total messages buffered in real-time: 3924
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave

B AsasmmEsen
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R - MRT messages sending in Rx thread

Client name Total messages
Cluster Redirect Client 3607
RRI Cluster Client 317

MRT Tx of unitcast messages (to member id:2)

Message high watermark: 14%
Total messages buffered at high watermark: 578
[Per-client message usage at high watermark]

Client name Total messages
VPN Clustering HA Client 578

Current MRT buffer usage: 0%
Total messages buffered in real-time: 0

MRT Tx of unitcast messages (to member id:3)

Message high watermark: 12%
Total messages buffered at high watermark: 573
[Per-client message usage at high watermark]

Client name Total messages
VPN Clustering HA Client 572
Cluster VPN Unique ID Client 1

Current MRT buffer usage: 0%
Total messages buffered in real-time: 0

* show cluster history

mreresrEnngEe [

Percentage F L R
91% 0 0 0
8% 0 0 0

Percentage
100%

Percentage
99%
0%

SERIERE SR, DURA RAERETT mUIN N SRR Jir AT st s TR 1A Jt AT PR B R UL

HIRBENRECEE A RIEEE
XTSRRI R OGBS F %

cluster exec capture

TECRFEIEG TR M b R, 4 n LUEEH cluster exec capture fiv & /58 I mi LS R SR SR

TR DIRE, B SEHE AR IR P Bl 19 oK B 3h)s e g

e 479 ¥oR2
THZ I LLT & DU S B DR A -
show cluster {cpu | memory | resource} [options]

ERIEAERE SR A8 . 7T options B pk T #ds 257,

SRR R

il

THZ I LU & DU B i
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* show conn [detail], cluster exec show conn

show conn fir & B/ —MERE T F . 2 IR R FH AL, AEAE R mi LA cluster exec
show conn fir & A AL Fr A 4. 4 m] DLR /S SR T BIA SRR AN F] ASA 197730,
SERE A i B O T B M R RCR AT L . & W] DLLE AR (& 5 A i
T PRZEEEME, R AT B 1 S B M s xR PR RE AT T 52

show conn detail #2348 R WREE Y. 18 57 3RS 21 .
LL R £ show conn detail #iy4 % H 7~ -
ciscoasa/ASA2/data node# show conn detail

12 in use, 13 most used
Cluster stub connections: 0 in use, 46 most used

Flags: A - awaiting inside ACK to SYN, a - awaiting outside ACK to SYN,
B - initial SYN from outside, b - TCP state-bypass or nailed,
C - CTIQBE media, c¢ - cluster centralized,
D - DNS, d - dump, E - outside back connection, e - semi-distributed,
F - outside FIN, f - inside FIN,
G - group, g - MGCP, H - H.323, h - H.225.0, I - inbound data,
i - incomplete, J - GTP, j - GTP data, K - GTP t3-response
k - Skinny media, L - LISP triggered flow owner mobility,
M - SMTP data, m - SIP media, n - GUP
O - outbound data, o - offloaded,
P - inside back connection,
Q - Diameter, g - SQL*Net data,
R - outside acknowledged FIN,
R - UDP SUNRPC, r - inside acknowledged FIN, S - awaiting inside SYN,
s - awaiting outside SYN, T - SIP, t - SIP transient, U - up,
V - VPN orphan, W - WAAS,
w - secondary domain backup,
X - inspected by service module,
X - per session, Y - director stub flow, y - backup stub flow,
7 - Scansafe redirection, z - forwarding stub flow
ESP outside: 10.1.227.1/53744 NP Identity Ifc: 10.1.226.1/30604, , flags c, idle Os,
uptime

1m21ls, timeout 30s, bytes 7544, cluster sent/rcvd bytes 0/0, owners (0,255) Traffic
received

at interface outside Locally received: 7544 (93 byte/s) Traffic received at interface

NP

Identity Ifc Locally received: 0 (0 byte/s) UDP outside: 10.1.227.1/500 NP Identity
Ifc:

10.1.226.1/500, flags -c, idle 1m22s, uptime 1m22s, timeout 2m0Os, bytes 1580, cluster
sent/rcvd bytes 0/0, cluster sent/rcvd total bytes 0/0, owners (0,255) Traffic received
at

interface outside Locally received: 864 (10 byte/s) Traffic received at interface NP
Identity

Ifc Locally received: 716 (8 byte/s)

P BRI AT MO, T S AEAT Y AT LS cluster exec show conn fiv & A& I 15 b
iR, FHREGUUFRERR: SHE () &0 () RS (2o FHIERT =4 ASA
fl—2% M 172.18.124.187:22 1| 192.168.103.131:44727 ] SSH #%#%; ASA 1 7 z brik, #Fonil
LB A ASA3 T Y hniks, RN IURIRERLN FIE; 1M ASA2 B AR IR bR
A, RRILEFTEE . ElsiTrm, HIEENEIEEIEN ASA2 b8 1t A ANE: i
Wo FEATEJTIA, HIERBEEEEN ASA | Al ASA3 _LIANEE T, T8 ok SRR e el
KE| ASA2, RIGHH ASA2 LN,

ciscoasa/ASAl/control node# cluster exec show conn
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ASAl (LOCAL) :‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k**********************************************

18 in use, 22 most used

Cluster stub connections: 0 in use, 5 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
37240828, flags z

ASA2-‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k**********************************************

12 in use, 13 most used

Cluster stub connections: 0 in use, 46 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
37240828, flags UIO

ASA3:‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k**********************************************

10 in use, 12 most used

Cluster stub connections: 2 in use, 29 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:03, bytes 0,
flags Y

show cluster info [conn-distribution | packet-distribution | loadbalance | flow-mobility counter s

show cluster info conn-distribution 1 show cluster info packet-distribution 74 B st B8 ETH
SR B A o X By 4 AT DA ) S5 DP A R 8 AR A7 B A A

show cluster info loadbalance fir 4 & /R & B A T ZE T B

The show cluster info flow-mobility counters ¥4 &7 EID B8RRI H 3 HE . ES 0
show cluster info flow-mobility counters [ L4 i -

ciscoasa# show cluster info flow-mobility counters

EID movement notification received : 4
EID movement notification processed : 4
Flow owner moving requested : 2

show cluster info load-monitor [details]

show cluster info load-monitor fiy4- i 7~ 5 Ji — AN B B AR A Al 3 I i £, DA A LR B 1)
I FEAT CERIAIS OGR4 300 o 1811 details S5 7 2 5> I 8] 1] B (R B AN A

ciscoasa(cfg-cluster)# show cluster info load-monitor
ID Unit Name

0 B
1 A1
Information from all units with 20 second interval:
Unit Connections Buffer Drops Memory Used CPU Used
Average from last 1 interval:

0 0 0 14 25

1 0 0 16 20
Average from last 30 interval:

0 0 0 12 28

1 0 0 13 27

ciscoasa(cfg-cluster)# show cluster info load-monitor details

ID Unit Name

0 B

asa g
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1 A1l

Information from

all units with 20 second interval

Connection count captured over 30 intervals:

Unit ID

Unit ID

0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

Buffer drops captured over 30 intervals:

Unit ID

Unit ID

Memory usage (%)

B AsasmmEsen

0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

captured over 30 intervals:
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Unit ID O
25 25
25 25
25 25
30 30
25 20
Unit ID 1
30 25
25 25
30 30
25 20
20 30

30

35

30

30

30

35

35

35

30

35

CPU usage (%) captured over 30 intervals:

Unit ID O
25 25
25 25
25 25
30 30
25 20
Unit ID 1
30 25
25 25
30 30
25 20
20 30

30

35

30

30

30

35

35

35

30

35

30

30

25

25

30

25

25

30

25

30

30

30

25

25

30

25

25

30

25

30

30

30

25

25

30

30

30

30

25

30

30

30

25

25

30

30

30

30

25

30

35

30

35

25

30

30

35

30

30

35

35

30

35

25

30

30

35

30

30

35

* show cluster {access-list | conn | traffic | user-identity | xlate} [options]
BIREEANERE IR G HE . 7T options MGk T HdE R
i 27 show cluster access-list T4 LA T #arh »

ciscoasa# show cluster access-list
cluster-wide aggregated result,
(deny-flow-max 4096) alert-interval

hitcnt display order:

access-list cached ACL log flows: total 0, denied O

unit-A, unit-B, unit-C, unit-D

asa g
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HE i SR RIS

I

A R 145 S

* show route cluster

300

access-list 101; 122 elements; name has

h:

0xe7d586b5

AsA g |

access-1list 101 line 1 extended permit tcp 192.168.143.0 255.255.255.0 any eq www

(hitcnt=0, 0, 0, 0, 0) 0x207a2b7d

access-1list 101 line 2 extended permit tcp any 192.168.143.0 255.255.255.0

0, 0, 0, 0)
access-list
(hitcnt=1, 0, 0, 0, 1)
access-1list 101 line 4
(hitcnt=0, 0, 0, 0, 0)
access-1list 101 line 5
(hitcnt=1, 0, 0, 1, 0)
access list 101 line 6
(hitcnt=0, 0, 0, 0, 0)
access-1list 101 line 7
(hitcnt=2, 0, 0, 1, 1)
access-1list 101 line 8
(hitent=3, 0, 1, 1, 1)
access-1list 101 line 9
(hitcnt=0, 0, 0, 0, 0)

Oxfedf4947

0x7p521307
extended permit
0x5795c069
extended permit
0x51bde7ee
extended permit
0x1e68697c
extended permit
Oxclce5c49
extended permit
0xb6£59512
extended permit
0xdc104200

tcp

tcp

tcp

tcp

tcp

tcp

host

host

host

host

host

host

192.

192.

192.

192.

192.

192.

168.1.116
168.1.177
168.1.177
168.1.177
168.1.177
168.1.177

host

host

host

host

host

host

192.

192.

192.

192.

192.

192.

(hitcnt=0,

101 line 3 extended permit tcp host 192.168.1.183 host 192.168.43.238

168.43.238

168.43.238

168.43.13

168.43.132

168.43.192

168.43.44

access-1list 101 line 10 extended permit tcp host 192.168.1.112 host 192.168.43.44

(hitcnt=429,
Oxced4f281d
access-1list 101 line 11 extended permit
(hitcnt=3, 1, 0, 0, 2) 0x4143a818
access-1list 101 line 12 extended permit
(hitent=2, 0, 1, 0, 1) Oxbl8dfea4
access-1list 101 line 13 extended permit
(hitcnt=1, 1, 0, 0, 0) 0x21557d71
access-1list 101 line 14 extended permit
(hitent=0, 0, 0, 0, 0) 0x7316e016
access-1list 101 line 15 extended permit
(hitent=0, 0, 0, 0, 0) 0x013fd5b8
access-1list 101 line 16 extended permit
(hitcnt=0, 0, 0, 0, 0) 0x2c7dbald

109, 107, 109, 104)

tcp

tcp

tcp

tcp

tcp

tcp

SR PTAT W S AR IR AL WA

ciscoasa# show cluster conn count

host

host

host

host

host

host

192.

192.

192.

192.

192.

192.

168.

168.

168.

168.

168.

168.

.170

.170

.170

.170

.170

.170

host

host

host

host

host

host

192.

192.

192.

192.

192.

192.

Usage Summary In Cluster:*********************************************

200 in use (cluster-wide aggregated)

168.43.238

168.43.169

168.43.229

168.43.
168.43.

168.43.

Cl2 (LOCAL) :***********************************************************

100 in use, 100 most used

Cll-******************************************************************

100 in use, 100 most used

* show asp cluster counter

Wi A R T A R HE R AR

HZ LT %

* debug route cluster

B AsasmmEsen
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WORETE A .
* show lisp eid

WK ASA EID £, "W iZ/r T EID flul 1 ID.
i# % [ cluster exec show lisp eid 4 HILL Rt .

ciscoasa# cluster exec show lisp eid
Ll (LOCAL) :~k~k~k~k**~k~k~k**~k~k~k~k~k~k~k~k~k~k**~k~k~k**~k~k~k**~k~k~k************************

LISP EID Site ID
33.44.33.105 2
33.44.33.201 2
11.22.11.1 4
11.22.11.2 4
TuD s k& ok ok & ok ok & ok ok & ok kK ok kK ok kK ok kK ok kK ok ok K ok ok K ok ok Kk kK ok ok K ok ok K ok ok K ok ok Kk ok Kk ok K kR Kk ok K kR Kk
LISP EID Site ID
33.44.33.105 2
33.44.33.201 2

11.22.11.1 4
11.22.11.2 4

* show asp table classify domain inspect-lisp
i R TR AR A

EEEEFFHEICR

ARNERE H S KMER, WSHEL N e
logging device-id

LR R BB AR R A HEN R . 80T LEH logging device-id 4 kA= e B A A Rl 5 A
A& ID ARG H G, DU G 2002 ok AR A AH R B OAS [R) 715 450

pla A [t 4
e
WES R LN T R SRR O a2
* show cluster interface-mode

BREEREE DR,

B
WHZ R LT TR i a2
* debug cluster [ccp | datapath | fsm | general | hc | license | rpc | transport]
BRI T B

* debug cluster flow-mobility

| asa g



B asavinaisgzws

AsA g |

SR SRR SR R S

debug lisp eid-notify-inter cept

4 eid-notify B8N ol

show cluster info trace

show cluster info trace fir % W R IR (E B, HEE— DR IE 2 H .

1% % show cluster infotrace M7 4 1L F#iH :

ciscoasa# show cluster info trace

Feb 02 14:19:47.456 [DBUG]Receive CCP message: CCP_MSG LOAD BALANCE

Feb 02 14:19:47.456 [DBUG]Receive CCP message: CCP_MSG LOAD BALANCE

Feb 02 14:19:47.456 [DBUG]Send CCP message to all: CCP_MSG KEEPALIVE from 80-1 at
CONTROL_NODE

B, RAEE B LA R SR A FAT A A local-unit 2 5% 1755 /78 4505 5, IX A BRI
BT R HATHI local-unit £ FF GERMEEIIECE) , siF 51 mEAEBR E A #%
HE GHERAEERMEZ) .

ciscoasa# show cluster info trace

May 23 07:27:23.113 [CRIT]Received datapath event 'multi control nodes' with parameter
1.

May 23 07:27:23.113 [CRIT]Found both unit-9-1 and unit-9-1 as control node units.
Control node role retained by unit-9-1, unit-9-1 will leave then join as a Data_ node
May 23 07:27:23.113 [DBUG]Send event (DISABLE, RESTART | INTERNAL-EVENT, 5000 msecs,
Detected another Control node, leave and re-join as Data node) to FSM. Current state
CONTROL_NODE

May 23 07:27:23.113 [INFO]State machine changed from state CONTROL NODE to DISABLED

ASA Virtual &£ 2 7= {51

XL A7 SR P R AT S AR AN OC Y ASA I

TR O RRT AL uh s B SR AR

LUR 7RG R 1K) 2 A ASA SRR mi 2 AL T 2 AN EEAE N IR A I ik e 2 i) CRE SN I Hcd
e SRR RO A R R B I DCTERE . A7 TR E 0o ) P AT B % 1 #5331 OSPF
A1 PBR £ ECMP 7EAERE R b3 2 RO AT S0 8847 o S 55 DCL AP T8 e O i e v g O A
TRAFFEREN LN (BRARS ol m R ASASRIETS b Wridi ) o R —Auli BRI
AT R A, R RS B 8RR DCT AT S — Aol i LA ASA SRHETS
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sz |
o P N __\
g\ Internet
Router e SRR g Router
R
/__f-L-u i f Higher cost route f_,_fo
( Outsid C 0ut5|de
o -
Node3 Node4d

Data Center

: 'I \ Interconnect
|Clusier Control E:
et
l_" Inside )
W gt
e Higher cost route Higher cost route
— I —
Router Router
Data Center 1 Data Center 2
- $id o
AR LG A BT AR IR B P15 S o
ASA ThgefnEEEE
7> ASA TIREANZ ASA SERESCHY, 3BT DR A AEF I Y m B2 3CRE . JLAh D e W] REXT W] 1
WA FHAE T .
SR A FHIThEE

LU DI REAE 3 FARBER IGO0 R ICVERCE, ARG & A 4
* WKAE TLS ARBESEHLIN & — 5 T fg
* TFEVi ) VPN (SSL VPN il IPsec VPN)
o MEAUBEIERL T (VTI)
© LUN R TR #
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| T

* CTIQBE

* H323. H225 fl RAS
* IPsec %%

* MGCP

* MMP

* RTSP

* SCCP (%) "3ifi)

* WAAS

* WCCP

o {7 M E I R A

 FEEE RIS 3

* DHCP %/ i, R45#s MAREE. SZRF DHCP 4k,
* VPN i

* Azure LI RRERS

o BEEK B FIBY

* FIPS A5

EERFEE L INAE
DL F S A (il 2 AR, BRI R .

)

AR AP D RE AT DA B T U T ST TR I e b B

WERAG I AR DI RE, U2 50K S vh Zh e XU BRI 0 B AP U e, SRS PRI R U
N IIRE: URAEIENE L, %R SR R A& [ R R

X DIRENT 5, DR Y R AW, T T A SRR T T, Sl AR T R P i
TR

© DU MR
* DCERPC
* ESMTP
* IM

* NetBIOS
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* PPTP
* RADIUS
* RSH

* SNMP
* SQLNET
* SUNRPC
* TFTP

* XDMCP

o WA R AR

o PREET 1) IR S S0 UEFIFZ A . KA 231
* i S5

* i 5ilH] VPN

* AHE

N2 BT SR Th BE
IXSEE T HERG N B BEAS ASA 1 A AR EE AN nl s iy a5

* Q0S-QoS MK T & Z L FE b fE4RBE P R D . (H2, ZRMEEAEREATY A B AT . 1
TR A, DDA R S ASA R R I A R0 £ 3 2 RN 4 ) (R 5
. EES 3 AN A B eI oA AR, FFA N R SR AR R T SRR 3
i,
o SR - M AE BT S R AR B, HER S RO B A AR e . Ay
FIASIN A, R R AR BT A T R T e, AN A E BT T,
PR i 1 A v 1A
o PP B - 2N SR I B R A AR A A A R DR AN T AT
* LISP Jii & - UDP ¥ I 4342 /) LISP i & (i B AN gt iTie &, (HIE3EA A S )
2o BRI SRS INBIAERE LK) EID %, {HJE LISP i A B i AS SERRIR SR,

T ®4&i71e) 8 AAA FELRf

T BT ) AAA T =800 41: SRR SBNCIK. SRR E AU S D e fE 4R A
PRI i s, ELAH Sk SR B AR T e A SR AEAS AR AL B R R
KA R R, ARSI AT 2 1 S0 Uk A BEAT HI P AR 2y nk Az e,
3 B0 IE PR 25 PR R 00 B I R DR P
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B o=seamen

TR AE A 73 B D e AR AR P Sl o IR R e G, DRI S G B RIS, AR S
WS SRR Ik IRV IR BRIE B AAA IS4

ERREMERH
TR BRI ARG R ) SE . (12 1 set connection conn-max. - set connection embryonic-conn-max-«
set connection per-client-embryonic-max Fll set connection per-client-max fiy4) o &A1 AR
P AT I ERE B TR E . TR S, AR T T R PR ] BE AN S PR 4
BRI B St . AT SAEATARTHi5 5 I (A1 1] B i A BUAL BBV Y (R B . A, FE 6k
BB rh A R BRI T T 5

MASE R FIE R
PEMNE AR RSN, BN RAE ST 1)t 28 AT 2% el s, HLREN T RO SR 8% 1 o
1 QRN THI SR H

Router A

All units are using OSPF
with neighboring routers

ECMP Load Balancing

! N
(- ~J

Router B

w
[=2]
2]
[Te)
[+3]
(4]

fE BT, B TEs A SRANT 4 S5FE I ARIEAE RS 4% B, AR — M 5. ECMP T
FEIX 4 2B A Z AR AT S8BT o BT RAE S AN i A5 I, AR PRIEAN TR R o 2
ID,

TRANZIUA 6 14 1D FOE — MR, (RS9 R SRR h s 1D
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et

EIGRP 55 AN VB ARSI S5 A AR AR 5K 2R

\}

AR WA REA SEIUCR A 2 A S R AN S A AR, IR RR S R RE I AN R U R
Ko BEREGARNI IR 1, TR A IR S L A B AR DB o 3 2 A X

FTP Fnfcas
* WIR FTP Hobh i T A2 3 3 0 At AN SRR 3 P B Al 26 P A = o 2 DR R i B
B JVACE B B T T I SR A N N AR . FE, W R EHT N 8 R R T I
FE AR, WA PR/ TR R, F R R N A 2 S
 WERSECKE AAA T FTP Usin), D42 800 SR P e 47 o7 o o

ICMPH& M AN EE B

ICMP 1 ICMP 4835 S (38 1 S5 B (1 P Uk T2 75 ) A ICMP/ICMP 45140 7 . AN HI ICMP K 7
N, ICMP 2, HHA RS LR, B ICMP R ER, ICMP AR i, F i S g/
FARTSCHF o BT B ICMP J I — NN F AL AE T3 ) e e R R A AL B 3 1) #5234 ICMP
(5] 1 25 A L R 4 T AT s A B ik [P 45 A 2 o

AIEANERS
LM TN R, B SR B . T KA Eh KR 6 20 Hh 2 B A AT A BRI AR,
T 3 S KA 0,52 41

NAT FO&Ef

NAT 7] GBS AR REIR Ak it o NS AT 0 NAT Sl 40 i) gl ik BIEEBE P AR ASA, PRN i
BB ERIR T 1P M hEA G 1, NAT 2 PEUN BN 5 B 0 2 AT AR 1 1P bk A/ sl . 24
B WEIEIFAE NAT Brfi & (1 ASAIY, 2Tl SRR H R BIPT ¥, S BURTHE SR 1
AR . TERL B AN QU i B A 38 (e i, RO NAT A 35 e 8l EAN 2
R 22 4 AN G 75 45 2R 0 Bt A Qs %

U RIS ARAE SR TP AR ] NAT,  357% 18 LR VI -

o AEFIACEE ARP - 6P THSZEE L, U120 AWt ik A X ACEE ARP [F152 03X w) LAR 1B 4R
AR CAANEIEREP I ASA DRFFAFAFER R X T4 1n) TAHE 1P Mk i medph ok, Ll
F 2 7 S A T B BER R ) PBR . IXXT 5 2% EtherChannel KB ANE il 8, PR H A —
AN TP ik 5 SR 11 5K

o AN D R4 11 PAT - JiSr 38 VAN S -8 11 PAT.
* PAT X i ITHAM AT - 35 2 0% Th R LR HE) .
o B5F EH BRI PR EAER CHHEANERE, 2 SN T AN . BRIk, B ENLEK

VBB E A 1R 3 AR, WURAEAHE 3 AN sl boxd ok B LR & 2
AT BT, WA PAAM T 3 AN R, RN 1 AN
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B oo

o FESRATRE EN LR KSR BRI, 53Ot A48 01 s B Ay s VSR ANV BRI

o R BEAT RN PAT MBS O PAT St 48 i 1P MBhEE D, 2 S8R A3
ISP ATE A i R e A5 IO 26 A3 V7 SR PRV 4 T 26 3 B R I AT D I Al I DR BC T RE TR AT
e MG INE PAT it il FUAC L TAESR Y i 2 18] 7 et R AT 0 35 1 (1 A i

o FESERET AT, AREEAE SRR/ R R P BRI B& 5, BiR
AR R D NN, BRAT T DN B AT 2 BC U 37 R K L
WAHSG P A e e SR, s mT USE ESCBR R/ I 00T 1 el e 2 e R o

* XFENAS PAT fili ] NAT Jth bl 201 - BC & PAT yibie, SERER AR 44 1P bR 43 Ay i 1 Be
BRINIEDL R, ANPGRS 512 At 1, (E S s R B u), e B i . X SR
EREH &AL [R5 43, DRI RO — AN B AN HOR Y. PAT i 1R 554 TP b
Hho Rk, fE—ANMEHER) PAT dirp vl DU DA — > 1P Hidik, R0 8 DISCREE U PAT
FEFEEE T o S I HO 2 IR Y LA 1024-65535, [ AR TE PAT Jth NAT #0000 r g 2 4% 2 2
DL AR B 1) 11 1-1023

TE2 /NN E S5 A PAT it - 570 22 45 ) rh AT [R) — PAT Jth, 2007 5 A0 v 2 e
PEo DAZULE FTAT MR A AR e 4 1, B AR R A T “AT R 1o ANRELERLIN) T
B RN “ATR” B0, SRS RETCINGIR A S A 1 A s AT IS
BRI FH M) PAT Jtb S 5 AT 5 0 7 %o

AR - SRAFANSCRF PAT b5
oY i€ PAT - SEREANSCRRY i PAT .

PRI RV B B0 AS NAT Feffle - 047wl R B R T I RI80E 1Y w80l 17 e 2 7 22
ZAS NAT FEHIF HAEHATER PN, BRI st B0y ST itk

LI xlate - EF AT LI xlate 2SI AN BT, RIE, 25 PR IS TR) 4B P 6 £ 6 0 2 R R I
. RNV 28E & T HCE A (refent 75 0) , WIFE7R xlate A .

4 1E PAT U - RF20 16 PAT D)ReHAREERE L HIDhRE, (H'E Redem PAT HymryJetd, iy Hox
LTS, E RV SRS S8 PAT BN % ML R, 2410 PAT EE M A
BRI AT A T . BOASOL R, BT TCP & f1 UDP DNS Ji s 0 Fl &2
Wi PAT $e4fie, 1fii ICMP R A7 At UDP S 446 ] 2 218 . &0 B4 TCP A1 UDP it B AR 15
NAT B DL BE O Se BRI, (HIE, EAAE N ICMP L& BE4 1 PAT. 0, 51kt TCP/443
(") HTTPS TLS AHLt, it UDP/443 (1) Quic WhBUEPERESAERIRAR T &, B & B T ek
%, NiZHk UDP/443 i F &N 40 16 PAT. XTffFH £ 40 1& PAT (i (flin H.323. SIP 5k
Skinny) , %A LAZE I SCIEE TCP i ()45 2316 PAT (GX %% H.323 il SIP (1) UDP i [ L BRIA N
L) o AR PAT FITEANE R, WS P KM &R R

o NP A A AME R A PAT:
* FTP

.

3

* PPTP

* RSH
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screing: |

* SQLNET
* TFTP

* XDMCP
* SIP

o WIS K NAT B0 GBEE— 5450 , WA A 4 CLI H11#) asp rule-engine
transactional-commit nat #7458 HLAEATRA . T, 5 ST RE TR I NEERE .

SCTP Fn&&f
SCTP SETT BAZEAL (T 5 A% (T 5aRIsi) |, (RIS b A T A — 47 L

SIP & FnEE RS
FAALAT LT 00 Gl T ORI o T BRI L TR L
R TLS fRILALE

SNMP Fn& 8¢
SNMP R EE% A TP M3 WIE— N ASA. 1 TEWEE HIHERE N & 50 .
8 N U 2 A8 A M b il 7 A A2 BE TP HuhilHEAT SNMP 4816, 15 SNMP {CF4¢iH) - 4278 TP Hudil,
U243 25 T 040 PR, R 05 R O A
I SNMPV3 HEATAEREI , SR 7 MTRA S BE TR R VR BT (0SR20, ) SNMIPY3 I P R 2

BRI e B RS Y _EHEDF A I e ATCL SR G 7 IR L BGE AR Y b
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