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$ cat requirements.txt
pycryptodome

paramiko

requests
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cffi
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importlib-metadata
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o3 R TRARIRA, TG 1.
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AT I

ListOfAZs A H HeFETT X (o 5 ] XA LS )

MgmtSubnetNames CommaDelimitedList B FLTR (Kl “BBEMN GW” )

MgmtSubnetCidrs CommaDelimitedList M Cidr

InsideSubnetNames CommaDelimitedList WML 8 (TR

InsideSubnetCidrs CommaDelimitedList W+ M Cidr 313

CCLSubnetNames CommaDelimitedList N CCL T M 4 #r

CCLSubnetCidrs CommaDelimitedList N\ CCL +M CIDR

LambdaAZs a0 “j Lambda i%£#+¢ 2 A nf X

LambdaSubnetNames CommaDelimitedList N Lambda MR (8% Hh NAT
GW) , 7T Lambda P&

LambdaSubnetCidrs CommaDelimitedList N\ Lambda ™ CIDR
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Outputs (13)

Q

Key a

AZ

BucketName

BucketUrl

CCLSubnetid

EIPforNATgw

IninterfacesSGid

InsideSubnetlds

InstanceSGId

LambdaSecurityGroupld

LambdaSubnetids

MgmtSubnetlds

UseGWLB

VpcName

Value

sa-east-1a

ran-cls-infra-s3bucketcluster-kckr7518u00l

http://ran-cls-infra-s3bucketcluster-
kckr7518u00L.s3-website-sa-east-
T.amazonaws.com

subnet-050feb347e57eba99

52.67.246.95

sg-0333e92f36b2aa0bf

subnet-047c0a2beffb5a70f

sg-0c0c6bfb5ba5f1c10

sg-01771b0d3012a40c5

subnet-0fb24785c687d50e4,subnet-
0f1996a02ffaa2e62

subnet-02d4a757b95a%a5b9

Yes

vpc-003b592ad2518d03d

Description

Availability zone

Name of the Amazon S3
bucket

URL of S3 Bucket Static
Website

CCL subnet ID

EIP reserved for NAT GW

Security Group ID for
Instances Inside Interface

Inside subnet ID

Security Group ID for
Instances Management
Interface

Security Group ID for
Lambda Functions

List of lambda subnet IDs
(comma seperated)

Mangement subnet ID

Use Gateway Load
Balancer

Name of the VPC created

Export name

$1% 3 ¥ cluster_layer.zip. cluster_lifecycle.zip F1 cluster_manager.zip £ 3l infrastructureyaml {1
M S3 A7 Atk

$I% 4 7% deploy_asav_clustering.yaml:

a) #%| CloudFormation, siiifliEHEHk (Createstack), RGLFERIIER WRfE) (With new
resources [standard]).

b) MK EERRIR ST (Upload atemplatefile). 1% 3044 (Choosefile), SR JE M H Az 132 ihik
# deploy_asav_clustering.yaml.

o) miliT—4% (Next) JE6 b (15 &
d) sidiT™—% (Next), AR5 ridigli#H#4% (Create Stack).
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[ 3: BEEMEIR

Resources (21)

Q
Logical ID
ASAvVGroup
ASAvLaunchTemplate

CLSmanagerTopic

ClusterManager

ClusterManagerLogGrp

ClusterManagerSNS1

ClusterManagersNS1Permi

Physical ID

ran-cls-1 [F

1t-056fd20764270c893 [

arn:aws:sns:sa-east-

1:797661843114:ran-cls-1-
cluster-manager-topic [4

ran-cls-1-manager-lambda

=

/aws/lambda/ran-cls-1-

manager-lambda [

arn:aws:sns:sa-east-

1:797661843114:ran-cls-1-

cluster-manager-

topic:e13bfcb0-d698-4215-

88a5-278474e22c32

ran-cls-

ClusterManagerSNS1Permis

x5

Type v
AWS::AutoScaling::A
utoScalingGroup

AWS:EC2:LaunchTe
mplate

AWS:SNS:Topic
AWS::Lambda:Funct
ion

AWS::Logs::LogGrou
P

AWS::SNS:Subscripti
on

Aws:Lambda::Permi

N7 F A ASA Virtual E3E ASA 8

Status v
® CREATE_COMPLE
TE
® CREATE_COMPLE
TE

& CREATE_COMPLE
TE

®© CREATE_COMPLE
TE

& CREATE_COMPLE
TE

® CREATE_COMPLE
TE

® CREATE_COMPLE

Status reason

ssion sion-S6BQAEO50G6U ssien i
ran-cls-1-notify-instance- © CREATE_COMPLE
InstanceEvent AWS:Events:Rule -
event [4 TE
ran-cls-

InstanceEventinvokeLamb
daPermission Permission-

1XPS21Q4G2DY6

InstanceEventinvokeLambda

AWS:Lambda::Permi
ssion

© CREATE_COMPLE
TE

KA M CREATE_IN_PROGRESS #% ) CREATE COMPLETE, /Rl M) .

T 3 B S BT — AN S IR N show cluster info iy 4 Sk I F 2 T 22

show cluster info

Cluster oneclicktest-cluster: On
Interface mode: individual
Cluster Member Limit : 16

This is "200" in state CONTROL_NODE
ID : O

Version : 9.19.1

Serial No.: 9AU42ENS5SDIE

CCL IP : 1.1.1.200

CCL MAC : 4201.0a0a.0fc?

Module : ASAv

Resource : 4 cores / 8192 MB RAM
Last join : 15:26:22 UTC Jul 17 2022
Last leave: N/A

Other members in the cluster:
Unit "204" in state DATA NODE

ID : 1

Version : 9.19.1

Serial No.: 9AJ9N46947R

CCL IP : 1.1.1.204

CCL MAC : 4201.0a0a.0fcb

Module : ASAv

Resource : 4 cores / 8192 MB RAM

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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Last join :
Last leave:

BT BB 7E ASA Virtual S£8¥ P ECERTE AY IMDSV2 150 .

16:57:42 UTC Jul 17 2022
16:03:25 UTC Jul 17 2022

B EFHEE 7 ASA Virtual E£E2E P ELEFTERY IMDSv2 121
BRI AWS F ) ASA Virtual H 3h 46 15041 92 & IMDSv2 W Tt .

Before you begin

X ASA Virtual 9.20.3 2 5 i A S FE IMDSV2 AT #iale 8 4 #0308 il & IMDSv2 Required A
2T, EMARIE I S MR S IMDSV2 API 362 (TF2 3 9.20.3 PRECTE B kA

Procedure

FB1 7 AWS G, #3) CloudFormation , 4K )5 i ilitEdk (Stacks).
IR 2 R TE DS S (R HEA o

HE3 LULEH.
PR 4 B (Update stack) Ui |, midi BRI B R (Replace existing template).
SIES /F IBEBR H T, s RS SE.

P 6 EPIT BAESIRE IMDSV2 AR .

7 APk NG HRE N (E S

P8 HHiHERk.

£ AWS R FEhEh B &R

LTE RN, WHHER Day-0 FUE IFHE A A

£l AWS B9 Day-0 . &
AF I CA R i & g BN AT s L 5 | PR P

W 3% fh £ 19181 88 T 1

DL IZATHC B R 2 A WO 3 i g B et — i, b — AN Tk i 1Y) Geneve 4% 1 fiT—
FH TS B B 1) VXLAN #2101,

cluster interface-mode individual force
policy-map global policy
class inspection_default

no
no
no
no

inspect
inspect
inspect
inspect

h323 h225
h323 ras
rtsp
skinny

A A ASA Viual B ASA 5 ]
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int m0/0

management-only

nameif management
security-level 100

ip address dhcp setroute
no shut

interface TenGigabitEthernet0/0
nameif geneve-vtep-ifc
security-level O

ip address dhcp

no shutdown

interface TenGigabitEthernet0/1
nve-only cluster

nameif ccl link

security-level O

ip address dhcp

no shutdown

interface vnil

description Clustering Interface
segment-id 1

vtep-nve 1

interface vni2
proxy single-arm
nameif ge
security-level O
vtep-nve 2

object network ccl link

range 10.1.90.4 10.1.90.254 //Mandatory user input, use same range on all nodes
object-group network cluster group
network-object object ccl link

nve 2

encapsulation geneve
source-interface geneve-vtep-ifc
nve 1

encapsulation vxlan
source-interface ccl link
peer-group cluster group

cluster group asav-cluster // Mandatory user input, use same cluster name on all nodes
local-unit 1 //Value in bold here must be unique to each node

cluster-interface vnil ip 1.1.1.1 255.255.255.0 //Value in bold here must be unique to each
node

priority 1

enable noconfirm

mtu geneve-vtep-ifc 1806

mtu ccl _link 1960

aaa authentication listener http geneve-vtep-ifc port 7575 //Use same port number on all
nodes

jumbo-frame reservation

wr mem

\}

ER X AWS IBATIRGUS A BCE 1 55 0 I AR I A T E 1) aaa authentication listener http i [

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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FEA b T F 39187 2% TR

AR 7n il Qe —AMECE, T RAE RO, SR R AR AR AS 7 8 e, LARH

TR IS Y VXLAN 21,

cluster interface-mode individual force
interface Management0/0

management-only

nameif management

ip address dhcp

interface GigabitEthernet0/0
no shutdown

nameif outside

ip address dhcp

interface GigabitEthernet0/1
no shutdown

nameif inside

ip address dhcp

interface GigabitEthernet0/2
nve-only cluster

nameif ccl link

ip address dhcp

no shutdown

interface wvnil

description Clustering Interface
segment-id 1

vtep-nve 1

jumbo-frame reservation

mtu ccl link 1654

object network ccl link

range 10.1.90.4 10.1.90.254
object-group network cluster group
network-object object ccl link

nve 1

encapsulation vxlan
source-interface ccl_link
peer-group cluster group

cluster group asav-cluster
local-unit 1

//mandatory user input

//mandatory user input
//mandatory user input

cluster-interface vnil ip 10.1.1.1 255.255.255.0 //mandatory user input

priority 1
enable

)

AR W R RIS B R E, A E B INES //mandatory user input.

APEEHT R
ARBHERES K LU A R

A A ASA Viual B ASA 5 ]
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B 7= Aws 2 AsA virual B BiREERTS

A F AT BT 5 B (10382 T IR SERE Day O i 528 ASA Virtual S5 - G S F /9 5C 61 28 2 7 2% (GWLB),
W = AN an Rl AR S gk o i oy, WA DU D, 7F BRESRAHFEMER > iEHAER
o, R dayO it

a4
il R4 LA™ I 442 R 21 5o

© AWS WGBS - =R - L 2. AR R R R
o AR BT - DR - AR AR SR ERANSR I B

HRAE AWS LB ASA Virtual (N 2155, S0 £ AWS L3 ASA Virtual.

DR 1 LIRS BT A A 1 FeAh o A5
{# ] ASA Virtual ¥4 _F ) show cluster info fir & 46 1E & 75 B A 15 S # 2R in N2 RE
BL'E AWS PG B7 B8 7 4 o
a) g H R4 GWLB.
b) K HArdliEH: 3] GWLB.
iR
W GWLB WL & W IER0 22 A2 . IV FE P IiE B RS A IR GO A 1

¢) AEHITIP bk ) HARALE MR O (IR o« ARG, IS A M R i ds .

7£ AWS 73 ASA Virtual /5 F BRI 4572

ASA Virtual FIEERE: 10 M 2] AWS 1 GWLB HAR4l. 76 ASA Virtual 28, A2 %5
—/NEHARH . GWLB BT 0307, JER IR A FNZE ARG E 3 B S, iz S Sk i
S ECE M R B AR H RRT A

Fi&Z miI

i 2l T30 7 e T CloudFormation fRHZE AWS H1 358 ASA Virtual Hif% .

WA H CloudFormation BEARZ AR, H8adk n] LI i 7 Bl A A & S0
deploy asav clustering.yaml [ GWLB BCE 4> FHEALH rebalance J& K 3 H Target
Failover 2%, fefsitiet, BRUEALT, WSEIERE N rebalance. fH7E AWS #iil & L, 2
I BRIME B E A no_rebalance.

:/H;I:F‘ ’
* no_rebalance - GWLB 4k 244 10 24 3t i 126 2] i A e i CLEU v 1) E e

[l =24 Z 5% ASA Virtual E3E ASA 55¢


https://www.cisco.com/c/en/us/td/docs/security/asa/asa919/asav/getting-started/asa-virtual-919-gsg/asav_aws.html
https://docs.aws.amazon.com/elasticloadbalancing/latest/gateway/create-load-balancer.html

| %23tz 0% ASA Virtual 258 ASA &8
1 Azre mpE % ]

* rebalance - 24 HLAT H bR & A iR BCBUH MR, GWLB 4P 2% it i A ik 3 55— M E R 24T H
B o
A RAE AWS B IIE R, ES0:
* 75 AWS T3 EE S
* i /f CloudFormation #AR 7E AWS H {8 HEAR

UK

P 75 AWS il &5 b, #FIBRS (Services) > EC2

HIZ2 i BEReE (Target Groups) UL A H bR 7T

IR 3 EHIFHTIF ASA Virtual SE 1P HisibyA W20 AR . RG0K Bon H bR 4045 S 0L

$IB 4 3| (Attributes) SEHL.

$®5 lidmig (Edit) A E .

P 6 K HFEIR (Rebalance flows) Tzl )i 2470 . X A8 H Arfibs )3 e 95 L & GWLB, LUETE H
A A e D) 45 B A AT, K AT T 8 A G T A A A B 1E RS AT ) E b T A

1£ Azure R EREEEE
1F Azure IRZSHEH, ASA Virtual 78 24 0] DA BB WUFN 2 7 IR 45 2 0] B B G 1B B 2% . Azure
1% ASA Virtual SZ|SERETT I DK 215 S ASAv HZ A AR, MWEB el EET &,
ASAv L5 PIANE 5 1 - 10 1) B EE Y A SNERIE AR 7 75 7 IRSS O ERIE O . XS4 1 a4
FEAHCH ) VXLAN W BCAE ASAv BN R 2%-4% 11 (NIC) _EsE X
% F Azure ) 3k A gt 178

TR VXLAN R B i 3] ASAv BE TR EAG AT, Azure WG 344728 (GWLB) 1 35 Bl #4445 A1
BHEANW B MRE. £ ASAv RIS, Azure GWLB SRYER E 513 B3P B ASAv 5 A1)
HHE RGN . GWLB W] LU PRI X FR el i 2 M 28 B Bk %, 1T Fah g . f#HILIhRE,
Fds L mT LULE PR AN I ) i g [R] — Y 4% 42

T ELER T MANE VXLAN P B b 1A 3 0 O A 2 3 i 2 i 7 31| Azure GWLB [ . WX 518518
B8 FHAE L2 ASAY Z APATR B, X 48 ASAv 2375 F 3 Sl O [a] 3 VXLAN 9 Bt (1)
GWLB Z Rt i T 2. SRJ5, Azure GWLB 23 5 26 n] 2 31 0 S fa 3 i 2860 H (13

TEUEH T Azure " GWLB Fl ASAv 22 8] [ W 48 i1

A A ASA Viual B ASA 5 ]
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B =7 A pmsams

& 4: B4 GWLB 15 Azure &) ASAv &8¢

Managed by Customer Created & Configured by Cisco ARM Templates

Security vNet

Cisco ASAv
Cluster

~ ; VXLAN |
<.> ELB - GWLB Asspciation @ Turnel | G180/0
! —
Mgmt | |

-
17} |
E 1 ~
c i GWLB
0 Exterhal Load ! \/
-
8 balancer !
g :
| . Virtual
H Security Nea Azun:e
. : Groups & Subnets Function
Application \
1
: Health Probe | | Storage | | IAM Role
1
1
1

XF Azure FRUERIEE
T 0] LS A 58 LI Azure FEUE T FES (ARM) BEHCH Azure GWLB 358 I LHIB4E .

AR B, 0T LAl day0 FC & S0l Azure |17 510 BN R TS FC & AR TE R4
R

o

{FF Azure ZiR B IR SRR REDE £

BB RGBS | (NI Azure VU HIAS (ARM) BERUIBAERE

FHIaZ Al
« HTH0IE Azure FoRF, BIHER A day0 WOE HINCE SRS 120 Azure EHISERE
P R G B A

PR AERER.

a) ¥ GitHub £7-if 2 v % BIAH SR 2 . 1 2 [ https://github.com/CiscoDevNet/cisco-asav/tree/master/
cluster/azure

b) X T GWLB, WMHIHSECKE N azure _asav_gwlb cluster.json i
asav-gwlb-cluster-config.txt,

$IR2 G Azure [1/7: https://portal.azure.com.

[l =24 Z 5% ASA Virtual E3E ASA 55¢


https://github.com/CiscoDevNet/cisco-asav/tree/master/cluster/azure
https://github.com/CiscoDevNet/cisco-asav/tree/master/cluster/azure
https://portal.azure.com
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7 Amre mEE RS nEEn [

$E®3 G EIRA.
Home > Resource groups >

Create a resource group

Basics Tags  Review + create

Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Learn more

Project details

Subscription * @ i MSDN Dev/Test Pay-As-You-Go(Converted to EA) v }

Resource group * © I asav—cluster—demo| \/l

Resource details

Region * @ | (US) East US v |

FBA Oy ASAv TG EAT =AM UM 4. EIR. SMERFIEERHIE S $E8% (CCL).
Home > Resource groups > asav-cluster-demo > Marketplace > Virtual network >

Create virtual network

Basics  IP Addresses Security Tags  Review + create

Azure Virtual Network (VNet) is the fundamental building block for your private network in Azure. VNet enables many types of
Azure resources, such as Azure Virtual Machines (VM), to securely communicate with each other, the internet, and on-premises
networks. VNet is similar to a traditional network that you'd operate in your own data center, but brings with it additional
benefits of Azure's infrastructure such as scale, availability, and isolation. Learn more about virtual network

Project details

Subscription * O [ MSDN Dev/Test Pay-As-You-Go(Converted to EA) v
Resource group * © ‘ asav-cluster-demo v
Create new

Instance details

Name * ’ asav-cluster-vnet v

Region * | East US vV

< Previous Next : IP Addresses > Download a template for automation

SEBS  BNINTM.

N Z A ASA Virtual Z3Z ASA 5 .
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B =/ re e s mE £

Home > Resource groups > asav-cluster-demo > Marketplace > Virtual network >

Create virtual network

Basics  IP Addresses  Security Tags  Review + create
The virtual network's address space, specified as one or more address prefixes in CIDR notation (e.g. 192.168.1.0/24).
IPv4 address space

10.0.0.0/16  10.0.0.0 - 10.0.255.255 (65536 addresses) [il]

A\ Address space '10.0.0.0/16 (10.0.0.0 - 10.0.255.255)" overlaps with address space '10.0.0.0/16 (10.0.0.0 - 10.0.255.255)" of virtual
network ‘'waweb-eastu-4034838410-vnet'. Virtual networks with overlapping address space cannot be peered. If you intend to peer
these virtual networks, change address space '10.0.0.0/16 (10.0.0.0 - 10.0.255.255)". Learn more 7'

[:l Add IPv6 address space ®

The subnet's address range in CIDR notation (e.g. 192.168.1.0/24). It must be contained by the address space of the virtual
network.

-+ Add subnet Ren

[:] Subnet name Subnet address range NAT gateway
D Management 10.0.0.0/24 -
() pata 10.0.1.0/24 =
J ca 10.0.2.0/24 -

o A NAT gateway is recommended for outbound internet access from subnets. Edit the subnet to add a NAT gateway. Learn more '

< Previous l I Next : Security > Download a template for automation

IR E A E AR
a) riidif)E (Create) >> #EIRERE (Template deployment) (i ] A & UGS ED .
b) sy “FEgmiEds AR A H SR (Build your own template in the editor)” o
c) MinE L (Load File), SREHRIE Azure A H B A )i 2 28 Y 1A%

azure asav_gwlb cluster.jsono

d) MR,

WD BCE SIS R
I8 WMATHIME, REREEER + 83 (Review + create).

. N Z A ASA Virtual Z3Z ASA 55
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7 Amre mEE RS nEEn [

Home > Microsoft.VirtualNetwork-20230119131203 | Overview > asav-cluster-vnet > asav-cluster-demo > Marketplace > Template deployment (deploy using custom templates) >
Custom deployment
Deploy from a custom template

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * © [ MSDN Dev/Test Pay-As-You-Go(Converted to EA) v ‘
Resource group * © [ asav-cluster-demo v ‘
Create new

Instance details

Region* @ [ ws) East us |
Resource Name Prefix © [‘asaveluster 7]
Virtual Network Rg © l asav-cluster-demo v I
Virtual Network Name @ [ asav-cluster-vnet 7]
Mgmt Subnet © [ Management \/I
Data Interface Subnet © l Data v I
Gateway Load Balancer P © [10024 7]
Ccl Subnet © [ca V]
Internal Port Number © [ 2000 7]
External Port Number © [ 2001 v ‘
Internal Segment Id © [ 800 7]
External Segment Id © [ 801 v‘

[ <Previous | [ Next:Review + create > |
SWO (NI E, AR (Create).

N Z A ASA Virtual Z3Z ASA 5
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Custom deployment

Deploy from a custom template

Q Validation Passed

FEA £ h ASA Virtual 538 ASA 8% |

If any Microsoft products are included in a Marketplace offering (e.g. Windows Server or SQL Server), such products are
licensed by Microsoft and not by any third party.

Basics

Subscription
Resource group
Region

Resource Name Prefix
Virtual Network Rg
Virtual Network Name
Mgmt Subnet

Data Interface Subnet

Gateway Load Balancer IP

Ccl Subnet

Internal Port Number
External Port Number
Internal Segment Id
External Segment Id
Cluster Group Name
Image Id

Vm Size

Asa Admin User Name

Asa Admin User Password

Asav Node Count

Asav Config File Url

MSDN Dev/Test Pay-As-You-Go(Converted to EA)

sumis-asav-clustering

East US

asacluster

asav-demo-clustering

asav-clustering-vnet

Mgmt
Data

CcCL
2000
2001
800
801

172.23.24

asav-gwlb-cluster
/subscriptions/33d2517e-ca88-46aa-beb2-74ff1dd61b41/resourceGroups/su...
Standard_D3_v2

cisco

4

FhkkkkkkkEFK

https://asavconfigsa.blob.core.windows.net/asav-configfiles/asav-configurati...

FESBIEAT I, TR SR BUEAT— 5 40

> show cluster info
Cluster gwlb-cluster-template-with-AN: On

Interface mode:

Cluster Member Limit :

This is "12" 1in
ID
Version

Serial Mo.:
CcCL IP
CCL MAC
Module
Resource
Last join :
Last leave:

individual
16
state CONTROL_NODE

)
: 99.19(1)180

9AKGFVEVHAG
19.1.1.12

: 908d.3a55.5478

NGFWv

JE4 N show cluster info fir & A HIF AL BEHS 5

8 cores / 28160 ME RAM

11:13:2
N/A

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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T—%#ita

7E Azure FECESERE , 55 27 Ui,

7£ Azure PECE &R

# are v E £

HAE Azure T ASAv 152 EFEEAERE, 165 0] LU I SCPR AL Azure BSOS AIRAET T2
B IEITLU SR 5 Al GWLB LA (A

HEZFTTE Azure EEERBAECE X
$65 T LA PR LS AF R Azure 1177 (1R B0V T2 ASA Virtual %5 5L s B

BEAE ASA Virtual 155 EFSCEAERE, BUWINEKE asav-gwlb-cluster-config.txt . fF
WSO, e CTEERRE ASA Virtual 155 rH G E S EL, BIUEREXTS . day0. SEAFLALA TR,

ERESIER

AT T el QAR BERERCE SCF, LM GWLB BL'E Azure H1#) ASA Virtual 715 11,

UK

TE1 MNEFEl GitHub 77# % H % asav-cluster/sample-config-file %} asav-gwlb-cluster-config.txt

SRR 2 EATLUO QIR AR day0 ML .
LUR ¥ dayO Fic & o) o] # B &8 T 4 H GWLB 1 Azure T8GR T (10 240

* AF GWLB & 6I#2#) Day0 Ec & 7151

PLUR 2T GWLB RO ) asav-gwlb-cluster-config. txt LA dayo Al &

ZNR

cluster interface-mode individual force
policy-map global policy
class inspection default

no
no
no
no

inspect
inspect
inspect
inspect

h323 h225
h323 ras
rtsp
skinny

interface GigabitEthernet0/0
nameif vxlan tunnel
security-level 0
ip address dhcp

no shutdown

interface GigabitEthernet0/1
nve-only cluster
nameif ccl link
security-level 0O
ip address dhcp

no shutdown

interface vnil

A A ASA Viual B ASA 5 ]
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description ClusterInterface
segment-id 1
vtep-nve 1

interface vni2
proxy paired
nameif GWLB-backend-pool
internal-segment-id 800
external-segment-id 801
internal-port 2000
external-port 2001
security-level 0O
vtep-nve 2

object network ccl#link
range <CCLSubnetStartAddress> <CClSubnetEndAddress>
object-group network cluster#group
network-object object ccl#link

nve 1
encapsulation vxlan
source-interface ccl link
peer-group cluster#group

nve 2
encapsulation vxlan
source-interface vxlan tunnel
peer ip <GatewayLoadbalancerIp>

mtu vxlan_ tunnel 1454

mtu ccl link 1374

cluster group <ClusterGroupName>

local-unit <Last Octet of CCL Interface IP>

cluster-interface vnil ip 1.1.1.<Last Octet of CCL Interface IP> 255.255.255.0

priority 1
enable

7E 3R day0 FCE R, 288 KBRS vxlan 1, ] GWLB ARG E O . InternalPort Al
ExternalPort [T T vxlan B&i& £ L&, 17 Internal Segld A1 External Segld J A1 P4 &5 F1 4088 1 bk
7 -

pE

Y'jz dayO P EF‘ ’ ﬂ‘éﬁ?giﬁé%ﬁ}gﬁﬁ%ﬁﬁﬁ E@Eﬁﬁﬂﬁﬂt (<CCLSubnetStartAddress>) il %ﬁﬂﬁhﬁ o Ak,
StartAddressﬂzzm ﬁgggix.x.x.43¥§k’ }?EiEndAddressﬂ%ﬁm%fﬁ%ﬁ%ﬁiﬁﬂuﬂo E%ﬁlﬁl%ﬁﬁiﬁﬁ%%iﬁﬁ%
sl (% 16 4>, BUABSINRSHUIE AT B2 ma b fe -

. W CCL FMJE 192.168.3.0/24, N startaddress ¥4 192.168.3.4 I Endaddress £5&
192.168.3.30,

PUR & vni 32 0 FT 7 T & s ]

interface vni2
proxy paired
nameif GWLB-backend-pool
internal-segment-id 800
external-segment-id 801
internal-port 2000
external-port 2001
security-level O

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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vtep-nve 2

S 3 KB E S AL Azure £44E, FRE N IZA B EAE (URL). 7E ASA Virtual 715 &5 _FTFsh i & LRI
FEI I URL % 4%

ERAREXHFIEEREH
BEPHAL T SCPRTE Azure i T-3RLE ASAV 152 LRUSERE

FFaa Z Bl
DA CHE A T SR, IR IE R T PR S Azure fEENT B . 1ES 0 “h Azure HEASFERENC &
P S

SIE1 BXF Azure 117

SI82 T Azure [ EBRE ) ASAv 241,
A

W

SRS BT g, WM E EALH] Azure £7fif A3 I SCAFH URL KSR RC B SCPEEHI2] ASAY 1Y

copy <Config File URL > running-config

TR 4 BATLLU RS DUELE ASAv SUB_ERCE AR

cluster group <ClusterGroupName>
local-unit <Last Octet of the Management Interface IP>

cluster-interface vnil ip 1.1.1.<Last Octet of the Management Interface IP>
255.255.255.0

priority 1
enable

WIES HEWE2 2 4, (LT ASAv 1 A ERCESHR
£ F Azure RN A RECE &£ 8F
14 1] Azure BREN T IRSSHE Azure ) ASAv 5 55 _F i EEERE .
puk 3
L1 B%F Azure 1)

$IR2 iR EA (Function App).

HIE 3 Wit 4 ERE Bl (Deployment Center) > FTPS $£4E (FTPS credentials) > i F3ER] (User scope) >
Bt & F P & #0248 (ConfigureUsernameand Password) > K% FTPS L, )5 s iRk 1 (Save).

A A ASA Viual B ASA 5 ]
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. {7 Azure iR £ 5 F SRED B 2 8

FY ianage publish peofile T + Leave Feedback

S Swe X Discard [ Browse

Saitings FTPS erpdantialy &
App Service supports multiple technologies bo acoess, publish and modity the content of your app. FTPS credentials can
be scoped 1o the applcation o the user

FTPS sndpaint iy}

Application scope

Applicatsan scape credentisls are sto-genevated snd prowde scoess only 1o this specilic apg or deployment slot Thewe
tredentials can be used with FTPS. Local Git and WebDeploy. They cannat be configured manaally, but can be neset
arytime. Leam mone

Username 1)

Pk o [ O Reset

User scope

User scope credentials sre defined by you. the wer, and can be uted with sl the spps to which you hawe sccess. These
tredentials can be used with FTPS, Local Git and WebDeploy. Authenticating to an FTPS endpoint using user-level
credentials requines a username in the following format: “gwiban-function -appisusmis’. Authenbicating with Git requires
only the usemamss ‘summis” defined below. Learn maone

Usernamse
Password R — L]
Confirm Password |_.........-... E) i

TR A WS AEAM AT IATLL N S, # Cluster Function.zip CfF LALRIRENY .
curl -X POST -u <Userscope_Username> --data-binary @" Cluster_Function.zip"
https.//<Function_App_Name>.scm.azurewebsites.net/api/zipdeploy

& 5: I8¢

% gwlban-function-app | Functions

Furction App
£ Saarch (Cmd vf) @ 4 Creste () Refresh | [1] Delete
 Owerien ke ¥our apg bs cummently In read anty made becsuse you are nnring from & package file, To make any changes update the content In your 20 flle and WEBSITE_RUN_FROM_PACKAGE apa setting.
B Activity log

B Access contrel (LAM)

[ Filter by name.

9 Taps

&* Diagnose and scive prcbleme [T Name = Trigger .. Status To
B Microsoft Defender for Cloud [ cluster-function Cueus Fnasted
£ Events preview)

Functions

11l Functions

B 7435 ASA Virtual 538 ASA %8¢
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Azure sty ASA Virtual €2z5are iR ]

& 6: A5

= gwlbanb4x5mqdvkpccs | Queues #
Que: Refresh
= Overview
& Activitylog
Queue urd
@ Tags
outqueve https.//guibanbAxSmadvipecs queve core windows net/outqueve
 Diagnose and solve problems
[ resourcesc tonsuccess queve https.//gwibanbxSmadvipecs queve core windows net/resourceactionsuccessqueve
Access Control (AM)
& Data migration
Event:
B Storage browser
7: Huh AT
[ outqueue
Refr Add messagy Deqy " que
7 Overview Authentication method: Access key (Switch to Azure A o
2 Disgnose and solve problems
A Control (IAM)
Ndacuny J Insertion time. Expiration time Dequeue count
Settings
Access policy 8/2/2022, 35456 AM 8/9/2022, 9:54:56 AM 0
O Metadata
ac54339-1318-4ac2 8272022, 95508 AM /972022, 95508 AM 0
82166a71-d87e 477 8272022, 95516 AM /972022, 95516 AM 0

PRAICRE B EAR B BN T o SHEERE IR B, i mT LAAEAE R R H 2l BA B Hh 7 21 H A
FESHATILIIRE )G, KAEPTAT ASAv 1Y i A SRR

Azure F1fY ASA Virtual & Ef#FEHERR

it (5]

WA EAEMEN, HRAELUT 2

1. Al 7 B I6E ASA Virtual SEO RS AT IR BUAR IR 2 15 IE W
Ut ASA Virtual SEGIRISATRBUAR IR WA H , AT EL N # Ak
1. KHIF ASA Virtual HfC & () B 25 B
2. BOUEER I S 75 b H 7 B 9 K TP

#2237 1% ASA Virtual 555 ASA $E8¢
|
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Y LG

3. ffifr ASA Virtual SEEIHROS TR DLER I &

4. BAE ASA Virtual JRCE 1Y ) SRS L S VRIS AT IR GUER I -

SRRl
WARARTEAERE, THRUELL T N2

o LKL L (IU NVE) SERERE IR IP Huhik . AR AT LL ping AR S NVE £ R
M,

* { NVE SR8 L) 1P b2 SR A — 300 W ORI I 6 R 41K LS NVE.

o SEBELL P AR 1 B IEARY VNI H21Ho 0 VNI 2 LA AR N AT 5411 NVE.

o BN SERE QM P, TEIRUETY SUR S N IZREWS AN FLIAT ping BAE,  DARRARAEAE DT A
) PR o

o U0 UF AR B 1) 4 K2 1) CCL -1 W (1 T 4 b N 45 ROk 2 75 IR A o S 4 Mk 2o 20 L1 0 o 1)

AT IP Mk Tk B, iR 192.168.1.0/24. A4 aEHIEN K 192.168.1.4
(A= 1P bk 1 Azure R84

A EHEXE-
I SRAE [A)— B Y52 R CH B BRSNS AT AT 5 A (R SR R, T AT BA T R4
WAL SR8 A O SC AR I, 2% s R iR T B
PLR 25 iRl S .
"error"; {
"code": "RoleAssignmentUpdateNotPermitted"”,
"message”: "Tenant ID, application ID, principal 1D, and scope are not allowed to be updated.” }
I AT LA i 2 R ANER R 2
o T MBRAFE I B 2 5 M (i fin &

az role assignment delete --resour ce-group <Resource Group Name> --role " Storage Queue Data
Contributor"

* MRS 5&MAmam <.

az role assignment delete --resour ce-group <Resource Group Name> --role " Contributor”

=\, A= BY LD
B E M ERFIRIE
PSS 0 RECE M —#B7y, BCEAEMERMEL)q, BrTLl e SCRBHEIIRIUIRTE . TCP L2 1l
SEIR L WA STERM AL AL
FEREHIY A LT IX ST

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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mEskasa sy |

BLEE A ASA £35S %

(=1

R

~—

Jrsy

171

AT AR Y b B SCER AL

pZ A RIS RS W

cluster group name

CRATIE) i F Sl 9 B2 s A2 ) 1 200
console-replicate
ERUIE L T 25T R T E M E SR, ASA PR RRLen B BAT B Bl & . il
Zgg?ﬂé‘ﬁﬂ, BT R SRR G R AL BRI R, DI I T I S AR ) AR
BCE R 1 B ICER R G -
trace-level 25l
R 5 BB B AR -
s critical - I GPEME=1)
* warning - %75 (PEME =2)
* informational - {5 E. 4 (ZHEE=3)
* debug - WRFHE GUEE=4)
VB LI 2 33 o) 25 A0 25 A P 28 TS RIET I B (elu_keepalive A1 clu_update W 5D LR
TR A) b o
clu-keepalive-interval
* B -15 255, BRIMEN 15.

T n] R ATUHS 8] B 50 B0 U R IME SE R I ), DL DSR2 Tk B IR e

SmEFEMEMMANRE

SR P m] ARG 39 RO AT IR A

ROTREARZE I A E R 0 (B B 1D iR & ISP IRBU IS ANE VLAN 7% 10 F
PAT . RN SRR TR RS IO B A B TR RS

A A ASA Viual B ASA 5 ]
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. EEEITRESSEFANEFMANRE

L1

N
g
N

BENSETIC B A
cluster group name

i

ciscoasa(config) # cluster group test
ciscoasa (cfg-cluster) #

B SR RIS RO & D fE
health-check [holdtime ]

H T E T RIE TR, ASA SERENY M S E RS I _OKF heartbeat 1 S A6 B At Y . G
AR P AR BB [ 6 AT heartbeat T 5L, UG E5 AUk G N BE GV T AR
* holdtime # I - H T 5€ P & £ heartbeat IR 237 & Z [R5 [R) (R Bg,  HAE AT 0.351) 45 #5;

BRINE R 3 b

é%%ki&ﬁ%&ﬁ(%@%Mi%ﬁﬁﬁ@m JA AR ASAL BASHHL EREEED BN
ERBAPIRER A TR, I EAR F TR 4 1 $Z 1 4% (no health-check monitor-inter face). %
%ﬁ P B S FLIC B o O )0 B BT AU, T DL S R Is A TR0 7 D) e

Tl

ciscoasa(cfg-cluster)# health-check holdtime 5

FEHE N AR s AT IR DR 7

no health-check monitor-interfaceinterface id
%D@ﬁ%§ﬁﬁ%%§&%ﬂﬁ<ﬁAf%KHWFM%ﬁ¢WV&iW%?“% FEWEE
ﬁ%EEMA%ﬁ%&% BRAEOLT, AP A D R s RGO 2. RmT LU T Ay 2 (1 no B
KB LRI . BT BEARSE A TR A3 1 (A PR 1) RIS AT IR DU 7

* interface_id - 252 L. IBAPIRDUEIEAAE VLAN 73 1 BT ANEE N SR A T B %
FoE A B TR ZIRE .

PN R AR N (RS n s R R 1 . R EEE ] ASAL BASHHL BRI, BN
ZEHIB IR A DI fiE (nohealth-check), IR ZEAEHINT CAS AL DN D % . 4R 41 S M e 1
HACE E S E L 2T mia, & LR s RO A T ge .

Tl

ciscoasa(cfg-cluster)# no health-check monitor-interface managementl/1

e L M =P B E B ERINIR ok wde i (YRR SR ER VI S S st

B =2
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mEarhsussasnEimags ]

health-check {data-interface| cluster-interface| system} auto-rejoin [unlimited | auto_rejoin_max]
auto_rejoin_interval auto_rejoin_interval_variation

* system- 1€ WA IR (10 SN PN BEE . i dl: N RE I . A SBUn B PR

2,

* unlimited — (cluster-interface FIERIAED PRI B I 2R A IR B

* auto-rejoin-max — W& BEF ISR EL, /T 0 F1 65535 2 0a). OZEH HBEFIIA .
data-interface I system [IERIME N 3.

* auto_rejoin_interval - & X PR TR TN SR 2 (M R B RF Sz 8] CRA Bl 30D, A 2 Al
60 2 1o BRIME A S 0 8he 5 2 T N ST () S5 B B 1) BRI A B vk 2 B S 14400
S (10 R

* Auto_rejoin_interval_variation - & S 15 BN R B FFEe it a] . WEA T 1 M3 ZEfE: 1 C
EEO 5 2 QAT E—IKEFEED 803 (35T L—IREFFLERT IR o i, G S Aacks (] [
SRR BCEDN S 3B, K RRCE N 2, WIFE S BT ES 1 ks 10 0Bl 2x5) JE
HEATES 2 ks 78 20 208 (2 x 10) JE T2 3 IRk P FAERHED, BRIMEN 1, it T
el O RS, BRIMEN 2.

i

ciscoasa(cfg-cluster)# health-check data-interface auto-rejoin 10 3 3

BCEE ASA KHE Ak 2B MR F o 1 il SRR M B 2 i 220 1R B e Bk 1] o
health-check monitor-inter face debounce-time ms

IR

ciscoasa(cfg-cluster)# health-check monitor-interface debounce-time 300

K 17 SR IN TH) B2 2 300 3] 9000 222 7] BRINE K 500 240 /N AR AT AN DR P-B 1 il )
WL VR, WUIRACE MR SO AR, S INRIR LR . R A FUIRAS R, ASA 245
Frfia € 28, ARG A3 bl R R A, AT ORI I

QUEYDIN V- Wik /AR A
load-monitor [ frequency seconds] [ intervalsintervals]

+ frequency seconds— ¢ & I ¥ & (R[] CLARR R ), SR 10 2 360 #0217, BR
INE A 20 B,

e intervalsintervals — B & ASA 4EPEH AT FEAOER, 1ZEAT 1 3] 60 Z[8. BRIAMEH 30.
T ISP SERE R A I s 3, ARG BB CPU M AFAE TS DL DA b X 7. Wi 4
Ak, HAART T DL EE 38, B nT DLE SRR A Lol 2 AERE, sl b s el L

gy, BRATEOL T R kg, SnT LU Wi . Wkt m, BnT LR Tah%E
EREPMRIUE i

1 show cluster info load-monitor 42 & i 7145 .

A A ASA Viual B ASA 5 ]
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TP

ciscoasa(cfg-cluster)# load-monitor frequency 50 intervals 25
ciscoasa(cfg-cluster)# show cluster info load-monitor
ID Unit Name

0 B
1 A1
Information from all units with 50 second interval:
Unit Connections Buffer Drops Memory Used CPU Used
Average from last 1 interval:
0 0 0 14 25
1 0 0 16 20
Average from last 25 interval:
0 0 0 12 28
1 0 0 13 27
il

LA R 746144 health-check holdtime FU'E 4 0.3 F2: A5 GUANLI 0/0 £z 11 B ¥l 4a, 4 s 4
1K) auto-rejoin Y E A 2 730 BPTTA6 1K) 4 R4, ¥4 duration 8 42— IKIAIRG 1) 3 fif; LA
K SRR I BE R 1) auto-rejoin ¥R 6 XS4, RERE 2 4r4h— k.
ciscoasa (config) # cluster group test
ciscoasa(cfg-cluster)# health-check holdtime .3
ciscoasa (cfg-cluster no health-check monitor-interface management0/0

(

(

) #
ciscoasa (cfg-cluster)# health-check data-interface auto-rejoin 4 2 3
ciscoasa(cfg-cluster)# health-check cluster-interface auto-rejoin 6 2 1

Y e = [t —H-
EIEEHT S
MBS, fEn DLUEE A AR A

BAIEFEHTH S
BN ERERIARE SR L, S E A FEE TR, RN R R AR,
A\

AR YASARTARNESPIRGS (LAFE07 NS RO 2RO I, BT Hdle i DR el A
B R O LGRS . BRI AR, Ve TR ARt B, St T LUNERAE 5
SMBRIZAT R B TV ORFFT T, A R AR TP Ttz i TP stk H A R A B hn 2k,
M7 SRR R A FAE PR (B, S frA7 T ORI RCED » W B TR 25
A AL 251 65 i T R BEAT AR E 2D I

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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o
i

nesssersrts I

B 3 BRI iU S

Nil

B

cluster group name

i

ciscoasa(config) # cluster group podl

EOEE ST

no enable

R AR Y L, WS BEA TR A IR e, I HFCA B DR B P04 R
PEREIC B R R AR, R ) TR 5 TR AR R o

MEHIT R fFREET =

AT BRI A DS, AT T TR

\)

AR YASARTARESPIRSI, P B D OCH] ;s JUAE B AR VAT LU RO . SRR

S, IR SRR B LR R T T @HﬁﬁMEﬁE@%Wmmmm (EVIE S
WO, W SRR AL T AR RPIRES (B, st fiar T EAE AR ED BN
AR S U 7 0 5 3 R EBEAT AR AT 2D (B

MERTE IR 271 A

cluster remove unit node_name

ﬁ%ﬁ%m%%hﬁﬁ Mf%ﬂﬁw/MW%MEm%hﬁﬁ U%Wﬂ?ﬁFEﬁﬁw“ﬁﬁ

WAFR AL, R cluster removeunit 2, m# %A show cluster info #i14>.
il
ciscoasa(config)# cluster remove unit ?

Current active units in the cluster:
asaz

A A ASA Viual B ASA 5 ]
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ciscoasa(config)# cluster remove unit asa2
WARNING: Clustering will be disabled on unit asa2. To bring it back
to the cluster please logon to that unit and re-enable clustering

EFIIMNERE

R NSRRI T2 CETnE e MBS 32 1D, s R T ahis 1 TR b, R
VN NZIERIE VIV S

o
i

T e, BEAERE A
cluster group name

il
ciscoasa (config)# cluster group podl

FTIE2 3 HAERE.
enable

R IR AR, T EMBREAER S SR FRCE . TR R BTG E A AR
), AR ARl R B4 A O R AR T I, A BR DAY C B BT 4R e &
PAS TP ik 5%

TR R THI R, AR
cluster group cluster_name no enable

i

ciscoasa(config)# cluster group clusterl
ciscoasa(cfg-cluster)# no enable

FERCH 9 mi R PRI, S TCvR AT e B 5

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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B2 RN -

clear configure cluster
ASA KR T 0, ELFE A B CURIAR T2 I B
SR 3 AR AR
no cluster interface-mode
B TRCE S, P2 T-3h H .
B4 WRATRMECE, AR RCE SR B EA AT R E
copy backup_cfg running-config
il
ciscoasa(config)# copy backup cluster.cfg running-config
Source filename [backup cluster.cfg]?

Destination filename [running-config]?
ciscoasa (confiqg) #

FIRE KENCE R A7 2R ST &

write memory

SR6 WORBA A OYRCE, THEFCEE B . B, fORE e 1P sk, IR RS ENLA

B EHI TR
A\

AR B A, B RTVE AR L AR, SRR AR 2 S R R R AR,
FABINHG SE B RY )R RART R WA R R ERTRER, R IIRET S, W
AR AT Py s ) S APy s BT A AR WTIT T R b A AP 1Y il T S

TSR AL TEPATEL R R

BT B E Y A
cluster control-node unitnode_name

-

ciscoasa(config)# cluster control-node unit asa?2

A A ASA Viual B ASA 5 ]



B =z smsmnns

FEA £ h ASA Virtual 538 ASA 8% |

PN
m<

T S EOH M B T AR TP ik

T R AR, M%{FHIJ)\ cluster control-node unit 2 CrJ &[5 B 24 /15 s 2 AN T 85D, Bl
A show cluster info fiy %

AEBIEREEAPTH S

S A DA A B ANR Y RUR R A A, TEBAT LA PR 1 T 1Y UK 2% show i 4 LA
AR DA TR L R TE AT sl b T AR /l\%ﬁ/al%] WHAT HoAth A4 (i capture
1 copy)

AL RIPTAT R, BE WARARE T3 RAARR,  WARIE BRI

cluster exec [unit node_name] command

Tl

ciscoasa# cluster exec show xlate

TREW AR, WEH cluster execunit ?  (A] A BFR 4R S Z AN T E 485, B show
cluster info Ay %

Pl
L[ IR [ A RSO IR B T AT 9 U A2 TRTP RS54, S AE42 0 i BRI LUR
i

ciscoasa# cluster exec copy /pcap capture: tftp://10.1.1.56/capturel.pcap

2/~ PCAP AF (— ANk H—AN 8D 613 TFTP kg5 4. Bk X% A3
BRI S5 44 FK, 49040 capture]l asal.pcap. capturel asa2.pcap Z5. EAWIH, asalFflasa2/t%e

FonT DU B REIR AR H IR R b

M4t 7 th 5 ASA Virtual 332 ASA &8
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£ 7NN

HZ UL T i R R APIR S -
* show cluster info [health [details]]

e ol |

VR ST, show cluster info iy 21 o T B BERK 04 IR

show cluster info health iy ¥ W R 0. Y AR

BT R R IGC E

#2%:15% show cluster info Ay LA R -

ciscoasa# show cluster info

AR S HTIZ 1RO . details KB 7 WoR

Cluster stbu: On

This is "C" in state DATA NODE

ID 0
Site ID 1

Version 9.4 (1)
Serial No.: P3000000025
CCL 1IP 10.0.0.3
CCL MAC 000b.fcf8.cl192

Last join :
Last leave:

17:08:59 UTC Sep 26 2011
N/A

Other members in the cluster:
Unit "D" in state DATA_ NODE

ID 1
Site ID 1

Version 9.4 (1)
Serial No.: P3000000001
CCL 1IP 10.0.0.4
CCL MAC 000b.fcf8.cl62

Last join :
Last leave:

19:13:11 UTC Sep 23 2011
N/A

Unit "A" in state CONTROL NODE

ID 2
Site ID 2

Version 9.4 (1)
Serial No.: JABO0815R0JY
CCL 1IP 10.0.0.1
CCL MAC 000f.£775.541e

Last join :
Last leave:

19:13:20 UTC Sep 23 2011
N/A

Unit "B" in state DATA_ NODE

ID 3
Site ID 2

Version 9.4 (1)
Serial No.: P3000000191
CCL 1IP 10.0.0.2
CCL MAC 000b.fcf8.cble

Last join :
Last leave:

19:13:50 UTC Sep 23 2011
19:13:36 UTC Sep 23 2011

* show cluster info auto-join

R ST AE — BUEIR 5 B3 FH IR,
o WA M CUKASER, ST s O RN, M%mé

AME . HURTISATIRGUR 2 0, 4545)
B BT .

LUK B B 45 (a5 AsvF

%2 4 show cluster info auto-join @41 L R4t :

A A ASA Viual B ASA 5 ]
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ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster in 253 seconds.
Quit reason: Received control message DISABLE

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster when quit reason is cleared.
Quit reason: Control node has application down that data node has up.

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster when quit reason is cleared.
Quit reason: Chassis-blade health check failed.

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit will try to join cluster when quit reason is cleared.
Quit reason: Service chain application became down.
ciscoasa(cfg-cluster)# show cluster info auto-join

Unit will try to join cluster when quit reason is cleared.
Quit reason: Unit is kicked out from cluster because of Application health check failure.

ciscoasa(cfg-cluster)# show cluster info auto-join
Unit join is pending (waiting for the smart license entitlement: entl)
ciscoasa(cfg-cluster)# show cluster info auto-join
Unit join is pending (waiting for the smart license export control flag)
* show cluster info transport{asp |cp [detail]}
WoR LRI H AR A S G5 B
* asp — i T g v 5 R
* op — #EHI P g E .

R AN detail SCHET, RnT DLAE SRR SEAL A DA LR T 00, DUSE A o 2 11 1
H G2 X R IN ) AL R . 17 2315 show cluster info transport cp detail fir4 ) LA 4
t:

ciscoasa# show cluster info transport cp detail
Member ID to name mapping:
0 - unit-1-1 2 - unit-4-1 3 - unit-2-1

Legend:
U - unreliable messages
UE - unreliable messages error
SN - sequence number
ESN - expecting sequence number
R - reliable messages
RE - reliable messages error
RDC - reliable message deliveries confirmed
RA - reliable ack packets received
RFR - reliable fast retransmits
RTR - reliable timer-based retransmits
RDP - reliable message dropped
RDPR - reliable message drops reported
RI - reliable message with old sequence number
RO - reliable message with out of order sequence number
ROW - reliable message with out of window sequence number
ROB - out of order reliable messages buffered

[l =24 Z 5% ASA Virtual E3E ASA 55¢
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RAS - reliable ack packets sent

This unit as a sender

all 0 2 3
U 123301 3867966 3230662 3850381
UE 0 0 0 0
SN 1656ad4ce acb2b6fe 5£839f76 7b680831
R 733840 1042168 852285 867311
RE 0 0 0 0

RDC 699789 934969 740874 756490
RA 385525 281198 204021 205384

RFR 27626 56397 0 0
RTR 34051 107199 111411 110821
RDP 0 0 0 0
RDPR O 0 0 0

This unit as a receiver of broadcast messages

0 2 3
U 111847 121862 120029
R 7503 665700 749288
ESN 5d75b4b3 6d81d23 365ddd50
RI 630 34278 40291
RO 0 582 850
ROW 0 566 850
ROB 0 16 0
RAS 1571 123289 142256

This unit as a receiver of unicast messages

0 2 3
U 1 3308122 4370233
R 513846 879979 1009492
ESN 4458903a 6d841a84 TbdeT7fa’
RI 66024 108924 102114
RO 0 0 0
ROW 0 0 0
ROB 0 0 0

RAS 130258 218924 228303

Gated Tx Buffered Message Statistics

current sequence number: 0

total: 0
current: 0
high watermark: 0
delivered: 0
deliver failures: 0
buffer full drops: 0
message truncate drops: 0
gate close ref count: 0

num of supported clients:45

MRT Tx of broadcast messages

Message high watermark: 3%
Total messages buffered at high watermark: 5677
[Per-client message usage at high watermark]

A A ASA Viual B ASA 5 ]
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Client name Total messages Percentage
Cluster Redirect Client 4153 73%
Route Cluster Client 419 7%
RRI Cluster Client 1105 19%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 1
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave
R - MRT messages sending in Rx thread
Client name Total messages Percentage F L R
VPN Clustering HA Client 1 100% 0 0 0

MRT Tx of unitcast messages (to member id:0)

Message high watermark: 31%
Total messages buffered at high watermark: 4059
[Per-client message usage at high watermark]

Client name Total messages Percentage
Cluster Redirect Client 3731 91%
RRI Cluster Client 328 8%

Current MRT buffer usage: 29%
Total messages buffered in real-time: 3924
[Per-client message usage in real-time]
Legend:
F - MRT messages sending when buffer is full
L - MRT messages sending when cluster node leave
R - MRT messages sending in Rx thread

Client name Total messages Percentage F L R
Cluster Redirect Client 3607 91% 0 0 0
RRI Cluster Client 317 8% 0 0 0

MRT Tx of unitcast messages (to member id:2)

Message high watermark: 14%
Total messages buffered at high watermark: 578
[Per-client message usage at high watermark]

Client name Total messages Percentage
VPN Clustering HA Client 578 100%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 0

MRT Tx of unitcast messages (to member id:3)

Message high watermark: 12%
Total messages buffered at high watermark: 573
[Per-client message usage at high watermark]

Client name Total messages Percentage
VPN Clustering HA Client 572 99%
Cluster VPN Unique ID Client 1 0%

Current MRT buffer usage: 0%
Total messages buffered in real-time: 0
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* show cluster history
BIRARTEN Al s, LARAT SRAETETY s N SR Jit DRI Bl 2 I AR AR 1) i BT R R R0

HIRBENRECEE N RIAEE
A RAEER TR CRER, ESHL N 4
cluster exec capture

BESCFFAR ARG TR (0 MR e R, 48P LA cluster exec capture fiv & E45 05 st b A SR A e
PRI DIRE, RS SRR R P Bl 19 R B 3h s e g .

B
P
H3}k
i
=
5

THZ R LA i 4 DL 2 SR T R U -
show cluster {cpu | memory | resource} [options]

BRI S HE . TTH] options Bk T Hdl R A

o

B
i
il

P AE B

EERE
THZ LN fir A L P SR T I

* show conn [detail], cluster exec show conn

show conn fir & s —AMERIE T &SRR E AL . TR A cluster exec
show conn & 1 & 5 FT &Rz . Bhdnr &l LLE R AN I BA SERE PR 7] ASA 170,
SETE I A B B R T SR I B R R . ey 2 nT LALE S AR 7 (M 7 5 BN I B 1 e
RS, AT DU B T i A8 I i o A A X P e A (T 52

v

show conn detail iy 4 I8 & /RME LSRN, 18 <7 3R A2 sl

LI A show conn detail 74 1% B 741«

ciscoasa/ASA2/data node# show conn detail
12 in use, 13 most used
Cluster stub connections: 0 in use, 46 most used
Flags: A - awaiting inside ACK to SYN, a - awaiting outside ACK to SYN,
B - initial SYN from outside, b - TCP state-bypass or nailed,
C - CTIQBE media, c¢ - cluster centralized,
D - DNS, d - dump, E - outside back connection, e - semi-distributed,
F - outside FIN, f - inside FIN,
G - group, g - MGCP, H - H.323, h - H.225.0, I - inbound data,
i - incomplete, J - GTP, j - GTP data, K - GTP t3-response
k - Skinny media, L - LISP triggered flow owner mobility,
M - SMTP data, m - SIP media, n - GUP
O - outbound data, o - offloaded,
P - inside back connection,
Q - Diameter, g - SQL*Net data,
R - outside acknowledged FIN,
R - UDP SUNRPC, r - inside acknowledged FIN, S - awaiting inside SYN,
s - awaiting outside SYN, T - SIP, t - SIP transient, U - up,
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V - VPN orphan, W - WAAS,

w - secondary domain backup,

X - inspected by service module,

X - per session, Y - director stub flow, y - backup stub flow,

7 - Scansafe redirection, z - forwarding stub flow
ESP outside: 10.1.227.1/53744 NP Identity Ifc: 10.1.226.1/30604, , flags c, idle Os,
uptime
1m21ls, timeout 30s, bytes 7544, cluster sent/rcvd bytes 0/0, owners (0,255) Traffic
received
at interface outside Locally received: 7544 (93 byte/s) Traffic received at interface
NP
Identity Ifc Locally received: 0 (0 byte/s) UDP outside: 10.1.227.1/500 NP Identity
Ifc:

10.1.226.1/500, flags -c, idle 1m22s, uptime 1m22s, timeout 2m0Os, bytes 1580, cluster
sent/rcvd bytes 0/0, cluster sent/rcvd total bytes 0/0, owners (0,255) Traffic received
at

interface outside Locally received: 864 (10 byte/s) Traffic received at interface NP
Identity

Ifc Locally received: 716 (8 byte/s)

BEOE AT MO HE R, T ST AT A LS cluster exec show conn it & & FTA 15 4
g, TG IRERR: FHE (YY) & @) EEE (2. FHIERT =4 ASA I
f—4 M 172.18.124.187:22 5] 192.168.103.131:44727 (] SSH i%EH%; ASA 1 454 z bpii, Fonit
mﬁﬁé?ﬁﬁﬁ% KA ASA3 T Y briki, RonHRIZEELN T T ASA2 WBATR AR
&, RoRILEITAE . ek rm, HOEREE AN ASA2 ER PR I AN L
Ho E)\uﬁﬁr? HIER B EE N ASA 1 R ASA3 LRIANRR I, Il ok SR AE P2 thi e e ol e
KE| ASA2, RIGHH ASA2 LRI,

ciscoasa/ASAl/control node# cluster exec show conn

ASAl (LOCAL) :‘k‘k‘k‘k‘k‘k‘k***************************************************

18 in use, 22 most used

Cluster stub connections: 0 in use, 5 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
37240828, flags z

ASA2-‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k***************************************************

12 in use, 13 most used

Cluster stub connections: 0 in use, 46 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:00, bytes
37240828, flags UIO

ASA3:‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k‘k***************************************************

10 in use, 12 most used

Cluster stub connections: 2 in use, 29 most used

TCP outside 172.18.124.187:22 inside 192.168.103.131:44727, idle 0:00:03, bytes 0,
flags Y

show cluster info [conn-distribution | packet-distribution | loadbalance | flow-mobility counters]

show cluster info conn—distribution F1 show cluster info packet-distribution 4 &7~ &AL T
SR B A o X By 4 AT DA ) S5 DAl R 8 AN A7 B A A

show cluster info loadbalance iy 4 & 7~ % 82 M7 G0 15 1

The show cluster info flow-mobility counters 4 7~ EID B A E EHER. SR
show cluster info flow-mobility counters [ L4 Nt -
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ciscoasa# show cluster info flow-mobility counters

EID movement notification received : 4
EID movement notification processed : 4
Flow owner moving requested HE

show cluster info load-monitor [details]
show cluster info load-monitor T4 75 i N E) B B AR R 2 iR i 038, DA R B A
[IBE AL (BRIAEGL N0 300 o Al details SCBE 7 A 5 45 A [1] 1] i P BN B B

ciscoasa(cfg-cluster)# show cluster info load-monitor
ID Unit Name

0 B
1 A1
Information from all units with 20 second interval:
Unit Connections Buffer Drops Memory Used CPU Used
Average from last 1 interval:

0 0 0 14 25

1 0 0 16 20
Average from last 30 interval:

0 0 0 12 28

1 0 0 13 27

ciscoasa(cfg-cluster)# show cluster info load-monitor details

ID Unit Name

Information from all units with 20 second interval

Connection count captured over 30 intervals:

Unit ID O
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Unit ID 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
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Buffer drops captured over 30 intervals:

Unit ID O
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Unit ID 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

Memory usage (%) captured over 30 intervals:

Unit ID O
25 25 30 30 30 35
25 25 35 30 30 30
25 25 30 25 25 35
30 30 30 25 25 25
25 20 30 30 30 30
Unit ID 1
30 25 35 25 30 30
25 25 35 25 30 35
30 30 35 30 30 30
25 20 30 25 25 30
20 30 35 30 30 35

CPU usage (%) captured over 30 intervals:

Unit ID O
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25 25 30 30 30 35
25 25 35 30 30 30
25 25 30 25 25 35
30 30 30 25 25 25
25 20 30 30 30 30
Unit ID 1
30 25 35 25 30 30
25 25 35 25 30 35
30 30 35 30 30 30
25 20 30 25 25 30
20 30 35 30 30 35

* show cluster {access-list | conn | traffic | user-identity | xlate} [options]
BIREEANERE IR G HE . 7T options Bk T HE R
127 show cluster access-list T4t LA T «

ciscoasa# show cluster access-list

hitcnt display order: cluster-wide aggregated result, unit-A, unit-B, unit-C, unit-D

access-list cached ACL log flows: total 0, denied 0 (deny-flow-max 4096) alert-interval
300

access-1list 101; 122 elements; name hash: 0Oxe7d586b5

access-1list 101 line 1 extended permit tcp 192.168.143.0 255.255.255.0 any eq www
(hitcnt=0, 0, 0, 0, 0) 0x207a2b7d

access-1list 101 line 2 extended permit tcp any 192.168.143.0 255.255.255.0 (hitcnt=0,
0, 0, 0, 0) Oxfed4f4947

access-1list 101 line 3 extended permit tcp host 192.168.1.183 host 192.168.43.238
(hitcnt=1, 0, 0, 0, 1) 0x7b521307

access-1list 101 line 4 extended permit tcp host 192.168.1.116 host 192.168.43.238
(hitcnt=0, 0, 0, 0, 0) 0x5795c069

access-1list 101 line 5 extended permit tcp host 192.168.1.177 host 192.168.43.238
(hitcnt=1, 0, 0, 1, 0) 0x5lbde7ee

access list 101 line 6 extended permit tcp host 192.168.1.177 host 192.168.43.13
(hitcnt=0, 0, 0, 0, 0) 0xle68697c

access-1list 101 line 7 extended permit tcp host 192.168.1.177 host 192.168.43.132
(hitcnt=2, 0, 0, 1, 1) Oxclce5c49

access-1list 101 line 8 extended permit tcp host 192.168.1.177 host 192.168.43.192
(hitcnt=3, 0, 1, 1, 1) 0xb6£59512

access-1list 101 line 9 extended permit tcp host 192.168.1.177 host 192.168.43.44
(hitcnt=0, 0, 0, 0, 0) 0xdcl04200

access-1list 101 line 10 extended permit tcp host 192.168.1.112 host 192.168.43.44
(hitcnt=429, 109, 107, 109, 104)

Oxcedf281d

access—-1list 101 line 11 extended permit tcp host 192.168.1.170 host 192.168.43.238
(hitcnt=3, 1, 0, 0, 2) 0x4143a818

access-1list 101 line 12 extended permit tcp host 192.168.1.170 host 192.168.43.169
(hitcnt=2, 0, 1, 0, 1) Oxbl8dfead

access-1list 101 line 13 extended permit tcp host 192.168.1.170 host 192.168.43.229
(hitcnt=1, 1, 0, 0, 0) 0x21557d71

access-1list 101 line 14 extended permit tcp host 192.168.1.170 host 192.168.43.106
(hitcnt=0, 0, 0, 0, 0) 0x7316e016
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access-1list 101 line 15 extended permit tcp host 192.168.1.170 host 192.168.43.196
(hitent=0, 0, 0, 0, 0) 0x013fd5b8

access-1list 101 line 16 extended permit tcp host 192.168.1.170 host 192.168.43.75
(hitcnt=0, 0, 0, 0, 0) 0x2c7dbald

SR PTAT W A AL IR AL WA

ciscoasa# show cluster conn count
Usage Summary In Cluster:~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k~k************************

200 in use (cluster-wide aggregated)
Cl2 (LOCAL) :***********************************************************

100 in use, 100 most used

Cll-******************************************************************

100 in use, 100 most used

* show asp cluster counter

Wi A0 A s AR R R R AR H A

IR R IR
ARERBHIER, WU

* show route cluster

* debug route cluster
SRR E B

* show lisp eid
275 ASAEID %, £ %R T EID Ayl £{ ID.
124 cluster exec show lisp eid i 2 LL Tt .

ciscoasa# cluster exec show lisp eid
Ll (LOCAL) :************************************************************

LISP EID Site ID
33.44.33.105 2
33.44.33.201 2
11.22.11.1 4
11.22.11.2 4
T,D sk kk ok ok kokkkkk kK k kK k kK ok kK ok kK ok kK Kk kK ok kK ok kK ok kK ok kK ok kK Kk kK k kK ok kK ok ok Kk ok Kk kK K
LISP EID Site ID
33.44.33.105 2
33.44.33.201 2

11.22.11.1 4
11.22.11.2 4

* show asp table classify domain inspect-lisp
iR T bEHERR AR A
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EEEEHFHFICR

A RNERIE H Sk E R, ES LN 4
logging device-id

SRR IR Y SR O AR R G H AR B . 8] LU ] logging device-id iy 4 R AL i HL A AR TR 3 AN
I 1D MRS H AT, LN |2 Ak E e A 5 4.

HIZ RO
S LT I B B

* show cluster interface-mode

SRR B,
IR R
S FHF R 4

* debug cluster [ccp | datapath | fsm | general | he | license | rpc | transport]
WoRAETE I EE R .

debug cluster flow-mobility

B SRR SR RS

debug lisp eid-notify-inter cept

> eid-notify # AN s A

show cluster info trace

3

show cluster infotrace fii4 B S E, Mt —BH s A .
it 2 % show cluster info trace w2 LL Nt :

ciscoasa# show cluster info trace

Feb 02 14:19:47.456 [DBUG]Receive CCP message: CCP_MSG_LOAD BALANCE

Feb 02 14:19:47.456 [DBUG]Receive CCP message: CCP_MSG_LOAD BALANCE

Feb 02 14:19:47.456 [DBUG]Send CCP message to all: CCP_MSG KEEPALIVE from 80-1 at
CONTROL_NODE

fltn, an B B LA T I R R R AN E A AR A Hocal-unit 44 B8R 1795 m 78 450019 A, 31X n] e Rk
FHFHAT AU AHF Y local-unit 488 GERE S EHICED , B A RUEAERI A AW i
HE GERAERIMLE) .

ciscoasa# show cluster info trace

May 23 07:27:23.113 [CRIT]Received datapath event 'multi control nodes' with parameter
1.

May 23 07:27:23.113 [CRIT]Found both unit-9-1 and unit-9-1 as control node units.
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Control node role retained by unit-9-1, unit-9-1 will leave then join as a Data_ node
May 23 07:27:23.113 [DBUG]Send event (DISABLE, RESTART | INTERNAL-EVENT, 5000 msecs,
Detected another Control node, leave and re-join as Data node) to FSM. Current state
CONTROL_NODE

May 23 07:27:23.113 [INFO]State machine changed from state CONTROL NODE to DISABLED

L
AFR IS ELATAT RARTE L AE B VR0 5 B

ASA T gEFRES BE
Iy ASA NIRRT ASA SERFSCHE, AT DRS4S BT 25 132 30 RE . AT R ] BE X U0 ] 1
BRI RE T .
SRR SFFRIINEE
LUN D REAE o R RER IGO0 R ICVERCE, ARG & S idh 4
o MEHE TLS ACERSZHLINSE A5 Dh g
« ZHEVi ) VPN (SSL VPN Fil IPsec VPN)
* REFBEIERZ 1 (VTI)
 DUR Y A 2
* CTIQBE
* H323. H225 #il RAS
* IPsec %1%
* MGCP
* MMP
* RTSP
* SCCP (3% i)
* WAAS

* WCCP
o B g kg

o BB HTRS A%

* DHCP & g~ RS2 FCEE . ZHF DHCP H4%,
* VPN f1 a3 1i
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R R LThRE

gaghing [

* Azure LRI EEHRE
o SRR F IR

* FIPS M=

DN NI B A R kvl D o R & PR E B PP S H

)

P

A R Dy RE AR AL R AN 52T o R A TR A o B oY

WAL PRI DO RE, e S0 R AR DO RE MR PR B AR P s e, AR5 PR LR )R
NEETITIRE: WRKAEBEE L, AR SRR IR [ R

XHRHRDIRENT 5, WY U AW, W T AT S AR T T, 1 sl AR T PR P e B
HEATIERE .

o LUR N A A
* DCERPC
* ESMTP
« IM
* NetBIOS
* PPTP
* RADIUS
* RSH
* SNMP
* SQLNET
* SUNRPC
* TFTP

* XDMCP

- AR

o PREE 1) IR S 50 UE FIFZA o kA 2315
* i IS5

* i 5ilH] VPN

* AHE
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R A EI 415 s YT E
XD RER N T RIEEAS ASA 19 R AR AN SR TR 42 71 49 1

* QoS-QoS HMK T e B I FEp AR R [F20 o HI, SRS AERE DY ni EARST AT o 451
i, G O G B, DRI AR E ASA PRIV R IV AT A U PR R U P R
B RS 3 AR HAR RSO ATENE T, AU AR EAR R T SRAF AR 3
fife
o SRR - JEBMRIAE A R PN A B, HEA SE T AL R ARTY T . DA
FHEASN G, i TR AR A T R AT B, A ROCEE B PTA R,
ESJE A ESE iy el P/ RE I (8

T M%7 1e) 8 AAA FnELRf
T BT ) AAA T =300 41d: B IE. SRBICIK. SR IERIEAUE S D e AE 4R A
PR S S, HAE S R RIS Y e R IE A R AL OB R RO A
i RIPTAT(E R, CAARSEAN ] s AT 2 1 56 Uk AR AT I S ARG 2y nk Az e,
B4 56 UE FR) 7% PR L 248 00 R I K £ B
AR D 70 B D REAE SRR P St e LIRS BRI ISR, RIS S B ALK, VDG
A AR S IR LR A 0 BRIR ] AAA TIRSS 35

ERREMERH
R BRI SRRV BBl ) S (152 1 set connection conn-max. - set connection embryonic-conn-max-«
set connection per-client-embryonic-max Fll set connection per-client-max iy4) o« &A1 S HA R
)R ST AR R B TG . TR, AR PG B A IR T RE AN S AR 4L
B T St o BEAN YT RUTEAT AR i o IS T 05 W] R v il SR SRRV B (R Bl . AN, 7R fdk
KM RTE T, 2 A5 JEORE B B 8] 171 ST

NSNS
TEMSZHE R, BN R D BRSE R B E 2R IS AT B ER S, LAY SO S SR A0 el
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FTP FO&S5E

rrp gzt |

[ 8: a7 3% O ERX T RINZSEE R

Router A

All units are using OSPF
with neighboring routers

ECMP Load Balancing

£ LY, Bias A KA 4 LSRRI 2 B, MAKAAELN — /N A, ECMP T
FEIX 4 £ 542 2 I AT S0 3387 . A5 N5 05 4E S AN IS M2l A I, A0S PR A R0 6t 2%
ID.

TEAb 0 N i 4% 1D MO E AR, AERES Y R UH A R 2% 1D
EIGRP 5 AN BT AR S AR AN AR i R R

)

AR WERIZARREN SO 2 e 5 R AN R A AR, WX AR B ] e I AN W R I R
PR o BEREGARXI RS TR AT IX 6 i D 0 A B ) — R Db o 335 2 D G A A X 0

o W R FTP K50 i TR 2 3 T i fat ey AN R (RO S R B3 AT DA L P AT 4 2 PR I B
B R IE B A IE AT 0 OB 2 W I AR . (HU, A SRR N2 il e o A JF 508
TR, WA EORRFA TR ISR R 2 R A 2 BT

© WERAEHKs AAA T FTP Ujin), U8 s o v A2 i
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ICMPA&: M Fn &R 8%

ICMP i1 ICMP 435 5045 (08 e BERO SRR e T 7 L ICMPACMP B 5085, R ICMP o
B, ICMP 23 3R, I FRSCRE G 80, o1 ICMP R A, ICMP YA sk, JFih 5 2/
SO, BRI ICMP IR — AR 2 AT 5 OB R LA, 5 ) 33 204 1OMP
5072 A B T ST, TS S (I I 53

(HIE ISR ANEREE
FEROTHE LT, B IR RS BT o A7 Bl i 1 B 6 38 e A AT AL
M6 B4 524

NAT FfO&E

NAT 7] G4 S MAERFIN A h i . NSRSl NAT S 40 i) il R & BIEEREP AN ASA, TRk it
BB EAET 1P A 1, NAT 23 EUN SN 5 B 0 B AT AR 1P bk A/ sl 1. >4
B W BIEIFAE NAT Py & (1 ASARY, Il SRR I BERR H R BIPT A ¥, P EURTEE B BER 1
A RETE . WHERL B RS QIS A 38 (e A, DN NAT Jrfi 4 e 8l g2
R 2 4 AN AG 25 45 2R 0 Hodle A Qs 2

U SRR E SRR A ] NAT, 335 % 18 AR HEN:

o AMEHARE ARP - X MO, D)) Wi (Rl ik AQHE ARP (15 . 3xXn] LAR; 12042 12
TR CAATEERE T ASA REFNSE SR X 45 ) T ALHE 1P Hhhik iy wi i thhk, By
P 28 7 L A I Tl By 0 S ERER Y PBR. X 0T %5 [ 4% EtherChannel SR A& ]/, PR U —
AN TP Mk 5 AR B 11 OCTRG .

* PAT R Wi LV ERAMAC - 152 B RE R LL T HEN

o BEENUBORGUE BB FA O A GERE, T2 SN ] TR AL B, fERE ALK
VU BRBIRCE N 1R 3 A AR, AORAE 4 3 AN B ok B AL AR S
AT, T RAAMIC 3 AN R, AN AN

o FESATRE LN LB R TR BRI, 758 iy v A48 01 i B A s T ERAN T BEAE I

© WEREEAT R PAT BB O PAT bSO 4B (¥ TP Bl D, 2 S 8UER it A2
IS AT A i ) A A5 L8473 335 SR AR T a4 QS R AT 4 i T AR M RE D BE IR AT
B NG INE PAT it i, HUAR BT ARSI Y R 1) 7 et R AT U 0 85 1 (1 S T
i

 FEERRERIRAENT, AREEEE SR R R P BRI e, Btk
AR R R IR B, TR BN R BT A H S BE U 3 R S X e
ARG A e e AR, 8 PT LA S e R/ N I F T 6 A e 20 TE R o

* XF5hA PAT fif Fil NAT jh k43 - BC & PAT #int, SERPE b a4 TP bk o0 oo B,
BRINIEWL T, AEANBRER L 512 Ao 1, (E S B o D He e ou), e B i B o X SR
RIS AT 2 WIS 50D, IR T s AT — AL AN PAT b A TP |
bk PR, AE—NEERER PAT b n] DU DAY — > 1P ik, U DASCREIETIUN 1) PAT
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YERERCITT . i I HRE 25 R 1 YE EA 1024-65535, FRAEMSTE PAT th NAT 0] o g & % 0k 1
DL S B R 1 1-1023,

o TEZASHUN B S A0 H] PAT it - 2275 22 2 M A Y [R]— PAT v, DA 2503 R ) v f 2 1 3k
Peo WALERTA MR AE R B 11, B AERTA ] “ATR” B2l o ANBELERUN iR
HAHR e R “ATR” B0, BRG] GETCIEA IR [P S A 1 e iy s AT U .
B MR FH ME— P PAT Jitb 2 B vl SE 10 7 6

AN FHEC ) - FEBEA SCHF PAT M1,
TCP i PAT - EREASZREY JE PAT,

FEBIT RUE PR B2 NAT Hedfle - 42810 e O B e O F SR BB T e 8l 1y e B 22
ZAS NAT MEHIF HAHATER DI, kel SR N s s . B A it sk

LI xlate - EFAT A H _E xlate 2SI A S BOHT . RIE, 25 IS TR) 4R RT B8 2368 5 25 R I
5o 23 R T 2 TR BB INE (refent 2 0) , MR xlate i,

431l PAT DRt - 5431l PAT DiReJFARERE L HIThRE, (HeRede s PAT vy Jedt, i Hoxf
RN, E ARV SO PAT IEBMATE & ML T, 205 PAT EE %20
e R BN S AR A . BROAEOL R, BT TCP i1 UDP DNS Ji s 0 &4
1 PAT %4, 1fif ICMP P47 HoAth UDP i3 H 2 &% . &L TCP #1 UDP Bt & &2 1
NAT BEI DL SO S BRI, HAE, BANAE N ICMP it B AR 4515 PAT. #il4n, 5@t TCP/443
(%) HTTPS TLS #HLt, it UDP/443 ] Quic PhSU2 M RESARE AR TT 5, BAT & 1A ok
%, Nixh UDP/443 i &N 41 PAT. AT 2 41 PAT [y (40 H.323. SIP 8%

Skinny) , 0] AZEH SCIE TCP 5y (1454516 PAT (X4 H.323 1 SIP ) UDP i 1 L8R H

D) o A KRBT PAT FITEANE R, WS P KSR E R

* X EU A A AN PAT:
* FTP

* PPTP
* RSH

* SQLNET
* TFTP

* XDMCP
. SIP

o WAIEA NE NAT FUN) GEE—)74%) , WINAE 4 CLI i) asp rule-engine
transactional-commit nat iy 4 i S5 FeACHRL . I, 5 s nT RECTE I AN EERE

SCTP FOE=&f
SCTP eI T LALEAT 45 5 B i) , RIS S b A TR 5 F.
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