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.a—

A=y kHF=YDLUN D 1024 LV & KX VMEIZERE S, RHEL 8.7 23T L TV AHE K
DIRANH DA, OSITTRTONRREAF ¥ T DOICEEMA 0 £9, RIS, A
Fy R L., OS XAV 2 LV TREI L E7,

OSIZE-oTAXRY L END B—7 Y bHIZYDLUN (NR) OEZEHS LET,

0-in-0 5% (14xx & & U 15xxx VNIC)

RA ML TEREND ZELZ /& 7L —20 (10+1Q) M VICIZL» TEESNLHHE
1. Linux A N TROa~vy RERTETHIVLENDHY 77,

1. ZHEFI7MHE (1Q+1Q) 7 —AL%XETHAMENH D 14xx 7213 15xxx VNIC T,
VLANTX &7 o — R&ZHEMIC LET,

RA RS INEZFEIT L., IRD ethtool 2~v > REAHTLET,
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ethtool -K <interface name> txvlan off

2. VLANTX 78— NEEEENR A 712> TWVWA Z L A FERT AITIE, IkOa~<wr KEASD
LET,

ethtool -k <interface name> | grep tx-vlan-offload

Windows : T 74 DT X FTERARY —win-HPN-SMBd 2. XBHELR/ENLZ IOV HOD
EDBEMN24+ IZEHELET

TV IASEA 514 IEHE L, BHHSnoREHRHALET,

Y NIC E— FOHHR—k

U U —R 4203b)LARE, PELNIC E— RIXFELRIZY R — h&Eiz7=®, CiscoUCSC v —X
T 7 == OYENIC T — RN HRERI & WO FHEELHIRILE LTz,

77 B— RTIEWENIC 1TV AR —FINTOEREA,

Yo DEG T THEODETEICESXCLID Y VI EENFHFINERA

ZOREIL., VMware APIS RTIANRADY 7 AT —F 22 TH L TWARWESIZRAELE
7,

IHEEET A, FIEHIEIT v S V7 AL v F RO~y REFETLET,

sh interface port-channel (uplink Po)

vNIC MTU D% 5E

Windows @ VIC 1400 > U —X 7 X7 # D MTU 1%, UCS#HEND TliE/el, Py kR 7y
ROT RARUZA RN 7TaRT 4 BENIND LR LK,

VIC 14xx 7 X T HIZOWTIE, AN AL —T = A AFREMND, VWNIC O MTU WA X% %
WX ET, HLVEIEREM T 572 QoS v AT A 7 T A THESNIZMTU & RZ%LUTT
RTAUTRY EH A, O MTUEN QoS ¥ AT L 75 AD MTUEEZBZ TWAHEE., 7 —
HEREHINI Ny R R vy SN RH 0 £,

RDMA 0 R

e T L —FRBIOT v 7 =N EDVIC 1400 > — X Windows KT A %, 72 L
12290 FORDMA = P 0 ZH R —F L TWERA, BE. Windows cld% RDMA =
v Fizd % 4 VPorts ® RDMA D RZ PR — K T&E E9,

¢« ROCE X"— 3 > 11d, %64 A CiscoUCS VIC 1400 > ) — X 7 X 7 Z TP R—F &
TWER A,

« UCS Manager |%, RoCEv2 %GO WNIC IZxf L C7 7 7Y w7 7 = — LA —/"—% R —
FLEHA,

« RoCEv2 X, NVGRE, NetFlow, B XU VMQHMEHRE & [A U vNIC A > ¥ —7 = A A Tt H
TEEHA,
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« RoCEv2 1% usNIC TIIfET& 8 A,
«RoCEv2 IZ. GENEVE 7 o — RCIHMFH TX 5 A,
* RoCEVv2 |Z, ESX & Linux Offj 5 ¢, SR-IOV & —#&ICfEATE £H A,

16 {8 vHBAs N K I/0 F 1 —THRE SN TV D ERRENKKT S

CiscoUCSManager“C‘Li VHBA Z L IZHRK 64 HD /0 F =2 —N R — F I TWET, ﬁf:
L. 1687 vHBAs 259 % & 4 Vhbas TH R — }‘éz"bél/oﬂ?:v—@ﬁijiéi159ﬂﬂ

W &9, CiscoUCS Manager U U —A 4.0 (2) TiE, Vhbas = &2 59 fElD /O & = — % fii L’C
16 15D vHBAs ZiX EL L5 &35 & ’“Eﬁi‘ﬁ%ﬂ&bi%

VM-FEX
ESX VM-FEX ¥ & 1" Windows VM FEX [IH# AR — b <20 £ L7,

INTx & YAAE—F

INTx %V iAHE— RiE, ESX nenic 3 & W nfnic KT A4 ANTIEHHR—FInTWHEHA,
INTx #I ¥ jAZAE— FiE, Windows nenic 3 X fnic K7 A4 N TEHAR—FINTHERA,
INTx #| V) iAZE— RiL, Linuxenic 83X W fnic K7 A N TIEHAR— IR THERA,

FC-NVMe 7 = 1 LA —/\—

RARNEXRY N7 OEENSRET DI, BEOA = =DV~ RE W EDT
7747&3/%m TR—= PN TITORERHY ET, Ny T RRE, ar be—JFEE
DRAELUIEGEICORT 77 4 7280, A—F 77 v 72t LEFA, ANA ZHHR— |
Lfb\focu\éb\ja FINZFEDSL AR —T 4 VT VAT ATHE, DMV TFRAT/NRNy T
PNANMELL LB I T, 0NNy 7 NRCEEESNLAREERH Y £9, 25010 H#
TEIZRER L £,

FC-NVMe £ A1 ZEfH

RHEL 8.5 nvme-cli /X—<7 3 > 1.14 LI, nvme list =~ > RiZ fe-nvme 4 RTZE A2 F R L EH
Ao fe-nvme 44 BiT2EM] 2 #6745 121%. RHEL 8.4 @ nvme-cli £721% 1.15 L&D nvme-cli 73—
TValrEERALTIEE N,

FC-NVMe ESX DR

ESXi%& E179 A VIC 150003 L 81400 2 U — R 7 X7 Z I3BI(E. FC-NVMe 4 BiZEf D7 1 v
7P A XL LTHRRSIZBDREYR—F L TWETRN, —HORZ—XESXi7.012F 7 +
IVEDAKB Ty A REHHALTWET, LizRn-T, ¥—4 v h® FC-NVMe 4 Bij%E
M7y 71, WRmIIZSI2B & L THERT 208 RH Y £9, [A hL— (Storage) ] T
NVMe | %%’@JL NVMe D711 7 Y4 X% 4KB 756 512BICAEFE L,

F7-. FC-NVMe X —# v har ha—I0F a2 —DEIEVMT AL ZADF 2 —DERS DR
DAR—FNFERTRAET D VOANL—T"y FOIE TR BUSBUSY = 7 — DR EZ AT 572D
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b, REZEETLILENDY £9, ZnEBRET2I10E, ROa<x s F&2FTL T, ESXi
RA PR ESNTZT_XToary he—F%KRLET,

# Esxcli nvme controller list

arvir—J0aryito—7 Fa—LtFXa— P A XDV AR LET,

#vsish -e get /vmkModules/vmknvme/controllers/controller number/info

RMCZ—7 > hbEOoFT_XToarbe—JF, ACFa—HA XL R—-FLET, RIZHIZE
R~LET,

Number of Queues:4
Queue Size:32

VMZHET 2I2E, 2 be—J0Fa—P A4 XL —ET25LHITVM _EDTTD NVMe
TR AD queue_depth ZEELET, & x2E. RHEVM 2 E T L TCWAESIE. koo~
Y READLET,

#Echo 32 > /sys/block/sdb/ device/queue_depth
WD a~ 2 REFEIT LT, queue depth 23 32 ITFRE SN TND Z & 2R L E T,
# cat /sys/block/sdb/ device/queue_depth

CE) ZOEEIFEDRIIMHFSNEEA,

GE) B RF7A KR T, FC-NVMe 7 & 7 X BT B2, T TX R —%
FCNVMelnitiator ([Z5%E T 5 Z EDRNMLBERIGENH D 9,
TETERY =, [H—/N— (Server) [>[¥—EX FOT7 AL (ServiceProfile) ]>[/R
1) &— (Policies) | >[7# 74 1R1) > — (Adapter Policies) ] [FC7 % 74 1) o —DERK
(Create FC Adapter Policy) 1| ® FizdH v £7°,

THTERY —iF, [Y—nN\— (Server) . [Y—EX FBIZ74JL (ServiceProfile) ],
[R bL—2 (Storage) 1. [VHBA ®ZEE (Modify VHBAS) D FiZH v £7-,

ESXi 7.0 TD ANA [Z & HFC -NVMe O & 3h1E

ESXi7.0 CTif. ANA|ZFC-NVMe IZk L THE NI >TWERA, T2k, #—4 v Ml
DINA T z2— )V F—N"—DEENEET HAREERH Y F7°,

ANA Z AT 5 FNAIZ DUV TIL, https://docs.netapp.com/us-en/ontap-sanhost/nvme_esxi_
7.html#validating-nvmefc DURLZ SR L T 7230y,
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CiscoUCS MDEF:E ¥ A > k

KfaArvhrkOo—FKvvy7S

FTRTCOB YV =KX ~v=a T LD5%ERRY A MIOWTIEL, KO URL TAFHHER [Cisco
UCS B-Series Servers Documentation Roadmap] # M L CT< 72 &V, https://www.cisco.com/c/en/
us/td/docs/unified computing/ucs/overview/guide/UCS_roadmap.html

I _TD C-Series ¥ = =2 T /VD5EEIR Y A MIDOWTIX, URL (https://www.cisco.com/c/en/us/
td/docs/unified computing/ucs/overview/guide/ucs rack roadmap.html) TATFw[AE7: [Cisco UCS
C-Series Servers Documentation Roadmapdoc Roadmap] # &M L T 72 &\,

EELH O UCS Manager IZfi G ST v 7 = A_"THR—FrSNDH 77 —LU =T & UCS
Manager D /3—3 2 2DV TI,  [Release Bundle Contents for Cisco UCS Software] [#7E] &
ZHLTLZE0,

YZaTF7ILDAFAESEIVOTI=HIL YR—F

V=2 T IVDOANFHE, 77 =0 R— b ZOMoFHARERICOWNT, BAEHIND
['What's New in Cisco Product Documentation] ZZ/ L T 72EV, YA aDOFRE L OUETIR
OHEffv==2T7VO—EHL RSN TWNET,

['What's New in Cisco Product Documentation) (%RSS 7 4 — N& L Chéicx£9, £/=. V—

=TTV r—abZEHLTarT Y NT AT by FICEBEREESND L) ICERET S
ZEHTEET, RSS 74— NIFERIOY— B RATY, Y AIFIHIE, RSSA—T a2 20%
HAR—FLTWNET,

R = A2 FOEFHEMEZSZITE AT, CiscoUCS Docs on Twitter & 7 # 12— L T 72 &0,

Cisco UCS R4 VA —T A R A—F FSAN)J—X60DY!)—R /—F .


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/guide/UCS_roadmap.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/guide/UCS_roadmap.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/guide/ucs_rack_roadmap.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/overview/guide/ucs_rack_roadmap.html
http://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-release-notes-list.html
http://www.cisco.com/en/US/docs/general/whatsnew/whatsnew.html
http://twitter.com/ciscoucsdocs

©2025 Cisco Systems, Inc. All rights reserved.



BERICDOWT

CORF2IAVMNEI, RKEVRAOARITRF 2 AV MNDSEMRTT, YV IBHRICODEXLTIE
. BERBRIBEFAT. ZEBRICTZ Y 77— DHD. UV IEOR-IHBEI/LTEThTWNS
BEFHDEITEEZCTELIEZD, HBLETHLEZNMREBDFTIDT, IEXLBABICDL
TIKETAIPMDRF AV M ESELESZL,



