
トラフィック分析の構成

この章では、Cisco NX-OSデバイス上でトラフィック分析機能を構成する方法について説明し
ます。
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トラフィック分析について
トラフィック分析（Traffic Analytics、TA）機能には、次の機能があります。

•集約された分析データを提供するために、スイッチの背後にあるサーバによって提供され
るサービスを識別する機能を提供します。サーバとクライアントを区別するために、 3
ウェイハンドシェイクの TCPフラグ（SYNおよび SYN ACK）が使用されます。

•クライアントからサーバまたはサーバからクライアントへの複数の TCPセッションデー
タトラフィックを show flow cacheデータベース内の 1つのレコードに集約し、それをコレ
クタにエクスポートします。トラフィック分析集約中、 TCPの送信元ポートは値 0に設
定されます。

•トラブルシュートフローのエクスポート頻度の高速化をサポートします。

• TAインターフェイスフィルタおよび VRFフィルタをサポートします。

フローは、送信元インターフェイス、プロトコル、送信元 IPアドレス、送信元ポート、宛先
IPアドレス、宛先ポート値によって定義されます。トラフィック分析が有効になっている場
合、TCPセッションのフローは、サーバからクライアントへのトラフィックの送信元 IPアド
レス（SIP）、宛先 IPアドレス（DIP）、送信元ポート（SP）、およびクライアントからサー
バへのトラフィック。
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トラフィックデータベースエントリのエージング

トラフィックデータベースエントリは、タイマーを使用して 24時間ごとにモニターされま
す。データベースエントリにトラフィックが到達しない場合、24～ 48時間以内にそのトラ
フィックデータベースエントリが削除されます。デフォルトでは、データベースのサイズは

5000です。

トラブルシューティングルール

トラブルシューティングルールは、分析 ACLフィルタをプログラミングしてフローをデバッ
グするために使用されます。これらのルールはトラフィック分析ルールよりも優先され、特定

のフローをキャプチャするために使用できます。ルールのトラブルシューティングによって、

フローキャッシュに 2つのエントリが生成される場合があります。

トラブルシューティングルールは、特定のフローに対してのみ使用する必要があります。

トラブルシューティングフローのエクスポート頻度の高速化

現在、フローレコードとトラブルシュートレコードは、1分の固定間隔でエクスポートされま
す。トラブルシューティング分析の効率を高めるために、新しい filter export-intervalコマン
ドが導入されました。このコマンドを使用すると、専用のハッシュデータベースを使用して、

より短い間隔でトラブルシュートレコードをエクスポートできます。

この構成は、トラフィック分析が有効になっており、フローシステム設定内でフィルタ処理が

設定されている場合にのみ適用できます。filterexport-intervalコマンドの詳細については、ト
ラフィック分析の例（12ページ）を参照してください。

UDPポートのサポートについて
Cisco NX-OSリリース 10.5（2）F以降、トラフィック分析は、エクスポートされたフローをマ
スクする UDPポート構成をサポートします。

マスキングについては、次の手順に従います：

• UDPポートが構成されている場合、フローは TA DBおよび NFMフローキャッシュでマ
スクされます。

•宛て先ポートが一致すると、送信元ポートがマスクされ、その逆も同様です。

• NetFlowエントリが最初に挿入され、その後に TAエントリが挿入されます。

• UDPポートが構成されていない場合、現在の機能は影響を受けません。

UDPポートを構成するために、次の [no] udp-port port-rangeコマンドがフロー traffic-analytics
サブモード（分析の下）に導入されました。

UDPポートは 1〜 65565の範囲である必要があります。ポートは、カンマ区切りまたは範囲
ベースのフォーマット（例： 2000-3000, 400, 500）で入力できます。
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入力のポート数が 1回線コマンドで表示できるポートの最大数を超えると、次の例に示すよう
に、新しい設定回線に表示されます：

analytics
flow traffic-analytics
udp-port

53,400,500,1002,1004,1006,1008,1010,1012,1014,1016,1018,1020,1022,1024,1026,1028,1030,1032,1034,1036,1038,1040,1042,1044,1046,1048,1050,1052,1054,1056,1058,1060,1062,1064,1066,1068,1070,1072,1074,1076,1078,1080,1082,1084,1086,1088,1090,1092,1094,1096,1098,1100,1102,1104,1106,1108,1110,1112,1114,1116,1118,1120,1122

udp-port
1124,1126,1128,1130,1132,1134,1136,1138,1140,1142,1144,1146,1148,1150,1152,1154,1156,1158,1160,1162,1164,1166,1168,1170,1172,1174,1176,1178,1180,1182,1184,1186,1188,1190,1192,1194,1196,1198,1200,2000-3000,3002,3004,3006

TAインターフェイスフィルタおよび VRFフィルタ
トラフィック分析機能は強化されて、既存のFTインターフェイス構成と同様に、インターフェ
イスと VRFの両方のレベルでフィルタ構成を使用して TCPフローをキャプチャするためのき
め細かいサポートを提供するようになりました。

この TAフィルタ構成では、次のことができます。

•モニタリングに必要な IPアドレスを構成し、次のキーワードを使用します。

• permitモニタリングが必要な IPアドレスについては、

• denyフローが収集されないようにします。

• ft-collapseフローを単一のサービスに統合します。

ft-collapseキーワードは troubleshoot filtersには使用されません。（注）

•特定の VRF内のすべてのインターフェイスに VRFフィルタを構成します。

• TCPパケットの許可サブネットルール（TCP SYN、SYN ACK、および TCPフラグなし）
を指定します。

•プロファイル 31と見なされる一般的な TCPパケット（SYNまたは SYN ACKなし）の場
合、 show flow cacheコマンドを使用して、コレクタに転送される TCSフローを停止でき
ます。

• outputオプションは、フローフィルタを出力方向にのみ適用するために導入されました。

•フィルタでは、IPv4と IPv6の両方のアクセスリストがサポートされます。

TAインターフェイスフィルタおよび VRFフィルタの詳細については、TAインターフェイス
フィルタと VRFフィルタの例（11ページ）を参照してください。

インターフェイストラフィック分析

次を対象とした、トラフィック分析の詳細なフロー制御が提供されます：

•入力インターフェイスおよび
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•出力インターフェイス。

この機能により、インターフェイスで送受信されるトラフィックに対して特定のアクションを

実行できます。

インターフェイスレベルで有効になっている場合、TAを削除することはできません。（注）

FTインターフェイスの設定と同様に、インターフェイスおよび VRFレベルでのフィルタ処理
を可能にすることで、入力インターフェイスと出力インターフェイスでの TA機能のきめ細か
な制御が可能になります。

次の表に、入力インターフェイスと出力インターフェイスでサポートされるインターフェイス

のリリースを示します。

リリースからの入力および出力でサポートインターフェイス

•リリース 10.5（2）Fからの入力

•リリース 10.5（3）Fからの出力

SVIインターフェイス

リリース 10.5（3）Fからの入力および出力サブインターフェイス

•リリース 10.5（2）Fからの入力

•リリース 10.5（3）Fからの出力

ポートチャネルインターフェイス

•リリース 10.5（2）Fからの入力

•リリース 10.5（3）Fからの出力

VRFインターフェイス

リリース 10.5（3）Fからの入力および出力VNIインターフェイス

VNIインターフェイス

フローフィルタは、他のインターフェイスフィルタと同様に、VXLANファブリックのレイヤ
3VNIインターフェイスに適用できます。フローフィルタは、入力と出力の両方向でサポート
されています。フィルタは、IPv4または IPv6フィルタのいずれかです。

VNIインターフェイスの TAに関する制限事項は次のとおりです。

•ブリッジドトラフィックまたはレイヤ 2転送トラフィックは、VXLANファブリックの
BGWのL3VNIインターフェイスで適用されるフローフィルタを使用してフィルタリング
できません。

• VNIインターフェイスは VXLANファブリックの BGWで方向を認識していないため、一
方向の拒否フローフィルタは反対方向のトラフィックもブロックします。
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図 1 : VNIインターフェイスでのトラフィック分析

この画像は、入力方向と出力方向の VNIインターフェイスでのトラフィック分析中に何が発
生するかを示しています。

•入力：DCIリンクからのすべてのトラフィックはVTEPを使用してカプセル化解除され、
ポリシーが適用される VNIインターフェイスを通過します。その後、ファブリックまた
はホストインターフェイスに転送されます。

•出力：ファブリックまたはホストインターフェイスからのすべてのトラフィックは、ポリ
シーが適用され、VTEPを使用してカプセル化される VNIインターフェイスを通過しま
す。その後、DCIリンクに転送されます。

VNIインターフェイスの構成例

vrf context TENANT-VRF
vni 70000 l3

interface nve1
member vni 70000 associate-vrf

interface vni70000
flow filter v4_vni_filter_input
flow filter v4_vni_filter_output output

トラフィック分析の ECN検出
明示的輻輳通知（ECN）は、ネットワークデバイスがパケットを失うことなく輻輳を通知する
のに役立ちます。パケットのパス上で輻輳が発生したことを示すCE（CongestionExperienced）
通知に焦点を当てています。トラフィック分析の機能拡張により、システムは IPヘッダー内
の ECNビットを見つけて報告できます。この機能は、ネットワークインサイトによって管理
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されるスイッチで使用するように設計されており、消費と詳細分析のためにレコードがネット

ワークインサイトリソース（NIR）にエクスポートされます。

この機能は、ネットワークトラフィック全体の輻輳を注意深く監視および管理するために重要

です。この機能は、一貫した品質を維持することが不可欠な、VoIPコールやビデオストリー
ミングなどのリアルタイムアプリケーションに特に役立ちます。CE通知に焦点を当て、ネッ
トワークインサイトリソース（NIR）を活用することで、ネットワークマネージャは輻輳パ
ターンを把握し、遅延の影響を受けやすい環境でパフォーマンスの安定性を維持できます。

• [ネットワーク管理の強化（Enhanced Network Management）]：ECNビットの正確な検出
により、管理者は、トラフィックの再ルーティングや帯域幅の調整など、輻輳を効果的に

管理するために必要な情報を得ることができます。

• [最適化されたQoS（Optimized Quality of Service）]：この機能は、CE通知に焦点を当て
ることで、リアルタイムのアプリケーションをスムーズに実行し続け、輻輳のプロアク

ティブな管理を可能にします。

• [トラブルシューティングの改善（Better Troubleshooting）]：ECNビットを監視すること
で、ネットワークの正常性に関する詳細な洞察を得ることができ、迅速な修正と長期的な

計画を支援します。

ECN検出の仕組み

次のステージでは、トラフィック分析システムが IPトラフィックの ECNビットを検出および
報告する方法について説明します：

1. トラフィック分析システムは、IPトラフィックを継続的にモニターします。

2. システムはパケットごとに、IPヘッダーを調べて ECNビットを検出します。特に CE
（Congestion Experienced）通告を探します。

3. ECNビットが検出されると、システムはこの情報を記録し、輻輳のインスタンスを特定し
ます。

4. 収集されたデータは、輻輳エリアを強調表示するレポートまたはネットワーク管理者用の
アラートを生成するために使用され、NIRを使用してさらに分析されます。

このプロセスにより、ネットワーク管理者は IPトラフィックの輻輳に関してタイムリーで正
確な情報を受け取ることができ、ネットワークパフォーマンスの効果的な管理と最適化が可能

になります。

グローバルトラフィック分析を無効にします。

mode interfaceの下で flow traffic-analyticsを構成して、グローバルなトラフィック分析を無効
にします。

switch(config)# analytics
switch(config)# flow traffic-analytics
switch(config)# mode interface

トラフィック分析の構成
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インターフェイスモードを無効にするには、mode interfaceコマンドの no形式を使用
します。

トラフィック分析の注意事項および制限事項
次の注意事項と制限事項がトラフィック分析に適用されます。

•トラフィック分析機能が有効になっている場合、TCP以外の他のすべての IPプロトコル
は 3タプル情報を取得します。

•トラフィック分析機能は、スタンドアロンデバイスの混合モードでのみサポートされま
す。

•トラフィック分析機能を有効にする前に、フローフィルタを削除してください。削除しな
いと、エラーメッセージが表示されます。

•システムフローフィルタが構成されている場合、トラフィックフローの動作は次のよう
になります。

•トラフィック分析データベースに情報がある場合、2つのフローがキャッシュに表示
されます。

•トラフィック分析データベースに情報がない場合、キャッシュには1つのフローのみ
が表示されます。

•トラフィック分析データベースのサイズが縮小された場合、新しいエントリは古いエント
リを削除した後にのみ発生します。

• NetFlowとトラフィック分析が両方有効になっている場合、拡張された NetFlow構成内に
使われているプロファイルは次のとおりです：

• Cisco NX-OSリリース 10.5（2）Fまでの 29〜 31

• Cisco NX-OSリリース 10.5（3）Fからの 26〜 31

ネイバー探索または特殊パケットがこれらのプロファイルにヒットした場合、作成された

レコードがトラフィック分析用または、 NetFlow用であるかを区別することはできませ
ん。その結果、レコードは 2回処理され、1つの ANプロファイルで 2つのパケットが表
示されます。

• NetFlowおよびフローテレメトリは、N9K-C9364C-H1プラットフォームの SFP+ポート、
Ethernet1/65、および Ethernet1/66ではサポートされていません。

• CiscoNX-OSリリース 10.5（2）F以降、入力トラフィック分析は次でサポートされていま
す。

• CiscoNX-OSリリース 10.5（3）F以降、サポートされているトラフィック分析機能は次の
とおりです。

•出力トラフィック分析、

トラフィック分析の構成
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•入力トラフィック分析内：

•サブインターフェイス、

• VNIレベルのインターフェイス、および

•折りたたみアクション。

•フローの明示的な輻輳通知、

•グローバルトラフィック分析は、GXおよび FXラインカードを搭載したCiscoNexus
9500スイッチでもサポートされます。

•モードインターフェイスは、9300-FX3、-GX、-GX2、-H2R、および -H1スイッチで
のみグローバルトラフィック分析を無効にします。

プラットフォームサポート

次の表に、TA機能でサポートされているプラットフォームのリリースを示します。

リリースプラットフォーム機能

10.4(2)F9300-FX、-FX2、-FX3、-GX、
および -GX2

トラフィック分析のサポート

10.4(4)M9300-H2Rおよび -H1トラフィック分析のサポート

10.5（2）F9300-FX、-FX2、-FX3、-GX、
-GX2、-H2R、および -H1

入力トラフィック分析

10.5（3）F9300-FX3、-GX、-GX2、
-H2R、および -H1

出力トラフィック分析

10.5（3）F-GXまたは -FXラインカード
搭載の 9500

グローバルなトラフィック分

析

10.6(1)F9300-FXおよび -FX2出力トラフィック分析

リリースまでの機能でサポートされるプラットフォームの詳細については、『Nexusスイッチ
プラットフォームサポートマトリックス』を参照してください。

（注）

TAトラブルシューティングルールのガイドラインと制限事項

•中断のないアップグレードを使用してCisco NX-OSリリース 10.5(1)Fにアップグレードす
る場合、 filter export-intervalのデフォルト値は、NetFlow flow timeout値から導出されま
す。

トラフィック分析の構成
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TAインターフェイスフィルタおよび VRFフィルタのガイドラインと制限事項

• TAインターフェイスフィルタは、ループバック、トンネルインターフェイス（NVEな
ど）、および管理インターフェイスではサポートされません。

• TAインターフェイスフィルタは、L3サブインターフェイスおよび L3ポートチャネル
（PO）サブインターフェイスではサポートされません。

• VRFフィルタは、デフォルトVRFおよび管理 VRFではサポートされません。

• TAインターフェイスフィルタとVRFフィルタが構成されている場合は、TAインターフェ
イスフィルタが優先されます。

ECN検出のトラフィック分析のガイドラインおよび制限事項

• Cisco NX-OSリリース 10.5（3）F以降、トラフィック分析の ECN検出機能は次のデバイ
スでサポートされています。

• Cisco Nexus 9300-FX3/GX/GX2/H2R/H1プラットフォームスイッチ。

• Cisco Nexus 9700-FX/GXラインカード。

• GXと FXラインカード搭載の Cisco Nexus 9500 EORスイッチ

•この機能は、詳細な輻輳モニタリングを必要とするネットワーク、特にリアルタイムアプ
リケーションに向けて設計されています。ECNビットの検出に焦点を当てるようにトラ
フィック分析を設定します。

• ECN検出は、ネットワークインサイト情報技術（NIR）によって管理されるスイッチでの
みサポートされます。

トラフィック分析の構成
トラフィック分析機能は、混合モードでのみ設定できます。

Cisco NX-OSリリース 10.5(1)F以降では、デバッグ目的でトラフィック分析（TA）フローをト
ラブルシュートフローとしてマークできます。TAフローはより高速な間隔で Nexusダッシュ
ボードにエクスポートされます。

次の例では、トラブルシュートフローが IPv4と IPv6の両方のACLリストで定義され、フロー
フィルタに接続されています。フローフィルタは、フローシステム構成でシステム全体で有効

になっています。

始める前に

トラフィック分析機能を有効にする前に、混合モードになっていることを確認します。混合

モードを有効にするには、次のコマンドを使用します。混合モードの詳細については、混合

モードで構成するを参照してください。
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cisco-nexus-9000-series-nx-os-system-management-configuration-guide-release-106x_chapter27.pdf#nameddest=unique_534


(Config)#feature netflow
(Config)#feature analytics

手順

ステップ 1 次の方法で、より高い頻度をサポートするように、トラフィック分析機能を構成します。

例：

ip access-list ipv4-global_filter
statistics per-entry
1 permit ip 10.1.1.2/32 11.1.1.2/32
2 permit ip 11.1.1.2/32 10.1.1.2/32
3 permit ip 101.1.1.2/32 111.1.1.2/32
4 permit ip 111.1.1.2/32 101.1.1.2/32

ipv6 access-list ipv6-global_filter
statistics per-entry
1 permit ipv6 10::2/128 11::2/128
2 permit ipv6 11::2/128 10::2/128
3 permit ipv6 101::2/128 111::2/128
4 permit ipv6 111::2/128 101::2/128

flow filter global_filter
ipv4 ipv4-global_filter
ipv6 ipv6-global_filter

switch(config)# feature netflow
switch(config)# feature analytics
switch(config)# analytics
switch(config-analytics)#

switch(config-analytics)# flow traffic-analytics
switch(config-analytics-traffic-analytics)# db-size 200
switch(config-analytics-traffic-analytics)# filter export-interval 30
switch(config-analytics-traffic-analytics)# flow system config
switch(config-analytics-system)# traffic-analytics
switch(config-analytics-system)# monitor monitor input
switch(config-analytics-system)# profile profile
switch(config-analytics-system)# event event
switch(config-analytics-system)# filter global_filter

ステップ 2 flow filter <filter>コマンドを使用して、入力インターフェイスのトラフィック分析を構成します。

例：

switch(config)# interface Ethernet1/1
switch(config-if)# flow filter test

ステップ 3 flow filter <filter> outputコマンドを使用して、出力インターフェイスのトラフィック分析を構成します。

（注）

出力フィルタを使用する前に、 egress netflow tcamリージョンが切り分けられるようにします。

例：

トラフィック分析の構成
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switch(config)# interface Ethernet1/1
switch(config-if)# flow filter test output

TAインターフェイスフィルタと VRFフィルタの例

インターフェイスフィルタの構成

次の例は、インターフェイスフィルタの構成方法を示しています。

ip access-list ipv4-l3_intf_filter
statistics per-entry
1 permit tcp 10.1.1.7/32 11.1.1.7/32 syn
2 permit ip 10.1.1.7/32 11.1.1.7/32

ipv6 access-list ipv6-l3_intf_filter
statistics per-entry
1 permit tcp 10::7/128 11::7/128 syn
2 permit ipv6 10::7/128 11::7/128

flow filter l3_filter
ipv4 ipv4-l3_intf_filter
ipv6 ipv6-l3_intf_filter

analytics

flow traffic-analytics
db-size 200
filter export-interval 30

flow system config
traffic-analytics
monitor monitor input
profile profile
event event

interface Ethernet1/63/1
flow filter l3_filter

flow filter l3_filter output

switch(config-analytics)# show running-config inter e 1/63/1

interface Ethernet1/63/1
vrf member vrf1
flow filter l3_filter
ip address 10.1.1.1/24
ipv6 address 10::1/64
no shutdown

VRFフィルタの構成

次の例は、VRFフィルタの構成方法を示しています。
ip access-list ipv4-vrf1_filter
statistics per-entry
1 permit tcp 10.1.1.9/32 11.1.1.9/32 syn
2 permit tcp 11.1.1.9/32 10.1.1.9/32 ack syn

ipv6 access-list ipv6-vrf1_filter

トラフィック分析の構成
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statistics per-entry
1 permit tcp 10::9/128 11::9/128 syn
2 permit tcp 11::9/128 10::9/128 ack syn

flow filter vrf1_filter
ipv4 ipv4-vrf1_filter
ipv6 ipv6-vrf1_filter

analytics

flow traffic-analytics
db-size 200
filter export-interval 30

flow system config
traffic-analytics
monitor monitor input
profile profile
event event

vrf context vrf1

flow filter vrf1_filter
flow filter vrf1_filter output

トラフィック分析の例
次に、トラブルシュートフローのエクスポート間隔の出力例を示します。

switch(config-analytics-traffic-analytics)# show flow traffic-analytics
Traffic Analytics:

Service DB Size: 200
Troubleshoot Export Interval: 30

filter export-intervalコマンドを使用すると、トラブルシュートタイマーを 10～ 60秒の範囲で
設定できます。このタイマーのデフォルト値は 10秒に設定されます。

no filter export-intervalを使用すると、トラブルシュートタイマーの範囲がデフォルト値の 60
秒にリセットされます。

トラフィック分析の構成
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