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改訂：2026年 2月 6日

新機能および変更された機能

次の表は、この最新リリースまでの主な変更点の概要を示したものです。ただし、今リリースまでの変更点や新機能の

一部は表に記載されていません。

表 1 :新機能： Cisco APIC

説明特長Cisco APICリリースバージョン

必要に応じて、LDAP情報での証明書
の更新を含めるように物理 APICセク
ションを更新しました。

Cisco Mini ACIファブリックおよびマ
ルチサイト。

リリース 4.1(1)

Cisco Mini ACIおよび vAPICは、Cisco
ACIMulti-Siteでサポートされるように
なりました。

Cisco Mini ACIファブリックおよびマ
ルチサイト。

リリース 4.1(1)

このガイドは、Cisco Mini ACIおよび
仮想 APIC機能のために作成されまし
た。

Cisco Mini ACIファブリックおよび仮
想 APIC。

リリース 4.0(1)

Cisco Mini ACIファブリックの概要
Cisco Application Centric Infrastructure（Cisco ACI）リリース 4.0(1)では、Cisco Miniが導入されています。 ACI小規模
展開向けのファブリック。Mini ACIファブリックは Cisco Application Policy Infrastructure Controller（APIC）1つの物理
と仮想マシンで実行されている APIC 2つの仮想（vAPIC）で構成されている APICクラスタで動作します。これによ
り、物理フットプリントと Cisco APICクラスタのコストを削減し、 ACI物理的なフットプリントや初期コストの制約
から大規模な導入が現実的でない、コロケーション施設や単一部屋のデータセンターなど、 ACIラックスペースや初
期予算が限られたシナリオにおいてもファブリックを展開可能とします。

この図は、物理 1つと仮想 2つ台からなる Cisco ACIミニファブリックの例をAPIC示しています。APIC（vAPIC）：
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図 1 : Cisco Mini ACIファブリック

Cisco Mini ACIの注意事項と制約事項

Mini ACIファブリック

• Cisco Mini ACIファブリックは、 Cisco ACIマルチサイトで通常のオンプレミスサイトとしてサポートされます。

•次の機能はサポートされていません。

• Cisco ACIマルチポッド

• Cisco ACI仮想ポッド

•リモートリーフスイッチ

•でのアプリケーションのインストールと実行 Cisco Application Policy Infrastructure Controller（APIC）はサポート
されていません。

•物理APICおよび仮想をホストするESXiサーバAPICは、同じNTPサーバと時刻同期されている必要があります。
これにより、仮想のアップグレードまたは再起動中に同期の問題が発生しないことが保証されます。 APICとして
機能し、クラスタは正常に収束します。

•リリース 6.0(2)以降の UCSファブリックインターコネクトを含む ACI中間 APICスイッチを介して、Cisco Mini
仮想マシンをホストする ESXiホストを Cisco APIC接続することはできません。ESX iホストを Cisco ACIリーフ
スイッチに直接接続します。
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• Cisco Mini ACIは、リリース 6.0(2)より前のリリースからのポリシーベースのアップグレードは Cisco APICサポー
トされていません。

• 6.0(2)リリース以降では、BootX GUIから、1つの物理 APICのみ展開します。 Cisco APIC完全に適合した後、す
べてのスイッチを追加してから仮想 APIC GUIを使用して、仮想の BootX展開を構成 APIC構成します。

物理 APIC

クラスタ内の 3つのうち 2つが Cisco APICクラスタは仮想マシンとして ESXiホスト上で動作する APIC仮想マシンと
して構成可能になりました。まず、物理のインストールと構成が APIC必要です。物理 APICでは、ファブリック内の
スパインおよびリーフスイッチを検出し、インストール中にAPIC仮想を検出し構成し、クラスタのアップグレードを
Cisco APIC促進します。

仮想APICでは、環境を完全に管理することができますが、CiscoACI物理ではAPICファブリック検出を制御します。
物理APICが使用不可能になる場合、物理的なファブリック変更（スイッチの追加や削除など）は、物理的な復旧が完
了するまで APIC行えません。

仮想 APIC

•仮想の初回起動時APIC、ブートストラッププロセスの一環として、APICインフラストラクチャCiscoACIVLAN
を介して物理デバイスを検出し接続します。仮想 APICは pass-phrase（物理によって生成）を使用し、 APIC物
理書によって署名された証明書を取得しますAPIC。証明書が生成された後、物理および仮想APICは検出メッセー
ジを交換し、クラスタを形成します。仮想APICは、物理が完了しているとのデータ層の同期後に完全に適合しま
す。 APICします。

•仮想インバンド管理でインバンド管理を使用する場合APIC、ノード管理 IPアドレスサブネットとアプリケーショ
ン EPG IPアドレスサブネットを同じにすることはできません。

QoSスケーラビリティの限界

Cisco Miniの場合 ACIファブリックと仮想 APICスケーラビリティの制限については、この場所のお使いのリリースの
検証済み拡張性ガイドを Cisco APIC参照してください。

https://www.cisco.com/c/en/us/support/cloud-systems-management/application-policy-infrastructure-controller-apic/
tsd-products-support-series-home.html#Verified_Scalability_Guides

物理のインストールと構成 Cisco APIC
この手順では、物理 Cisco APICサーバをインストールおよび構成します。

手順

ステップ 1 次のインストールまたは Cisco APICイメージの回復の手順に従い、物理サーバを Cisco APICインストー
ルします。

通常通りに明治されているように、物理 APICサーバをインストールおよび構成します。ただし、小型の
フットプリントの場合、 Cisco ACI物理 APICサーバをクラスタで最初として選択 Cisco APICします。
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ステップ 2 物理サーバを構成したAPIC後、以下で説明されているように、クラスタを完了するためAPIC仮想マシン
を作成し仮想をインストールします仮想アプライアンス：インストールおよび構成 APIC（5ページ）。

仮想アプライアンス：インストールおよび構成 APIC
仮想アプライアンス：インストールおよび構成 APICクラスタ内の（vAPIC）は、4つの手順で構成されています。

•で説明されているインフラ VLANトランキング用の ACIリーフスイッチポートの構成仮想 APICインストールの
前提条件（5ページ）。

•で説明されているVMware標準規格 vSwitchまたはDVSおよび ESXiホストの構成仮想APICインストールの前提
条件（5ページ）。

•で説明されているように、APIC物理で生成したパスフレーズの入手物理マシンからパスフレーズを取得するAPIC
（8ページ）。

•で説明されている各仮想サーバの APICインストールと構成仮想の展開 APIC OVAの使用（9ページ）。

Ciscoでは、 VMware vCenterを使用して vAPIC仮想マシンを簡単に展開できるように OVAイメージを提供していま
す。ただし、物理 APICと同じ ISOファイルを使用して、vAPICを ESXiホストに直接インストールすることもできま
す。

仮想 APICインストールの前提条件

Cisco ACIファブリックおよび物理 APICの展開

リモート対応 APIC構成の前に、物理 APICで ACIファブリックを展開して実行する必要があります。物理 APICは、
ファブリックの検出と、リモート対応 APICの検出と登録を制御します。

vAPICの検出と同期は、物理APICからの制限された期間のパスフレーズに依存しているため、vAPICをインストール
する前に NTPサーバで物理 APICを構成して、物理 APICとリモート対応 APIC間の潜在的な時間不一致および証明書
同期の問題を回避することを推奨します。APICでの NTPの構成については、コア ACIファブリックサービスのプロ

ビジョニング Cisco APIC基本構成ガイド、リリース 4.x）を参照してください。vAPIC展開の物理 APICから現在のパ
スフレーズを取得します。

リーフスイッチポートとインフラ VLANトランキング

物理およびリモート対応APICは、インフラVLAN Cisco ACIを介してお互いに検出および通信します。リーフスイッ
チは、vAPICリモート対応マシンのESXiホストに接続されたポートでインフラVLANを有効にする必要があります。
これを実現するには、リーフポートのアタッチ可能なアクセスエンティティプロファイル（AEP）でインフラ VLAN
を有効にします。

以下で説明されているように、物理APIC GUIからこれらの変更を行いますを使用した vAPICのリーフスイッチポー
トの構成 Cisco APIC GUI（7ページ）。
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ESXiホストおよび仮想マシン

これらは、vAPICのESXiホスト、 vCenter、およびリモート対応マシンの要件です。

• ESXiホストは、 VMware ESXiバージョン 7.0以降を実行している必要があります。

• ESXiホストとリモート対応マシンがvCenterによって管理されている場合は、 vCenterがバージョン 7.0以降を実行
している必要があります。

• vAPICは、インフラ VLANを介して物理 APICと通信できる必要があります。次のいずれかに該当する必要があ
ります。

• ESXiホストは Cisco ACIリーフスイッチまたはリーフスイッチの vPCペアに直接接続されます。

• ESXiホストには正しい UTC時刻が構成されている必要があります。

• vAPICは、最初に起動して物理 APICに接続したときに、ホストの時間を使用します。重大な時刻の不一致
は、証明書の同期の問題の原因となります。

• ESXiホストには、vAPICリモート対応マシンをホストするために十分なリソースが必要です。各 VMには以下が
必要です。

•メモリ：96 GB

• CPU：16

• HDD 1：3001 GB

標準規格の HDDを仮想イメージインストールで APIC使用できます。

• HDD 2：1001 GB SSD

仮想データストアには、高性能の 2番目のストレージデバイスが APIC必要です。

• NIC 1（VMXNET 3）：アウトオブバンド

• NIC 2（VMXNET 3）： ACIインフラ VLANトランキング

• VMware vCenterGUIの [分散スイッチ（Distributed Switch）]設定で、検出プロトコルの [無効（Disabled）]オプショ
ンを選択します。これにより、リーフスイッチは LLDPパケットを APICから直接受信できます。LLDPは、ゼロ
タッチファブリック検出に使用されます。

• VMware vCenter GUIのDistributed Port Group設定で、インフラVLANでVLAN -0を許可します。これにより、DVS
が LLDPパケットを転送できるようになります。

1. vAPICを展開する場合、 ESXiホストには少なくとも 600 GBのストレージの合計（スワップ領域を含む）が必要で
す。初期展開後、リストされているストレージサイズで十分です。

現在のリリースは、vAPICリモート対応マシンの vMotionをサポートしていません。（注）
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仮想スイッチの構成

仮想 APICは、 VMware DVSおよび標準規格の vSwitchをサポートします。リーフスイッチポートとESXiホストの構
成に加えて、仮想スイッチと ESXiホストの構成も行います。

•新しい仮想スイッチを作成するか、既存の仮想スイッチを使用します。仮想スイッチは、標準規格のvSwitchまた
は DVSのいずれかです。

VMMドメイン統合の場合、DVSは APICによって vCenterに作成されています。 vAPICはこの DVSを使用できま
す。

•他のデータVLANに加えて、ACIインフラVLANのVLANトランキング用に仮想スイッチアップリンクを構成し
ます。

• ACIリーフスイッチに接続されている ESXiホスト vmNICをアップリンクに追加します

•ポートグループを作成し、 ACIインフラ VLANの VLANトランキングに構成します。

•分散型スイッチでは、「設定の編編集」ユーザーは、接続された LEAFがAPICから LLDPパケットを直接受信で
きるように、[検出プロトコル（Discovery Protocol）]を無効にする必要があります。

VMMドメイン統合の場合、上記のポートグループは VMM統合によって作成できます。APIC GUIで、 [仮想ネット
ワーキング（Virtual Networking）] > [VMware VMMdomain] > [ポリシー（Policy）] > [全般（General）]に移動し、
[インフラポートグループの構成（Configure Infra Port Groups）]ボックスをチェックします。これにより、次のよう
な名前のポートグループ Infraが vCenterの VMMドメイン DVSで自動的に作成されます。。ただし、このポートグ
ループは、 VLANタイプで作成され、vSphereクライアントを使用し手動で VLAN トランキングポートグループの設定で変

更する必要があります。

ACIと VMM統合のないvCenterの場合は、 vCenter UIの左側のパネルで、 [ネットワーキング（Networking）] > [VDS]
に移動します。次に、右側のパネルの [ネットワーク（Networks）]> [分散型ポートグループ（DistributedPortGroups）]
で [新しい管理分散ポートグループ（New Distributed Port Group）]をクリックします。最後に、ポップアップウィン
ドウで、手順に従って、 [VLAN トランキング（VLAN trunking）]を指定するポートグループを [VLANタイプ（VLAN
type）]に作成し、 [VLANトランク範囲（VLAN trunk range）]にインフラ VLAN IDを作成します。

vCenterを使用せずにESXiサーバに vAPICを直接インストールする場合は、代わりに ESXiでVMware Standard vSwitch
を構成します。vSphere Clientの左側のナビゲーションバーで、 [構成（Configuration）]タブを選択します。次に、
[ネットワーキング（Networking）]を選択します。最後に、vSwitch [VLAN ID（オプション）（VLAN ID (Optional)）]
プロパティで、[すべて（All）]（<VLAN-ID>）を選択し、<VLAN-ID>ファブリックInfraVLANと置き換えます。

DVSスイッチがLLDPパケットを転送できるように、両側でVLAN -0を許可します。

を使用した vAPICのリーフスイッチポートの構成 Cisco APIC GUI
GUIを使用して Cisco APIC vAPICが接続されているリーフスイッチポートの必要な Infraを構成します。

vAPICが接続されているスイッチポートがファブリックですでに使用されている場合は、アクセスエンティティ
プロファイルのこれらのポートでインフラVLANを有効にします。 [ファブリック（Fabric）] > [アクセスポリ
シー（Access Policies）] > [ポリシー（Policies）] > [グローバル（Global）] > [接続<AEP-name>可能アクセスエ
ンティティプロファイル（Attachable Access Entity Profiles）] チェックボックスを使用します。

（注）
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手順

ステップ 1 物理 APIC GUIにログインします。

ステップ 2 メニューバーから [システム（System）] > [コントローラ（Controllers）]に移動します。

ステップ 3 左側のナビゲーションパネルを使用して、クイックスタートの >仮想APICの追加に移動します。

ステップ 4 [仮想 APICの追加（Add Virtual APIC）]をクリックします。

ステップ 5 vAPICの接続先であるリーフスイッチを指定します。

設定する項目は次のとおりです。

• APICと CSSM間の後続の通信では、 [リーフスイッチ –リーフ 1（Leaf Switches – Leaf 1）]ノードと
ポートで、vAPICが接続されているリーフスイッチとポートを指定します。

•（任意） [リーフスイッチ：leaf2（Leaf Switches – Leaf 2）]ノードとポートで、vAPICが接続されて
いる 2つのリーフスイッチとポートを指定します。

ステップ 6 追加する vAPICの vCenter情報を指定します。

追加するvAPICがVMwarevCenterを使用してインストールされている場合は、ここに情報を入力します。

• [VMMドメイン（VMM Domain）]ｆｒ、既存の VMMドメインを選択するか、一意の名前を指定し
て新しい VMMドメインを作成します。

• [ユーザー名（Username）]、 [パスワード（Password）]、および [パスワードの確認（Confirm
Password）]では、vCenterログイン情報を指定します。

• [ホスト名（または IPアドレス）（Host Name (or IP Address)）]の場合、 vCenterのホスト名または
IPアドレスを指定します。

• [データセンター（Data center）]の場合、vAPICが配置されている vCenterのデータセンターを指定
します。

ステップ 7 [送信（Submit）]をクリックして変更を保存します。

物理マシンからパスフレーズを取得する APIC
このセクションでは、仮想マシンがクラスタに参加するために必要な自動生成されたパスフレーズの取得方法について

APIC説明します。

手順

ステップ 1 物理にログインします APIC。

ステップ 2 [システム（System）] > [システム設定（System Settings）]に移動します。

ステップ 3 左側のサイドサイドバーで、 [APICパスフレーズ（APIC Passphrase）]を選択します。
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次の [現在のセキュアなパスフレーズ（Current Passphrase）]の文字列は、仮想インストール中に入力する必要

がある現在アクティブな APICパスフレーズです。

（注）

このパスフレーズは、物理的に自動的に生成され、 APIC 60分後に期限切れになります。仮想 APIC展開
が 60分以上遅延すると、パスフレーズが期限切れになり、無効になります。この場合は、新しいパスフ
レーズを入手します。上記の手順に活用。

仮想の展開 APIC OVAの使用
手順に従って、仮想マシン内で Cisco APICインストールします。

始める前に

の説明に従って、ESXホストとリモート対応マシンを仮想 APICインストールの前提条件（5ページ）構成します。

手順

ステップ 1 仮想 OVAイメージを Cisco APICダウンロードします。

a) ソフトウェアダウンロードページリンクを参照します：

https://software.cisco.com/download/home/285968390/type

b) 登録手続きを開始するには、 [APICソフトウェア（APIC Software）]をクリックします。

c) リリースバージョンを選択し、仮想 Cisco APIC VMware vCenterサーバからアクセス可能な場所に
OVAイメージを転送します。

ステップ 2 VMware vCenterにログインします。

ステップ 3 仮想が展開されているESXiホストをCiscoAPIC右クリックし、 [OVFテンプレートの展開（DeployOVF
Template）]を選択します

ステップ 4 仮想 Cisco APIC OVAファイルを選択して、 [次へ（Next）]をクリックします

ステップ 5 イメージをインストールするデータセンターまたはフォルダを選択し、 [次へ（Next）]をクリックしま
す。

ステップ 6 詳細を確認し、 [次へ（Next）]をクリックして続行します。

ステップ 7 仮想データストアのストレージデバイスを Cisco APIC指定します。

a) OVFテンプレートの展開の [ストレージの選択（Select Storage）]ステップで、ウィンドウの右下隅
にある [詳細（Advanced)]をクリックします。

b) 次の [ストレージ（Storage）]デバイス（ [SSDストレージ（SSD Storage）]ディスクグループ）を選
択します。

次の SSD ストレージデータストアに、100GB以上の空き容量がある高性能ストレージデバイス（SSD
）を選択します。
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c) 次の [ストレージ（Storage）]デバイス（ [他のすべてのディスク（All other disks）]ディスクグルー
プ）を選択します。

仮想メインイメージに対して少なくとも 300 GBの使用可能なストレージデバイスを Cisco APIC選
択します。

d) [次へ（Next）]をクリックして続行します。

ステップ 8 環境に応じてアウトオブバンド（OOB）ネットワークとインフラネットワークを指定します。

OVFテンプレートの展開の [ネットワークの選択（Select networks）] OVFテンプレートの展開のステッ
プで、。必要なネットワークを選択してから、 [次へ（Next）]をクリックして続行します。

ステップ 9 「ファブリックの詳細」を参照してください。

OVFテンプレート展開の [テンプレートのカスタマイズ（Customize template）]ステップで、次の詳細
情報を入力ます。

• [コントローラ ID（Controller ID）]：構成するコントローラの ID。コントローラ IDは 2または 3で

あり、これは構成する 2番目または 3番目のコントローラのどちらであるかによって異なります。
次の 1のコントローラ ID値は、前のセクションの説明に従ってCiscoAPIC物理的に予約されます。

• [TEP プール（TEP Pool）]：TEPアドレスのプール。

• [TEP ネットマスク（TEP Netmask）]：TEPアドレスのネットマスク。

• [VLAN id]：インフラネットワークに使用されるVLAN ID。

• [IPv4 OOB IPアドレス（IPv4 OOB IP Address）]：このコントローラのアウトオブバンド管理用の IP
アドレス。

• [IPv4 ネットワーク マスク（IPv4 OOB network mask）]：これは、アウトオブバンド管理ネットワーク

上で行われます。

• [IPv4 ゲートウェイ（IPv4 gateway）]：アウトオブバンドネットワークのゲートウェイアドレス。

• [パスフレーズ（Passphrase）]：次の物理マシンからパスフレーズを取得する APIC（8ページ）取
得したパスフレーズ

（注）

60分後に自動的に期限切れになります。VMの構成とOVAの展開に時間がかかる場合は、物理Cisco
APICから新しいパスフレーズを取得します。VMのプロパティの [vAppのオプション（vApp
Options）]タブで、VMを構成した後、パスフレーズを更新します。この場合、上記の手順を使用
して現在のパスフレーズを取得し、そのパスフレーズをリモート対応CiscoAPICVMに対するadmin
（Windowsの場合）または sudo（Linuxの場合）特権を持っている必要があります。パスリモート
対応を再適用する前に、 Cisco APICこの手順を使用する VM：

a) 「rescue-user」アカウントを使用する仮想 Cisco APIC VMのコンソールにログインします。
b) 次の acidiag touch cleanコマンドの後に acidiag touch setupコマンドを使用します。

c) VMの電源をオフにします。
d) 仮想 Cisco APIC VMで、 [設定の編集（Edit Settings）]を右クリックして選択します。
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e) 次のVMオプション > vAppプロパティを使用して、次から取得した更新されたパスフレーズを入力
します Cisco APIC。

f) 仮想 Cisco APIC VMを電源オンにします。

ステップ 10 展開の詳細を確認し、終了（Finish）をクリックし、仮想を展開します Cisco APIC。

ステップ 11 OVAの展開プロセスが完了したら、仮想 Cisco APIC VMを開始します。

VMが起動すると、仮想 APICは、物理と通信し、 Cisco APICクラスタに参加します。

（注）

初期仮想 Cisco APIC起動と同期が完了するまでに数分かかる場合があります。

インストールが完了したら、仮想 Cisco APICは、トポロジ図の特別なアイコンで識別されます。

次のタスク

仮想 Cisco APICがインストールされ、クラスタに追加され、 Cisco APIC開始ガイドおよび Cisco APIC基本構成ガイド
の説明に従って残りの環境をセットアップします。

仮想の展開 APIC ESXiで直接アクセス
次の手順に従って、vAPICをESXiホスト内に直接インストールします。この vAPICインストールでは、物理 APICイ
ンストールと同じ ISOファイルを使用します。

始める前に

の説明に従って、ESXホストとスイッチを仮想 APICインストールの前提条件（5ページ）構成します。

手順

ステップ 1 ISOイメージをダウンロードします。

a) ソフトウェアダウンロードページリンクを参照します：

https://software.cisco.com/download/home/285968390/type

b) [APICソフトウェア（APIC Software）]をクリックします。

c) リリースバージョンを選択し、APICイメージ（ISO）をダウンロードし、ESXiサーバからアクセス可
能な場所に配置します。

ステップ 2 APIC ISOイメージを ESXiホストにコピーします。

ステップ 3 vSphereクライアントを使用して VMware ESXiホストにログインします。

ステップ 4 vAPICをインストールする仮想マシン（VM）を作成します。

VMのハードウェア要件は仮想 APICインストールの前提条件（5ページ）のとおりです。

ステップ 5 vAPICをインストールする VMのブートイメージとしてダウンロードした APIC ISOイメージを指定し、
VMの電源をオンにします。
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インストールは、物理 APICの場合と同様に進みます。インストールが完了すると、 VMはシャットダウ
ンされます。

ステップ 6 VMの電源を投入します。

ステップ 7 vAPICの初期ブート中にファブリック情報を提供します。

vAPIC VMの初回起動時に、設定を完了するために次のファブリック情報が要求されます。

•ファブリック名

•ファブリック ID

•アクティブなコントローラの数

•ポッド ID

次の 1という回答は、1つの PODのみが現在ミニACIファブリックでサポートされているためです。

•スタンバイコントローラかどうか

次の NOという回答は、アクティブなコントローラを構成しているためです。

• APICであるかどうか -X

次の NOという回答は、vAPICはAPIC-Xではないためです。

•コントローラ ID

構成するコントローラの ID。コントローラ IDは 2または 3であり、これは構成する 2番目または 3番
目のコントローラのどちらであるかによって異なります。次の 1のコントローラ ID値は、前のセク
ションで APICインストールされている物理に予約されます。

•コントローラ名

vAPICのホスト名。

• TEPアドレスのプール

•インフラネットワークの VLAN ID

•アウトオブバンド管理情報

•物理 APICからのパスフレーズ

取得したパスフレーズ物理マシンからパスフレーズを取得する APIC（8ページ）

（注）

60分後に自動的に期限切れになります。vAPIC展開のこの段階で、物理 APICの現在のパスフレーズ
を取得することを推奨します。

（注）

CiscoAPCIリリース6.0(2)以降、ブートストラップとクラスタの起動には、クラスタのブリングアップGUI
を使用するか、APIを使用します。次の GUIを使用した APICクラスタの呼び出し手順に関する詳細は、

APICスタートアップガイドを参照してください。 APIを使用したクラスターの立ち上げの詳細について
は、 CISCO DCNM APIリファレンスガイドを参照してください。
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ステップ 8 入力した詳細が正しいことを確認し、展開を続行します。

展開プロセスが完了すると、仮想 APICは、物理と通信し、 APICクラスタに参加します。

（注）

最初の vAPICの起動と同期は、完了するまでに数分かかることがあります。

インストールが完了したら、仮想 Cisco APICは、トポロジ図の特別なアイコンで識別されます。

次のタスク

仮想 Cisco APICがインストールされ、クラスタに追加され、『Cisco APIC Getting Started Guide』および『Cisco APIC

Basic Configuration Guide』。

仮想 APICのアップグレードまたはダウングレード
仮想サーバを直接アップグレードAPICしません。物理は通常通りAPICアップグレードし、その後物理マシンがAPIC
アップグレードイメージを復号化して仮想マシンに送信し、 APICアップグレードを実行します。

物理サーバのみのクラスタのCisco ACIアップグレードまたはダウングレードに使用するのと同じ ISOイメージを使用
して、 APIC物理サーバのみのクラスタをアップグレードまたは APICダウングレードします（ Cisco APICおよびス
イッチソフトウェアのアップグレードとダウングレードを参照）。

4.0(1)より前のバージョンにダウングレードすることは Cisco APICサポートされていません。（注）

Mini ACIのアップグレード
次の手順を使用し、Mini ACIを Cisco Application Centric Infrastructure（ACI）リリース 6.0(1)以前からリリース 6.0(2)
以降へアップグレードします。

制限事項

•次の Cisco Application Policy Infrastructure Controller（APIC）リリース 6.0(2)にアップグレードする場合、リリース
6.0(2)より前のリリースへのダウングレードはサポートされていません。

•物理ホスト 1つと APIC仮想ホスト 2つのみをサポート APIC（ ESXiホスト上）。

•リリース 6.0(2)以前のリリースからACIポリシーベースのアップグレードはMiniで Cisco APICサポートされてい
ません。

• VMMドメインが仮想 VLANで有効になっている DVSで APICインスタンスが展開されていない場合、その DVS
ドメインの 6.0.2へのアップグレード後は、 CDP隣接関係のみがサポートされます。
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始める前に

詳細については、前提条件セクションを参照してください。

手順

ステップ 1 [Mini]になっていることを確認します。 ACIクラスタは正常です。

acidiag avread、 show version、 show controller コマンドを使用して確認します。

ステップ 2 次の Cisco APIC GUIで、クラスタサイズを 3から 1に減らします。コマンドを使用して acidiag avread
確認します。

ステップ 3 仮想クラスタのAPICノード3をデコミッションします。デコミッションが完了するまで数分待ちます。

詳細については、 Cisco APICクラスタの管理（スタートアップガイド）の章を参照してください。
GUI手順を使用して、クラスタ内の Cisco APICコントローラのデコミッショニング

ステップ 4 仮想クラスタのノード2をAPICデコミッションします。デコミッションが完了するまで数分待ちます。

詳細については、 Cisco APICクラスタの管理（スタートアップガイド）の章を参照してください。
GUI手順を使用して、クラスタ内の Cisco APICコントローラのの手順を参照してください。

ステップ 5 VMware vCenter GUIを使用して、リモート対応の以前のインスタンス（ノード 2、3）を削除します。
APIC（Cisco Umbrella Enforcement APIを実行している Cisco APIC 6.0(2)より前のソフトウェアリリー
ス）。

ステップ 6 拒否して削除します Cisco APIC（必要な場合）。

Cisco APIC GUIで、 [システム（System）] > [コントローラ（Controllers）]に移動します。[ナビゲー
ション（Navigation）]ペインで、 [コントローラ（Controllers）] > apic_controller_name > [ノードで表示
されるクラスタ（Cluster as Seen by Node）]を展開します。存在する場合 Cisco APICは、 [未承認のコン
トローラ（Unauthorized Controllers）]承認済み状態になっており、そのコントローラに対して拒否およ
び削除アクションを実行します。

ステップ 7 次の acidiag avreadおよび show controller コマンドを実行して、クラスタサイズが1であることを確認
します。これらのコマンドは、単一の物理を持つ ACI Miniの正常性も示します APIC。

ステップ 8 物理APICをリリース 6.0(2)にアップグレードします。これには数分かかる場合があります。

注意

アップグレードが完了したことを確認してから次のステップに進みます。

acidiag avread、 show version、 show controller コマンドを使用して確認します。

ステップ 9 ファブリックノード（リーフおよびスパインスイッチ）をリリース 6.0(2)にアップグレードします。

acidiag avread、 show version、 show controller コマンドを使用して確認します。

（注）

すべてのファブリックノードとAPIC 1（物理 APIC)は、他のを展開する前に 6.0(2)にアップグレードさ
れます Cisco APIC。
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ステップ 10 ノード 2および 3の仮想 APICVirtualを展開します。

詳細な手順については、 VMware vCenterを使用した仮想 APICの展開を参照してください。

続行する前に展開のステータスを確認します。vCenterGUIで、の下のステータスをチェックして、展開
が成功したことを確認します。 [モニタ（Monitor）]タブに表示されるフィールドとアイコンについて説
明します。

a) Cisco APIC GUI、インターフェイスポリシーグループでCDPを有効にします。次の [ファブリック
（ファブリック）] > [アクセスポリシー（Access Policies）] > [インターフェイス（Interfaces）] >
[VPCインターフェイス（VPC Interface）]に移動し、の仮想ポートチャネルを [リンク集約タイプ
（Link Aggregation Type）]フィールドに選択します。 [CDPポリシー（CDP Policy）]フィールド
で、 system-cdp-enabledオプションを選択します。

b) CDPを有効にし、LLDPを無効にするには、VMMドメインに基づいて、次のいずれかのオプション
を使用します。

• VMMドメインが構成されていません。VMware vCenterGUIを使用して、CDPを有効にしLLDP
を無効にします。

ポートグループとして、 VLAN 0を追加してLLDPパケットを許可します。

• VMMドメインが次のように構成されています。CiscoAPICGUIで、VMMドメインが仮想ESXi
ホストに接続されたインターフェイスで構成されている場合に、VMMドメインの vSwitchポリ
シーを変更してCDPを有効にし、 APIC LLDPを無効にします。詳細は次のとおりです。

1. vSwitchポリシーで CDPを有効にします。次の [仮想ネットワーキング（Virtual
Networking）]> [VMware]> [VMMドメイン（VMM Domain）]> [vSwitchポリシー（vSwitch
Policy）]に移動します。

2. LLDPポリシーを Rxのみに変更します。次の場所に移動します。 [ナビゲーション
（Navigation）]ペインで、 [ファブリック（Fabric）][アクセスポリシー（AccessPolicies）][ポ
リシー（Policies）][インターフェイス（Interface）][LLDPインターフェイス（LLDPInterface）]
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> > >の順に選択します。 [有効（Enabled）]オプション（ [受信状態（Received State）]
）および [無効（Disabled）]オプション [送信状態（Transmit State）]を選択します。

3. CDP隣接関係が学習されたことを確認します。
sw1-leaf1# show cdp nei interf eth1/37

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute

Device-ID Local Intrfce Hldtme Capability Platform Port ID
sw1-esx4 Eth1/37 147 S VMware ESX vmnic2

4. LLDPを使用した vSwitchポリシーを [無効化（Disabled）]を変更します。

5. VMware vCenter GUIを活用、 LLDPパケットを許可するポートグループにVLAN 0を追加し
ます。

ステップ 11 仮想 APICインスタンス 2および 3の電源をオンにします。表示される IPアドレスは展開中に使用され
る仮想APICインスタンス IPアドレスですAPIC。展開が正常に完了したことを確認するには、次のメッ
セージが表示されます。

System pre-configured successfully.
Use: https://<VAPIC INSTANCE IP ADDRESS> to complete the bootstrapping.

ステップ 12 仮想 APICをクラスタに追加します。

物理のGUICiscoAPICでAPIC次の [システム（System）]> [コントローラ（Controller）]に移動します。
次の [コントローラ（Controllers）] > [apic_name] > [ノードで表示されるクラスタ（Cluster as Seen by
Node）]を展開し選択します。詳細な [ノードの追加（Add Node）]ノード 2と 3を追加する手順につい
ては、Cisco APICクラスタの管理 （スタートアップガイド）の章をノード追加オプションを使用した
APICクラスタの拡大の手順でインストールします。

両方のノードを追加したら、しばらく待ってからクラスタが [完全に適合（Fully Fit）]するか確認しま
す。

ステップ 13 Mini ACIクラスタが正常であることを確認します。

acidiag avread、 show version、 show controllerコマンドを使用して確認します。

仮想 Cisco APICの物理への変換

6.0(1)以前のリリースで仮想APICを物理に変換する
クラスタ内の仮想 Cisco Application Policy Infrastructure Controller（APIC）サーバを 1台ずつ Cisco APIC物理サーバに変
換します。
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変換中に、クラスタが 2つの物理ノードと 1つの仮想ノードを含むAPIC短い期間が生じますAPIC。このような組み合
わせはこれらのリリースではサポートされていませんが、Mini ACIを物理フォームファクタのクラスタで構成される
APIC通常の ACIファブリックに変換する目的でのみ許可されます。

手順

ステップ 1 クラスタから Cisco APIC仮想 3をデコミッションします。 GUIを使用したクラスタでの Cisco APICのデ

コミッショニング章（ Cisco APIC開始ガイド）を参照してください。

ステップ 2 新しい物理 Cisco APICを APICクラスタに 3として追加します。これは、 GUIを使用したクラスタでの

Cisco APICのコミッショニング章（ Cisco APIC開始ガイド）で説明されています。

ステップ 3 2についても同じことを APIC繰り返します。

6.0(2)リリース以降で仮想APICを物理に変換
最初にクラスタの仮想 Cisco Application Policy Infrastructure Controller（APIC）サーバを最初に削除し、次に 2つの物理
Cisco APICサーバを一度に削除します。

6.0(2)リリース以降、 APICすべて仮想サーバを持つのクラスタ APICがサポートされています。ただし、これらのリ
リースでは、Mini ACIを除き、同じクラスタ内の仮想と物理の混合はサポートされていません（1つの物理、2つの仮
想は制限されています）。これにより、6.0(2)リリース以降のすべての物理APICでMiniACIを通常のACIファブリッ
クに変換する手順が変更されました。

Mini ACIを通常のACIファブリックに直接変換し、 APIC物理 1をすべての仮想sで置き換える操作は、 APICこれらの
リリースで認定されておらず、以下の手順の範囲ではありません。

手順

ステップ 1 以下の説明に従い、クラスタから仮想 APICCisco 2および 3の両方を削除します。ノード削除オプション
を使用した APICクラスタの縮小（ Cisco APIC開始ガイド）。

[ノードの削除（Delete Node）]操作で APIC両方のノードを選択して、2および APIC 3の両方を削除する
必要があります。これは、3クラスタの1つのノードのみをAPIC削除することができないためです。ノー
ド削除オプションを使用した APICクラスタの縮小（ Cisco APIC開始ガイド）で説明されています。

ステップ 2 クラスタに物理的な APICCiscoスイッチを APIC 2および APICと 3として追加します。これは、ノード
追加オプションを使用した APICクラスタの拡大（ Cisco APIC開始ガイド）で説明されています。

ステップ 1の削除操作と同様に、 APIC 2および APIC 3を同時に追加する必要があります。

17

https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/5x/getting-started/cisco-apic-getting-started-guide-53x/cisco-apic-cluster-management-53x.html#task_lkh_zsp_vx
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/5x/getting-started/cisco-apic-getting-started-guide-53x/cisco-apic-cluster-management-53x.html#task_lkh_zsp_vx
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/5x/getting-started/cisco-apic-getting-started-guide-53x/cisco-apic-cluster-management-53x.html#task_p14_2tp_vx
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/5x/getting-started/cisco-apic-getting-started-guide-53x/cisco-apic-cluster-management-53x.html#task_p14_2tp_vx
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-deleting-a-node
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-deleting-a-node
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-deleting-a-node
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-deleting-a-node
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-adding-a-node
https://www.cisco.com/c/en/us/td/docs/dcn/aci/apic/6x/getting-started/cisco-apic-getting-started-guide-60x/cisco-apic-cluster-management-60x.html#t-adding-a-node


物理 APICの交換
6.0(1)以前のリリースでは、この物理の手順を使用して、 Cisco Application Policy Infrastructure Controller（APIC）を置
き換えます。

Cisco APIC 6.0(2)以降のリリースで、 vapicjoinコマンドはサポートされていません。ただし、この手順を使用する必
要はありません。BootXが物理的な証明書を Cisco APIC自動的に更新するためです。

手順

ステップ 1 通常通りに新しい物理 Cisco APICをインストールします。

物理のインストーと構成 Cisco APIC Mini ACIファブリックのについては、物理のインストールと構成
Cisco APIC（4ページ）で説明されています

ステップ 2 新しい物理の証明書を更新 Cisco APICします。

いずれかの仮想から証明書を取得すると、 Cisco APIC新しい物理 Cisco APICで通信できます。

このコマンドでは、次のように置き換えます。

• <vapic-ip>いずれかの vAPICのIPアドレスを使用します。

• <vapic-password> IPを指定した vAPICの管理者パスワードを使用します。

• adminは apic local adminです。LDAPまたは他の認証方式を使用している場合は、acidiag vapicjoinコ
マンドを実行する前に、 AAAレルムを LDAPからローカルに変更します。

例：

# acidiag vapicjoin -n <vapic-ip> -u admin -p <vapic-password>

Mini ACIファブリックの再構築
この手順により、ミニ ACIファブリックを再構築（再初期化）できます。これは、次のいずれかの理由で必要になる
場合があります。

• TEP IPを変更するには

•インフラ VLANを変更するには

•ファブリック名を変更するには

• TACトラブルシューティングタスクを実行するには

この手順により、 Cisco APICで構成を消去します。完全なファブリックの再構築を実行する場合は、すべてのファブ
リックの APIC手順を実行します。あるいは、これらの手順を使用して仮想環境のみを APIC転送されます。再構成す
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ることもできます。仮想構成の再構築は、 APIC例えば初期構成に問題があり仮想 APICがクラスタに参加できない場
合などにのみ選択できます。

始める前に

次の点を確認してください。

•定期的にスケジュールされた構成のバックアップ

•物理用に構成された到達可能な CIMC Cisco APICコンソールアクセス

•仮想の仮想コンソールアクセス Cisco APIC

手順

ステップ 1 （オプション）既存の構成をバックアップします。

現在の構成を保持したい場合は、構成ファイルのインポートとエクスポートで説明されているように構成

のエクスポートを実行します。

ステップ 2 構成の消去 Cisco APICの構成を消去します。

構成は消去するが、ファブリック情報は保持する場合：

例：

# acidiag touch clean

構成を消去してファブリック情報を変更するには、次の手順を実行します。

例：

# acidiag touch setup

ステップ 3 vAPICをシャットダウンします。

ステップ 4 を再構成します。 APIC物理を再構成します。

次の touch setupまたは touch clean操作を仮想 Cisco APICでのみ実行するには、このステップをスキッ
プしてください。

a) 物理 APICをリブートします。

例：

# acidiag reboot

b) 次のセットアップスクリプトを実行します。

例：

# setup-clean-config.sh

c) 物理 APICをリロードします。

例：

# reload

19

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b_KB_Using_Import_Export_to_Recover_Config_States.html


ステップ 5 vAPIC VMを再構成して再起動します。

a) 仮想構成を APIC更新します。

仮想の VMプロパティで、 APIC構成情報を再入力します。ステップ 9（仮想の展開 APIC OVAの使
用（9ページ））を参照してください。

b) vAPIC仮想マシンを再起動します。
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