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ubuntuék8s-master:~$ kubectl get nodes -o wide

NAME STATUS ~ ROLES AGE  VERSION  INTERNAL-IP  EXTERNAL-IP  OS-IMAGE KERNEL-VERSION CONTAINER-RUNTIME
k8s-master Ready  control-plane 94d v1.26.9 10.10.4.17  <none> Ubuntu 20.04.6 LTS 5.4.0-164-generic containerd://1.7.2
k8s-worker  Ready  <none> 94d  v1.26.9 10.10.4.14  <none> Ubuntu 20.04.6 LTS 5.4.6-169-generic  containerd://1.7.2
Al . + B
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ubuntu@k8s-master:~$ kubectl get pods -A -o wide

NAMESPACE
GATES
calico-apiserver
calico-apiserver
calico-system
calico-system
calico-system
calico-system
calico-system
calico-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
tigera-operator

ubuntu@k8s-maste
NAMESPACE
calico-apiserver
calico-apiserver
calico-system
calico-system
calico-system
calico-system
calico-system
calico-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
tigera-operator

NAMESPACE
calico-apiserver
calico-system
calico-system
default
kube-system

NAMESPACE
calico-system
calico-system
kube-system
kube-system

NAMESPACE
calico-apiserver
calico-system
calico-system
kube-system
tigera-operator

NAMESPACE
calico-apiserver
calico-system
calico-system
kube-system

tigera-operator

S I

NAME READY  STATUS RESTARTS
calico-apiserver-648b88b9c5-6mlsx 1/1 Running @
calico-apiserver-648b88b9c5-zd5xz 1/1 Running @
calico-kube-controllers-6cd4d8dd54-swtzf  1/1 Running @
calico-node-2¢9bl 1/1 Running @
calico-node-fvgpk 1/1 Running 17 (8ml8s ago)
calico-typha-656cc4f7d4-xwpbm 1/1 Running
csi-node-driver-8cdc8 2/2 Running 34 (8ml8s ago)
csi-node-driver-whk9 2/2 Running @
coredns-787d4945fb-dxpmp 1/1 Running @
coredns-787d4945fb-vnxws 1/1 Running @
etcd-k8s-master 1/1 Running 0
kube-apiserver-k8s-master 1/1 Running @
kube-controller-manager-k8s-master 1/1 Running @
kube-multus-ds-tbjhf 1/1 Running @
kube-multus-ds-v5kxm 1/1 Running 18 (8ml8s ago)
kube-proxy-9qvdc 1/1 Running @
kube-proxy-wcj8t 1/1 Running 17 (8ml8s ago)
kube-scheduler-k8s-master 1/1 Running @
tigera-operator-776b7d494d-j66m4 1/1 Running @
r:~$ kubectl get all -A
NAME READY STATUS
pod/calico-apiserver-648b88b9c5-6mlsx 1/1 Running
pod/calico-apiserver-648b88b9c5-zd5xz 1/1 Running
pod/calico-kube-controllers-6cd4d8dd54-8wtzf 1/1 Running
pod/calico-node-2c9bl 1/1 Running
pod/calico-node-fvgpk 1/1 Running
pod/calico-typha-656cc4f7d4-xwp6m 1/1 Running
pod/csi-node-driver-8cdc8 2/2 Running
pod/csi-node-driver-w6hk9 2/2 Running
pod/coredns-787d4945fb-dxpmp 1/1 Running
pod/coredns-787d4945fb-vnxws 1/1 Running
pod/etcd-k8s-master 1/1 Running
pod/kube-apiserver-k8s-master 1/1 Running
pod/kube-controller-manager-k8s-master 1/1 Running
pod/kube-multus-ds-tbjhf 1/1 Running
pod/kube-multus-ds-v5kxm 1/1 Running
pod/kube-proxy-9qvdc 1/1 Running
pod/kube-proxy-wcj8t 1/1 Running
pod/kube-scheduler-k8s-master 1/1 Running
pod/tigera-operator-776b7d494d-j66m4 ilfal Running
NAME TYPE CLUSTER-I
service/calico-api ClusterIP 10.100.13
service/calico-kube-controllers-metrics ClusterIP  None
service/calico-typha ClusterIP 10.98.48.
service/kubernetes ClusterIP 10.96.0.1
service/kube-dns ClusterIP 10.96.0.1
NAME DESIRED CURRENT READY UP-TO
daemonset.apps/calico-node 2 2 2 2
daemonset.apps/csi-node-driver 2 2 7 2
daemonset.apps/kube-multus-ds 2 2 2 2
daemonset. apps/kube-proxy 2 2 2 2
NAME READY UP-TO-DATE
deployment.apps/calico-apiserver 2/2 7
deployment.apps/calico-kube-controllers 1/1 it
deployment.apps/calico-typha 1Al 1
deployment.apps/coredns 2/2 2
deployment.apps/tigera-operator atfhl al
NAME DESIRED
replicaset.apps/calico-apiserver-648b88b39c5 2
replicaset.apps/calico-kube-controllers-6cd4d8dd54 il
replicaset.apps/calico-typha-656cc4f7d4 1
replicaset.apps/coredns-787d4945fb 2
reﬁlicaset.apps/tigerawoperator-776b7d494d il

Kubernetes (35T ASA 1 > T D ERH .

AGE

94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d

RESTA!
[
)
[
[
17 (L
[
34 (1
)

o000 00

18 (1
)
1781
)
)

P
4.232

33
(]

-DATE

AVAILAB

NN

CURRENT

N

Ip

10.244.235.198
10.244,235.197

10.244.235.
10.10.4.17
10.10.4.14
10.10.4.17

10.244.254,159
10.244.235.193

NODE SELECTOR
kubernetes.io/os=linux
kubernetes.io/os=Llinux

NODE

k8s-master
k8s-master
k8s-master
k8s-master
k8s-worker
k8s-master
k8s-worker
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-worker
k8s-master
k8s-worker
k8s-master
k8s-master

PORT(S)
443/TCP
9094/TCP
5473/TCP
443/TCP

53/UDP,53/TCP,9153/TCP

<none>

kubernetes.io/os=linux

10.244.235.196
10.244.235.194
10.10.4.17
10.10.4.17
10.10.4.17
10.10.4.17
10.10.4.14
10.10.4.17
10.10.4.14
10.10.4.17
10.10.4.17
RTS AGE
94d
94d
94d
94d
1m ago) 94d
94d
1m ago) 94d
94d
94d
94d
94d
94d
94d
94d
1m ago) 94d
94d
im ago) 94d
94d
94d
EXTERNAL-IP
<none>
<none>
<none>
<none>
<none>
AVAILABLE
2
2
2
2
LE AGE
94d
94d
94d
94d
94d
READY AGE
2 94d
1 94d
i 94d
2 94d
il 94d

NOMINATED NODE

<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>

READINESS

<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
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ubuntu@k8s-worker:~$ route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.10.4.1 0.0.0.0 UG 100 0 0 ensl60
10.10.4.0 0.0.0.0 255,955 .255.224 1) (0] (0] 0 ensl60O
10.10.4.1 0.0.0.0 25522560255 0255UH 100 (0] 0 ensl60O
16.10.4.32 0.0.0.0 255005 25522043 (c] 0 0 ensl92
10.10.4.64 G S0 25552552 2552224 ) (0] (0] 0 ens224
ERSIEE4 T 06 GEOs BEE 2550255525552 24\ (0] (0] 0 ens256
102440235 21978 R0, 244 0235182 255 (2551 255 ¢ 192 WG 0] (C] 0 vxlan.calico
10.244.254.128 0.0.0.0 25500555 P55 TGP 0] (C] 0 *

0.0.0.0 255025500,0 u (0] (C] 0 docker®

T2 6

ATy T4 WIRT cat 2~ K& FLT L, hugepage iX € & M L £,

ubuntu@k8s-worker:~$ cat /proc/meminfo | grep -E 'HugePages_Total|HugePages_Free
HugePages_Total: 2048
HugePages_Free: 2048

ATYFT5  ASA 2T FA A—T%ETe ASADockertar /32 K/L% | software.cisco.com 7> 5 12— % /L™ Docker L3
ZRVICHE T a— R LET,

ATvT6 HFoura—KRLEASA 2T A A=Y %r—H/VD Docker LV A R IZr—RLET,

ATw 71  ASAcGitHub UARY MU D hdm 7 4 A E 0BT FL— el a Xy rm—RRLET,

ATv 78  valuesyaml 7 7 A JMIMFE2 T A—HHE AN LET,

Default values for helm.

This is a YAML-formatted file.

Declare variables to be passed into your templates.
replicas: 1

image:

repository: localhost:5000/asac:9.22.1.1
persistVolPath: /home/ubuntu/pod-path
asacMgmtInterface: "ensl92"

asacInsideInterface: "ens224"

asacOutsideInterface: "ens256"

values.yaml 7 7 A VN D /T A —2 DT EHAZ L IR LET,

EHL £ EA

repository o —% /L ® Docker LA b UMD ASAc A A —
URA,

persistVolPath ASAc B DXKHIRER 7 7 A WIMETES LTV D

U—— ) — R DOFERNRA,

asacMgmtInterface ASACEHRA LA —T =2 Af AL LTHAEND U —
H— ) =R A B =T A ZADLTH,

asaclnsidelnterface ASACNEH T — 2 A A —T A AL L THEHAEN
L0 —=Hh— ) =K A H =T A ADLTH,
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T4 SRER
asacOutsideInterface ASACHMNTT — 2 A v B2 —T A 2 LTHHAEN

29=H— ) —=RAZ—=7 A ZADAH,

ATw 79 dayO-config 7 7 A WMIHFAET HT 7 4/ FORT A= 2R LET, LEIIELT, ZhbOfi%
BHT5Z b TEET,

ATv 710 hemingall =~ > F%&3{7 L CHelm % — h % & L. Kubernetes 7 L — AU —7 TASAc #/B L £
j—o

$ helm install test-asac helm

NAME: test-asac

LAST DEPLOYED: Sun Jan 21 07:41:03 2024
NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

ATy 71 hedmlist-al 2~ FE2FITLTEMENZY V—2%2—EHR R L, ASAc BIHDO AT —Z 2 %l L £

ﬁ‘o
$ helm list -all
NAME NAMESPACE REVISION UPDATED STATUS CHART
APP VERSION
test-asac default 1 2024-01-21 07:41:03.175728953 +0000 UTC deployed helm-0.1.0
1.16.0

Kubernetes IZ1ET® ASA O > T+ DO EBDIEL

Helm 7% — b, ASAc Ry ROAT =X ZA%HMB L, Ky R4~ b5 2 LT, ASA
a7 F (ASAc) DEBANAI LIohE ) hERIEL E7,

ubuntu@k8s-master:~$ helm status test-asac
NAME: test-asac

LAST DEPLOYED: Sun Jan 21 07:41:03 2024
NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

ubuntu@k8s-master:~$ kubectl get pod
NAME READY STATUS RESTARTS AGE
asac-5d8c4d547f-6k479 1/1 Running 0 43m

ubuntu@k8s-master:~$ kubectl events asac-5d8c4d547f-6k479

LAST SEEN TYPE REASON OBJECT MESSAGE
52m Normal SuccessfulCreate ReplicaSet/asac-5d8c4d547f Created
pod: asac-5d8c4d547f-6k479

52m Normal ScalingReplicaSet Deployment/asac Scaled up
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replica set asac-5d8c4d547f to 1

52m Normal WaitForFirstConsumer PersistentVolumeClaim/local-pvc waiting
for first consumer to be created before binding

51m Normal Scheduled Pod/asac-5d8c4d547£f-6k479 Successfully
assigned default/asac-5d8c4d547f-6k479 to k8s-worker

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add ethO
[10.244.254.160/32] from k8s-pod-network

51m Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add netl
[1 from default/macvlan-mgmt-bridge

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add net2
[1 from default/macvlan-in-bridge

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add net3
[1 from default/macvlan-out-bridge

51lm Normal Pulling Pod/asac-5d8c4d547f-6k479 Pulling
image "dockerhub.cisco.com/asac-dev-docker/asac:9.22.x.x"

50m Normal Pulled Pod/asac-5d8c4d547£f-6k479 Successfully

pulled image "dockerhub.cisco.com/asac-dev-docker/asac:9.22.x.x" in 1ml10.641397525s
(1Im10.641428591s including waiting)

50m Normal Created Pod/asac-5d8c4d547f-6k479 Created
container asac
50m Normal Started Pod/asac—-5d8c4d547f-6k479 Started

container asac

Kubernetes IRI=E CTO ASA O > FFEHEOITADT IR
MISPOENEELTZEST. P77y a— FOEDICRy Ru s btarsidu /2R
LTL &N,
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ubuntu@k8s-master:~$ kubectl describe pod asac-5d8c4d547f-6k479

ST n s R AT IR, KOFIREFITLET,

ubuntu@k8s-master:~$ kubectl logs asac-5d8c4d547£f-6k479

Kubernetes IBIE CHOASA IV TFHRY RKADTHEXR

kubectl attach =< > F&#ZEITLTASA =27 F (ASAc) Ny RO CLIIZT 7t AL, M3
R AIETELET, ZOBTIX, ASAcRy RO CLIWZT 7 &AL T showversion 2~ K
ZFEITLTWET,

)

GE)  ASDM #%{#fl L T Kubernetes Be55 T ASAc I T 7B AT 52 b TExE7,

ubuntu@k8s-master:~$ kubectl attach -it asac-5d8c4d547f-6k479
If you don't see a command prompt, try pressing enter.
ciscoasa> show version

Cisco Adaptive Security Appliance Software Version 9.22

SSP Operating System Version 82.16(0.1791i)

Device Manager Version 7.20

Compiled on Thu 02-Nov-23 13:30 GMT by builders

System image file is "Unknown, monitor mode tftp booted image"
Config file at boot was "startup-config"
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ciscoasa up 55 mins 53 secs

Start-up time 12 secs
Hardware: ASAc, 2048 MB RAM, CPU Xeon E5 series 2100 MHz, 1 CPU (1 core)
BIOS Flash Firmware Hub @ 0x0, OKB

Management0/0 : address is aelb

0:

1:
2:
3

Ext:
Ext:
Ext:
Int:

GigabitEthernet0/0
GigabitEthernet0/1
Internal-Data0/0

address 1is
address 1is
address 1is

Kubernetes BT ASA 1> 7+ Ky F~n7s £z [

.c291.86bl, irg O

faff.65b8.73a9, irg O
be89.078a.a560, irg O
0000.0100.0001, irg O
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