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Docker IRIETO) ASA O > T+ DER

EBEDOI T RS Ty N7+ —ATHRITENDA—T 2 —AD Docker B85 T ASA =2 7
(ASAc) #EBHTE £,

o E (12—

« Docker BRBEC ASA 2T F # BT 120D HA RT7A4 v LHIRFE (1 2—)

* Docker BREE T ASA 2 T FZBRT A7 T7 A A (2 3—)

« Docker BREE T ASA 2V T F BT H-DDY ) a—varpayif—3kr kb (25—

V)

* Docker Bi5E T ASA =2 T T2 BT 57200V 7 ARy (3 —Y)

* Docker 555 C ASA =2 7 T BT 512D ORiiESMt 4 ~—)

« Docker BEE T ASA =T F DR (4 <2—)

« Docker 555 T ASA =2 > T FEBADKGE (6 <2—)

e Docker BRI TD ASA 2T F B 7/ ~D7 712 (6 —)

e Docker BREZ CTD ASA 2T F~DT 7 A (72—=)

S

aVTHE, A Ca—T 4 U BRETT Y = a URERICETEND LT DD
DA—REEETLEMNE AT LTAT TV, VAT LAY =)V TITFIVEIRE, T 54
LI E) BN RNV LY 7 b2 T Ny r— T, Cisco Secure Firewall ASA /X— g >
9.22 IR TIE, A —7 Y —A®D Docker Bghi T ASA =77 (ASAc) ZRFITE £,

DockeriRiR CASAO U T+ 4RI 5=-HDHA L34
v EHIREIR

e ASA T F VY a—g viE, A—T7 Y —AD Kubernetes 3 £ O Docker Bix TD A
RMEES L E T,

« EKS. GKE, AKS. OpenShift 72 & Offi> Kubernetes 7 L — AU — 7%, £7EMFAFS N T
WEE A,
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Docker BETOASA 2> T+ OEM |
B oockermETASAS LT ERBT B 0DS A £ R

T T L—RiE, HLnwarTF A A= FEH L e — ) STy S —RE LT
EiITENET,

«ASA T T OFEENIY AR — F SN TOEE A,
« ROBHEIIRFES L TV EH A,

« JTARH

s hTUANT LUk E—R

W T H =T AR

DockerIRIETASAO U T ZRBHT H5E=HDT141 X

WONWTININDT A A%EHT % &, Docker TASA 227 FHEATE £,
+ ASAc5 : 1 vCPU, 2 GB RAM, 3 LT 100 Mbps ® L— K illER

* ASAcl10 : 1 vCPU, 2GBRAM, B LT 1 Gbps D L— KR

Docker B4 T ASA 1 > 7 £ BBIT 512800 1) 21—
>arv@aAVKR—xT bk
c FRL—T 4 T VAT A

* Docker 748 A |k [ Ubuntu 20.04.6 LTS

o BREREEH O Macvlan % v NV — 7
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| Docker BiETD ASA 2> T+ DEH

Docker BT ASA 0 > 5+ £ EBET 5004 T bRny [

DockerIRIECASAO VT FHZERAT H=HDHUTIL k
RO

Node management network

' ens160 '
Docker Host

4 N

ASAc Docker container

) () (=

\ ' ens192 ' ens224 ' ens256 '

ASA container mgmt container

ASA container datal container

ASA container data2 container
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Docker BEETHASA 2> T+ OEM |
B oocker mETASA o LT F £ BB B0 DBTREH

ZOY TN hERe YT, ASA Docker 2T FIZ 3 ODAEFR Yy hU—F f X —T 2 A
A (eth0, ethl, eth2) WHV ., A ¥ —7 A Aensl92, ens224, LW ens256 [T I
TWET, THDA ¥ —7 x4 XX, ASAcmgmt, datal, L Wdata2 *v U —7 |
~ v ENEY, A F—TxA Rensl60F, J— REHA VX —T A A TY,

Docker IRIETASA OV THZREAT 5 1=-ODRHESFH

* Ubuntu 20.04.6 LTS 73 Docker 5 A "MZA VA F—=LENTWVWAHZ L 2R LET,

e ASA I T FOEEDT-HIZ. Docker I8 A MIZ 3 SORMEA v X —T = A ZA&H|Y YT
F9,

» Docker " A b~ SSH 7 7 & A ZfEH 3% Docker IR A hDEBA X —T = Akt v
cT v LET,

* Docker 78 A  C Hugepages # A0 L ¥ 7,

o REMFEA O macvlan * v U —27 ZfEH LT Docker /XN— 3 22405 %y KT v
L\ij—(}

TS DOFHRSIEIC R STV S — %972 Docker #EDFEMIZ OV TIE, Docker D R 3% =
AU REZBRLTLITIEE N,

Docker IRIEETOM ASA O > T+ DEH

Docker B255C ASA 27 ) (ASAc) Z#JEMHTHIZE. ROFEEEITLET,
FIE

ATy T pHREEFCEREN T2y Ty T LET,

ATFwTF2 route-n vy REFETL, Ry NT—7 A ¥ —T oA AR EMHR L ET, ZOFITIL, ensl60 I%
)= ROEHA X —T x4 ATT, /— Kensl92, ens224, L Nens256 1L, ASAc A V' H—7 = A
2z~ BT ENET,

(6=3)
PLRIZRT L, o 7o R Td,
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| Docker BiETD ASA 2> T+ DEH
Docker B ASA 127+ 0EH [

ubuntu@k8s-worker:~$ route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.10.4.1 0.0.0.0 UG 100 0 0 ensl60
10.10.4.0 0.0.0.0 255,955 .255.224 1) (0] (0] 0 ensl60O
10.10.4.1 0.0.0.0 25522560255 0255UH 100 (0] 0 ensl60O
16.10.4.32 0.0.0.0 255005 25522043 (c] 0 0 ensl92
10.10.4.64 Gl el 25552552 2552224 ) (0] (0] 0 ens224
ERSIEE4 T 06 GEOs BEE 2550255525552 24\ (0] (0] 0 ens256
102440235 21978 R0, 244 0235182 255 (2551 255 ¢ 192 WG 0] (C] 0 vxlan.calico
10.244.254.128 0.0.0.0 25500555 P55 TGP 0] (C] 0 *

0.0.0.0 255025500,0 u (0] (C] 0 docker®

T2 6

ATv T3 WITRT cat 2w REFELIT L, hugepage iX € & g L £ 77,

ubuntu@k8s-worker:~$ cat /proc/meminfo | grep —-E 'HugePages_Total|HugePages_Free'
HugePages_Total: 2048
HugePages_Free: 2048

ATy T4  ASA T A A—T &G e ASA Docker tar /3 RK/L% | software.cisco.com 73HF 7o — R LE9,
ATw 5  ARANTDockertar N> RLxu—RLET,

$ docker load < asac9-22-1-1.tar

$ docker images
REPOSITORY TAG IMAGE ID
dockerhub.cisco.com/asac-dev-docker/asac 9.22.1.1 55f5dbc5f3aa

ATvT6 ASAcGitHub VAT U D docker 7 4 Vb7 7 L— el a Xy ra—RLET,

27w 71 docker network create =~ > Ra (T LT, Docker kv hU—727 Z{ER L ¥ 3, ASAciZiZ. WNIEH L SR
DXy NT—=T7RIZ1 DOEFA L EZ—T 2 A RAE2DODT —H A L Z—T 2 A ADRNETT, Docker
ZRCENd 5 &, Docker ry hU—Z7INT VT 7w MEIZDocker (ZHEFE SNFET, BEHA X —T A
ZIZIE, Docker [ZHEGE SN DIRKHIDA X —T = A AT D X IR ZMT D Z L 2BEIDLET,

$ docker network create -d macvlan -o parent=ensl92 asac_nwl
$ docker network create -d macvlan -o parent=ens224 asac_nw2
$ docker network create -d macvlan -o parent=ens256 asac_nw3

ATwv 78 docker network Is 2~ REEITL T, Fv MU= BNIEFIER SN2 L 2R LET,

$ docker network 1ls

NETWORK ID NAME DRIVER SCOPE
06£5320016f8 asac nwl macvlan local
258954fa5611 asac_nw2 macvlan local
3a3cd7254087 asac_nw3 macvlan local

ATw 79 day0-config 7 7 A WMIHFAET HT 7 4/ FONRT A — 2R LET, LEIIELT, ZhbHOfE%E
WHTH5ZEHLTEET,

ATy 10 LELU T, start_docker_asacsh A7 U7 F&BI&, CPU, AEV, ar7F+4, BLOA A=V
R DB EME TR LET,

GE)
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https://software.cisco.com/download/home/286119613/type/280775065/release/9.22.1
https://github.com/CiscoDevNet/cisco-asav/tree/master/standalone-asac

Docker BETOASA 2> T+ OEM |

B oockermsco AsA oo 7 EBIOREE

ATy TN

Docker IRIZE T ASA O > T+ ERDKEL

start_docker asac.sh A7 U7 ND/RT XA —221X, 77 4/V FOFEENFRES N TWET, LERGE
WCOBREFL T I,

WD A~ R&2FELT LT, Docker BiEE T ASAc ZiE# L £1,

$ ./<script-name> <asac-image-path-and-version> <asac-mgmt-nw> <asac-datal-nw> <asac-data2-nw>

$ ./start_docker_asac.sh dockerhub.cisco.com/asac-dev-docker/asac:9.22.1.1 asac_nwl asac_nw2
asac_nw3

Docker networks are provided..

Starting ASA Build Container...

docker create -it --privileged --cap-add=NET RAW --network asac nwl --name asac -e ASAC CPUS=1
-e ASAC MEMORY=2048M -v /dev:/dev -v /home/ubuntu/standalone-asac/docker/day0-config:/asacday0-
config/dayO-config:Z -v /home/ubuntu/standalone-asac/docker/interface-config:/mnt/disk0/
interface-config/interface-config:% -e CORE SIZE LIMIT=200MB -e COREDUMP PATH=/mnt/coredump repo/
-e ASA DOCKER=1 -e ASAC_STANDALONE MODE=1 -e ASAC ROOT PRIVILEGE=1 --entrypoint /asa/bin/
lina launcher.sh dockerhub.cisco.com/asac-dev-docker/asac:9.22.1.1

Mount Points:

Host Container
/dev /dev
/home/ubuntu/standalone-asac/docker/day0-config /asac-day0-config/day0O-config

/home/ubuntu/standalone-asac/docker/interface-config
/mnt/disk0/interface-config/interface-config

docker network connect asac_nw2 asac
docker network connect asac_nw3 asac
docker start asac

Docker IR A R CHEITFINTWVWAILTFDY A NEIETAHZ LT, ASA 2T FNIEFIC
BHENTWANE ) DERIEL 7,

$ docker ps -a

CONTAINER ID IMAGE COMMAND

CREATED STATUS PORTS NAMES
6eSbffddbcaf dockerhub.cisco.com/asac-dev-docker/asac:9.22.x.x "/asa/bin/lina launc.."
3 minutes ago Up 3 minutes asac

DockerIRIEETOH ASA OV THEROIADT IR

AT S ORIENRAE LTGAIE. F T 7by 22— b D791 docker logsasac =1~ > K& EAT
L T Docker 2 7 Z B L T 72 &0,

$ docker logs asac

Skip NVMe Device for ASAc mode

cdrom device /dev/sr0 found

mount: /mnt/cdrom: WARNING: source write-protected, mounted read-only.

[l Cisco Secure Firewall ASA 2> T+ 92 R4 — F 7y THA K



| Docker BiETD ASA 2> T+ DEH
Docker BETH ASA a7+ ~0T 12 [

Error: Encrypted file system support not in Linux kernel.

nr_overcommit hugepages set to 128 for virtual platform

info: ASAc SSHd Directory Created

No interface-config file found at /interface-config, using default shared
file: /mnt/disk0/interface-config/interface-config

No dayO-config file found at /dayO-config, using default shared file:
/asac-dayO-config/dayO-config

info: ASAc Day 0 configuration installed.

info: ASAc Primay/backup Key installed

info: Running in vmware virtual environment.

INFO: Network Service reload not performed.
INFO: Power-On Self-Test in process.

INFO: Power-On Self-Test complete.

INFO: Starting SW-DRBG health test...

INFO: SW-DRBG health test passed.

Creating trustpoint " SmartCallHome ServerCA" and installing certificate...
Trustpoint CA certificate accepted.

Creating trustpoint " SmartCallHome ServerCA2" and installing
certificate...

Trustpoint CA certificate accepted.

User enable 1 logged in to ciscoasa

Logins over the last 1 days: 1.

Failed logins since the last login: 0.

Type help or '?' for a list of available commands.
ciscoasa>

Docker IRIETHASA OV TFHF DT IR

docker attachasac =~ > RZFEIT L TASA 2T 7F (ASAc) O CLIIZT 7 AL, MBERH
NERELET, Z0FTiE. ASAc @ CLIIZT 7+ A LT showversion =< > R&EFE[T LT
WET,

A\

GE)  ASDM %l L C Docker BREE C ASACICT 7 B ATAHZ L TE X,

ciscoasa> enable

Password: Kk Kk Kk kkkkk

ciscoasa# sh version

Cisco Adaptive Security Appliance Software Version 9.22

SSP Operating System Version 82.16(0.2161)

Device Manager Version 7.22

Compiled on Tue 28-Nov-23 14:37 GMT by builders

System image file is "Unknown, monitor mode tftp booted image"
Config file at boot was "startup-config"

ciscoasa up 9 mins 50 secs

Start-up time 36 secs

Hardware: ASAc, 2048 MB RAM, CPU Xeon E5 series 2100 MHz, 1 CPU (1
core)

BIOS Flash Firmware Hub @ 0x1, OKB

0: Ext: Management0/0 : address is 0242.acl2.0002, irg O

1: Ext: GigabitEthernet0/0 : address is 0242.acl13.0002, irg O
2: Ext: GigabitEthernetO/1 : address is 0242.acl4.0002, irg O
3: Int: Internal-DataO/0 : address is 0000.0100.0001, irg O

Cisco Secure Firewall ASA I > 7+ 922 22—+ 7 v TH4 K [}



Docker BETOASA 2> T+ OEM |
B ockermmcorsAa L FrA0T £
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=% =R

Kubernetes IRIZE T ASA O > T+ D EMH

FEDOIV T T RT Ty b7 4 — A TEITINDA—T Y —AD Kubernetes gz T ASA =1
77F (ASAc) Z#EBTEET,

WL (9 N—2)

« Kubernetes Bg 58 C ASA =2 7 F BT L7200 H A R 7 A o LHIfREE (10 ~—)
« Kubernetes B335 C ASA 2> 7 T2 BT 570D 7 AR (10 2—)

« Kubernetes Bg 58 C ASA =2 v 7 A2 BT 27200V YV a—varpariR—xr b (10
* Kubernetes B255i T ASA =2 7 T2 RHAT L7200V 7L bRy (11 ~—2)

* Kubernetes B8 C ASA =2 7 T2 BT A o Omiesst (12 2—)

* Kubernetes Bg5% CTD ASA =27 FDREE (12 2—)

« Kubernetes BREE T D ASA = 7 T OEBHOMGE (15 *X—)

» Kubernetes 5% CD ASA 27 TR 7 ~DT7 7 A (16 =)

» Kubernetes BRE TD ASA 2T F Ry RA~DT 7R (16 X—)

S

aVTHE, A Ca—T 4 U BRETT Y = a URERICETEND LT DD
Da—REEETLENE AT LATAT TV, VAT LAY =)L, TITFIVIRE, TUHA
LI E) BN RNV LY 7 b2 T Ny r— T, Cisco Secure Firewall ASA /X— g >
9.22 LI Tl A—7> Y — A Kubernetes BB T ASAc BRI TE 9, ZDYVJa—T =
YTIE, ASAc i T Ry NU—2 f v H—T7 x4 & (CND EHEG I,
Infrastructure-as-Code (JaC) Y U =— a3 & LCREBEEINET, CNI EDOFEAIZEY, *v
NT—2 AT T AT F v OREFAOFTIRMEN M ELET,
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Kubernetes 3R T ASA O > T+ D ERH |
B cubernetes BT ASA T FF £ EBIT 1200 H A K54 L EHREE

Kubernetes IRiE CASA O VT BT H-HDHA k
Z4 2 LFHIREIR

e ASA T F VY a— g ik, A—T YV —AD Kubernetes 33 L O Docker Bz TP A
WEES L E T,

+ EKS. GKE. AKS. OpenShift 72 & Ot Kubernetes 7 L — AU — 7 X, FIERAESNT
WEH A,

Ty T L—RIE, LW aryT A A=V FEH L =Y T v S L —RELT
EITENET,

« ASA 2T T OFEENI YR — F SN THEE A,
« WOBHEIIMGE S L TV EH A,

VT ARH

s "N UAXRT VL E—FR

A TA AT 2R

Kubernetes IRIE CTASA O T+ REBHIT H=-HNDS1 &
A
IWDONTNDDT Ao AZFHAT5H L. Kubernetes TASA =T FHEFETX£9,

* ASAc5 : 1 vCPU, 2 GB RAM, # L TF100 Mbps @ L — kil R

* ASAcl10 : 1 vCPU, 2 GBRAM, LT 1 Gbps D L— Kl

KubernetesIRiZE CASAO T+ ZREAT H51=-60DD V) 21—
arvOarihk—x2 b
s FR—T T VAT A
¢ Ubuntu 20.04.6
» Kubernetes /3— 3 > v1.26

e Helm /X— 3 > v3.13.1

» Kubernetes 7 7 AH — /) — R : v AX— ) — R FBILRXY—F—/—F
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| Kubernetes 3215 T ASA O > T+ DREE
Kubernetes B8 T ASA 1 > 7+ BT 5009 > T tkos [

¢ Kubernetes CNI
« POD ‘& #2 CNI : Calico
*« ASAc %> h 7 —72 CNI : Multus macvlan

s Helm 7 — I yaml 7 7 A /L & L THEfIE & 41, Infrastructure-as-Code ([aC) O > b7 >
TIER SN ET,

Kubernetes IRIZE CASA O VT T ZERAT S0 DH T
JLkAROD

Node management network

/master—node (ﬂ)\ / (ﬂ) worker-node \

ASAc-pod

o ~* o0

K8S-pods
K8S-pods

[ netl ] [ net2 ] [ net3 ]
[} [} [}

\ J \ (owis2)  (owzzd)  (emzee) /

ASA container mgmt container

ASA container datal container

ASA container data2 container

ZOH TN AR YT, ASA 27 F (ASAc) Ry RIZ3SOMER Y hU—7 A
X —7xA A (netl, net2, net3) B"HY, V—A— /) —FNA ¥ —7 x4 Aensl92, ens224,
BEWens256 IZHHi SN TWET, ZNHDY—I— /— K A% —7 = A X%, ASAc

mgmt, datal, BLNdata2 x> bV —ZIZ~ v 7 ENET, £ F—7 =A Zensl601,
) —FREHA X —T 2 f ATT, £ ¥ —7=xA Aeth0 L, CalicoCNI NHIRAEL TWE
T, A ¥ —7 A Anetl, net2, LW net3 iL, Multus macvlan CNI 7> SIREL TWET,
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Kubernetes B TD ASA 1> T+ DEM |
B Kubemetes Bis T ASA 07+ £ EBIT B0 DRTREH

Kubernetes IRIECASA O T+ ZEHT 5O DENHRE
1%

¢« VAK— ) — KL U—N— ) — KO JIZ Ubuntu 20.04.6 LTS 2814 > A h—/L ZN TV 5
ZEEMERLET,

« ASA 277 (ASAc) ODEAEDT=DIZT—h— ) —RIZ3DDRMBA LV F—T = A A%
DY TES,

e U—H— ) —=RK~DSSHT 7 v R MEAT 2T —D— /) — KOEHA VX —T = A%
vy N7y LET,

« U —3J— /— KT Hugepages Z B LET,
«POD HELL L CHHT 5 CalicoCNl 2t > N7 v 7 LET,
s ASAcA VHF—T = A ZADEBIAFE T 5 MultuswithmacvlanCNL Z& v R 7 v 7 L9,

T D DOFHESMFIZ R STV B %Y 72 Kubernetes F2EDFEMIZ DU TiX, Kubernetes @
R¥a X hESZRLTIEEN,

Kubernetes IRIZE T ASA O > T D ER

Kubernetes BR55 C ASA =277 (ASAc) ZEBTHICIE, ROFIEEZFEITLET,
Flg

ATy ARSI WA ESEE Yy T vy T LET,

AT w72  kubectl get nodes, kubectl get pods, 3L Nkubectl getall =~ REETL, T, T XCTHJ —
F, Ry K, BEPITRTOY YV —RADAT—F A %R R LET, Kubemnetes DA > R &/ — NH %
FETIRETHDZ EaMERLET,

GE)
LTI RTHNE, Yo7 A oRTT,

ubuntuék8s-master:~$ kubectl get nodes -o wide

NAME STATUS ~ ROLES AGE  VERSION  INTERNAL-IP  EXTERNAL-IP  OS-IMAGE KERNEL-VERSION CONTAINER-RUNTIME
k8s-master Ready  control-plane 94d v1.26.9 10.10.4.17  <none> Ubuntu 20.04.6 LTS 5.4.0-164-generic containerd://1.7.2
k8s-worker  Ready  <none> 94d  v1.26.9 10.10.4.14  <none> Ubuntu 20.04.6 LTS 5.4.6-169-generic  containerd://1.7.2
Al . + B
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https://kubernetes.io/docs/home/
https://kubernetes.io/docs/home/

I Kubernetes ¥z15 T ASA O > T+ D ERH

ATvT73

ubuntu@k8s-master:~$ kubectl get pods -A -o wide

NAMESPACE
GATES
calico-apiserver
calico-apiserver
calico-system
calico-system
calico-system
calico-system
calico-system
calico-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
tigera-operator

ubuntu@k8s-maste
NAMESPACE
calico-apiserver
calico-apiserver
calico-system
calico-system
calico-system
calico-system
calico-system
calico-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
kube-system
tigera-operator

NAMESPACE
calico-apiserver
calico-system
calico-system
default
kube-system

NAMESPACE
calico-system
calico-system
kube-system
kube-system

NAMESPACE
calico-apiserver
calico-system
calico-system
kube-system
tigera-operator

NAMESPACE
calico-apiserver
calico-system
calico-system
kube-system

tigera-operator

S I

NAME READY  STATUS RESTARTS
calico-apiserver-648b88b9c5-6mlsx 1/1 Running @
calico-apiserver-648b88b9c5-zd5xz 1/1 Running @
calico-kube-controllers-6cd4d8dd54-swtzf  1/1 Running @
calico-node-2¢9bl 1/1 Running @
calico-node-fvgpk 1/1 Running 17 (8ml8s ago)
calico-typha-656cc4f7d4-xwpbm 1/1 Running
csi-node-driver-8cdc8 2/2 Running 34 (8ml8s ago)
csi-node-driver-whk9 2/2 Running @
coredns-787d4945fb-dxpmp 1/1 Running @
coredns-787d4945fb-vnxws 1/1 Running @
etcd-k8s-master 1/1 Running 0
kube-apiserver-k8s-master 1/1 Running @
kube-controller-manager-k8s-master 1/1 Running @
kube-multus-ds-tbjhf 1/1 Running @
kube-multus-ds-v5kxm 1/1 Running 18 (8ml8s ago)
kube-proxy-9qvdc 1/1 Running @
kube-proxy-wcj8t 1/1 Running 17 (8ml8s ago)
kube-scheduler-k8s-master 1/1 Running @
tigera-operator-776b7d494d-j66m4 1/1 Running @
r:~$ kubectl get all -A
NAME READY STATUS
pod/calico-apiserver-648b88b9c5-6mlsx 1/1 Running
pod/calico-apiserver-648b88b9c5-zd5xz 1/1 Running
pod/calico-kube-controllers-6cd4d8dd54-8wtzf 1/1 Running
pod/calico-node-2c9bl 1/1 Running
pod/calico-node-fvgpk 1/1 Running
pod/calico-typha-656cc4f7d4-xwp6m 1/1 Running
pod/csi-node-driver-8cdc8 2/2 Running
pod/csi-node-driver-w6hk9 2/2 Running
pod/coredns-787d4945fb-dxpmp 1/1 Running
pod/coredns-787d4945fb-vnxws 1/1 Running
pod/etcd-k8s-master 1/1 Running
pod/kube-apiserver-k8s-master 1/1 Running
pod/kube-controller-manager-k8s-master 1/1 Running
pod/kube-multus-ds-tbjhf 1/1 Running
pod/kube-multus-ds-v5kxm 1/1 Running
pod/kube-proxy-9qvdc 1/1 Running
pod/kube-proxy-wcj8t 1/1 Running
pod/kube-scheduler-k8s-master 1/1 Running
pod/tigera-operator-776b7d494d-j66m4 ilfal Running
NAME TYPE CLUSTER-I
service/calico-api ClusterIP 10.100.13
service/calico-kube-controllers-metrics ClusterIP  None
service/calico-typha ClusterIP 10.98.48.
service/kubernetes ClusterIP 10.96.0.1
service/kube-dns ClusterIP 10.96.0.1
NAME DESIRED CURRENT READY UP-TO
daemonset.apps/calico-node 2 2 2 2
daemonset.apps/csi-node-driver 2 2 7 2
daemonset.apps/kube-multus-ds 2 2 2 2
daemonset. apps/kube-proxy 2 2 2 2
NAME READY UP-TO-DATE
deployment.apps/calico-apiserver 2/2 7
deployment.apps/calico-kube-controllers 1/1 it
deployment.apps/calico-typha 1Al 1
deployment.apps/coredns 2/2 2
deployment.apps/tigera-operator atfhl al
NAME DESIRED
replicaset.apps/calico-apiserver-648b88b39c5 2
replicaset.apps/calico-kube-controllers-6cd4d8dd54 il
replicaset.apps/calico-typha-656cc4f7d4 1
replicaset.apps/coredns-787d4945fb 2
reﬁlicaset.apps/tigerawoperator-776b7d494d il

Kubernetes (35T ASA 1 > T D ERH .

AGE

94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d
94d

RESTA!
[
)
[
[
17 (L
[
34 (1
)

o000 00

18 (1
)
1781
)
)

P
4.232

33
(]

-DATE

AVAILAB

NN

CURRENT

N

Ip

10.244.235.198
10.244,235.197

10.244.235.
10.10.4.17
10.10.4.14
10.10.4.17

10.244.254,159
10.244.235.193

NODE SELECTOR
kubernetes.io/os=linux
kubernetes.io/os=Llinux

NODE

k8s-master
k8s-master
k8s-master
k8s-master
k8s-worker
k8s-master
k8s-worker
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-master
k8s-worker
k8s-master
k8s-worker
k8s-master
k8s-master

PORT(S)
443/TCP
9094/TCP
5473/TCP
443/TCP

53/UDP,53/TCP,9153/TCP

<none>

kubernetes.io/os=linux

10.244.235.196
10.244.235.194
10.10.4.17
10.10.4.17
10.10.4.17
10.10.4.17
10.10.4.14
10.10.4.17
10.10.4.14
10.10.4.17
10.10.4.17
RTS AGE
94d
94d
94d
94d
1m ago) 94d
94d
1m ago) 94d
94d
94d
94d
94d
94d
94d
94d
1m ago) 94d
94d
im ago) 94d
94d
94d
EXTERNAL-IP
<none>
<none>
<none>
<none>
<none>
AVAILABLE
2
2
2
2
LE AGE
94d
94d
94d
94d
94d
READY AGE
2 94d
1 94d
i 94d
2 94d
il 94d

NOMINATED NODE

<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>

READINESS

<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>
<none>

AGE
94d
94d
94d
94d
94d

AGE
94d
94d
94d
94d

route-n =<2 RZFETL, Xy NIV —20 L VB —T = A AR EZWHR L ET, ZOFITIL, ensl60 I
J—ROEBA L X —T 24 ATT, /— Fensl92, ens224. B L WNens256 L. ASAc f > X —T = A

RAlZ~wv B

7ENET,

Cisco Secure Firewall ASA 1> T+ 92 X2 — b7 v THA K .



Kubernetes B TD ASA 1> T+ DEM |
B cubermetes B TH ASA 2> FFOEM

ubuntu@k8s-worker:~$ route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.10.4.1 0.0.0.0 UG 100 0 0 ensl60
10.10.4.0 0.0.0.0 255,955 .255.224 1) (0] (0] 0 ensl60O
10.10.4.1 0.0.0.0 25522560255 0255UH 100 (0] 0 ensl60O
16.10.4.32 0.0.0.0 255005 25522043 (c] 0 0 ensl92
10.10.4.64 G S0 25552552 2552224 ) (0] (0] 0 ens224
ERSIEE4 T 06 GEOs BEE 2550255525552 24\ (0] (0] 0 ens256
102440235 21978 R0, 244 0235182 255 (2551 255 ¢ 192 WG 0] (C] 0 vxlan.calico
10.244.254.128 0.0.0.0 25500555 P55 TGP 0] (C] 0 *

0.0.0.0 255025500,0 u (0] (C] 0 docker®

T2 6

ATy 74 RIRT cat 2~ K& FELT L, hugepage iXx EX MR L E 7,

ubuntu@k8s-worker:~$ cat /proc/meminfo | grep -E 'HugePages_Total|HugePages_Free
HugePages_Total: 2048
HugePages_Free: 2048

ATYFT5  ASA 2T FA A—T%ETe ASADockertar /32 K/L% | software.cisco.com 7> 5 12— % /L™ Docker L3
ZRVICHE T a— R LET,

ATvT6 HFoura—KRLEASA 2T A A=Y %r—H/VD Docker LV A R IZr—RLET,

ATw 71  ASAcGitHub UARY MU D hdm 7 4 A E 0BT FL— el a Xy rm—RRLET,

ATv 78  valuesyaml 7 7 A JMIMFE2 T A—HHE AN LET,

Default values for helm.

This is a YAML-formatted file.

Declare variables to be passed into your templates.
replicas: 1

image:

repository: localhost:5000/asac:9.22.1.1
persistVolPath: /home/ubuntu/pod-path
asacMgmtInterface: "ensl92"

asacInsideInterface: "ens224"

asacOutsideInterface: "ens256"

values.yaml 7 7 A VN D /T A —2 DT EHAZ L IR LET,

EHL £ EA

repository o —% /L ® Docker LA b UMD ASAc A A —
URA,

persistVolPath ASAc B DXKHIRER 7 7 A WIMETES LTV D

U—— ) — R DOFERNRA,

asacMgmtInterface ASACEHRA LA —T =2 Af AL LTHAEND U —
H— ) =R A B =T A ZADLTH,

asaclnsidelnterface ASACNEH T — 2 A A —T A AL L THEHAEN
L0 —=Hh— ) =K A H =T A ADLTH,

[l Cisco Secure Firewall ASA 2> T+ 92 R4 — F 7y THA K


https://software.cisco.com/download/home/286119613/type/280775065/release/9.22.1
https://github.com/CiscoDevNet/cisco-asav/tree/master/standalone-asac

| Kubernetes ¥z15 T ASA O > T+ D ERH

ATvT9

ATv 710

ATy TN

Kubernetes 15T ASA 2 > 7+ OEBDRIE [

T4 SRER
asacOutsideInterface ASACHMNTT — 2 A v B2 —T A 2 LTHHAEN

29=H— ) —=RAZ—=7 A ZADAH,

dayO-config 7 7 A WAZHFAET HT 7 4/ FORT A —ZfliafEd LET, LEIIEL T, ZhbOfi%
BHT5Z b TEET,

hedminstall 2~ > K% 54T L C Helm 7+ — h Z &M L. Kubernetes 7 L' — AU — 727 TASAc Z /BB L ¥
j—o

$ helm install test-asac helm

NAME: test-asac

LAST DEPLOYED: Sun Jan 21 07:41:03 2024
NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

hemlist-all 2~ FEFEITLTRERAESNZY V—2 % —EHR /R L, ASAc BEED AT — X 2 &R L%
ﬁ‘o

$ helm list -all

NAME NAMESPACE REVISION UPDATED STATUS CHART
APP VERSION
test-asac default 1 2024-01-21 07:41:03.175728953 +0000 UTC deployed helm-0.1.0
1.16.0

Kubernetes IZ1ET® ASA O > T+ DO EBDIEL

Helm 7% — b, ASAc Ry ROAT =X ZA%HMB L, Ky R4~ b5 2 LT, ASA
a7 F (ASAc) DEBANAI LIohE ) hERIEL E7,

ubuntu@k8s-master:~$ helm status test-asac
NAME: test-asac

LAST DEPLOYED: Sun Jan 21 07:41:03 2024
NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

ubuntu@k8s-master:~$ kubectl get pod
NAME READY STATUS RESTARTS AGE
asac-5d8c4d547f-6k479 1/1 Running 0 43m

ubuntu@k8s-master:~$ kubectl events asac-5d8c4d547f-6k479

LAST SEEN TYPE REASON OBJECT MESSAGE
52m Normal SuccessfulCreate ReplicaSet/asac-5d8c4d547f Created
pod: asac-5d8c4d547f-6k479

52m Normal ScalingReplicaSet Deployment/asac Scaled up

Cisco Secure Firewall ASA I > 7+ 922 22—+ 7 v TH4 K [}



Kubernetes IR55 T ASA O > T+ D EM |
B kuwemetes B THASA S L FFEEDTADT SR

replica set asac-5d8c4d547f to 1

52m Normal WaitForFirstConsumer PersistentVolumeClaim/local-pvc waiting
for first consumer to be created before binding

51m Normal Scheduled Pod/asac-5d8c4d547£f-6k479 Successfully
assigned default/asac-5d8c4d547f-6k479 to k8s-worker

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add ethO
[10.244.254.160/32] from k8s-pod-network

51m Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add netl
[1 from default/macvlan-mgmt-bridge

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add net2
[1 from default/macvlan-in-bridge

51lm Normal AddedInterface Pod/asac-5d8c4d547f-6k479 Add net3
[1 from default/macvlan-out-bridge

51lm Normal Pulling Pod/asac-5d8c4d547f-6k479 Pulling
image "dockerhub.cisco.com/asac-dev-docker/asac:9.22.x.x"

50m Normal Pulled Pod/asac-5d8c4d547£f-6k479 Successfully

pulled image "dockerhub.cisco.com/asac-dev-docker/asac:9.22.x.x" in 1ml10.641397525s
(1Im10.641428591s including waiting)

50m Normal Created Pod/asac-5d8c4d547f-6k479 Created
container asac
50m Normal Started Pod/asac—-5d8c4d547f-6k479 Started

container asac

Kubernetes IRI=E CTO ASA O > FFEHEOITADT IR
MISPOENEELTZEST. P77y a— FOEDICRy Ru s btarsidu /2R
LTL &N,
Ry a7 z2E R+ 5121%. ROFIEEZFEITLET,

ubuntu@k8s-master:~$ kubectl describe pod asac-5d8c4d547f-6k479

ST n s R AT IR, KOFIREFITLET,

ubuntu@k8s-master:~$ kubectl logs asac-5d8c4d547£f-6k479

Kubernetes IBIE CHOASA IV TFHRY RKADTHEXR

kubectl attach =< > F&#ZEITLTASA =27 F (ASAc) Ny RO CLIIZT 7t AL, M3
R AIETELET, ZOBTIX, ASAcRy RO CLIWZT 7 &AL T showversion 2~ K
ZFEITLTWET,

)

GE)  ASDM #%{#fl L T Kubernetes Be55 T ASAc I T 7B AT 52 b TExE7,

ubuntu@k8s-master:~$ kubectl attach -it asac-5d8c4d547f-6k479
If you don't see a command prompt, try pressing enter.
ciscoasa> show version

Cisco Adaptive Security Appliance Software Version 9.22

SSP Operating System Version 82.16(0.1791i)

Device Manager Version 7.20

Compiled on Thu 02-Nov-23 13:30 GMT by builders

System image file is "Unknown, monitor mode tftp booted image"
Config file at boot was "startup-config"

[l Cisco Secure Firewall ASA 2> T+ 92 R4 — F 7y THA K
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ciscoasa up 55 mins 53 secs

Start-up time 12 secs
Hardware: ASAc, 2048 MB RAM, CPU Xeon E5 series 2100 MHz, 1 CPU (1 core)
BIOS Flash Firmware Hub @ 0x0, OKB

Management0/0 : address is ael5.c291.86bl, irqg 0

0:

1:
2:
3

Ext:
Ext:
Ext:
Int:

GigabitEthernet0/0
GigabitEthernet0/1
Internal-Data0/0

Kubernetes BT ASA 1> 7+ Ky F~n7s £z [

address is faff.65b8.73a9, irg 0
address is be89.078a.a560, irg O
address is 0000.0100.0001, irg O

Cisco Secure Firewall ASA I > 7+ 922 22—+ 7 v TH4 K [}
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[l Cisco Secure Firewall ASA 2> T+ 92 R4 — F 7y THA K
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