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HEICOWTHA L E3, %1972 Docker D 715 & BERE D FEMIZ DUV T,
https://docs.docker.com/ {Z& % Docker D K = A ¥ =B L T 7E &0,

Docker M;FEFE1H & FHIEEIE

Wiz, AA v F LD Cisco NX-OS T Docker ZEATH72DDH A KT A EHIREEEZRL
F9,

» Docker TH— R 3—F ¢ @ DHCPD #— \—%E/T L CWH A, SVI & —HEICEAT S
L. ITAT Y MIRIET DA T 7 —CRENRAET D RN H D £9°, FTREZR[ELEER
X, 7e—R¥x A MOEEFEHATLHZ LT,

e Docker #fEIZ. D 72< &b 8 GB D AT I RAM % 2.7~ Cisco Nexus 9000Cisco Nexus
3000 AA v FTHHR—FEINTNET,

* CiscoNX-0OS U U — 2 10.6(2)F LAF&, CiscoNexus 9000 > U — R A1 v F(F, BEIFED netstack
RAWINA T, Linux A —/V 3y 8T —27 A% v 7 (kstack) % L7z SSH#&fke0% F
ANEHR—KFLTWET,

Cisco NX-0S [N C Docker 3 > T+ %R ET A= DHIE
&
AA > F @ Cisco NX-OS T Docker Z 57O ORHLFRMITRDO LD T

e/ RA MBash = /L EZHINILET, AA v F D Cisco NX-OS T Docker Z i 5 121%
AARNBash vz /VDNV—F 2—HF—THLILERH D 7 :

switch# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
switch (config)# feature bash-shell

« AL Y FNHTTP 7 x ¥ —RE2MHT L1y NV =27 NIZH D5, http_proxy &
https proxy ﬁ%fﬁilﬁéﬁ% /etc/sysconfig/docker ﬂ:*ﬁﬁkﬁﬁéﬂ\é‘gﬁ)&) ) i?o

AL TFDIy INELSRESNTWND Z LR LTIEIV, £ LAgnE, Kk
DET— Ay E—UNERRINDIBEVRHY £7

x509: certificate has expired or is not yet valid

s RAAL VA ER—LH P — NN Ry hU—Z 1%L TN SN TWD Z &, BLO
Jetc/resolv.conf 7 7 A WIIMENTNWAZ L EMRLET -

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch (config) # vrf context management
switch (config-vrf)# ip domain-name ?
WORD Enter the default domain (Max Size 64)
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switch (config-vrf)# ip name-server ?
A.B.C.D Enter an IPv4 address
A:B::C:D Enter an IPv6 address

root@switch# cat /etc/resolv.conf
domain cisco.com #bleed
nameserver 171.70.168.183 #bleed
root@switch#

Docker +—E > DEAIR

#WHT Docker 7 —F L &#BAtAT D L, EEVA XDy 7T R AR L —Y AR—ANT —
N7 Z v 2 dockerpart EMEEND 7 7 A MZHI Y &, KRIZ /var/lib/docker (2 7
k éﬂij—o DAY TN L T, Docker ?—%‘/%W&’)’Cﬁﬁﬁéﬁ‘éﬁﬁbl /etc/sysconfig/docker %
e LC. ZOMEMDT 7 4/ b A A TEET, HBTHIT LI, BEIILELT
ZDARL—Y AR—ZADYA REERTHZLHTEET,

Docker 7 —F » ZBAtET 5121 :
FiE

AT W T 1 Bash ZHtrirdr, A—/3—a—HF— |20 £7,
switch# run bash sudo su -

AT w2 Docker TF—F L FEENL £7°,

root@switch# service docker start

ATV T3 AT —HA%F =7 LET,

root@switch# service docker status
dockerd (pid 3597) is running...
root@switch#

GE)
Docker 7 —F v ZEE) L6, T —F 75 v a2 O dockerpart 7 7 ANEHIRLEZY ., A LED L
PNTL &, 23X, docker DFREEIZ E > CTEHETHAMNDH T,

switch# dir bootflash:dockerpart
2000000000 Mar 14 12:50:14 2018 dockerpart

BEMIZESET 5K 512 Docker 1R 5

A A F OREIFIZH I B BN EIT 5 X 912 Docker 7 —F VU AAELTE 97,
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. Docker 3> 77+ DR KRR b Ry b T—Y ETIL

FIE

ATFv7F1 Bashzr— RLTCA——a—H—2 0 £,

switch# run bash sudo su -

AT Y T2 chkconfig 21— 4 U T 4 &fEH LT, Docker ¥ — ¥t A% Kffk L7,

root@switch# chkconfig --add docker
root@n9k-2#

AT 73 chkconfig L—7 4 U T 4 A LT, Docker ¥— Ez@gﬁﬁ%ﬁﬁgﬁ LET,

root@switch# chkconfig --list | grep docker
docker 0O:o0ff 1l:0ff 2:on 3:on 4:on 5:on 6:0ff
root@switch#

AT w74 Docker 73 HENITEBE) LA K O ITRERZHIBRT 2120 -

root@switch# chkconfig --del docker
root@switch# chkconfig --list | grep docker
root@switch#

Docker 2 > T+ DFIR: 7RA b Ry FJ—9 ETIL

Docker 27 TN TF—4 R— M FEREZZDLTRXTCORARN Ry NT—=7 A F—=T xR
T 7 BATED LT DAL, -—network IR A b A7 v 3 & LT Docker 2 7
FEEHLET, 2T THNO—F—F, ip netns exec <net namespace> <cmd> L
C. /var/run/netns (CiSCO NX-0S T%Eéﬂfi IFXF7 VRF l:;ﬁﬁ;) T&E&E 71037\‘ v b
U— 7 AETER DIV AL LN TEET,

FIE

AFwT1 Bashz#n— RLTR—/8—a2—H— 1220 F9,

switch# run bash sudo su -

AT w72 Docker 2T FHBHELET,

LIFIE. AA »F T Alpine Docker 2> 7 F & B L, T XTORXY NV—7 S X =T =2 A%RKRT
LETY, 2T HE, T4 NTEER Y N —7 O4FIEMTER I ET,

root@switch# docker run --name=alpinerun -v /var/run/netns:/var/run/netns:ro,rslave --rm --network
host --cap-add SYS_ADMIN -it alpine
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Docker 71 75 OBfth: TV v UBARy k7—5 FL

/ # apk --update add iproute2

fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/main/x86 64/APKINDEX.tar.gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/community/x86 64/APKINDEX.tar.gz
(1/6) Installing libelf (0.8.13-r3)

(2/6) Installing libmnl (1.0.4-x0)

(3/6) Installing jansson (2.10-r0)

(4/6) Installing libnftnl-libs (1.0.8-rl)

(5/6) Installing iptables (1.6.1-rl)

(6/6) Installing iproute2 (4.13.0-r0)

Executing iproute2-4.13.0-r0.post-install

Executing busybox-1.27.2-r7.trigger

OK: 7 MiB in 17 packages

/#

/ # ip netns list

management

default

/#

/ # ip address

1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN group default
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo

valid 1ft forever preferred 1ft forever

inet6 ::1/128 scope host

valid 1ft forever preferred 1ft forever

2: tunlO@NONE: <NOARP> mtu 1480 gdisc noop state DOWN group default

link/ipip 0.0.0.0 brd 0.0.0.0

3: gre0O@NONE: <NOARP> mtu 1476 gdisc noop state DOWN group default

link/gre 0.0.0.0 brd 0.0.0.0

#
# ip netns exec default ip address

lo: <LOOPBACK,UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN group default
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/16 scope host lo

valid 1ft forever preferred 1ft forever

2: dummyO: <BROADCAST,NOARP> mtu 1500 gdisc noop state DOWN group default
link/ether 42:0d:9b:3c:d4:62 brd ff:ff:ff:ff:ff:ff

3: tunlO@NONE: <NOARP> mtu 1480 gdisc noop state DOWN group default

link/ipip 0.0.0.0 brd 0.0.0.0

/
/
1:

—_— ~ oS g

Docker O > T+ DEIB: Ty P8Ry FD—0 ETIL
Docker = > 7 FIZANA R v MU — T Hk (BEITERA X —T7 = — A% LC) OILEFFA
L. BEDT =4 R—bFELFMDOAL v F A4 U F—T = —ZA~OAFIEE LT LHRIT L
RWNGEIL, T 7 4V b Docker 7 U v ¥ Ry kU —27 EF/LC Docker 2 2T & PHAAT
EET, T Ry NI ARIEMOSHEL RIS 5720, mio® s v L THA LK
Ak Fy NT—F 7 FF VLY HEETT,

FIE

AFwTF1 Bashr e — RLTCTA—R—a—HF— 2720 F9,
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B oocker a2 75T TI— ISV LA BLUERE A A—T 1 L3 DTN

ATy T2

ATvT3

switch# run bash sudo su -

Docker =1 > 7 F B L £ 4,
PUFIX, AA » T C Alpine Docker = > 7 F &4 L, iproute2 /N 7 —T% A VA F— /LT 54 TT,

root@switch# docker run -it --rm alpine

/ # apk --update add iproute2

fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/main/x86 64/APKINDEX.tar.gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/community/x86 64/APKINDEX.tar.gz
(1/6) Installing libelf (0.8.13-r3)

(2/6) Installing libmnl (1.0.4-x0)

(3/6) Installing jansson (2.10-r0)

(4/6) Installing libnftnl-libs (1.0.8-rl)
(5/6) Installing iptables (1.6.1-rl)

(6/6) Installing iproute2 (4.13.0-r0)
Executing iproute2-4.13.0-r0.post-install
Executing busybox-1.27.2-r7.trigger

OK: 7 MiB in 17 packages

/ #

/ # ip netns list

/ #

A=W —AFTER OB EZRET 20 E I ERELET,

TV Ry NI—7 BT NVEERT L2207 FO%E, 2a—F—24mEMOSEEEZREL T, EF%2
TAERSHIZMEIELHZEHTEET, FFEMICONTIE, T2—P—[401%2H (namespace) (D 7HEIC
£ % Docker 27T DR (12 %—2) | 2L TIEIN,

RHED Docker N — A7 a V&M LT, sshd2 EDa> T F—HNnbL Y —ERAZRATE £9, #:
root@switch# docker run -d -p 18877:22 --name sshd container sshd ubuntu

ZHICEY, 3T FTHOR— R 2R AAL v FOR—FMI88TTIZ~v vy T ENET, ROFINIRT X I,
R—F 18877 ZJr L TH—E RN T 7 EATE L L HITY £ LT,

root@ubuntu-vm# ssh root@ip address -p 18887

Dockera T FTHOT— 759y aBLVERE/N—
T4320DODITO b

Docker 27 F @D run 2~ KT -v /bootflash:/bootflash B LN -v /volatile:/volatile A
TrarurET LT, 777y va BRI ORI/ N—T ¢ 2 3 % Docker = T IR R T
TFET, L HLONXOS VAT A A A=V R T = 7Ty vallat—745kxE, 2
YTFTRNOT TN =2 a VISR A NG T DT 7 ANMIT 7B AT HMER B HIGEITK
SNHET,
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$EEE 1SSU R A » F 4 —/3—T 0 Docker —E w0kt EHE [

\)

C¥) ZovaxrRRA7varzififldos, BEOT AL M EarTHiiy vy FTE,
NX-0S v AT AOEHEIZEE LY 5 2 5 /(D & 2 1 HRIF 2 WS0Z OO 7T 7 & 2033849
LHAREMERNH U £, Zhxk, NX-OSCLI ZfiH L TT TIZT 7 B A A[HE/R /bootflash X
/volatile 72 EDY Y —AIZHIR L £79,

FIR

AFwT1 Bashzuo— L TCA—R—a2—HF— |22 £,

switch# run bash sudo su -

2T w2 Docker =T F DFELTa~ 2 RIT -v /bootflash:/bootflash BL N -v /volatile:/volatile 7 g L &

FELET,

root@switch# docker run -v /bootflash:/bootflash -v /volatile:/volatile -it --rm alpine
/# 1s /

bin etc media root srv usr

bootflash home mnt run sys var

dev 1lib proc sbin tmp volatile

/#

Yi8E ISSU X A v FA—/\— T Docker T—F > Dk ik
HEDHFHIL

Docker 77— > L FATHD a2 T F O S 2 JLiE ISSU A A v F A — "—TE S5 2 &0
TEF3, ZNANHEERDIZ. Ny RO Docker 2 L — U BNEFEETH T — 7T v =
MEILTHY, TIT 4T A== NP LRAF N A== A PO/ S THREIND
7~ T,

Docker = > 7 7, GI0 A HICHWr (FHESE) SHhd7o), fkRRICFEITSNEE A,

FIE

AFwT1 Bashr e — RLTCA—R—a—HF— 2720 F7,

switch# run bash sudo su -

AT 702 X/l) /?j—_/\_%%ﬁéﬁ—éﬁm:\ chkconfigl”—?4 U?‘/f %—f'{%ﬂq b’CDocker*}‘*—t“X%ﬁﬁfﬁﬁﬂﬁbi?’_o
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. Cisco Nexus Platform Switches Switchover 5 Docker T—E > Dk tE =% S

root@switch# chkconfig --add docker
root@n9k-2#

AT T3 A v TF A —N"—%iZar 7 NEHBMICHEEE S D X 912, --restart without-stopped 4/ v 3 &
FRHLCaryTFaEE L £,

OB TIL, Alpine = > 7 F &G L, HRAGIZEILT 5Dy, Docker % FHEE) L7V R Y | FIZHEE)T
DXL ET,

root@switch# docker run -dit --restart unless-stopped alpine
root@n9k-2+

Docker =2 > 7 F (%, G102 PSPl (FHES) Shd7oo, MRIICEIT SN EE A,

—

Cisco Nexus Platform Switches Switchover B [Z Docker 7—
FEUDKEEEZTERIZT S

Docker 7 —E > EFATH DO T FOM %z, HROT— 7T v a =T a3 EF;
D2 ODABDYEEA —/R—= R A DAL v F A —N"—TH S5 N T ET, 7272
L. CiscoNexus A v FOHFE . THDA—R—NAFDT— T TFva _R—F 433
ITEIC S CWET, LD > T, AL v F A —"—%FITT SR, dockerpart
T7ANE AR N, A== A PICFETat =T 20ER DY £,

FIR

2T w1 Bash ZFHHIAL L TA—/R—a—HF—|272 0 £,

switch# run bash sudo su -

ATY 7°2 AL y FA == TR E@B’j@zﬁﬁﬁéﬂé £ {2, --restart without-stopped AT a sk
FHLTCa T &R L ET,

ROBFITIL, Alpine =27 FZBRta L, BIRAITIEILT 57>, Docker Z fFELE) LZRWVR Y | FICFEENT
HEDITHERR L ET,

root@switch# docker run -dit --restart unless-stopped alpine
root@n9k-2#

Docker =2 > 7 3B 2 il (FREE) ShD7cd, MICFEIT SN SIZERELTLES
AN

ATFYvT3 ZA o F A — =% AT B HIIZ, chkconfigt—7 4 U T 4 Zf#F LT Docker ' — B X & kil L £ 9,

root@switch# chkconfig --add docker
root@n9k-24
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Docker 2 kL— 13w s Lo K4 XzE [

ATFYv T4 Docker Sy 7 R ARL— R—=F 42 g VEHAZRNOALZ L NAL Z—=N—= AP T— KT T
valZav—LET,

root@switch# service docker stop
Stopping dockerd: dockerd shutdown

root@switch# cp /bootflash/dockerpart /bootflash sup-remote/

root@switch# service docker start

Docker A FL— N O IO ROY A XERH

Docker 77— U Z BN E /=13 H L=, SHEZG U T Docker 78y 7 2 K A RL— &
NR—=2ADY A R T LN TEET,

FIE

AFv 1 GuestShell ZEZNC LET,
AN aVEEC LIS, YA AEERNGT OB AREERH D £,

switch# guestshell disable

You will not be able to access your guest shell if it is disabled. Are you sure you want to disable
the guest shell? (y/n) [n] y

switch# 2018 Mar 15 17:16:55 switch %$ VDC-1 %$ $VMAN-2-ACTIVATION_ STATE: Deactivating virtual
service 'guestshell+'

2018 Mar 15 17:16:57 switch %$$ VDC-1 $$ $VMAN-2-ACTIVATION STATE: Successfully deactivated virtual
service 'guestshell+'

AFv T2 BashZzu—RLTA—"N—a—HF—2 F7,

switch# run bash sudo su -

ATv T3 BUERAATEER A L — VR RICET HEREIE LT,

root@switch# df -kh /var/lib/docker
Filesystem Size Used Avail Use% Mounted on
/dev/loopl2 1.9G 7.6M 1.8G 1% /var/lib/docker
root@n9k-2#

ATw 4 Docker F—FE L EEIELET,

root@switch# service docker stop
Stopping dockerd: dockerd shutdown

ATvY 75 Docker Ny 7 = K X |k L — AN— R (/bootflash/dockerpart) @@%’T’f@qj—/]) Xilfﬁﬁé‘fﬁi&%ﬂﬁ(
BHLET,

root@switch# 1ls -1 /bootflash/dockerpart
-rw-r--r-- 1 root root 2000000000 Mar 15 16:53 /bootflash/dockerpart
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B occkerx b L—C nvs T koY XZE

ATvT6

ATy 17

ATvT8

ATv 710

ATy 71

root@n9k-24#

Docker R 7 =2 R A R L— ZA_—2Z2DH A X5EH LET,
T2l 2, ROz~ RiIA X% 500 A A RMECLET,

root@switch# truncate -s +500MB /bootflash/dockerpart
root@n9k-2#

Docker/X 7 T2 R A R L= AR—ZADY A XZETHHRAIEREZBEG LT, A AELE o AN
ERICET LR 2R LET,

=& 21X, o IE, Docker Xy 7= K A ML —2 D% A X98500 A T84 MEIM L7 Z & e
l/\gzjqo

root@switch# 1ls -1 /bootflash/dockerpart
-rw-r--r-- 1 root root 2500000000 Mar 15 16:54 /bootflash/dockerpart
root@n9k-24#

/bootflash/dockerpart D7 7 A ) AT LDV A REfERLET,

root@switch# e2fsck -f /bootflash/dockerpart

e2fsck 1.42.9 (28-Dec-2013)

Pass 1l: Checking inodes, blocks, and sizes

Pass 2: Checking directory structure

Pass 3: Checking directory connectivity

Pass 4: Checking reference counts

Pass 5: Checking group summary information

/bootflash/dockerpart: 528/122160 files (0.6% non-contiguous), 17794/488281 blocks

/bootflash/dockerpart D7 7 A )V AT DY A X EH LET,

root@switch# /sbin/resize2fs /bootflash/dockerpart

resize2fs 1.42.9 (28-Dec-2013)

Resizing the filesystem on /bootflash/dockerpart to 610351 (4k) blocks.
The filesystem on /bootflash/dockerpart is now 610351 blocks long.

/bootflash/dockerpart D7 7 A )V AT LD A REHEF v LT, 774NV AT DY A X
DEFIZEFEINZZ L 2R LET,

root@switch# e2fsck -f /bootflash/dockerpart

e2fsck 1.42.9 (28-Dec-2013)

Pass 1: Checking inodes, blocks, and sizes

Pass 2: Checking directory structure

Pass 3: Checking directory connectivity

Pass 4: Checking reference counts

Pass 5: Checking group summary information

/bootflash/dockerpart: 528/154736 files (0.6% non-contiguous), 19838/610351 blocks

Daemon 77— > ZHEE L £,

root@switch# service docker start

Updating certificates in /etc/ssl/certs...

0 added, 0 removed; done.

Running hooks in /etc/ca-certificates/update.d...
done.

Starting dockerd with args '--debug=true':
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Docker T—E > DEIE .

AT 12 FRARELRA P L —UEBORE SEMRLET,

root@switch# df -kh /var/lib/docker
Filesystem Size Used Avail Use% Mounted on
/dev/loopl2 2.3G 7.6M 2.3G 1% /var/lib/docker

ATw 13 BASH Y = /LVZKTLET,

root@switch# exit
logout
switch#

2T w714  Guest Shell Z G LE,

switch# guestshell enable

switch# 2018 Mar 15 17:12:53 switch %$ VDC-1 $$ $VMAN-2-ACTIVATION STATE: Activating virtual
service 'guestshell+'

switch# 2018 Mar 15 17:13:18 switch %$ VDC-1 $$ %$VMAN-2-ACTIVATION STATE: Successfully activated
virtual service 'guestshell+'

Docker T—E > D{E1E

ATy T

ATy T2

ATvT3

Docker # 5 %A LRWEAIZ. 20 My 7 OFIEIZHE > CTDocker 7 —F v 251k LET,
FE

Bash #2— R L CA—/R—a—H— |2V £,

switch# run bash sudo su -

Docker 7 —F & f&1E LE T,

root@switch# service docker stop
Stopping dockerd: dockerd shutdown

Docker 7 —FE U NMEILLTWDH Z &L 2R L E7,

root@switch# service docker status
dockerd is stopped
root@switch#

GE)
‘JZ\%G:F\L; LT\ :@H#"f—if7‘— ]\ 73 v 2D dockerpart 77/])/1/%@“3%'€‘ZD Z E ?E)VC?_? i'@‘o

switch# delete bootflash:dockerpart
Do you want to delete "/dockerpart" ? (yes/no/abort) y
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. Docker A>T+ X2 T«

switch#

Docker A>T+ X2 T+«

Docker 2> 7 F DX =2 VT 4 ICBHT AHEEFHIIR DO LBV TT,
« ARETHIUE., BID 2 —V— (4512 (nanespace) ] TEITLET,
s A[RETHIVUE, BIDOR Y MU —7 14520 (namespace) ] CHEITLFET,

s cgroup Z ] L CHAMEMAZHIR L3, BEFD cgroup (ext ser) MHERES4L, AA b
SNTWLT TV —varvk, 77y N7 4—LF—LRAAL vy FTEITINLBMD
VI M7 LTRY E R L2 b DIZHIFRE L E9, Docker TlX. AL T,
TS T EOENERARIRTE T,

« NE72 POSIX BEREZ BN L 722V TL 7230y,

A—H—[4HFIZER (namespace) 1D 7 #EIZ Kk 5 Docker 3 > T+ DR
RE
TV 9V Ry NT— BT AT DTS OB, P A N O AR L

T, BEXa V740 230I0mEE®5 2L TEET, FHMICOWNTIE,  Thitps:/docs.docker.com/
engine/security/userns-remap/] #ZM L T 7E &0,

FIE

ATFYyT1 AT AT dockremap TN—T N TILFET D0 E D D a R L%,

dockremap L —W—{X, T 74/ F TUVAT AT CTILRESIN TWAMLENHY £9°, dockremap 7 /L—
TRELEFELBRWIGEIER, ROFINRICHE> TIER L 97,

a) WD a< K& ANJ] LT dockremap 7 /V—7 &AEK L E T,

root@switch# groupadd dockremap -r

b) dockremap T—HW—ZEK L ET (ELGFEEL TWRNWER) |

root@switch# useradd dockremap -r -g dockremap

Cc) dockremap TN—7L dockremap :L*‘"j‘*‘ﬁ)IE?Lﬂ:{/Eﬁjz SN L EHER L/jETO

root@switch# id dockremap
uid=999 (dockremap) gid=498 (dockremap) groups=498 (dockremap)
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| Cisco NX-0S T Docker Mg F
cgroup /X—T 1 > 3 U DBE .

root@switch#

AT 702 ﬁ"? ‘y7°é2h7’:dz\§f£ ID k%ﬁ% /etc/subuid gﬁ /etc/subgid (:JEjJu Lij—o
il

root@switch# echo "dockremap:123000:65536" >> /etc/subuid
root@switch# echo "dockremap:123000:65536" >> /etc/subgid

ATYT3 THAL T 4 X% L T, --userns-remap=default 273 3 % /etc/sysconfig/docker 7 7 A /LD
other args 7 A —/V NZiEML £,

il

other args="-debug=true --userns-remap=default"

Z7_"‘Jj’4 [ —E X Ryb— [relstart (service docker [re]start) ] Zf#HFH L C. Docker ?—%V%EE@J'@‘%Z)\
FRFEITIN T RWIESITEE L E T,

Bl

root@switch# service docker [re]start

Z— P —ZFIZER OGBS L B 2 T O & ORI DV TiE, https://docs.docker.com/engine/
security/userns-remap/ C Docker O R¥ =2 XA > h 2B L T &0,

cgroup /\0_7__ ’r :/ 3 ’@*g@]

P— RKRX—TF 4 =B AD cgrouwp /X—T 4 3 L ext _ser C, CPU FHREZ T HZY
25% IZHIBR L ET, 2D ext ser 73— 4 2 3 > T Docker 2 > T F&FITT5H 2 & 2R
L\i—a—o

--cgroup-parent=/ext ser/ T g vERREETIZDocker 2T FEETTHE . HK100%
DRANCPUT 7 AMAHEIZZ2 Y | CiscoNX-0S Di@F OEMWEE Wi F 2 AlRetEn &H 0 37,

FIE

ATFv7T1 Bashzn— RLTCARA—=—a2—P—2 Y 9,

switch# run bash sudo su -

ATY 72 ext ser /N—F 3 T Docker :If/i:ﬂ—;’f%ﬁ—— Liﬁ‘o
il

root@switch# docker run --name=alpinerun -v /var/run/netns:/var/run/netns:ro,rslave --rm --network
host --cgroup-parent=/ext ser/ --cap-add SYS_ADMIN -it alpine
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Cisco NX-0S T Docker O |
B oockernrs5o00a—F0

/%

Docker D FS T a—F 4

ZHHD MY w7 TliL, Docker 2T F THRAT L AREMED H AMEIZOWTHBAL, &2 56
N5 R 2Rt L9,

Docker DECENMNBERER EIZ7H 5

[fRE : (Problem:) ]Docker DEENZRIM L, ROLHIRTT— Ay b—UNERINET

switch# run bash

bash-4.3$ service docker start

Free bootflash: 39099 MB, total bootflash: 51771 MB

Carving docker bootflash storage: 2000 MB

200040 records in

2000+0 records out

2000000000 bytes (2.0 GB) copied, 22.3039 s, 89.7 MB/s

losetup: /dev/loopl8: failed to set up loop device: Permission denied

mke2fs 1.42.9 (28-Dec-2013)

mkfs.ext4: Device size reported to be zero. Invalid partition specified, or
partition table wasn't reread after running fdisk, due to
a modified partition being busy and in use. You may need to reboot
to re-read your partition table.

Failed to create docker volume

[BEZABbNSERA : (PossibleCause:) ]root = —H—TlI7e <, H¥Ha—H# —& LT Bash %
ITLTWD TR B D £7,

[f#RK : (Solution:) Jroot—H—TiEi <, B2 —HF—L L TBashZETLTWHMNE
IMEHER L ET,

bash-4.3$ whoami
admin

Bash ##& 7L, W—bh 22— —L L TBash #FETLET :

bash-4.3$ exit
switch# run bash sudo su -

AFL—UAFRE LTS8, Docker Hii2ENIZ kBT 5

fRE . 77— F 7T v a A RL—UBRRELTWAD, Docker DEENZEK L, kDL D
RTT— Ay —UNERENET,

root@switch# service docker start
Free bootflash: 790 MB, total bootflash: 3471 MB
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Docker Hub 75D f A —SDTLORE G0 EHEEH T5— 2 vt—) [

Need at least 2000 MB free bootflash space for docker storage

EFADNBRE: I REET— 7T v va AL —URRWARERD D £,

ﬁgy&% P AN— R %’fﬂ?ﬁ&ﬁ‘%’) IR dZ\%lZM‘S T /etc/sysconfig/docker DEH _dockers[rg ’fﬁ%
FHELTH 5, Docker 7 —T L EHEEN L E 9,

root@switch# cat /etc/sysconfig/docker

# Replace the below with your own docker storage backend boundary value (in MB)
# if desired.

boundary dockerstrg=5000

# Replace the below with your own docker storage backend values (in MB) if

# desired. The smaller value applies to platforms with less than

# Sboundary dockerstrg total bootflash space, the larger value for more than
# S$boundary dockerstrg of total bootflash space.

small dockerstrg=300

large_dockerstrg=2000

DockerHub M S DA A — D TILDKEL (B09SEEHELR TS5 — A v

t—2)

ARE : AT A0 Docker "NTMMEHA A=V EHTNVTET, ROLHI BT T— A vbB—UNE
RENET,

root@switch# docker pull alpine

Using default tag: latest

Error response from daemon: Get https://registry-1.docker.io/v2/: x509: certificate has
expired or is not yet valid

[FABNBHERE: (PossbleCause:) |2 A7 L 7 vy 7 BIEL ERE S TRV ATEEMER
HYET,
[BRRZE © (Solution:) 170y 7 BIELSBRESNLTWDOMNE I D afEd LET,

root@n9k-2# sh clock

15:57:48.963 EST Thu Apr 25 2002
Time source is Hardware Calendar

PVEIE T, RFta2 Uty hLET

root@n9k-2# clock set hh:mm:ss { day month | month day } year

Bl

root@n9k-2# clock set 14:12:00 10 feb 2018
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B occkerHub 150 A—SDTLOKE (9547 b BLLTH R T5— Ay e—)

DockerHub M5 DA A —SDTILDERER (OSATUORNRAALTI R
IS—Avt—Y)
g8 : AT AR Docker "IN A A=V LV TEST, ROLHI T — XA yvB—I0NE
IREINET,

root@switch# docker pull alpine

Using default tag: latest

Error response from daemon: Get https://registry-1.docker.io/v2/: net/http: request
canceled while waiting for connection (Client.Timeout exceeded while awaiting headers)

ZZ6NDEE: T F U FELIIDNS REDPE LS REEN TWARWATREERH Y £,

fRRE . o URTEEAMERE L, LEIZLSCTEIEL TS, Docker T—F 2 HEH LE
7,

root@switch# cat /etc/sysconfig/docker | grep proxy
root@switch# service docker [re]start

DNS fREZMER L., LEIN U TEEL TS, Docker 57— ZHEE L F7,

root@switch# cat /etc/resolv.conf
domain cisco.com #bleed
nameserver 171.70.168.183 #bleed
root@switch# # conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch (config)# vrf context management
switch (config-vrf)# ip domain-name ?
WORD Enter the default domain (Max Size 64)

switch (config-vrf)# ip name-server ?

A.B.C.D Enter an IPv4 address

A:B::C:D Enter an IPv6 address
root@switch# service docker [re]start

AAYyFD)A—FFEIXZRA v FA—/N\—TDockerT—E U F - [1&
OVTFTFHAEITINEL
B : A v T D) e—RNEREFAAS v TFA—"—%F[T L7-1%. DockerT —F L Fizid=z
T — BT ENE A,

ZZONBRE : Docker T —F LM, AL v FDY u— RERIFAAL v F A —_R—THFiT 5
IR SN T WalREREN H Y 97,

fiRRE - Docker 77— VA chkconfig A<V REHEA L TAASL v TF DI n—REFITAAL v F
F =N —=TEHT DL INTNAEZ L 2R L THD, —-—restart unless—stopped 4
Tva A LTS Docker 2 7 &AL E T, 7o 21X, Alpine = 7 & BRA
THITNT

root@switch# chkconfig --add docker
root@switch#

root@switch# chkconfig --list | grep docker
docker 0:o0ff 1l:0ff 2:on 3:on 4:on 5:on 6:0ff
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Docker X kL—U 18wy To R4 XEEH%ET 5 |

root@switch# docker run -dit --restart unless-stopped alpine

Docker A FL— N O T FOY A XLEENLKT B

%8 : Docker N 7 T R A ML =YDV A REEFLLELHELTHREBLE LA,
EZONDER : AN VAR o TR WRREMERN H Y 97,
RRE . kOav L REFEHLT, YA N o VRENIR > TWANE I AR LET,

root@switch# losetup -a | grep dockerpart
root@n9k-2+

FAN Yz VRN o TV BESE, a~vr i hER R LERA,
PVEWZE LT, RDa<y REANLTHF AN Vo b LET,

switch# guestshell disable

FNTHDocker Ny 7 KA NL—TDWA X%%ET% fﬁb\i}%él\bi\ /bootflash/dockerpart
ZHIBR L. /etc/sysconfig/docker @ [small ]large dockerstrg ZHR#E LT 5, Docker % F
JERLE) LT, SBERY A XD LU Docker /N—7 ¢ v a VARG LET,

Docker A>T FHAR—FTHEEFI 70 v ERELEWN
fIRE : Docker 27T T HRR— N TEHEEFE N T 74 v I 2ZELERA,

ZZbNBEEA : Docker = 7 F M kstack " — b TlE72 < netstack R — F 2 H L TV 5 7[HE
MERBHY T,

fERSE  Docker 2T I Lo THEAHEIND =7 = A T )L AR— R D kstack DFFANICH 5 =
EEMERLET, Zo L0 E, BENAT Y R —EADHIT netstack (Z25F 4, R
Ry TSN AR H Y F T

switch# show socket local-port-range

Kstack local port range (15001 - 58000)

Netstack local port range (58001 - 63535) and nat port range (63536 - 65535)

switch# conf t

Enter configuration commands, one per line. End with CNTL/Z.

switch (config)# sockets local-port-range <start port> <end port>

switch# run bash sudo su -

root@switch# cat /proc/sys/net/ipv4/ip local port range

15001 58000

root@switch#

Docker 3> T+ TCT—3  R—hrE/FHIFEEBASA VI —T M RER
RCEEEA

%8 : Docker 2T FIZT — & R— FFELITEHA VX —T 2 —ARERINET A,
fRRAE
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B swrrsoLea—F o500k

® —v /var/run/netns:/var/run/netns:ro,rslave --network host 7\‘—70‘:/3 V%{%ﬁﬁ L/T\ ﬁ‘
RTORA METZEMB~ v 7 INTZHRA N Ry MU — 27 2122/ T Docker = 7 773
Bl SN TND Z L 2B LET,

e T HIZADBE, TN NTEHLY NU—7 OAFIZEBIZAY £9, ip netns T —
TAVT 4B FEHLT, 57— R—b A v Z—T A ZA%F>FT 74/ F (init) F v
O — 7 ZEIZERNCBEI TEX £ 9, ip netns2—7 4 U T 1 IL, dnf, apk 72 KR LT

SUFFIA A N AT BBER DB HAN D) T
— BT RS T a—TasTDEV +

[RI%E : (Problem:) D F T 7Ny a—TFT 407 7w 22 L CHBES o7
Docker = > T FIZBEHTAHMOENH Y F 9,

FRRTTE

* /var/log/docker T dockerd '31\\/“ D4 71':':'[7'7 %gfg LT\ 1ﬁfﬁ§ Fnﬁ%foﬁ@#@%’:%ﬁn @ i{fﬁ“)ﬁ'f
<TZEW,

e A v FIZ8GBLULED RAM B35 Z L i L7, Docker #6EIZ. RAM 7% 8 GB &
WDAA v F TP R—FENTHER A,
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