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INT A—45 1 BL)]

-nographic -nographic Cisco Nexus 9000v 7°Z » b
7+ —ALIIVGAZ Y HR—FL
TR\, iR snE
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-bios file -bios bios.bin W ZE, Cisco Nexus 9000v
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ZYR—FLET Q~4f%

BEIDLET)
-m memory -m 10240 AEY (MB) ,
-serial -serial Dl b 1 DEHFELE
telnet:host:port,server,nowait telnet:localhost:8888,server,nowait +.
EQ s
-serial

telnet:server ip:8888,server,nowait
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INS A=A 51 HL:L
-net ... -net ... -net net/net F 7= 1% netdev/device M
S socket,vlan=x,name=nl_s0,listen= | 27 . By R — 2 A

-netdev ... -device ...

localhost: 12000

-net nic, vlan=x, model=e¢1000,
macaddr=aaaa.bbbb.cccc

-netdev
socket listen—localhost:12000,id=eth s f

-device
¢1000,addr=s.f,netdev=eth s f,

mac=aaaa.bbbb.cccc,
multifunction=on,romfile=

F7-x

-netdev
tap,ifname=tap_s_f,script=no,

downscript=no,id=eth s f

-device
¢1000,addr=s.f,netdev=eth s f,

mac=aaaa.bbbb.ccc,
multifunction=on,romfile=

VE—T A A T—F
(VWNIC) =%y U —74
DO HLDOTT,

s fif, PCl Ay h&= L
EETEHRLET, QEMU2.0
DkETix, A< &b 20D
PCI A1y k& 4DDRER 7
TITATE, AFFCK80
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mac= A7 3 i, % vNIC
MAC 7T RLAD MAC T Rl
A VM A Z—7 = A AT
ELET, A -netdev L,
VM @ mgmt0 A % —7 = A
ZICHBMICY vy ISk
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VH—T 2 — R &
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LET,

-enable-kvm

-enable-kvm

Z D7 F 7%, Cisco Nexus
9000V (ZMETY,

-drive ... -device ... (SATA = &/
Fr—Z D5EE)

-device ahci, id=ahci0,bus=pci.0
-drive file=img.qcow2,
if=none,id=drive-sata-disk0,
format=qcow?2

-device ide-hd,bus=ahci0.0,

drive=drive-sata-diskO.
id=drive-sata-disk0

SATA =2 hr—Z |ZfEHT
57—~ k., QEMU 2.6.0
T SATA 22> b —7 &
THZEEBEIOLET, 2
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a2y he—7 80 bENN
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PEHTEET,
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INT A—45 1 BL)]

-drive ... media=cdrom -drive file=cfg.iso,media=cdrom | Cisco Nexus 9000v 75 » k
74— L OB IZHE S
DAL FELT 7 A N EE
i» CD-ROM 7 1 A 7,

L7XA N 77 A M4z
fF17£7 (nxos_config.txt) .

2. Linux @ mkisofs -o cfg.iso -1
--iso-level 2 nxos_config.txt =~
U REFEHL T, cfgiso Z1E
RLET,
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Eth1/1] X, 7V v Tlinterconnect br] ZfiH L THEHEOEICHER INET,
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GE)  ME7Zpf/N QEMU 73— 3 > &, Cisco NX-0OS U U —2 9.3(3) LD 4.2.0 T,
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7Y VEAER L T UPIRAEIZT S Linux 2 2 R:
sudo brctl addbr mgmt_bridge

sudo brctl addbr interconnect_br

sudo ifconfig mgmt_bridge up

sudo ifconfig interconnect_br up

F T A B =T A AL, Nexus 9000v EHA L TND A F =7 = A ZOKITFES W
TR SHET,

BT A B —T A AEFRT S Linux 2~ R
sudo openvpn --mktun —dev tap_swl_mgmt

sudo openvpn --mktun —dev tap_sw2_mgmt

sudo openvpn --mktun —dev tap_swl ethl 1

sudo openvpn --mktun —dev tap_sw2_ethl 1

TV DEE T A H—T = A AEHINET,

TV TkS T A B —T = A ANIHHET D Linux 2 2 R

sudo brctl addif mgmt_bridge tap_sw1_mgmt
sudo brctl addif mgmt_bridge tap_sw2_mgmt
sudo brctl addif interconnect_br tap swl ethl 1
sudo brctl addif interconnect_br tap_sw2_ethl 1

TRTCDF T A #—T7 =4 A% TUP) RETHLILERH Y £,

Sy T A B =T x4 A% UPIREEIZT 5 Linux =1~ & B

sudo ifconfig tap_swl mgnt up

sudo ifconfig tap_sw2_mgnt up

sudo ifconfigtap swl ethl 1 up

sudo ifconfigtap_sw2 _ethl 1 up

FTRTCDE T A B =T 2 A ART Y v VIR SN TWD Z L2 ME LET

By T A B—=T A ZNT Yy IR SN TN D Z L 2R 2 Linux 2 <2 R

brctl show

bridge name bridge id STP enabled interfaces

interconnect br 8000.1lade2ellecd? no tap swl ethl 1
tap sw2 ethl 1

mgmt _bridge 8000.0a52a9089354 no tap swl mgmt

tap sw2 mgmt

2250 Nexus 9000v 77 v 74— A& L, TNEN1 DDA X —T = AEH{HED
IR T D121, koa<wr Reflé LTERATEEd, s, Y7y hX—XE7d7
Uy OR—ZOEERHCTAZENTEXFET, ZOFITIE, 7V PR LT, TS 22—
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B 5o ror—roros—axsr

T2 A ADA AL AL 1 DOOT =8 R— e LET, A, a~vr NI F47
Ay TRY N TARAL AEBINTSHZET, [AUFETEY 2 O Nexus 9000y 7 — 4 ~—
MR CTE £, ZOBITIE, 17D Nexus 9000V A > AX L AD 2 ODA L H—T = A A
AP =Tz Amgmt0 & A ¥ —7 A Xethl/l]) BENETN~ Y EL 7SI TWVET,

Nexus 9000v DEPID A > A X v ZADHE:

sudo gemu-system-x86 64 -smp 2 -m 8196 -enable-kvm -bios bios.bin

-device 182801bll-bridge,id=dmi-pci-bridge

-device pci-bridge,id=bridge-1,chassis nr=1,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-2,chassis nr=2,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-3,chassis nr=3,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-4,chassis nr=4,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-5,chassis nr=5,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-6,chassis nr=6,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-7,chassis nr=7,bus=dmi-pci-bridge

-netdev tap,ifname=tap swl mgmt, script=no,downscript=no,id=ethl 1 0

-device e1000,bus=bridge-1,addr=1.0,netdev=ethl 1 0,mac=00:b0:b0:01:aa:bb,multifunction=on,
romfile=

-netdev tap,ifname=tap swl ethl 1,script=no,downscript=no,id=ethl 1 1

-device e1000,bus=bridge-1,addr=1.1,netdev=ethl 1 1,mac=00:b0:b0:01:01:01,multifunction=on,
romfile=

-device ahci,id=ahci0 -drive

file=testl.qgcow2,if=none,id=drive-sata-disk0, id=drive-sata-disk0,

format=gcow?2

-device ide-hd,bus=ahci0.0,drive=drive-sata-disk0,id=drive-sata-disk0

-serial telnet:localhost:9000,server,nowait -M g35 -daemonize

Nexus 9000v D2 FEB DA LV AH L ZADEE:

sudo gemu-system-x86 64 -smp 2 -m 8196 -enable-kvm -bios bios.bin

-device 182801bll-bridge, id=dmi-pci-bridge

-device pci-bridge,id=bridge-1,chassis nr=1,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-2,chassis nr=2,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-3,chassis nr=3,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-4,chassis nr=4,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-5,chassis nr=5,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-6,chassis nr=6,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-7,chassis nr=7,bus=dmi-pci-bridge

-netdev tap,ifname=tap sw2 mgmt,script=no,downscript=no,id=ethl 1 0

-device e1000,bus=bridge-1,addr=1.0,netdev=ethl 1 0,mac=00:b0:b0:02:aa:bb,multifunction=on,
romfile=

-netdev tap,ifname=tap sw2 ethl 1,script=no,downscript=no,id=ethl 1 1

-device e1000,bus=bridge-1,addr=1.1,netdev=ethl 1 1,mac=00:b0:b0:02:01:01,multifunction=on,
romfile=

—-device ahci,id=ahci0 -drive

file=test2.gqcow2,if=none,id=drive-sata-disk0, id=drive-sata-disk0,

format=qcow?2

—-device ide-hd,bus=ahci0.0,drive=drive-sata-disk0,id=drive-sata-diskO0

-serial telnet:localhost:9100,server,nowait -M g35 -daemonize

gemu-system-x86_64 LL 0> KVM =1~ RiE, Linux O7 7' 1 A FEIZ Lo TLFR%ETT, W
O LS9 5 &, Ttelnet localhost 9000 = 721 Ttelnet localhost 9100 /LT, ¥ U7
Ay I =D DA AR RZENENT 7 EATE 5137 T,

LLDP BELOLACP v /LT X ¥ A RNEFO/X 7y O NT 7 7 % Linux 7 U v VREH THE
FTUZE, HA LV AF R T DT XTOT Y v UV TROMBERE L ET,

« VM M@ LLDP X O LACP i@f5 2% & L 7,
echo 0x4004 > /sys/class/net/br_test/bridge/group_fwd_mask
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ESXi 0 Nexus 9000v 37—~ 70— [}

eLinux 7V v PEN LIV AT XY AR ANTy b 7a—%Fr LET,
echo 0 > /sys/devices/virtual/net/br_test/bridge/multicast_snooping

ESXi @ Nexus 9000v BBV —2 7 O0—
ZOEB 7 v a T, ESXinA 23— 31 FITNexus9000v 77 v b 7 4 — A& BT 572012
WEIRFMANZHOWTHRA L £, kO 3 FEHDREMZMH TS £,
o i B
« 7T v N7 — LFEE DR

s AU H—axy FDREE

HERRAD—Y 70—

1R BHHEIIZ

WOFNETIE, 2B OVA 2 LT, ESXi A 73—/3A H T Cisco Nexus 9300v % 721Z 9500v
I NI F—bHTubEla =T LET,

WORAEE R L T EE 0,
«ESXi8.0 NA N—=A PFE A A F—/LLTWND
« Yr—/3— & vCenter Dl 5 TIATT 2 ESXi 8.0 DHRNR T A L ANH Y £7,
B SNTZOVA 7 7 ANNBT A7 by FICHF T rm— RITNSH I &,

FIE

2TFvF1  ESXivCenteriZu 7 A » LET,
ATy T2 R—=Tz3280%457 Y v27 LT[OVF T 7TL— ~DER (Deploy OVF Template)] Z &R L £,

G¥)
TR INDEBOME TENAL 7 TA ROFREFATLET,

ATv 73 [BRETHBLE (Needname) | EE T, [A—HIL T7 AL (Localfile) | Zi=IR L., [BHE (Browse) | %
7V w7 LET, TAZ by I MbF T m— LA OVA 7 7 A V& @R L £7,

ATv 74 [needname] B T, T—H U X —(FEF T NVHERERIRL, VMAEANLET,

ATv7T5  [BEIABE (Needname) | HiE T, A~ v 2RI 5 ESXi — "—Z@IR L, WA%IC [T
(Finish) 1 %27 U v 27 L%,

ATv 76  [BAHBLE (Needname) | M T, bz mA L, [R~N (Next) |27 Vv LET,

AT 71 [Configure] i T, [RN]E227 Y w7 LET,
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. I39 b IF—LBFEENOT—U 70—

ATvT8
ATvT9

ATv 710
ATy I N

AT 712
ATv 713

ATy 714

[Select Storage] HiH T, ¥ —4% A MTZRIRL, [RNZE2Z U w7 LET,

[y bT7—5 DiFEIR (Select Networks) | HE T, IROMEDBIREINTND Z EE2MRLET,
s G Ay hT—74 : mgmt0
3SRy b U—7 ¢ T REH LAN vSwitch

T REHF LAN vSwitch & L TtLoD vWNIC 5855 A BN L 72N TL 2 &, £ 9 LW & | Cisco Nexus 9000v
T—2 R— NDPYBAAL T LHAET D70, EREROMENBELET,
[Ready to Complete] Hiifi C, [Finish) %27 Vv 27 L, 7R EANETTLETRLET,
UREBN—FD 7] ¥ 7T, [VUTILR—bYEBRLET, VYTV KR—F XA TITONTIL,
[y b= DQFER] SFAERIRL, ROF T a2 BRLET,

o HA) - H—rN—

« /R"— I URL - telnet://0.0.0.0:1000, 1000 X = OH—_R—D—F DR — ~E S TT,

G¥)
Nexus 9000v 1%, E1000 X hU—2 T E T ZOLEVR—FLET, v NU—7 T XX —%8
TAHEEL, TE T X —OFEN E1000 TH D Z & 2R LE T,

[VM Options] # 7. [Boot Options] 7S¢ /L %8R L, [EFI] Z3&K L £9,

[VM Options] # 7 ¢, [Advance] /X1/L %8R L, [Edit Configuration] i T, [Add Configuration
Params] 47> a V&M L CROEEEML ET,

« ZHil - efi.serialconsole.enabled

* i - TRUE

[OK] %27 Vw27 LT, VGA LU TV aryy—)LE— ROMFTEE Ve AE2RRLET,

GE)

Nexus 9000v 77 v h 7+ —ATIE, AAvTF T MNMIT IV ®ATHEDIZVI TN ) —LE
TRV a = T OMERDY E (2L, IO grub T — b A v =Y O—FBIL VGA Y —
MCERENETD), YITA v Y= AR VMIZELL Yo Va=r 78N TWnD 2L aRLE
9, Tlefi.serialconsole.enabled=TRUE] 7' R bV a =7 I TWAHEE. VGA 7213 U 70 av
V=B [Nexus9000v DA A —UBEABIAENERIT SN TUOERA BDERRINTHK, 7— T v 7N
BT DL —3 T— K A=V RERINET,

R~ DERE A AT LET,

To2Yy b I7+—LETFEOD—Y 70—

Cisco Nexus 9500v |, > — 7 v ¥/ E—REMACZ  a— R E—RKD2 o081 AE—
RTCEMEL £9, Nexus9300v 33 L TN Nexus 9500v D — 47 3 ¥ )L E— ROREBFIEIZ. ESXi
INANR—=NRAYPFTESTLKFLTT, MADT Ty T —LFZAT DA H—T A ADK
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IS5y b 7r—Loqvs—axs b+ |

REGFT10 1 SOFEHR—FL 9ODT =2 R—1F) TT, ZHIFINA /3= FOHIRT

B

Nexus 9500v (X, A > ¥ —7 = A AOBEN 10 IZHIR SN TWDHEHETEH, ESXi /A 73—
AP EOHE—~DOVM THEERIRI— KA =T 2 A NT T 4 vV T2l —FLET,
Nexus 9500v O MAC = 22— K A% —< O ZRINL725A1E, =Iab— S TW5
Ay hER—=PMI—EHTLEICEAXY VT =7 THTHXDOMACT RLAZEHLET,

TS5 MNIA—LDA A —YT k

Nexus 9300v & Nexus 9500v, F721IZF DMK TZ v 7 3 —2aMOF% > U —2 1%, ESXi
NANR=RNAFOTY L LTOvSwitch iZHEASNWTWET, SEIERFEDL—R Fr—

A2 b—bTBEICHHFSINTEED PR e e TEET,
1:EXSi %4v L 1= Cisco Nexus 9000v 75y b 7+ —LDA VA —a%y +

Bridge2

~

etho

Traffic Generator

Bridge3

-

Management eth1/3
Bridge ;
g Cisco Nexus 9000v Bridge' Cisco Nexus 9000v
ﬁ_ Node mﬁ'ﬂ Node2
mgmt0 mgmt0
eth1/2 eth1/2
Cisco Nexus 9000v
ﬂ eth1/1 Node3 eth1/2
Bridge4 mgmt0 Bridge5

501135

Vagrant /H Nexus 9000v T —2 20—

ZDE Y T a Tk, Vagrant /A 73—23A B —{Z Nexus 9000v 77 v b 7+ — L& BT 5
TZOIWTBE RTINS OW TR L £, RO 3FHORMAZMEHTE £,

o S /R B

Ty N7

— LA OB

T EEE VANGY: 1
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B sezmo—vo0—

HERRAD—Y 70—

Vagrant/VBox & 5E1Z Cisco Nexus 9300v Z# J&Bi 32 Z LILTE ¥ A, (IR artifacts.box 7 7 1
ML, BAF CORAFTEET,

TSy b IOA—LEEOT—o 70—

nexus9300v.9.3.3.IDI19.0.XXX.box % VirtualBox (ZBH L £ 9", Vagrant/Vbox Off FIZBIT 5K
DHAZARXTA RTA L EBEEZZRL TN,

* Vagrant 7 7 A L COZ—WF—DH AL~ A4 XTI EH Y £H A,

» Windows D& Hiff & A T2 EET2M4EEH Y £ A, Mac F 7213 Windows D 5 T,
FITFNVEDOR—=K223 ZHHAL TV TN ary =778 A LT, LEITST
T, 2O VT 3 —/L% tenet localhost 2023 #& I CEFA LT, AA v FOfE 7
2 AR LET,

AEHEDR v 7 A T avw A X, MOT FIAT L ADT 4 A M) Ea—3 g2 b REEICHEM
ENFET, I=A Ry I AL EHEALTVM ZEET 57215 TT,

« R 7 A% X, Vagrant 7 7 A /L@ configvm.box 7 « —/L K& LT, [base] LSO
BOALFNIER TE LT,

« T— ATy ITRERIEL, VU =R A A= T 7 A inE box OEEAFDILHRERCIM
2. ALy FICHIOHRZEAT 25510/ EETY, ZO%4E . vb.customize pre-boot %
AL ET,

vb.customize "pre-boot", [

"storageattach", :id,

"--storagectl", "SATA",

"__port”, "1v,

"——device", "O"l

"--type", "dvddrive",

"--medium", "../common/nxosv_config.iso",

s config.vm.base mac 7 1 —/V RZFEHL T, VM A ¥ —T7 =2 ADMACT RV A%
A< A X LET, TOEEEL, vagrant up CLI =2~ R& AT 4RI, ¥ LU vagrant
init CLI 2~ > R&Z AN LIZRICETT 208 AH Y £9°, vagrantup CLI 2 v > RO A
. FTE VM OERZRIZMACT RV RAZERT 25513, Ry 7 X a<xr Rl
LTVMZZHELET,

Vagrant T Sync 7 A LA DHHR— k

U U —210.1(1) LAB&E, Nexus 9300v i, "A h v v EDOF ¢ L7 hU/7 4 /L4 % Nexus
9300v v > L HHF TX B Vagrant A 7 A VX &R — N LET, Vagrant A7 U7 hD
vagrant up =~ > RIZEEAR v 7 2w 7' A > L, Vagrantfile O 2 —HF —fERLIZ SN TT o
L7 M) %&~D 2 RLET, T 740 FTIE, Vagrant A7 U 7" M vagrant == — —44 % fif
AL, bash3e /A vV ThDHIEEBELTWVWET, ZOMREELESHIZT H72DIT,
EHHRRE SN vagrant 21— — A DOF 7 3L hOu F A vy i bash ICEF Sk Lz,
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Vagrant TO Sync 7+ LZDHYHR— + .

722, 774N DYz )V (—H— vagrant D33E) &, Nexus F 721% Vagrantfile THIZRAY
ICRRE L TNX-OSCLIZEE S A4 T v avind ) £7,

?72}‘/1/ NSES Vagrant IR A K @iﬁ]’f@ﬁi%ﬁ"{ L7 U % Nexus 9300v O directory/vagrant
W~ hLET, AR EOBIED Y /L4 % Nexus 9300v & A7 L7 < 20 A0,
Vagrantfile (ZIRDITZZ D 50BN H Y £7,

config.vm.synced folder ".", "/vagrant", disabled: true

B 7L Vagrantfile - R A b 74 VX 2T LH5E 7oL 21X, Nexus 9300v D
/bootflash/homelvagrant @ /homel/james/my_shared_folder/ :

# —-*- mode: ruby —-*-

# vi: set ft=ruby

Vagrant.configure ("2") do |config]
# The most common configuration options are documented and commented below.
# For a complete reference, please see the online documentation at
# https://docs.vagrantup.com.

# Every Vagrant development environment requires a box. You can search for
# boxes at https://vagrantcloud.com/search.

config.vm.define "n%vl" do |[n9kvl|
n9kvl.vm.box = "10.1.1"

n9kvl.ssh.insert key = false
n9kvl.vm.boot timeout = 600

if Vagrant.has plugin? ("vagrant-vbguest")
config.vbguest.auto update = false
end

config.vm.synced folder "/vagrant", disabled: true
config.vm.synced folder “/home/james/my shared folder” “/bootflash/home/vagrant/”

won
.

config.vm.box check update = false

end

LAFIZ, Nexus 9300v 77 v b 7 #—A[EA OREF 2R L FE T,

vagrant box add 10.1.1 nexus9300v.10.1.1.box

$ vagrant init 10.1.1
$ vagrant up

Bringing machine 'n9%kvl' up with 'virtualbox' provider...
==> n%vl: Importing base box '10.1.1"'...
==> n%vl: Matching MAC address for NAT networking...
==> n9%kvl: Setting the name of the VM: vagrant n9kvl 1605848223701 17342
==> n9%vl: Clearing any previously set network interfaces...
==> n9%kvl: Preparing network interfaces based on configuration...
n9kvl: Adapter 1: nat
==> n9%kvl: Forwarding ports...
n9kvl: 22 (guest) => 2222 (host) (adapter 1)
==> n9%kvl: Booting VM...
==> n%vl: Waiting for machine to boot. This may take a few minutes...
n9%kvl: SSH address: 127.0.0.1:2222
n9kvl: SSH username: vagrant
n9kvl: SSH auth method: private key

Nexus 9000v 0 FE B .



Nexus 9000v DER |
B 7o+ rovzionxoscu~azE

==> n9%kvl: Machine booted and ready!

==> n9%kvl: Checking for guest additions in VM...
n9%kvl: The guest additions on this VM do not match the installed version of
n9kvl: VirtualBox! In most cases this is fine, but in rare cases it can
n9kvl: prevent things such as shared folders from working properly. If you see
n9kvl: shared folder errors, please make sure the guest additions within the
n9kvl: virtual machine match the version of VirtualBox you have installed on
n9%kvl: your host and reload your VM.
n9kvl:
n9kvl: Guest Additions Version: 5.2.18 r123745
n9kvl: VirtualBox Version: 6.1

==> n%kvl: Mounting shared folders...
n9kvl: /bootflash/home/vagrant => /home/james/my shared folder

$ vagrant ssh

-bash-4.4$

FTIAIL LD )LD NX-0S CLI~NDZEE
NX-OSCLI{Za 7' A T BR0ERH HGEIL, kOWT o7y a &AL ET,
c 17 A Y5 bash 7R 7 BT vsh < FEFEITIITLET,

« ITFIZRT X 912, Nexus 9300v BARR v 7 RICHBNI NNy r—fb SNz A7 U 7 b &
fEF LT, Vagrantfile 26374552 N TEET,

config.vm.synced folder ".", "/vagrant", disabled: true

config.vm.synced folder “/home/james/my shared folder”
“/bootflash/home/vagrant/”

config.vm.box check update = false

config.vm.provision "shell", inline: "vsh -r
/var/tmp/set vsh as default.cmd"

o 21— —4 vagrant D Y 122 —H—4 admin Tr 7' CT& 9 (vagrant ssh =~ >
KEfiHT 5 &, 774/ b Ta—H—4 vagrant M S ET),

ssh -p 2222 admin@127.0.0.1

Nexus 9300v T Ansible ®D{FE

Vagrant (%, Ansible, Shell A2 U 7k, Ruby A7 U ' k., Puppet., Chef, Docker, Salt 73 & ™
IEIERTrEY a2 FHLT, Ay 7 2O EEREZYR— T H50HA—7 & K
L—&—T7,

Vagrant 7 7 A VI, 1 D (ERIFER) o7 n e Yaf—ntk s a s L Z20OMEREEN
TWAEAERH Y £, Ansible DFIZ Z Z IR LET,

n9kvl.vm.provision "ansible" do |ansible]|

ansible.playbook = "n9%kvl.yml"

ansible.compatibility mode = "2.0"
end
InboFrvya L, ARy 7 ZABREET 572N, E7zidvagrant provision 2
K % 721X vagrant provision —provision-wth =~ > F&2#H L CFE TR H—3niz L &I,
HEIIZ b U H—&RET, Ansible 2MEAER v 7 22w 74 > L TNX-0S CLI 2 FAT¥ 51
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IS5y b 7r—Loqvs—axs b+ |

IX. Ansible ;R A MER T 7 A Vv Tr 7 A VERIERZIREEL 9, Ansible 1T v 7 A 41T
NX-OSCLINFEREND Z EEZHEL TWABYD, FHRitER SN2 —Y —4 admin 254
L0, Brlnwa—H—4 %2 FECIER LT, Ansible S A MR 7 7 A L THEATX £,

VM QO vy &Y
WEFEHALTCVMZ Y vy hE U LET,

$ vagrant halt -f
==> default: Forcing shutdown of VM...

H)—2F7 v TD=HIZVM ZHET S
VM A v AZ v A xFERICHIRT 2 551%, REHFEHALET,

$ vagrant box remove base
Removing box 'base' (v0) with provider 'virtualbox'...
$ vagrant destroy
default: Are you sure you want to destroy the 'default' VM? [y/N]
y

> default: Destroying VM and associated drives..

T2 b ITA—LDARA—aRY k

Nexus9300v ELDRAE T T >~ 7+ — LDy NT—271F, VBox NEiR v NU—27 123D
WTWET, ROFEFRESHL T EI0,
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[ 2: Vagrant VM % 9\ L 1= Cisco Nexus 9000v 75 v k 7+ —LDA B —a%9 k

Ubuntu it Cisco Nexus 9000v |
i VM VM :
g etho
Bridged Adapter
; end: Thunderbolt Ethernet :
i Or en0: Wi-Fi (AirPort)
: Internal Network
; ethi ﬂ Cisco Nexus 9000v_neti _e1l :
Internal Network
i eth2 ﬁl Cisco Nexus 9000v_net2 _e1£ .
: Internal Network o=
i eth3 il Cisco Nexus 9000v_net3 e1/3 1
| O
MacBook =

A A—TFvTHTL—KOI—4H 70—

ZDEY T aTiL, CiscoNexus9000v 77 v b7 4 —LDO— @727 v 77 L— RFJEIZD
WCEBH L ET,

HLWT—T 4279 L DER

RIS CTC, @YIRMERET—T 4777 FEFEHL, kOB varondhnzaBL T
VM ZER L ET,

*« KVM/QEMU Z%}9 % Nexus 9000v JERH TV —27 71— (3 X—7)
« ESXi ® Nexus 9000v BV —7 71— (9 _X—)

* Vagrant /] Nexus 9000v BBV —27 7 — (11 ~—2)
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HLOUNX0S 1 A —Shs07yToL—F [

FILLONXOS A A= D7y TTL—F

Nexus 9300v D7 72 L— KX, Cisco Nexus 9000v U U —2 9.3(1) LIEOELET —7 1 7 7
7 TR SNIEZVM P L OHBFFAISNET, 7Ty 77— RRTLHNI, 7—h7 7 val
400Mb LA EDOHFT LWNX-0S NA F U A A=V RHDHZ L 2R L TLLEEN, Ty 77—
FE21CiE, HILOWASLF V2T =R 7Ty vailab—LTnb, EfED NX-0S V—2 7
n—%FEH LT v 77 L— KL EF (f: install all nxos bootflash:///<nxos.bin>"),

THUEXT Ty N7 A —LDEMDY U —ATH D=8, Nexus9500v DT v 77 L— RiTHHR—
FERTWERA,

Nexus 9300v 1 X TN 9500v lite DIFE . LARTDONNA F U A A =I5 Lite XA F U A A—T~
DISSU FVR—FENTWERFA, 2=V R T—F2fHLTA A=V EETX 58T
b ONCLLET O ZHIBR L THh b, lite XA F U R A A =L LET,
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