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D Nexus9000 C9300v NOK-C9300v EntPhysical Vendor Type
X — = cevChassisN9K V9000

. o s e < op )

Supervisor (A —/3% | Z— — X4 W £ NI9K-vSUP ( -

e SN T T D

=iz, Lo U —
FA4 v H—FK Nexus 9000v 64 7R— k |NIK-X9364v A @ Nexus 9000v 7

7w M7 — LT
STz sysOID 28
Nexus 9300v 77 v k
74— AITEAIH S
TWET,

Cisco Nexus 9300v < v+ — <

LUFIE, BET % show 2= Fipb D vy — VBEERO 627" LTV ET,

switch# sh version

Cisco Nexus Operating System (NX-0S) Software
TAC support: http://www.cisco.com/tac

Documents: http://www.cisco.com/en/US/products/ps9372/tsd products support seri
es_home.html

Copyright (c) 2002-2022, Cisco Systems, Inc. All rights reserved.

The copyrights to certain works contained herein are owned by

other third parties and are used and distributed under license.

Some parts of this software are covered under the GNU Public

License. A copy of the license is available at
http://www.gnu.org/licenses/gpl.html.

Nexus 9000v is a demo version of the Nexus Operating System

Software
BIOS: version
NXOS: version 10.2(3) [build 10.2(2.185)] [Feature Release]

BIOS compile time:
NXOS image file is: bootflash:///nxos64-cs.10.2.2.185.F.bin
NXOS compile time: 3/30/2022 13:00:00 [03/31/2022 00:30:59]

Hardware

cisco Nexus9000 C9300v Chassis

Intel (R) Xeon(R) CPU E5-2658 v4 @ 2.30GHz with 20499656 kB of memory.
Processor Board ID 9GFDLI2JDOR

Device name: switch

bootflash: 4287040 kB

Kernel uptime is 1 day(s), 23 hour(s), 35 minute(s), 21 second(s)
Last reset

Reason: Unknown

System version:

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

. Cisco Nexus 9000v (9300v/9500v) # 4 K. ') 1) —X 10.6(x)



| =

Cisco Nexus 9300v 5 1 > A— F .

switch#

switch# sh module

Mod Ports Module-Type Model Status

1 64 Nexus 9000v 64 port Ethernet Module N9K-X9364v ok
27 0 Virtual Supervisor Module NI9K-vSUP active *

Mod Sw Hw Slot
1 10.2(2.185) 0.0 LC1
27 NA 0.0 SUP1

Mod MAC-Address (es) Serial-Num
1 00-ed-c6-a2-01-01 to 00-ed-c6-a2-01-40 9JAUKW2TS51G
27 00-ed-c6-a2-1b-01 to 00-ed-c6-a2-1b-12 9GFDLI2JDOR

Mod Online Diag Status
1 Pass
27 Pass

* this terminal session

switch#

switch# sh inventory

NAME: "Chassis", DESCR: "Nexus9000 C9300v Chassis"
PID: N9K-C9300v , VID: , SN: 9ZQKP299FIZ

NAME: "Slot 1", DESCR: "Nexus 9000v 64 port Ethernet Module"
PID: N9K-X9364v , VID: , SN: 9JAUKW2TS51G

NAME: "Slot 27", DESCR: "Supervisor Module"
PID: N9K-vSUP , VID: , SN: 9GFDLI2JDOR

switch#

Cisco Nexus 9300v 5 1 >~ h— kK

WICT v E>VY

Cisco Nexus 9300v 77 v b 7+ — A, 64 HONAEA 7 —T = A4 A% 2 T H— DA T
A I—FREVYFR—FLET, 77y b7 r—20NE@HTBHE, T4 — KPR EEBIROICE
HEINET, 2OV —NCTA L I—REFALEZY, RMOALIZVTHZ LI TEEE
lo The 7 A 1— RiEE/ 7 a v AL, A== _"AFRSEEEL, 77717 ik
RBIZR ST BT L ET, ST/ — R =7 LFEERIZ, T4 21— ROEENE present)
WD BB S, TOK) REBICET S L 2RI L £,

FEFED CiscoNexus 9300 N— R =7 7T v b7 #—ATlid, T4 I — ROHFjHEH SRV HR—
M7 7 A% 7574 TEEJ, Nexus9300v 72 EDRIET T~ b7 4 — L TrE,
VRO R Y T~ A =T =2 AT — K/ v H—T A A(WNIC) &/ A 73—3
A5 Nexus 9300v 77 v b7 4 — LI AR— T HLENRHY £,

Nexus9300v 77 v b 7 #—Aald, JERWIC~ v B 7 2R LET, ~"A = A P2k -
T INT=HWY]D vNIC % Nexus 9300v HEHLIR— M~y B 7 LET, %HDOWICIE, 71
VH—RAUE =T oA AZER~ v BT ENFET, 72& xE. 22D vNIC % Nexus 9300v
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. vNIC Mapping Informational Show 2 < >

i AR—h4 5 & B&AIDO VNIC S NX-0S mgmt] /> H—T7 = AT v BT EN
FT, 22HOWICIE M=V Xy MU/ A ¥ =Tz R~y TENET,

vNIC Mapping Informational Show 1< >

Show PlatformvNIC < > F

Cisco Nexus 9300v 77 v F 7 4 —ATlE, CLI 2~ RZ#HA LT, BED WIC v v B 7
AF—Ah, BT ZITWVWDHVWIC D, BELOMACT FLAMNSVWIC~D~< v BT
ERRCTEET, IhoDa~vr REEMATLE IELWED vNIC M8~ v S iz
TLEMERTE, FOA L HE =T 22— ARy T EINTWEINEMHRTEET,

show vNIC platform =~ > KD H /34

show platform vnic mapped

v-switch# show platform vnic mapped

NXOS Interface VNIC MAC-Address Internal VNIC
Ethernetl/1 00c0.c000.0101 phyEthl-1
Ethernetl/2 00c0.c000.0102 phyEthl-2
Ethernetl/3 00c0.c000.0103 phyEthl-3
Ethernetl/4 00c0.c000.0104 phyEthl-4
Ethernetl/5 00c0.c000.0105 phyEthl-5
Ethernetl/6 00c0.c000.0106 phyEthl-6
Ethernetl/7 00c0.c000.0107 phyEthl-7
Ethernetl/8 00c0.c000.0108 phyEthl-8
Ethernetl/9 00c0.c000.0109 phyEth1-9
Ethernetl/10 00c0.¢c000.010a phyEthl1-10
Ethernetl/11 00c0.c000.010b phyEthl-11
Ethernetl/12 00c0.¢c000.010c phyEthl-12
Ethernetl/13 00c0.c000.010d phyEthl1-13
Ethernetl/14 00c0.c000.010e phyEthl-14
Ethernetl/15 00c0.c000.010f phyEthl-15
Ethernetl/16 00c0.¢c000.0110 phyEthl-16

show platform vnic info

v-switch# show platform vnic info
VNIC Scheme: Sequential
mgmt0 interface: ethl (00c0.c000.aabb)
Module # VNICs Mapped

VNICs passed: 16
VNICs mapped: 16
VNICs unmapped: 0

Cisco Nexus 9500v 75 v b 7 4+ — L

Cisco Nexus 9500v (%, @72 T7 A4 W— RFOFHA LWL EZ YR — 95, H—-A—3—
NAV TT 9y " T3 —2D 16 A0y b TV 2T VY —vaEyIalb—hLET, ZOHRE
Uy —UlE, AX 2 KT B ®CiscoNexus 9500 N— KD =7 75 v b7 4 — b L BRI HEE
LTWET, BIE, Z0O/X—T 9D Nexus 9500v X, V2T N—Ru=T ¥y — Tl
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WROND VAT Laryhe—F—F7 3777 Vv 7 H—REIab— ML TOWERA,
DT Ty R T x—2F, WHIA L I—FRDA4ODERD T3 —0 777 XEHPR—FL
g9, INOHDTA I —RFRCLinnx 1—FVZEFL, $YR—bEhd A X —T A
AZADPIETNELRY T, ROKIZ, ZORBT T v M7+ —LDHEZ R L TWET,

TH+—LT7H4H

AVR—FRD MRS A—5 | {EFk

A Yial—vay
AT NX-OS "— R =7 L[ L
BHA A =T oA R 1

FAH—FR K 16

FA =R A HZ—TxA |KVM/QEMU B TH K 400 DA v X —T = —
A A

)Y—REH

Resource 4

B/ IMERK D 100G (1 2DF A H— R TOERKRT— T o7, BNMOTA v T1—
RAM K212 1.2G)

#ESE RAM 12.0G (FEREEUC L D)

A VCPU%L (4 (168D T A > h— RERT 28561, 6 D vCPU 2881 L E7)

/)N vNIC 1

Maximum vNICs | KVM/QEMU Eg5% D 400 [HD A > X —7 = A A

BRIRE
« KVM/QEMU 4.2.0

* ESXI 8.0
Cisco Nexus 9500v 77 v k7 + — A& BET 5 121%, Cisco CCO 2> L) 72 RAE T —7 4 7 7

J hERSFLET, FTRIIVEA—-FEINTWBLEET—T 4777 bR L ET, B~
BRI D L. FHEED Nexus 9500v & L THE SNVET,

\}

=)

HaYR—bFLET,

Cisco Nexus 9500v 7°7 > 7 4 — A1, CiscoNX-08S U VU —Z10.1(1) D64 > b £ A—TD
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T MR BT =T 4 77 7 FRFERESNET,

INA IS—INA B RE7—T12777 bk ELEL

ESXI 8.0 nexus9500v64.10.1.1.0va IRIEBF 4 AT = VEF.
BELUNXOS £ A=V NEE
NnNTnE+

64-bit.ova 7 7 A /11X N9500v
Ty N7 —DLEEEL,
RIZ Cisco NX-0S U U — =&
101(1) Y7 R =T D64
FARA=VEERLET,
GE)

A== A HFL 64 B K
T, 74 71— KiE32 vy

kT,

KVM/QEMU 4.2.0 nexus9500v64.10.1.1.0ova T T 5 v 2 DIET ¢
A7 L NXOS A A—THhEH
F9,

BB~ DORE%., —#&72 NX-08 V—27 71— (f:install all <>) Z{#EHL T,
7T b7 4 —ALEDCiscoNX-OS A A—C%T v 7 L—RT&ET,

\}

GE) LIRiTD U U — 2D Cisco Nexus 9000v % Nexus 9500v 77 v b 7 # — LB THZ LT T F
A, Nexus 9500v IRAR T —F7 4 77 7 hEBfAT5Z L CERETEET,

Cisco Nexus 9500v 75 v h A —L aVR—R 2k

CiscoNexus9500v 77 v b 7+ — A%, B AN—RU =7 OXNE & FRIC, vy —3, A—
WR= AP BIOTA L I—RD35OFFEHa i R—3x o b THEREINTWET, FEEFR
ph ID (PID) BLOT T v b7 4 —AITEEAHT 472 SNMP sysOID Zor L9

aviR—%2 b B3 PID sys0ID
Ty — Nexus9000 C9500v NIK-C9500v EntPhysical VendorType
VXY= =
cevChassisN9KC9500v
Supervisor (Z—/W% | 2= =3 Y E NI9K-vSUP
A W) ¥ a—)
A —F Nexus 9000v 64 78— k | N9K-X9564TX
A=Y Ry bET 2—
v
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WO, BH—DF A4 I— K&z 7= Nexus 9500v 77 v 7 — LD ED show =~
Y RO Y TN vy —VEEEROH T,

switch# sh version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Documents: http://www.cisco.com/en/US/products/ps9372/tsd products support serie
s_home.html

Copyright (c) 2002-2022, Cisco Systems, Inc. All rights reserved.
The copyrights to certain works contained herein are owned by
other third parties and are used and distributed under license.
Some parts of this software are covered under the GNU Public
License. A copy of the license is available at
http://www.gnu.org/licenses/gpl.html.

Nexus 9000v is a demo version of the Nexus Operating System

Software
BIOS: version
NXOS: version 10.2(3) [build 10.2(2.191)] [Feature Release]

BIOS compile time:
NXOS image file is: bootflash:///nxos64-cs.10.2.2.191.F.bin
NXOS compile time: 4/5/2022 11:00:00 [04/05/2022 22:45:26]

Hardware
cisco Nexus9000 C9500v Chassis ("Supervisor Module")
Intel (R) Xeon(R) CPU E5-2658 v4 @ 2.30GHz with 16395468 kB of memory.

...skipping 1 line
Device name: switch
bootflash: 4287040 kB

Kernel uptime is 0 day(s), O hour(s), 7 minute(s), 51 second(s)

Last reset
Reason: Unknown
System version:
Service:

plugin
Core Plugin, Ethernet Plugin

Active Package (s):

switch#

switch# sh module

Mod Ports Module-Type Model Status

1 64 Nexus 9000v 64 port Ethernet Module N9K-X9564v ok
27 0 Virtual Supervisor Module N9K-vSUP active *

Mod Sw Hw Slot

1 10.2(2.191) 0.0 LC1
27 10.2(2.191) 0.0 sUPL

Mod MAC-Address (es) Serial-Num

1 00-66-le-aa-01-01 to 00-66-le-aa-01-40 9LKOT30P6AS5
27 00-66-le-aa-1b-01 to 00-66-le-aa-1lb-12 9V3ZW14YPOM

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .
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Mod Online Diag Status

1 Pass
27 Pass

* this terminal session

switch# sh inventory

NAME: "Chassis", DESCR: "Nexus9000 C9500v Chassis"
PID: N9K-C9500v , VID: , SN: 9NNVBPJINSA

NAME: "Slot 1", DESCR: "Nexus 9000v 64 port Ethernet Module"
PID: N9K-X9564v , VID: , SN: 9LKOT30P6AS

NAME: "Slot 27", DESCR: "Supervisor Module"
PID: NO9K-vSUP , VID: , SN: 9V3ZW14YPOM

switch#

Cisco Nexus 9500v 5 1 >~ h— kK

Cisco Nexus 9500v 77~ b 7+ — AL, K16 DB T A > — REHdR—FTEET,
DT Ty T H—AE, 5OORRLIEADTA L I—FREYR—FLTWVWET, ZhbHD
BT A = FDEWNE, PR—FFTENXOS A v F—T =2 ZADKTT, T 74/ T
X, Nexus 9500v 7T v b7 —AFZH—DT A H— FCREIL E7,

CLIz~> REMHALT, BT A v I— REFAEIFHIRTCEET, >—F7 > T ¥ /LyNIC
VBT AR —LEMHATIEAIE. TA L D= REEY 22—V I DDIERICHEALET,
HIFR B EIX W DIERCTIT O RERH Y £, 7272L, MAC T a— RERZWIC~ v BV
T AX—LEFEHTIHEEE. 740 I— RETREOIAFCHATE T, Z0E— NI,
TA A—FROFIXGREFEEFR—FNLET,

TALVH—FROT—F 7T akR L, A== AYPRIEFIZEELT (7277 47| IRREIZE
L-BICBENET, ot d N —Ru=T7 LREEC, 942 I— FOEENT THED]
RENSBAES L, TIEF] REIET D LT LET,

TA L OFFANEYR— M4 5I121%, platforminsert modulenumber linecard ==~ > R &l L %
T, noa~vr RORNZ 2T DL, T4 0 —REHIRCTEES, Yy—Z7A4 v H—FK
ERERTDE. Uy —VOBREITAAL v FOFLEK LIRS ET,

switch# platform insert ?
module Insert a specific module

switch# platform insert module?
<1-30> Please enter the module number

switch# platform insert module 27
<CR>
linecard Linecard module

switch# platform insert module 2 linecard ?
N9K-X9516v Nexus 9000v 16 port Ethernet Module
N9K-X9532v Nexus 9000v 32 port Ethernet Module
N9K-X9536v Nexus 9000v 36 port Ethernet Module
N9K-X9548v Nexus 9000v 48 port Ethernet Module
NI9K-X9564v Nexus 9000v 64 port Ethernet Module
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WICTvE>D

FERED CiscoNexus 9500 N— R =7 7 F v N7+ —ATlX, 74 > — ROFHE/ SRV R—
MZTZ7ARX—=% [ 574 TEEJ, Nexus 9500v 72 EDRAIE T T » b7 4 — L TrE,
VERBOBRBER Yy NI =0 A B —T 2 A XA J)— R/A o Z—T A Z(NIC) Z /A 73—/
A P —75 Nexus 9500v 7T > b 7 —DIZ=y AR—hkLET,

Nexus 9500v 77 v R 74— A%, 2 OO WIC < v B F AF—L%&EV R —FLTWNET,
BESNTEAF—AITE U T, VAT AEFANA 78—, P X > T S HL7z vNIC Z i) 7
Nexus 9500vNX-OS A > # —7 = A A~ v B 7 LET, kO® 7 a2 TlE, Wilio vNIC
VBT AX— LAOBERRIZOWTHB LET,

=T ¥)LWNICYYEVY RAFx—L4
TDAF—LTIE, NARX—=_AFNLEE L7 vNIC 28 NX-0S A > ¥ —7 = A AIZJEFIZ
v TENET, =& zxiE, 29D vNIC % Nexus 9500v (27 AR— b T 5 &, PO
VNIC 78 NX-0S mgmt] £ > X —7 = A A~y 7 ENET, 2%&HD VNIC 1L,
[Ethernetl/1] A v #—7 =2 A A~y 7 EINET, it KEAAL v FRYD TEENT 5
EEXDT AN DOy T E— RTT,

F OMOHIRITRD &Y TH,
e ZDE—RIE, FA VI —RERIFIA L EZ—T 2 ADFEIEOREELZYR— KL T\ FE
B A,

c TA A= RE, BV 2a— VI pDIEFICHA L, WONEFF TR AT HERDH Y £,

FA Y = RPN ENDGE, WICITE| &I VAT ARNICEY, 714 I— K%
AT A &, Y 7e NX-OS f v ¥ —7 =4 AZHBWICH~ vy L 7 S ET,

platformvnicscheme =2~ > R&FA LT, WICY v E V7 AF—LE@RLET, v v
T AX—LETRTDHE, AL v TFDOYa—RETEHLET, 774/ F T, Nexus 9500v
A2A v FIF = V¥ VWICY v BV T AXF—ATE—=LT v 7 LET, ZTORF—LD
EECIE, AA v FO U m— RPBETT,

switch# platform vnic ?
scheme Virtual Network Interface Card allocation scheme

switch# platform vnic scheme ?
mac-encoded MAC address encoded allocation of VNICs to linecard modules
sequential Sequential allocation of VNICs to linecard modules

MACT>a—FKRwWICTYEYYT XRF¥—L

ZDAF LTI, NASN= A PF—= B ESGF S 72 vNIC 1, VNIC T (A 73— 23 A HF L
NT)VRERR S MAC 7 RLAIZEESWVWTNX-OS A/ v X —T = A A~ v B 7 E3nNEd,
ZDEFE—RTIE, EEDOIWIC ZEEDONX-0S 7> W—RFR A F—T = AT
TEET, ZOT—KREHEHATHITE. 740 I—REV2—LEFR— hEH% vNIC MAC
T RUADEED 234 MBILET, ZOMACT R AL, Nexus9500v AR A A
FOEIZE ANDRNIANA N—= A Y LV TEITTLHMERD Y £9°, ROKIE, HE
vNIC MAC 7 KL ZADIEREZ R L TWET,
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B vaczoo—rwewveEry 25—1

Instance 1D to make the MAC address globally unique — Line card module 2
‘—‘ —> Port Number 16

‘ ‘ ‘ 0x01 0x02 ‘ 0x10 ‘
N S O S S
User’s choice 4 bits encode 8 bits encode

307681

Line card module the Port number

DM OBERE -
c ZDE—KRIE, FAVI—REA U H—T =2 A ADDOTNRIY AL ZYFR—FLET,

*» Nexus 9500v 23 Z DFE— RiZ72 > TWAHMIE., 74 v I — REEEDNERF CTH AR L OH
DAL TEET,

« TA L H— RPN ENDEA. WICITF EHE AT ANICEY, 9140 I— %
AT D &, WU NX-OS £ v H—7 = A AZHBMICHE~ vy 7S ET,

platformvnicscheme =2~ > FZ{EHA LT, WIC~Y v B> 7 AXF—AZER L FT, v v B
T AF—LBRERNTHE, 24 v FDY)u— RETHELET, 57+ F T, Nexus 9500v
AA v FIF = VIWNICY o E LV AF— AL TE—LT v LET, ZTOAF—LD

EHETIX, A v FDY a— FRLETT,

switch# platform vnic ?

scheme Virtual Network Interface Card allocation scheme

switch# platform vnic scheme ?

\)

mac-encoded MAC address encoded allocation of VNICs to linecard modules
sequential Sequential allocation of VNICs to linecard modules

=)

ZOFKTIE, T4 D= REV2a—VEEEDIEF CRHABL L OHIBRTE E4, 27EL, 7
A2 = REFALIZZIZ, £9 LTORERLGAZRE, v v 7 AX%—LEk v —F v
VXY NWMICEBRE LRWNWTL I, v T AF—LA0 [—Fr oy ICEBINZRES
X, IRXTOITA 2 I —REIERFETERVA L, TP a— NV INLHEO THHHRALETLERS
DEFT, A4 I—FEIEARFBTHAL, AXF =252~ VX WVIIERLTAL vF %
T—=r DL, EOTA L =R AT TR EHA, =TTy AF— AT
BN AA v FiE. BEEOTA L H— KR ES a— N I 0bIEE S U TVIBICGEET S 2
EEBEELTCVWET, ROEHI =T — A vE—II0FE, WIC AF—ALEHAINTIZT A v
= ROR—ERERENET,

2020 Jul 15 14:44:03 N9KV_3 %S VDC-1 %$ %PLATFORM—2—MOD_INSERTION_FAILED:
Failed to insert module 6 (Nexus 9000v 64 port Ethernet Module - VNIC allocation scheme

is set to sequential, modules must be inserted in sequence)

show platformvnicinfo =~ FAZ AN LT, AF—LZMAETE 7, LRORENSHIE
3 512i%. platform vnic scheme mac-encoded =~ K% AJJ L T vNIC AF¥—2% MAC =
a—RIZKEL, A v T EFHEBLET, WIC AF—L%2 T~ Ty VT HMNERD D
B, AX—Lh =T U MIERT LRI, RINZTRTOTA A — FEWmY L
7,
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vNIC Mapping Informational Show 2 < > .

vNIC Mapping Informational Show < > F

Show PlatformvNIC < > K

Cisco Nexus Nexus 9500v 7°7 » b 7 #—ATlX, CLI =2~ R&#EH LT, BEHED VNIC ¥ v
VT Ax—Ah, v ELVTENTWAINICOH, BELOMACT KL A0 E yNIC ~D< v
VU EFRRTEET, INb0avwy REfHT L L, ELWEO vNIC M~ o 2
SNEZLERERTEX, EOA L F—T2— ARy T INTWVWANEFHERTXET,

show VNIC platform =~ > K@ H 7341

show platform vnic mapped

v-switch# show platform vnic mapped

NXOS Interface VNIC MAC-Address Internal VNIC
Ethernetl/1 00c0.c000.0101 phyEthl-1
Ethernetl/2 00c0.c000.0102 phyEthl-2
Ethernetl/3 00c0.c000.0103 phyEthl-3
Ethernetl/4 00c0.c000.0104 phyEthl-4
Ethernetl/5 00c0.c000.0105 phyEthl-5
Ethernetl/6 00c0.c000.0106 phyEthl-6
Ethernetl/7 00c0.c000.0107 phyEthl-7
Ethernetl/8 00c0.c000.0108 phyEthl-8
Ethernetl/9 00c0.c000.0109 phyEthl1-9
Ethernetl/10 00c0.c000.010a phyEthl-10
Ethernetl/11 00c0.c000.010b phyEthl-11
Ethernetl/12 00c0.c000.010c phyEthl-12
Ethernetl/13 00c0.c000.010d phyEthl1-13
Ethernetl/14 00c0.c000.010e phyEthl-14
Ethernetl/15 00c0.c000.010f phyEthl-15
Ethernetl/16 00c0.c000.0110 phyEthl-16

show platform vnic info

v-switch# show platform vnic info
VNIC Scheme: Mac-Encoded
mgmt0 interface: ethl (00c0.c000.aabb)
Module # VNICs Mapped

VNICs passed: 32
VNICs mapped: 16
VNICs unmapped: 16

Nexus 9000v D X JL— T v k

ZDEY T aTiE, Nexus9000v AR ST v M7 4 —LDBBILEZDOANL—Ty MAEL, /R
SNTMBEEERT DD Y Y —AEZOWTEHA L E T,

4vCPU/16GB

S

WDFEIL, 4 DDOIFE CPU & 16 GB @ RAM %1 2 7= Nexus 9000v DR LZD A /NL—T" k
iz R L TUWET,
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B nexus so0ov g4 R — -

Hae AT—FLA FS AT—FIIW S T4 VIDRIL—Ty k
T4 99DRIL—Ty
~
Y—FNR—T1D T7AILEEIXIZ &K D |iPerf-tool 2k 5 TCP 7
Packet-generator-tool (Z |TCP O k)L +5 |[B RIS Ta Y
&KBUDP 7R kO |[Ta9D
cST4v0
L2 AA vF 7, = |~700 Mbps — 50 Mbps 500 Mbps
=%y A MRk
L3 Vv—7 4>, = |60 Mbps — 5 Mbps 50 Mbps
=% v A MRk

A= NAEDOFEHIZRD LB TF .
NZ T4y T EREAL—T Y ROBIEICIE, iPerf Y — /L ZH X722 2@ Linux VM & 1 DD
P RR—F BTN XA LE LT,

FREN- RO
e Nexus 9000v iX, V' — K X—=FT 4 D7y b2 X L —F TN, RNy IV —Ry 7T
Bl S 72, ESXI 8.0 /A /=3 WHHED UCS 7 /83 A CEITESNET,
* Nexus-9000v [ Linux-VM (273w 7 Y —N o 7 THREFE S L, T VM (% ESXI 8.0 /~A
IR— AP RER: UCS TA ATIEITENE LT,
AT—FLR (BAR) 537499 TR

P— RRX—=F ¢ TR AL o TER SN2 ——EZD UDP /347 » X, Nexus-9000v
AL CEESNTOELE,

AT—bF20L (BAR) 37499 TR

cFTP X—2AD 7 7 AL 2GB ¥ A X) #51klE. Nexus-9000v 4 L CH— K X—F ¢ T
A RZL S TEITENE LT,

s iPerf-tools V— 3—/7 T A4 72 R VMIZ X > TAREZ L= TCP T 7 ¢ v 7 1%, Nexus-9000v
ENLTEEINELE,

Nexus 9000v ¥4 8ED H7KR— ~

Cisco Nexus 9000v 7'J v b 74— 7 7 2 U, MBSV Nexus #iEx2 v I = L—hLET,
INHDOBREDIE T L — %, Y RAaEOY 7 N =T F—F FL— il ESh T
FT., LR T, BIERZDVELDGERHVET, ExIEX, VAT LA AL—Ty NOE
. AT R 2l —var 7Ty N7 d— A LT UCHIGET D= R = TRITHRZ2 D 97,
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T3 1% Nexus 9000v 77 b 7 4 —ATT A k 7z Cisco NX-OS O#HEZ 7~ L'E 9, Nexus
9000v 7’7 > b7 4 —ALT, 7 A MZITWRVWNX-0S 77 v b7 4 — ATKIF L 72\ OERE
ERELTYIaLb—FT&ET, 2720, IO RERVR—hashTunianeEz2TL
FEN, 779 74— ATIHIZE OBENT A NENDE, ROENPEHFINET,

V=Y T h—Lh 77 I RIMEAFT HHERE o~ RO—#IE, ®Hid D Nexus 9000v 7T v
N7 A=A TORMEATELZ LICEETHZIENERETT, & 2iE, NAT =2+ FiZ
N9300/N— R =7 7T v b7+ —ALTOHRAENIRY | N9S00/N— R =T 7T v 74—
ATIHADCRY T A, a2 RBMERAGETHLIND EWVW- T, ZTOMBENT —4 7L —
VTCHR— RENDLIDITTIERNWI EICEET A2 EETT, AR — STV HHREIC
DNTIE, ROWEEREZZRL T ZE0,

L4142 DeE

RDOFIZ, Nexus 9300v I8 L X Nexus 9500v 77~ b 7 F—2bD LA ¥ 2 fEREDO YR — k7R
LET,

11 Nexus 9300v D4 7R— Nexus 9500v D+ R— k

802.1AB LLDP O O

802.1Q VLAN/ k 5 >~ O O

802.1s RST O O

802.3ad LACP O O

L2 ¥ /vFF¥ X b W (Tr—=R¥y AL [T (Tr—R¥y A REL
) <)

vPC/MLAG O O

R— K Fr b O O

VLAN O EA

L4 3 DHeE

W DFEIZ, Nexus 9300v 3 L U Nexus 9500v 77 v b7 #—ALD LA ¥ 3HEREOT KR — F 2R
LET,

Hae Nexus 9300v D4 7K— k Nexus 9500v D4 7R—
OSPF O O
OSPFv3 O O
BGP O O

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .



R RS T e T

i |

HERE Nexus 9300v D4 7K— b Nexus 9500v O H7R— k

MP-BGP O O

IS-IS W (Fe—FRFy 2 REL [0 (Fr—F¥yxheL
) T

RIPv2 O O

HEffim A b =L FRZ — O O

74 7 (ECMP)

PIM-SM @) O

HSRP @) O

VRRP O O

MPLS @) O

EIGRP O O

CDP O O

L3 SVI O O

YT =Tz A A O O

IPSec @) EA

VXLAN B8 LU AV b IIL—TFT 1 VT HEE

WDFIZ, Nexus9300v 33 L UM Nexus9500v 77 v b 7+ — LD VXLANB LT A > b b—
T4 THERROY AR — FERLET,

Nexus 9300v D H7R— k

Nexus 9500v D H 7R— k

VXLAN 75 v K& BUM L 7°
Vo —a ol

(PIM/ASM, IR)

((ZYANNEIAY)

((ZYANNEIAY

VXLANBGPeVPN L 7'V 45—
va

(PIM/ASM, BIDIR, IR)

(V. VDD ZL Y

(V. LDDZL )

VXLAN EVPN )V —F ¢ > 7

VXLANEVPN 7 U v 7
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Nexus 9300v D HH~— k

Nexus 9500v D HFH~— k

VXLANEVPN ==—% % & |
GW

EW (FTr—RXy A bEL
<)

FW (FTr—RXy A bEL
<)

BGW

VXLAN oL v KR4 |O O
v b

VXLAN ARP Z #f O O
VXLAN EVPN < /LFH% A4 ~ |ZW A

(R—=F—F—roxA
(BGW) D3I vPC % fii )

(R—=F—F—rozA
(BGW) D3I vPC % fi )

VXLAN EVPN TRM et JEXHE
VXLANIPv6 7 v & —1L A O O
MPLS &7 A > s v—F ¢ > | FExHS FEXTIS
7" (SRv4)

A7 A R Y — 2 VNI O O
777Uy TV IRE O O

E X 7= vPC

1

L3VNI FExHIG FExHIG

"WPCT T v s BTV LT ET Y LS RTUAR— R Ry hT—2 (T Ty
I DANRA JE) B L CHESL SuE T, DSCP X N9000v/N9300v/N9S00v Tl AR — k
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HEE Nexus 9300v D H7R— k Nexus 9500v D H7R— ~

OSHNDOHF A~ =)L

0S N Docker

NXAPI

DME

RESTCONF

NETCONF

YANG &7 /v

T AN
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GNMI

O]l O] O] O] O] O] O] O] O] O

NxSDK EqA

Guestshell D5 HR— k

Cisco Nexus 9000v | % Nexus Guestshell Z %R — s L TWEJ, LrL. ZOMEIZT 741k
THMNZ 2> TWET, ANTT 572D Y] 72 Nexus Guestshell K= 2 > MIHE-> T,
Guestshell f§REZfFH C& £,

\}

GE)  BIE. CiscoNexus 9000v{RAET —F 4 7 7 7 MIIE, 22D F U £ A= ZIWD B DI+

BT = 7T aP A ZXnHYET, 727U, Guestshel ZENZTHE, LWL DT —
N7Twva TR A RXABLERYET, VI —RASNTKET—7T 47727 hD2
DONAFT VA A=V EZNENT — T L2720 DFGRFEEN T — F 7 T v v 22/ Al kg
PERBH Y F9, Guestshell Z HENZTLHLENH LH5E1L. R T 4 A7 HEEZZETH LD
WZEHE LT &,

Nexus 9000v Platform MIB O Y R— k

Nexus 9000v 77 > k7 4+ — A%, %< ® Cisco NX-OS SNMP MIB & & % 1Z Simple Network
ManagementProtocol (SNMP) #H%7KR—F L TWET, —HOEFHGRA T V=7 ME, v =
L—2a 7Ty 74— LIBEEL TWRWARESERH Y . AR — F ZILTW 72V ATHEMEN
HHZLICEELTIEEN,

WDV A ML, PR—=—FENTWVWET Ty b7+ —LEHED MIB 2R L CWET,
CISCO->7 147 4 7> k MIB
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Nexus 9000v 75 v k 7+ —LmzEEEL sIEEE [

* ceEXTEntityLEDTable

* ciscoEntityExtMIB

* ciscoRFMIB

* ciscoTSMIB

* ciscoEntityFRUControIMIB

* ciscoSyslogMIB

Nexus9000v 75 v h 7+ —LDFEEIE L HIREIE

WDOHA KT A 8L OFFKIFEIED Nexus 9000v (2@ H S E 4,
e N— Ry =2 7EEMF = v h—I P FR— IR TWWEEAL
o HEAZ L ISSU IV R— F ST EHA

‘NX-OS A X —T A ADY 7 Xx VT AT —X AL, HEMEL2D A=A HFD
BEREICIRAF L 97

FARNEINTZVM D= R F—ARPR— I TWET, 2720, BECESINT, &F
S FERBREEIC Nexus 9000v VM 27 7' A 5 Z LICHEB LT ZEN, R A &z VM B
BECIE, ATTREZRVvCPU & A £V U Y — XS LT, B, SHHRE. BLOMET 7
Vor—valDNRNT7 44— ANETFTLET,

e D) — K, F71T 10 X 5D Nexus 9000y / — R&E I o L— T 58451, X7
AHNVEREZZ A L4, VIRL2 IZBAEYR— SR TWERA,

cZHD ) — KT Ial— 5L, EEFMNEL 2D 7,
o« A=A F£— NIZHFE, VIRLEBEE IV AR — PSR TWEHE A,

* Cisco NX-0OS U U —Z 10.1(1) LAK:, ESXi CRIFFIEEN§ 5 72 O E D VM 2N L E 7285
BlE, —EIZ2~3HBOVM DY T A ZEET 5 Z LR S, —EORMMRZ &
WTH, RD2~3HBEDVM DV FAZZEENTIHIMLENHY ET, €9 LARNE,
VM PIGE L7 e D ATREMER & 0 £,

» Cisco NX-0OS U U —=% 10.2(3)F LAKE., fcoe/fcoe-npv 7 4 —F ¥ &~ b DH R — kM Cisco
Nexus 9300v 77 v b 7 4 —2 AA o FITBIMSILE L2, 9500v 7T R 7 4 —Ah
A v FITITBMENERE A,

*CiscoNX-OS VU —=2102 (3) FUB, AFEVU 7y b7V F&HIB L7 Lite f A—
DNEA S H. Cisco Nexus 9300v 38 L TR 9500v DLLRTDA A — L0 H 1L D T/ E VA
A= DY A XD F9,

« 7 L A R UIENkvlite £ A= TEHYAR—FENTWARNWZD, gNMI T A ki N9kv lite
A A=V TIFFEITTEERFA, L2L., CiscoNX-0S UV VU—=2104 (2) FLLKTIZ, =
E, PER—FrENTWET,
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* CiscoNX-0S U U — % 10.6(1)F LK, MLD iZ CiscoN9000V A A » F THR— h S ET,
ZEMIC OV TIE,  [Cisco Nexus 9000 & U — X NX-0S ¥ /LFF ¥ A ~ b—F 1 o THERK
A K] @ TMLD Ok #Z2RLT7EE0,

o L—HF—NESXiN—T a U ESOLRIZT v 77 L— RT55A1F, ESXiFk A MEE UL
O [EHE (Manage) 1> [ AT L (System) |>[5## (Advance) | % & T
Net.BlockGuestBDPU DEEFDOfE (1) ZF¥ v (0) (ZZ % LT, LACP 2% N9kv THRET 5
XolcLFES,
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Nexus 9000v O & B

ZOFEF, WO THMEINTHET,

*» Nexus 9000v /A 73— 31 H HR— K (23 —)

« KVM/QEMU (Z%f9"% Nexus 9000v BBV —27 71— (25 X—)
« ESXi @ Nexus 9000v BV —7 7 — (31 X—)

* Vagrant ] Nexus 9000v &f YV —27 7 m— (33 <X—2)

A A= T ST —ROU—r 7a— (382—3)

Nexus 9000v /\A{ /N\—/\A Y HF— k

Nexus 9000v 77 v N7 4 —AL 77 I VD FDOT T v N7+ —AiF, FAR—FINTWHHN
AN NA P~ E LTIATT D LI ICEKEI SN TWET, B L DA =3
POHIRIZEY . 7Ty b7+ —LEEREO—ERHIRSNL2HGERHVET, 0k a v
TiX, A= bDO L~ L BT SHIRICOWTH L ET,

KVM/QEMU E 1%
WDOFRIZ, KVM/QEMU /A /3= FTHR— b EHEEZ R LET,
Bt HiR— b
QEMU —3 g 42.0
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Nexus 9000v DER |

Bt

Hk— b

BIOS

OVMF /X— 3 16,
https://www.kraxel.org/repos/jenkins/edk2/

Z @ URL 1%, TH D OVMF RPM /R A7 —
Ty ANEEGLA LT I AR=VIIT 7%
ALET, Z7ANVDOHNTIHKRDO LY TT,

edk2.git-ovmf-x64-0-20200515.1388.99099dckbd61 . noarch. rom

RPM =7 VT ¢ 2L TRy r—v
TrANEL T a— LT LET, Sy
=IO D T 7 A VR EEIL T
*7, OVMF-pure-efi.fd % B-o1FC. BIOS
TrANELTHEMALET, HEIWZSLT,
Zlﬁﬁzd? bios.bin (T_mﬁf% jﬁTo

Linux /3—3 = >

Ubuntu 20.0.4

7Z v b7 #—2 (Platform)

Nexus 9300v O
Nexus 9500v O R

TAH—F

Nexus 9300v: 1 e F A > — R
Nexus 9500v: & id 16 DT A o — K

TAVAN—R A E =Tz A

Nexus 9300v: ix K 64 FeDZ7 A > 1— K A~
B—T A A

Nexus 9500v: fiz K 400 eDZ A > 1— K A
H—T A A

ESXI 14

WDFRIZ, ESXINA NR—=RA P T R— N2 EHEERLET,

=k

$R— b

version

8.0,

7*F v k7 #—2 (Platform)

Nexus 9300v D J& B
Nexus 9500v O &

A4 A—F

Nexus 9300v: 1 x> A > 51— K
Nexus 9500v: fxim 16 DT A T — R
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TAVH—R A H =Tz AR Nexus 9300v: ;g K9 DD T A > H— KA X —
T A A
Nexus 9500v: ;g K9 DD T A I — K A X —
T A A

VirtualBox 1%

WOFRIZ, VirtualBox /™A /N— A FTHR— I TWDHEEEZRLET,

B HR—k

version 7.0

77 v k7 #+—2 (Platform) Nexus 9300v @ JE[H

FA v H—R Nexus 9300v: 1 DT A > H— R

TAVH—R A H =Tz AR Nexus 9300v: ;g K4 DT A > T1— R A
B—T A A

KVM/QEMU [Zx79 % Nexus 9000v BT —2 70—

Zot 7 v a Tk, KVM/QEMU /A 23—/3A H1Z Nexus 9000v 77~ ~ 7 4 — 5% BT
DT DICBERFNNZ DWW TR LE T, RO 3HEHORMLZENTE £,

o I3 R B
« 7Ty N7 — AEEA DR

s A X —axy MR

HERRAD—Y 70—

KVM/QEMU /~A 73—3A H %4 LT CiscoNexus 9000v 77 v b 7+ — L Z B TE £9, &
DFIZ, KVM/QEMU T® Cisco Nexus 9000v JEBH CHAR— K SN H/NNT A —FEZRLET,

INTG A=A 1 B

/path_to/gemu /usr/bin/qemu-system-x86_64 QEMU DFELTR[EET 7 A /L~
DIRA, (SESFE N —V =
YOQEMU VY7 b =T %
http://wiki.gemu.org/download 7>
b yE—RLET, )
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B sezmo—vo0—

Nexus 9000v DER |

INTGA—4H

1

B

-nographic

-nographic

Cisco Nexus 9000v °7 > b
7+ —ALIIVGAZ Y HR—FL
Tz, HERtSnE
ﬁ‘o

-bios file

-bios bios.bin

WiZH, Cisco Nexus 9000v 7
Zy 74 —2LIXEFI 7 — b
ZEMA L, BIET 21X A
DI 5 BIOS A A — VR HE
<7,

F A ATENEDIRT —~
A% L EE5ITIE, SATA

2 ha—T THHTD OVMF
BIOS 7 7 A VEMAT L Z &
REIDLET, SATA =2

k& —Z TliX QEMU 2.6 %
"LET, FEMIZOWTI,

http:/Aswvwwlinux-kvm.org/page/ OVMF
ZHBRLTLTEEN,

-smp

-smp 4

Cisco Nexus 9000v 7°F » k

7 4 —2AL%, 1 ~4{#HoD vCPU
EYAR—MLET Q~4f%
BEIDLET) .

-m memory

-m 10240

A2%FU (MB) .

-serial
telnet:host:port,server,nowait

-serial
telnet:localhost:8888,server,nowait

Ep

-serial
telnet:server ip:8888,server,nowait

L b 1 OEBELE
R
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| Nexus 9000v >R

saE7—s 70— ||

INS A=A 51 HL:L
-net ... -net ... -net net/net F 7= 1% netdev/device M
S socket,vlan=x,name=nl_s0,listen= | 27 . By R — 2 A

-netdev ... -device ...

localhost: 12000

-net nic, vlan=x, model=e¢1000,
macaddr=aaaa.bbbb.cccc

-netdev
socket listen—localhost:12000,id=eth s f

-device
¢1000,addr=s.f,netdev=eth s f,

mac=aaaa.bbbb.cccc,
multifunction=on,romfile=

F7-x

-netdev
tap,ifname=tap_s_f,script=no,

downscript=no,id=eth s f

-device
¢1000,addr=s.f,netdev=eth s f,

mac=aaaa.bbbb.ccc,
multifunction=on,romfile=

VH—T A A I—FR
(VWNIC) =%y U —74
HI2ODHDTY,

s fif, PCl Ay h&= L
EETEHRLET, QEMU2.0
DkETix, A< &b 20D
PCI A1y k& 4DDRER 7
TITATE, AFFCK80
D VWNIC IZHRHETEET, A
7y b OFPHIL 3 ~ 19, Bk
Fem OFPHIZ 0 ~3 T,

mac= A7 3 i, % vNIC
MAC 7T RLAD MAC T Rl
A VM A Z—7 = A AT
ELET, A -netdev L,
VM @ mgmt0 A % —7 = A
ZICHBMICY vy ISk
T, 2% HD -netdev (T el/l A
VH—T 2 — R &
Fu. el/6d @ 65 % H F TRtk
vy 7ESNET, MACT R
VANFR Yy NU—27 T /N4 R
TEI—ETHDH I L akRR
LET,

-enable-kvm

-enable-kvm

Z D7 F 7%, Cisco Nexus
9000V (ZMETY,

-drive ... -device ... (SATA = &/
Fr—Z D5EE)

-device ahci, id=ahci0,bus=pci.0
-drive file=img.qcow2,
if=none,id=drive-sata-disk0,
format=qcow?2

-device ide-hd,bus=ahci0.0,

drive=drive-sata-diskO.
id=drive-sata-disk0

SATA =2 hr—Z |ZfEHT
57—~ k., QEMU 2.6.0
TSATA 22> b —F %M
THZEEBEIOLET, 2
nx, o= be—JRIDE
a2y he—7 80 bENN
T g~ AT 5720
T9, 7272 L. SATA =2 |k
0—Z %A — kLT
QEMU DB NR—T g v idd
L2581, IDEay ha—F
PEHTEET,
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Nexus 9000v DER |
. I39 b IF—LBFEENOT—U 70—

INT A—45 1 BL)]

-drive ... media=cdrom -drive file=cfg.iso,media=cdrom | Cisco Nexus 9000v 75 » k
74— L OB IZHE S
DAL FELT 7 A N EE
i» CD-ROM 7 1 A 7,

L7XA N 77 A M4z
fF17£7 (nxos_config.txt) .

2. Linux @ mkisofs -o cfg.iso -1
--iso-level 2 nxos_config.txt =~
U REFEHL T, cfgiso Z1E
RLET,

Ty b I2A—LEEOT—Y 70—

Cisco Nexus 9500v 7' v b 7 g —Ald, =7 ¥/ E—FREMACTZ L a— R E— KD
2ODFEIRHE— R TEITENE T, Nexus 9300v I L O Nexus 9500v D —4 2 o )L F—
ROEFIAIL, KVM/QEMU NA R—=_A P TESTLKFELTT, ZOHA, MFOT T v
N7 —BDRA L HE—T 2 A AF401 A L F—T = A ATT (1 DOEFER— F E 7213400
DT —H K= 1),

Nexus 9500v (X, EEDOTA > I—RTA L E—T =AM A T 74 vV %xTIal—bLE

To AL v FIE, KAFH 400 DA > ¥ —7 = A 225 LT KVM/QEMU EDH—0 VM
A L F9, Nexus9500v O MAC &2 22— RN ZAF—~< (23T, KVM/QEMUCLI =2~
RMFEH ENT- L X2, =y a—FREhkzxey hER—FEEEZHERL TRy NU—2
THETHE—=DMACT RLAZIRELET,

T2 bITA—LDARA—aRY k

Nexus 9000v 7' J v b7 4 —b A U AX U AETZIZFDOMDEIRT T v N7 3 —IB DA
H—axZ ML, Linux 7V v oL X v FIESNTHWET, CLI 2~ REFFEOHT RIS,
DIFERFIAFRETH D Z E 2R L T IEE W IRt cnEd) |

UTFOBBBITIE, 7YV vVl T A B —Txf R, TNENIDOFHEAS L H—T =
ARENDDT—H A A —T 2 A AEFFD2ODNIKY A vF L L bIfERTE ¥, &
A H—T x4 A linterface mgmt0] (X, 7'V v mgmt bridge] ZHH L CTEH R > b
T — 7RI TWET, lHFOAL v FNno0T7T—2 FR"— kA ¥ —7 =4 linterface
Eth1/1] X, 7V v Tlinterconnect br] ZfiH L THEHEOEICHER INET,

\}

GE)  ME7Zpf/N QEMU 73— 3 > &, Cisco NX-0OS U U —2 9.3(3) LD 4.2.0 T,

« 7V » ¥ (BSXi /A 23—31 B —D vSwitch (ZHER) MER S, TUP) REBICRESH
\i‘a_o
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TSv k2

7Y VEAER L T UPIRAEIZT S Linux 2 2 R:
sudo brctl addbr mgmt_bridge

sudo brctl addbr interconnect_br

sudo ifconfig mgmt_bridge up

sudo ifconfig interconnect_br up

BT A B =T A AL, Nexus 9000v 3MEH L TWD A X —T = A ZDOFUTHSN

TR SNET,

ST A H—T A Z&AFRT % Linux 2< 2 Rt
sudo openvpn --mktun —dev tap_swl_mgmt

sudo openvpn --mktun —dev tap_sw2_mgmt

sudo openvpn --mktun —dev tap_swl ethl 1

sudo openvpn --mktun —dev tap_sw2_ethl 1

TV DEE T A H—T = A AEHINET,
TV TkS T A B —T = A ANIHHET D Linux 2 2 R
sudo brctl addif mgmt_bridge tap_sw1_mgmt

sudo brctl addif mgmt_bridge tap_sw2_mgmt

sudo brctl addif interconnect_br tap swl ethl 1

sudo brctl addif interconnect_br tap_sw2_ethl 1

+—snqvs—axs+ |}

TRTCOF T A B —T A AT [UP)] JREETHDLELRH Y £,

Sy T A B =T x4 A% UPIREEIZT 5 Linux =1~ & B
sudo ifconfig tap_swl mgnt up

sudo ifconfig tap_sw2_mgnt up

sudo ifconfigtap swl ethl 1 up

sudo ifconfigtap_sw2 _ethl 1 up

TRCDA T A =T 2 A ANRNT Y v DITHEREEINTHD

brctl show

bridge name bridge id STP enabled
interconnect br 8000.1lade2ellecd? no

mgmt _bridge 8000.0a52a9089354 no

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .

TLEERLET
BT A H =T 2 A ART Y v VIEFH I TND Z L 2T 5 Linux 2 <2 K:

interfaces
tap swl ethl 1
tap sw2 ethl 1

tap swl mgmt
tap sw2 mgmt

2250 Nexus 9000v 77 v 74— A& L, TNEN1 DDA X —T = AEH{HED
IR T D121, koa<wr Reflé LTERATEEd, s, Y7y hX—XE7d7
Uy OR—ZOEERHCTAZENTEXFET, ZOFITIE, 7V PR LT, TS 22—



Nexus 9000v DER |
B 5o ror—roros—axsr

T2 A ADA AL AL 1 DOOT =8 R— e LET, A, a~vr NI F47
Ay TRY N TARAL AEBINTSHZET, [AUFETEY 2 O Nexus 9000y 7 — 4 ~—
MR CTE £, ZOBITIE, 17D Nexus 9000V A > AX L AD 2 ODA L H—T = A A
AP =Tz Amgmt0 & A ¥ —7 A Xethl/l]) BENETN~ Y EL 7SI TWVET,

Nexus 9000v DEPID A > A X v ZADHE:

sudo gemu-system-x86 64 -smp 2 -m 8196 -enable-kvm -bios bios.bin

-device 182801bll-bridge,id=dmi-pci-bridge

-device pci-bridge,id=bridge-1,chassis nr=1,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-2,chassis nr=2,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-3,chassis nr=3,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-4,chassis nr=4,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-5,chassis nr=5,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-6,chassis nr=6,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-7,chassis nr=7,bus=dmi-pci-bridge

-netdev tap,ifname=tap swl mgmt, script=no,downscript=no,id=ethl 1 0

-device e1000,bus=bridge-1,addr=1.0,netdev=ethl 1 0,mac=00:b0:b0:01:aa:bb,multifunction=on,
romfile=

-netdev tap,ifname=tap swl ethl 1,script=no,downscript=no,id=ethl 1 1

-device e1000,bus=bridge-1,addr=1.1,netdev=ethl 1 1,mac=00:b0:b0:01:01:01,multifunction=on,
romfile=

-device ahci,id=ahci0 -drive

file=testl.qgcow2,if=none,id=drive-sata-disk0, id=drive-sata-disk0,

format=gcow?2

-device ide-hd,bus=ahci0.0,drive=drive-sata-disk0,id=drive-sata-disk0

-serial telnet:localhost:9000,server,nowait -M g35 -daemonize

Nexus 9000v D2 FEB DA LV AH L ZADEE:

sudo gemu-system-x86 64 -smp 2 -m 8196 -enable-kvm -bios bios.bin

-device 182801bll-bridge, id=dmi-pci-bridge

-device pci-bridge,id=bridge-1,chassis nr=1,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-2,chassis nr=2,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-3,chassis nr=3,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-4,chassis nr=4,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-5,chassis nr=5,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-6,chassis nr=6,bus=dmi-pci-bridge

-device pci-bridge,id=bridge-7,chassis nr=7,bus=dmi-pci-bridge

-netdev tap,ifname=tap sw2 mgmt,script=no,downscript=no,id=ethl 1 0

-device e1000,bus=bridge-1,addr=1.0,netdev=ethl 1 0,mac=00:b0:b0:02:aa:bb,multifunction=on,
romfile=

-netdev tap,ifname=tap sw2 ethl 1,script=no,downscript=no,id=ethl 1 1

-device e1000,bus=bridge-1,addr=1.1,netdev=ethl 1 1,mac=00:b0:b0:02:01:01,multifunction=on,
romfile=

—-device ahci,id=ahci0 -drive

file=test2.gqcow2,if=none,id=drive-sata-disk0, id=drive-sata-disk0,

format=qcow?2

—-device ide-hd,bus=ahci0.0,drive=drive-sata-disk0,id=drive-sata-diskO0

-serial telnet:localhost:9100,server,nowait -M g35 -daemonize

gemu-system-x86_64 LL 0> KVM =1~ RiE, Linux O7 7' 1 A FEIZ Lo TLFR%ETT, W
O LS9 5 &, Ttelnet localhost 9000 = 721 Ttelnet localhost 9100 /LT, ¥ U7
Ay I =D DA AR RZENENT 7 EATE 5137 T,

LLDP BELOLACP v /LT X ¥ A RNEFO/X 7y O NT 7 7 % Linux 7 U v VREH THE
FTUZE, HA LV AF R T DT XTOT Y v UV TROMBERE L ET,

« VM M@ LLDP X O LACP i@f5 2% & L 7,
echo 0x4004 > /sys/class/net/br_test/bridge/group_fwd_mask
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ESXi 0 Nexus 9000v 37—~ 70— [}

eLinux 7V v PEN LIV AT XY AR ANTy b 7a—%Fr LET,
echo 0 > /sys/devices/virtual/net/br_test/bridge/multicast_snooping

ESXi @ Nexus 9000v BBV —2 7 O0—
ZOEB 7 v a T, ESXinA 23— 31 FITNexus9000v 77 v b 7 4 — A& BT 572012
WEIRFMANZHOWTHRA L £, kO 3 FEHDREMZMH TS £,
o i B
« 7T v N7 — LFEE DR

s AU H—axy FDREE

HERRAD—Y 70—

1R BHHEIIZ

WOFNETIE, 2B OVA 2 LT, ESXi A 73—/3A H T Cisco Nexus 9300v % 721Z 9500v
I NI F—bHTubEla =T LET,

WORAEE R L T EE 0,
«ESXi8.0 NA N—=A PFE A A F—/LLTWND
« Yr—/3— & vCenter Dl 5 TIATT 2 ESXi 8.0 DHRNR T A L ANH Y £7,
B SNTZOVA 7 7 ANNBT A7 by FICHF T rm— RITNSH I &,

FIE

2TFvF1  ESXivCenteriZu 7 A » LET,
ATy T2 R—=Tz3280%457 Y v27 LT[OVF T 7TL— ~DER (Deploy OVF Template)] Z &R L £,

G¥)
TR INDEBOME TENAL 7 TA ROFREFATLET,

ATv 73 [BRETHBLE (Needname) | EE T, [A—HIL T7 AL (Localfile) | Zi=IR L., [BHE (Browse) | %
7V w7 LET, TAZ by I MbF T m— LA OVA 7 7 A V& @R L £7,

ATv 74 [needname] B T, T—H U X —(FEF T NVHERERIRL, VMAEANLET,

ATv7T5  [BEIABE (Needname) | HiE T, A~ v 2RI 5 ESXi — "—Z@IR L, WA%IC [T
(Finish) 1 %27 U v 27 L%,

ATv 76  [BAHBLE (Needname) | M T, bz mA L, [R~N (Next) |27 Vv LET,

AT 71 [Configure] i T, [RN]E227 Y w7 LET,
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. I39 b IF—LBFEENOT—U 70—

ATvT8
ATvT9

ATv 710
ATy I N

AT 712
ATv 713

ATy 714

[Select Storage] HiH T, ¥ —4% A MTZRIRL, [RNZE2Z U w7 LET,

[y bT7—5 DiFEIR (Select Networks) | HE T, IROMEDBIREINTND Z EE2MRLET,
s G Ay hT—74 : mgmt0
3SRy b U—7 ¢ T REH LAN vSwitch

T REHF LAN vSwitch & L TtLoD vWNIC 5855 A BN L 72N TL 2 &, £ 9 LW & | Cisco Nexus 9000v
T—2 R— NDPYBAAL T LHAET D70, EREROMENBELET,
[Ready to Complete] Hiifi C, [Finish) %27 Vv 27 L, 7R EANETTLETRLET,
UREBN—FD 7] ¥ 7T, [VUTILR—bYEBRLET, VYTV KR—F XA TITONTIL,
[y b= DQFER] SFAERIRL, ROF T a2 BRLET,

o HA) - H—rN—

« /R"— I URL - telnet://0.0.0.0:1000, 1000 X = OH—_R—D—F DR — ~E S TT,

G¥)
Nexus 9000v 1%, E1000 X hU—2 T E T ZOLEVR—FLET, v NU—7 T XX —%8
TAHEEL, TE T X —OFEN E1000 TH D Z & 2R LE T,

[VM Options] # 7. [Boot Options] 7S¢ /L %8R L, [EFI] Z3&K L £9,

[VM Options] # 7 ¢, [Advance] /X1/L %8R L, [Edit Configuration] i T, [Add Configuration
Params] 47> a V&M L CROEEEML ET,

« ZHil - efi.serialconsole.enabled

* i - TRUE

[OK] %27 Vw27 LT, VGA LU TV aryy—)LE— ROMFTEE Ve AE2RRLET,

GE)

Nexus 9000v 77 v h 7+ —ATIE, AAvTF T MNMIT IV ®ATHEDIZVI TN ) —LE
TRV a = T OMERDY E (2L, IO grub T — b A v =Y O—FBIL VGA Y —
MCERENETD), YITA v Y= AR VMIZELL Yo Va=r 78N TWnD 2L aRLE
9, Tlefi.serialconsole.enabled=TRUE] 7' R bV a =7 I TWAHEE. VGA 7213 U 70 av
V=B [Nexus9000v DA A —UBEABIAENERIT SN TUOERA BDERRINTHK, 7— T v 7N
BT DL —3 T— K A=V RERINET,

R~ DERE A AT LET,

To2Yy b I7+—LETFEOD—Y 70—

Cisco Nexus 9500v |, > — 7 v ¥/ E—REMACZ  a— R E—RKD2 o081 AE—
RTCEMEL £9, Nexus9300v 33 L TN Nexus 9500v D — 47 3 ¥ )L E— ROREBFIEIZ. ESXi
INANR—=NRAYPFTESTLKFLTT, MADT Ty T —LFZAT DA H—T A ADK
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| Nexus 9000v DERA
I35y kot—bnqra—axs + |

REGFT10 1 SOFEHR—FL 9ODT =2 R—1F) TT, ZHIFINA /3= FOHIRT
j—o

Nexus 9500v (X, A > ¥ —7 = A AOBEN 10 IZHIR SN TWDHEHETEH, ESXi /A 73—
AP EOHE—~DOVM THEERIRI— KA =T 2 A NT T 4 vV T2l —FLET,
Nexus 9500v O MAC = 22— K A% —< O ZRINL725A1E, =Iab— S TW5
Ay hER—=PMI—EHTLEICEAXY VT =7 THTHXDOMACT RLAZEHLET,

TS5 MNIA—LDA A —YT k

Nexus 9300v & Nexus 9500v, F721IZF DMK TZ v 7 3 —2aMOF% > U —2 1%, ESXi
NANR=RNAFOTY L LTOvSwitch iZHEASNWTWET, SEIERFEDL—R Fr—
22— bTAECHHINZEED PR PEHHATE T,

1:EXSi %4v L 1= Cisco Nexus 9000v 75y b 7+ —LDA VA —a%y +

|
Bridge? ethO Bridge3
ﬁ'ﬂ Traffic Generator mﬁ'
Management eth1/3 ‘
Bridge ;
g Cisco Nexus 9000v Bridge' Cisco Nexus 9000v
ﬁ_ Node mﬁ'ﬂ Node2
mgmt0 mgmt0
eth1/2 eth1/2
Cisco Nexus 9000v
ﬂ eth1/1 Node3 eth1/2
Bridge4 mgmt0 Bridge5
|

501135

Vagrant /H Nexus 9000v T —2 20—

ZDE Y T a Tk, Vagrant /A 73—23A B —{Z Nexus 9000v 77 v b 7+ — L& BT 5
TZOIWTBE RTINS OW TR L £, RO 3FHORMAZMEHTE £,

o S /R B

o 7T N7 — LEEE DR

T EEE VANGY: 1
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B sezmo—vo0—

HERRAD—Y 70—

Vagrant/VBox & 5E1Z Cisco Nexus 9300v Z# J&Bi 32 Z LILTE ¥ A, (IR artifacts.box 7 7 1
ML, BAF CORAFTEET,

TSy b IOA—LEEOT—o 70—

nexus9300v.9.3.3.IDI19.0.XXX.box % VirtualBox (ZBH L £ 9", Vagrant/Vbox Off FIZBIT 5K
DHAZARXTA RTA L EBEEZZRL TN,

* Vagrant 7 7 A L COZ—WF—DH AL~ A4 XTI EH Y £H A,

» Windows D& Hiff & A T2 EET2M4EEH Y £ A, Mac F 7213 Windows D 5 T,
FITFNVEDOR—=K223 ZHHAL TV TN ary =778 A LT, LEITST
T, 2O VT 3 —/L% tenet localhost 2023 #& I CEFA LT, AA v FOfE 7
2 AR LET,

AEHEDR v 7 A T avw A X, MOT FIAT L ADT 4 A M) Ea—3 g2 b REEICHEM
ENFET, I=A Ry I AL EHEALTVM ZEET 57215 TT,

« R 7 A% X, Vagrant 7 7 A /L@ configvm.box 7 « —/L K& LT, [base] LSO
BOALFNIER TE LT,

« T— ATy ITRERIEL, VU =R A A= T 7 A inE box OEEAFDILHRERCIM
2. ALy FICHIOHRZEAT 25510/ EETY, ZO%4E . vb.customize pre-boot %
AL ET,

vb.customize "pre-boot", [

"storageattach", :id,

"--storagectl", "SATA",

"__port”, "1v,

"——device", "O"l

"--type", "dvddrive",

"--medium", "../common/nxosv_config.iso",

s config.vm.base mac 7 1 —/V RZFEHL T, VM A ¥ —T7 =2 ADMACT RV A%
A< A X LET, TOEEEL, vagrant up CLI =2~ R& AT 4RI, ¥ LU vagrant
init CLI 2~ > R&Z AN LIZRICETT 208 AH Y £9°, vagrantup CLI 2 v > RO A
. FTE VM OERZRIZMACT RV RAZERT 25513, Ry 7 X a<xr Rl
LTVMZZHELET,

Vagrant T Sync 7 A LA DHHR— k

U U —210.1(1) LAB&E, Nexus 9300v i, "A h v v EDOF ¢ L7 hU/7 4 /L4 % Nexus
9300v v > L HHF TX B Vagrant A 7 A VX &R — N LET, Vagrant A7 U7 hD
vagrant up =~ > RIZEEAR v 7 2w 7' A > L, Vagrantfile O 2 —HF —fERLIZ SN TT o
L7 M) %&~D 2 RLET, T 740 FTIE, Vagrant A7 U 7" M vagrant == — —44 % fif
AL, bash3e /A vV ThDHIEEBELTWVWET, ZOMREELESHIZT H72DIT,
EHHRRE SN vagrant 21— — A DOF 7 3L hOu F A vy i bash ICEF Sk Lz,
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Vagrant T® Sync 7+ )L Z DHR— b+ .

722, 774N DYz )V (—H— vagrant D33E) &, Nexus F 721% Vagrantfile THIZRAY
ICRRE L TNX-OSCLIZEE S A4 T v avind ) £7,

?72}‘/1/ NSES Vagrant IR A K @iﬁ]’f@ﬁi%ﬁ"{ L7 U % Nexus 9300v O directory/vagrant
I~ hLET, RA M EOIAED T 4 /L& % Nexus 9300v & HA L7z < RWEAE,
Vagrantfile (ZIRDITZZ D 50BN H Y £7,

nwon
.

config.vm.synced folder

B 7L Vagrantfile - R A b 7 VX E2LET LG5 7oL 21X, Nexus 9300v D
/bootflash/homelvagrant @ /homel/james/my_shared_folder/ :

"/vagrant", disabled: true

# —-*- mode: ruby —-*-

# vi: set ft=ruby

Vagrant.configure ("2") do |config]
# The most common configuration options are documented and commented below.
# For a complete reference, please see the online documentation at
# https://docs.vagrantup.com.

# Every Vagrant development environment requires a box. You can search for
# boxes at https://vagrantcloud.com/search.

config.vm.define "n%vl" do |[n9kvl|
n9kvl.vm.box = "10.1.1"

n9kvl.ssh.insert key = false
n9kvl.vm.boot timeout = 600

if Vagrant.has plugin? ("vagrant-vbguest")
config.vbguest.auto update = false
end

config.vm.synced folder "/vagrant", disabled: true
config.vm.synced folder “/home/james/my shared folder” “/bootflash/home/vagrant/”

won
.

config.vm.box check update = false

end

LAFIZ, Nexus 9300v 77 v b 7 #—A[EA OREF 2R L FE T,

vagrant box add 10.1.1 nexus9300v.10.1.1.box

$ vagrant init 10.1.1
$ vagrant up

Bringing machine 'n9%kvl' up with 'virtualbox' provider...
==> n%vl: Importing base box '10.1.1"'...
==> n%vl: Matching MAC address for NAT networking...
==> n9%kvl: Setting the name of the VM: vagrant n9kvl 1605848223701 17342
==> n9%vl: Clearing any previously set network interfaces...
==> n9%kvl: Preparing network interfaces based on configuration...
n9kvl: Adapter 1: nat
==> n9%kvl: Forwarding ports...
n9kvl: 22 (guest) => 2222 (host) (adapter 1)
==> n9%kvl: Booting VM...
==> n%vl: Waiting for machine to boot. This may take a few minutes...
n9%kvl: SSH address: 127.0.0.1:2222
n9kvl: SSH username: vagrant
n9kvl: SSH auth method: private key

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .
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B 7o+ rovzionxoscu~azE

==> n9%kvl: Machine booted and ready!

==> n9%kvl: Checking for guest additions in VM...
n9%kvl: The guest additions on this VM do not match the installed version of
n9kvl: VirtualBox! In most cases this is fine, but in rare cases it can
n9kvl: prevent things such as shared folders from working properly. If you see
n9kvl: shared folder errors, please make sure the guest additions within the
n9kvl: virtual machine match the version of VirtualBox you have installed on
n9%kvl: your host and reload your VM.
n9kvl:
n9kvl: Guest Additions Version: 5.2.18 r123745
n9kvl: VirtualBox Version: 6.1

==> n%kvl: Mounting shared folders...
n9kvl: /bootflash/home/vagrant => /home/james/my shared folder

$ vagrant ssh

-bash-4.4$

FTIAIL LD )LD NX-0S CLI~NDZEE
NX-OSCLI{Za 7' A T BR0ERH HGEIL, kOWT o7y a &AL ET,
c 17 A Y5 bash 7R 7 BT vsh < FEFEITIITLET,

« ITFIZRT X 912, Nexus 9300v BARR v 7 RICHBNI NNy r—fb SNz A7 U 7 b &
fEF LT, Vagrantfile 26374552 N TEET,

config.vm.synced folder ".", "/vagrant", disabled: true

config.vm.synced folder “/home/james/my shared folder”
“/bootflash/home/vagrant/”

config.vm.box check update = false

config.vm.provision "shell", inline: "vsh -r
/var/tmp/set vsh as default.cmd"

o 21— —4 vagrant D Y 122 —H—4 admin Tr 7' CT& 9 (vagrant ssh =~ >
KEfiHT 5 &, 774/ b Ta—H—4 vagrant M S ET),

ssh -p 2222 admin@127.0.0.1

Nexus 9300v T Ansible ®D{FE

Vagrant (%, Ansible, Shell A2 U 7k, Ruby A7 U ' k., Puppet., Chef, Docker, Salt 73 & ™
IEIERTrEY a2 FHLT, Ay 7 2O EEREZYR— T H50HA—7 & K
L—&—T7,

Vagrant 7 7 A VI, 1 D (ERIFER) o7 n e Yaf—ntk s a s L Z20OMEREEN
TWAEAERH Y £, Ansible DFIZ Z Z IR LET,

n9kvl.vm.provision "ansible" do |ansible]|

ansible.playbook = "n9%kvl.yml"

ansible.compatibility mode = "2.0"
end
InboFrvya L, ARy 7 ZABREET 572N, E7zidvagrant provision 2
K % 721X vagrant provision —provision-wth =~ > F&2#H L CFE TR H—3niz L &I,
HEIIZ b U H—&RET, Ansible 2MEAER v 7 22w 74 > L TNX-0S CLI 2 FAT¥ 51

. Cisco Nexus 9000v (9300v/9500v) # 4 K. ') 1) —X 10.6(x)
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IS5y b 7r—Loqvs—axs b+ |

IX. Ansible ;R A MER T 7 A Vv Tr 7 A VERIERZIREEL 9, Ansible 1T v 7 A 41T
NX-OSCLINFEREND Z EEZHEL TWABYD, FHRitER SN2 —Y —4 admin 254
L0, Brlnwa—H—4 %2 FECIER LT, Ansible S A MR 7 7 A L THEATX £,

VM QO vy &Y
WEFEHALTCVMZ Y vy hE U LET,

$ vagrant halt -f
==> default: Forcing shutdown of VM...

H)—2F7 v TD=HIZVM ZHET S
VM A v AZ v A xFERICHIRT 2 551%, REHFEHALET,

$ vagrant box remove base
Removing box 'base' (v0) with provider 'virtualbox'...
$ vagrant destroy
default: Are you sure you want to destroy the 'default' VM? [y/N]
y

> default: Destroying VM and associated drives..

T2 b ITA—LDARA—aRY k

Nexus9300v ELDRAE T T >~ 7+ — LDy NT—271F, VBox NEiR v NU—27 123D
WTWET, ROFEFRESHL T EI0,
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[ 2: Vagrant VM % 9\ L 1= Cisco Nexus 9000v 75 v k 7+ —LDA B —a%9 k

Ubuntu it Cisco Nexus 9000v |
VM VM 5

ethO

Bridged Adapter :
end: Thunderbolt Ethernet :

Or en0: Wi-Fi (AirPort)

I

Internal Network 11
Cisco Nexus 9000v_neti k T

Internal Network

eth2 ﬁl Cisco Nexus 9000v_net2 _e1£ :

Internal Network 2= E

eth3 ﬁl Cisco Nexus 9000v_net3 el :

] O
MacBook 5
.......................................................................................... LT

AA—UFyTTL—EOT—H 70—

ZDEY T aTiL, CiscoNexus9000v 77 v b7 4 —LDO— @727 v 77 L— RFJEIZD
WCEBH L ET,

HLWF—T4 2779 EHhoDER

RIS CTC, @YIRMERET—T 4777 FEFEHL, kOB varondhnzaBL T
VM ZER L ET,

*« KVM/QEMU (Z%}9" % Nexus 9000v JERH U —27 71— (25 X—7)
« ESXi @ Nexus 9000v BV —27 7 — (31 X—)

* Vagrant /] Nexus 9000v BBV —27 7 m— (33 ~—2)
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HLOUNX0S 1 A —Shs07yToL—F [

FILLONXOS A A= D7y TTL—F

Nexus 9300v D7 72 L— KX, Cisco Nexus 9000v U U —2 9.3(1) LIEOELET —7 1 7 7
7 TR SNIEZVM P L OHBFFAISNET, 7Ty 77— RRTLHNI, 7—h7 7 val
400Mb LA EDOHFT LWNX-0S NA F U A A=V RHDHZ L 2R L TLLEEN, Ty 77—
FE21CiE, HILOWASLF V2T =R 7Ty vailab—LTnb, EfED NX-0S V—2 7
n—%FEH LT v 77 L— KL EF (f: install all nxos bootflash:///<nxos.bin>"),

THUEXT Ty N7 A —LDEMDY U —ATH D=8, Nexus9500v DT v 77 L— RiTHHR—
FERTWERA,

Nexus 9300v 1 X TN 9500v lite DIFE . LARTDONNA F U A A =I5 Lite XA F U A A—T~
DISSU FVR—FENTWERFA, 2=V R T—F2fHLTA A=V EETX 58T
b ONCLLET O ZHIBR L THh b, lite XA F U R A A =L LET,
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=% =R

Nexus 9300v & & T 9500v Lite NX-0S 1 A —
:/\‘

» Nexus 9300v 33 X (¥ 9500v Lite NX-OS A A —ZDWT (41 _X—7)
e BAR—hENTVDHHERE (43 X—)
» Nexus 9300v Lite 33 2270V 9500v Lite NX-OS A A — DJER (45 X—)

Nexus 9300v & & U 9500v Lite NX-0S £ A —<[Z2DULVT

NX-OS Lite (nxo0s64-cs-lite.10.5.3.F.bin)image ® A E U 7 v ~ 7'V R 3ffg/N 4L, Cisco Nexus
9300v 35 L TN9500v DLLRTD A A =T K0 HIXDMITNENA A =T H A XD EF, ZD
A A—=VE, BEIRFIZA VA M= TE URIOA A=Y I b ERLES, =720, —
WO BN TRWATREMEN H B 72, Lite £ A—T % 1 — K9 BH[IT, write-erase-reload
EEITLET,

\)

GE)  ZOA A—=TIZIE, IPv4/Ipv6 72 % — LA (OSPF/IS-IS) #fliH L7-, VXLAN EVPN, F+L
2L, BLOUBL ED vPC, PC/VPC, LACP, B XU DME/YANG/7T L A U Z&Te M A b
FERE/R COREB YT U A2V R — T 572D ER IR RPM OAREENTWET, &Y
@ RPM /&, Lite NX-OS A A=V bR S VE T,

) —REH

WDOFIE., Nexus 9300v 1 LN 9500v Lite DY YV — RABEHZ /R L TWET,

Resource T

B/ MER O RAM |45G (BEART— 7 v
7)

HELE RAM 8G (Bgen#xic L 5)
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Resource 4
#/)s vCPU 2
Heltsnhs |4
vCPUs

#/) VNIC 1
Maximum vNICs |65

RE7—T4277F

Nexus 9300v # & U 9500v Lite NX-0S 1 * —2 |

K DFIZ, Nexus 9300v 1 L TR 9500v Lite DIRABT —F 4 77 7 F &2 R LET :

NICDE AT

INAINS—INA Y

RE7—TFT4 779 b+

B

NO9300v Lite

ESXI 8.0

nexus9300vedHite.10.5.1. Fova

BT 4 2T, ~ v
EFe., BLONXOS A
A=V NEFENLTNE
R

N9300v Lite

KVM/QEMU 4.2.0

nexus9300ve4Hite.10.5.1 Fgoow2

T—= 77 vy all)
T 4 27 L NXOS A
A=V NEENTNE
R

N9300v Lite

Vagrant 2.3.7

nexus9300veHite.10.5.1. Fbox

TV UEFRE L BIK
BT 4 AT VA
A k=)L &2 NXOS
ARA—=UNEENTY
30N

N9500v Lite

ESXI 8.0

nexus9500vedHlite.10.5.1. Fova

BT 4 AT, ~ v
EFE, B LONXOS A
A—=UMEENTNE
SR

N9500v Lite

KVM/QEMU 4.2.0

nexus9S00vedHite.105.1 Fgoow2

T—hrT7T o2l
T ¢ A7 L NXOS A
A—=UMEENTNHE
SR

. Cisco Nexus 9000v (9300v/9500v) # 4 K. ') 1) —X 10.6(x)




| Nexus 9300v # & Uf 9500v Lite NX-0S 1 * —<
g—rxhTosie ]

HiR— SN TV HHEREE

WDV > 3 Tk, Nexus 9300v Lite 33 LT 9500v Lite 75~ F 7 4+ — ATHFE— FENn 3
DS EFIERITIVIZOWTHALET,

o LA ¥ 2 ORE
o LAY 3 DORRE

A =2/8As A R aP g ¢ =

LA v 2 D#ke

WDFIZ, Nexus 9300v Lite 33 & U8 Nexus 9500v Lite 7*7 > b 7 4+ — LD LA Y 2 HRED AR —

FaRLET,

HRe Nexus 9300v Lite DH7R— ~ Nexus 9500v Lite D H7R— ~

802.1AB LLDP O O

802.1Q VLAN/ k 7 > 7 O O

802.1s RST O O

802.3ad LACP O O

L2V FF¥ X b W (ZTe—R¥y XA REL [TV (Tr—KFy A MEL
<) <)

MLAG O O

N—k F¥xL O O

VLAN O O

VXLAN EVPN O O

IPv4/Ipv6 7 > Z— L A O O

(OSPF/IS-IS) TF+L 72 L

BGW EDIEVPC R L7 |O O

~ )V F A SRR

HSRP O O

NGOAM O O

TACACS+ O O
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B v&—rsncuane

L4 3Dikee

DT, Nexus 9300v Lite 33 L O Nexus 9500v Lite 77 v 7 #— LD LA ¥ — 3 KEED I
A—FrERLET,

11 Nexus 9300v Lite D+ 7R— b | Nexus 9500v Lite D+ 7R— b

OSPF O O

OSPFv3 O O

BGP O O

MP-BGP O O

IS-IS 0 (FTE—REy 2 REL [TV (Fa—FRey 2 heL
) <)

2oz kv FRL— O O

7 17 (ECMP)

PIM-SM O O
MPLS O O
CDP O O
L3 SVI O O
YT B—=T oA O O
IPsec EIS IS EIS IS

Ja4yS5<EY T o ke

WD, Nexus 9300v Lite 33 2 TN Nexus 9500v Lite 77 v b 7 #—2D 7 a7 I <E U T ¢ ¥
ROV R—FERLET,

HRE Nexus 9300v Lite D+ 7R— & | Nexus 9500v Lite D+ 7R—
Bashv =V 77k AL A7 U |O O

TTaT

RPM # 7R — O O

VAT MREE~OT R 7T A | O O

\2 & %7 7 A (Python)

0OS N ® Docker O O

NXAPI O O
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| Nexus 9300v # & Uf 9500v Lite NX-0S 1 * —<
Nexus 9300v Lite 35 & U 9500v Lite NX-0S « 4 — > D ER .

Hae Nexus 9300v Lite DH7R— ~ Nexus 9500v Lite D H7R— ~
DME O O

RESTCONF ) )

NETCONF O O

YANG €7 /v O O

TLARY O O

GNMI O o

NxSDK O I

Nexus 9300v Lite £ & U 9500v Lite NX-0S 4 A — < D ERH

KVM/QEMU, ESXi, 3 XU\ Vagrant DJEFFINEDOFEMICONTIL, RESHL T 7ZE 0,
« ESXi @ Nexus 9000v JEfH TV —27 71— (31 _X—)
« KVM/QEMU 2%} % Nexus 9000v BBV — 27 71— (25 2—3)

« Vagrant /] Nexus 9000v J&fH DV —2 7w — (33 _X—7)

\}

(GE)  9500v Lite i Vagrant TV AR — h ST EHA, I 51T, ISSU F 9300v Lite 35 & U8 9500v
Lite TIIV R — SN TOWERFA, FFICOWTIE, A A=Y T v T T L —FDU—r 7
= (38 ~—Y) | ZBRLTIIZEN,
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CiscoNexus9000v(D kS JILa—TFT 4 Y
b

ZOEL, WOBETHRINWTVET,

* Cisco Nexus 9000v 7' J v N 7 4 —LD T TN a—T 47 (47 X—=2)
e Cisco Nexus 9000v &= — &% FL—2 D T T a—F 4 7 (53 3—)

CiscoNexus9000v 75w h D+ —LD ST a—T 4«

2l

— BB NS TN a—TF o VT TNy X0y

KD CLI =2~ > R, Nexus9300v & Nexus9500v D DT T b7 3 —LbD KT T )Ly o2—
T4 T~V R L ET,

show tech-support nexus9000v
Zoa<y FOHNPZRITRLET,

switch# show tech-support nexus9000v

FHEF A

# /cmn/pss/virt cmgr.log

FHEF A

[19-12-10 20:42:34.160609]: virt cmgr_ startup init called

[19-12-10 20:42:34.161351]: virt cmgr validate file returned success

[19-12-10 20:42:34.161390]: Version 1, VNIC scheme 2

[19-12-10 20:42:34.161404]: VM supl: Module no 26, upg version 1, type 1, card i
ndex 0, image loc None
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B <ot s—nsFismnmE

FRTDINA I1N— N FZHBEOREE

VM A Tloader>] 7OV 7 hZELbI-EEIZEHT S

BE. T — NIESILET, 2L, VMO e E Y a = S HEICE > TR, VAT A
T— BB L, VGA o ) —)LEF U T a7 —)uZ loader>] 7'v 7 M RFER
SNADAREMER H U £,

fi

Loader Version 5.9
Loader > dir
bootflash::

.rpmstore
nxos.9.3.2.20.bin
bootflash sync_list
.swtam

eem_ snapshots
virtual-instance
scripts
platform-sdk.cmd

loader > boot nxo0s.9.3.2.20.bin

7T — b aEATT HITiE. Toader>] 7'v 7 kT boot nx0s.9.3.2.20.bin =~ KE# AS L F
j—O

VM A Tloader>] A7 hzFAYTLEGEWNWELESIZT S

Cisco Nexus 9000v ¥ > b7 v P LI (BLPOAP A X —T = AD& v N7 v Ikt
WO), YATLADT— A A=V ZEFELT, Yr— KT ¥y T %IC Toader>] 71
YT Rry LRSI LET,

Bl -

nx-o0sv9000-2# config t

Enter configuration commands, one per line. End with CNTL/Z.
nx-0sv9000-2 (config) # boot nxos bootflash:nxos.9.3.2.20.bin
Performing image verification and compatibility check, please wait....
nx-osv9000-2 (config) # copy running-config startup-config

T—+ 7y TEEAYE—D
T=bFT TR ROX I BREEA =V RRRSINDIBEVDHY 7,

Checking all filesystems. **Warning** : Free memory available in bootflash is
553288 bytes
need at least 2 GB space for full image installation ,run df -h

DA yE—UFEE,. Nexus 9000v 7 — F 7 T v ¥ 2 |[ZHID A A=V B REFT 57200+
RAEY AR—=APRRNWI EERLTWVWET, ZOBEX -2 RFIEH, 77— 7
T va AR=AEMRHE LT, PIONRSLF IV A A—VEF T on—RT&HLHCLET,
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esxi A 13— 5orE ]

Nexus9000vMac T>a— K E—FK Ry kD=0 X EVT Fz vy

ZDOF = v 27X, Nexus9500v 77 v k74— AT platform vnic schememac-encoded =~ > K
ZHRPINCAN LGB ICORBEBRLET, Zoa~r RiE, vWNIC Mac =2 22— K A% — 4
ERANZLET, WIhroT7r—% 77 4 v 7 BNmiRd 256, ERIEWICIZY vy BV
SNTEA U H =T oA R TV 7RI TWERA] IRENFRIN DA 1. Nexus
9000v {5 ¥ show 2~ REZZML T, IELWWIC ¥ v B> 7 &8 L £,

ESXi /\ 1 /8—/\ 1 F DEE

VM O ERZEANT=%. Nexus9000v D J— FARTEINALY

ZOMEOEZ LNDFAIX, EFI 7 — FS VM AR T E SN TWRWT & T, ZOE
BRI HI2IE, DHOVARE T —7 4 777 VR LT 7 e A %12, ESXi BT A K
EZRLC, REYIURENHE (Edit virtual machinesettings) |>[VM A7 3> (VM
Options) 1>[F—k #7F< 3> (Boot Options) ] T [BIOS| % [EFI] ([ZZE L7,

VGA i hZICEEI D I NRR SN

ESXi D7 — 7 o 7HIC L HHEIL, VGA 2 Y — LR D L H B AIBNFREND Z
k T‘a—o

Sysconf checksum failed. Using default values
console (dumb)

Booting nxos.9.3.2.6.bin...
Booting nxos.9.3.2.bin
Trying diskboot
Filesystem type is ext2fs, partition type 0x83
Image valid

Image Signature verification for Nexus9000v is not performed.
Boot Time: 12/5/2019 10:38:41
MEEIX. VGA 22 Y — L Tlit, BB 7 0B RCROT 7T 4 BT 4 BN E T, Ay
FT—= KT T TaCANN T THEBIRINDZENILSBVET, A vF T —F T v
TOHN ZFRKAT HITIE. ESXinA N — A BRI A FIZFEH ST D FIHICHESW T,
TR Vamr I ENTV )T =V LT,
VYT = THE I HRWEE, £720% Ttelnet: U E— b R A MIEHTEEH
RPN ER SNE L] EWVWO 2T — Ay B—URERRINDGEIL. RO 1 DLl EDOR
AR L TOET,
VMO VT avy—)L Fuaeya= I RIELLS B A, ESXiEANA R
DY TN 3y —=AEROFNEZHA T, US> T TEE W,

e PR— FZINTWNBHNR—T 9 T ESXi8.0 B DA T, ESXivCenter DHZRN72T A &
AELBHENRUCS F— " — S4B ANDAHT LEHEREL T,

== X2 VT4 a7 7 A1) 12, BEEREBEEROT ST T Xy NU—
IRETESEINEZ VMU TV R— BROHAZ L E2HELET,

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .



Cisco Nexus 9000v D k5 T L a—F 425 |
. Cisco Nexus9000v D k5 T L a—TF 4 24

VMDOEREXYo1=%. lloaders] 7OV T M7 EATERN

ZOMMEIE, VMENRTY—F U LTI EBVICEBI L7z, U7 varyy—aABELL Y

BEYa = SN T GEICEA L ET, I, [config t; boot nxos

bootflash:nx0s.9.3.2.20.bin] configure 23 FE1T 4L, REFSNE T, VM OBERZHEAND &

VGA 2 Y — L2 Rey 7 LET,

ROWELEEIL, ESXi ™A =, FTZOREZ RS 5 DI HE T,

EFIBIOS iZ. VM 2> Y — A ~DTXTOAHE N %T 74 /V b THELET, VM lloader

> Fur 7 MIRmry 7 LIch, vSphere 7 74 7 NETLIT VGA =Y — LIZBE LT,
Moader>] 7w > 7 MITZ7EBALT, "—KRT 4 ATHNDOA A=V EEILET, ZOH)

E& KT 5121, ESXi VM iRET— R CTBMO#EBRZEBMLET, KOWTNNDHEE

ERLET,

1. vSphere 7 AT 2 b K/ NT A —H] T 4> RUT, #RIZ1TITEMLET (RED

] > [VM A& 7> 3 > 1> [REHl] > [(HERL O],

2. VM BERLE 7= 6. efiserialconsole.enabled = "TRUE" % .vmx 7 7 A /VIZIBIIL £17,

Cisco Nexus 9000v H\#2E19 5 & ¢ <'IZ vCenter E£71=1% UCS H—/N\—DEfEMN LN D
A\

EE VNIC 2 vSwitch £7213 7'V » VI T 256, 3y N —JHGENIEL RN E | /g 3—
PN W — B — N —F 72T ESXi D vCenter ~DHEHENFbON L Z ENH Y £,

CiscoNexus9000v i%, ESXiD 7' T 7 4w 7 RBMNDH ATTENTZINIC &, A /=3 P P —
NR—NOIBEZIINFOFR Y b —F U FIFERA L E T, &HIO NIC 1%, HIZ Cisco Nexus
9000v BHRA L X —T oA AL L THERENET,

Cisco Nexus 9000v VM O AID NIC [ZEBA v X —T = A4 A TF, TR0 LAN WELA A v F
F721ZvSwitch(VM R~ hU— 7)) [ZEEEHR L9, V— "—FHER AT 2WEAAL v
FNZT — X IR— b yNIC 25 L7V TL &0,

Cisco Nexus 9000v 7— %4 "i— RN ESXi H—/N\—T r5 74 v o EEIHL

A b= R E 2 R T H12IE, vSwitch DFFE DRERER E L AN T 2MERH Y £,

« Cisco Nexus 9000v (Z#5: L TV 5 vSwitch DT _XTDA L A Z AN EERT— ] =
ZTF AR 272> TWT, UCSY—N"ZH L TWDL I LR LET, 204 T a
(21X, vSphere Client 2> 5 [#k]>[7 2/ 4> [fWE] NSO T 7B ATE T,

« vSwitch DT _RTDA VALV ANTRTO VLAN 2T 5 L5 LEd, 2ot
v a X, vSphere Client 7> 5 [#:% (Configuration) ]>[7'® /37 ¢ (Properties) > [#
% (Edit) | 727 ®BATEET,

ESXi 8.0 NA/N—=N_AH—x, ZLOHAE, XV NI =T A H—T 2 A AT HTH—%,
Nexus 9000v 7°7 v b 7 4 — A THHR— R IR TV TEI000E] # A 12T 74V FiREL
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KVM/QEMU /\A /38— /N4 HDRIRE .

T4, BH%, $3COxRy hU—7 THETZ—OFEN [E1000] THDZ & Z2MERLE
j—o

KVM/QEMU /\ A /8—/\A D558

KWMEMUZV/%74/ﬁ7/a/%ﬂm¢é 1%, FEAHIZ2 Linux O FIREAS LB T,
Z DA 7R3 Y —{Z Nexus 9000v Z EBEHT 5 121%, EEAFIEICIEV, ROBEBICER LT
<TEEV,

o L—H— H A N T bios.bin NHEREIN TWDHZ L AR L TLIEIN,

cavw K74 /T%’Eéﬁz@74272\7‘373>ﬂ‘f FENTWAEEIL, VMBMLO T /A 2
NHEE LWL DI, EENATRE/RT ¢ A 7 M bootindex=1 IZRE S TWD Z L ZHER
LET,

MR N T U ERFEEL LD E LTWAEAIT. HARZ KVM/QEMU /& B FIIE
WIS T BT AAL v F AV AZ AR REN L Ca— W — R4 MR LT,

KVM E7-(% QEMU /\ A /S—N\A HFTHOTILFF v X +

CiscoNexus9000v D= /L F F ¥ 2 MEREIZT 7T v — RE 3y X & LTHR—FENTWET, =
OHHEEZ TE LS BIESE 5121, ZOBETT_RTOT ) v P A v H—T 2 ATIGMP </l
FXXY AN AX—E U TR LUET,

WOHFNE, Linux 7’1 > 7 235 vxlan brl, vxlan br2, vxlan br3, 3 KU vxlan brd % #5012
THHEERLTOVET,

echo
echo
echo
echo

/sys/devices/virtual/net/vxlan brl/bridge/multicast snooping
/sys/devices/virtual/net/vxlan br2/bridge/multicast snooping
/sys/devices/virtual/net/vxlan br3/bridge/multicast snooping
/sys/devices/virtual/net/vxlan brd4/bridge/multicast snooping

o o oo
vV V. V V

LLDP, LACP 72 & D L2 /X7 v R &EPETIZIE, KVM/QEMUE A S A KD Linux 7'V v ¥ < A
T OBREIHES T TEEN,

Vagrant/VirtualBox ? & =E

VirtualBox/Vagrant TO v k7 —F 24

VirtualBox/Vagrant C dataplane f > % —7 = A A&ZFEHT 121X, RO L EHERLTLIES
AN

e AU H =T x A A THZER] (promiscuous) | E— RTHLIMENH Y £7°,

s VirtualBox O v b U — 7 RE T, WEH T — NiZxt L T4_XTHFA (Allow All) | %%
WLET,

« show interfacemac =~ > R&FEH LT, FARBa PN Cisco Nexus 9000v DT _XTDA
AB LR —EDOMACT RLADRHAZ L 2R LET,
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. Cisco Nexus 9000v D S TS a—F 4 24

VirtualBox/Vagrant C® VM D3l O EH):

Bringing machine 'default' up with 'virtualbox' provider...

> default: Clearing any previously set forwarded ports...

> default: Clearing any previously set network interfaces...

> default: Preparing network interfaces based on configuration...
default: Adapter 1: nat

==> default: Forwarding ports...
default: 22 (guest) => 2222 (host) (adapter 1)
==> default: Booting VM...
==> default: Waiting for machine to boot. This may take a few minutes...

default: SSH address: 127.0.0.1:2222

default: SSH username: vagrant

default: SSH auth method: private key
The configured shell (config.ssh.shell) is invalid and unable
to properly execute commands. The most common cause for this is
using a shell that is unavailable on the system. Please verify
you're using the full path to the shell and that the shell is
executable by the SSH user.

W DT — T v TR L=, vagrantssh =< > Fi Nexus 9000v A2 A »F F1a 7 K2

TIEALET,
PLFE, VM OT— ~7 v FIRT B REMNEO H D 1 >OHITF,

Bringing machine 'default' up with 'virtualbox' provider...

> default: Importing base box 'base'...

> default: Matching MAC address for NAT networking...

> default: Setting the name of the VM: n9kv31l default 1575576865720 14975
> default: Clearing any previously set network interfaces...

==> default: Preparing network interfaces based on configuration...
default: Adapter 1: nat

==> default: Forwarding ports...
default: 22 (guest) => 2222 (host) (adapter 1)

==> default: Booting VM...

==> default: Waiting for machine to boot. This may take a few minutes...

default: SSH address: 127.0.0.1:2222

default: SSH username: vagrant

default: SSH auth method: private key
Timed out while waiting for the machine to boot. This means that
Vagrant was unable to communicate with the guest machine within
the configured ("config.vm.boot timeout" value) time period.

If you look above, you should be able to see the error(s) that
Vagrant had when attempting to connect to the machine. These errors
are usually good hints as to what may be wrong.

If you're using a custom box, make sure that networking is properly
working and you're able to connect to the machine. It is a common
problem that networking isn't setup properly in these boxes.

Verify that authentication configurations are also setup properly,
as well.

If the box appears to be booting properly, you may want to increase
the timeout ("config.vm.boot timeout") value.

EEEZ N T TNy a—T 4 7T 500, ROFIEEZETLET,

¢« AEYRVCPU R ED+4372 ) VY —ARFERARETH D Z L 2R LET, PCEiF—
N—TREDAEY ZEET LT _XTCOT TV r—a 2 CET, FHARERZEX R

EYEMERL TSN,
evagrant halt -f Z AJ) LT VM O&EREZEIYD £,
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Cisco Nexus 9000v T—42 FL—>®D hS TNV a—F 45 .

« VM DEIRZ ) - 71, wmm&maﬂ WCBEILET, VMU TV v ) — L GEhIC
LT, EEF7ovAE2ERL, [R—F->[T VT VER= b 2EDINTH]TEZOHNDM
BEERLET,

0%, RO VBox a~ 2 REEHLTC, ZOFA N UTILarsy—LEBEcLE
T, VM4 % RO ET,

VBoxManage list wvms
"n9kv default 1575906706055 2646" {0b3480af-b%ac-47a4-9989-2f5e3bdf263f}

R, Y IT N ary— A el LET,
VBoxManage modifyvm nSkv_default 1575906706055 2646 --uartl Ox3F8 4

« LD Ivagrantup) % AJ) L7 UkiiAR7 5 [vagrantup) & AJJ LT, VM OEJE FFE
FUZLET,

L UTN AN T IR ATHITIE, 22— —0DRIDOuAKMN D [telnetlocalhost
2023] EANLET,

e UTIN ary =S DOHNEBER LT, 7= Ty TOREEMER L E9,

e ANV T I ay )= IR REZ R STHEEE, YT aryy—vEF 7 LET,
ﬁ@v&m:va%ﬁm#é#\WmM&mmﬂﬁﬁ WCBELC [ TV R— & f
T 5] ORI EfRER L F7,

VBoxManage modifyvm n9kv default 1575906706055 2646 --uartl off

Cisco Nexus 9000v T —42 JL—>2D cS T a—T 4«
sl

ZDEI T a?Ddebug 2 v K& show =~ Fid, Cisco Nexus 9300v & Cisco Nexus 9500v
DEITDT T N T4 —bD T TNy a—T 4 TIEATEET, Zhboa~r N
TA A= REDa— NV TEITTILERHY £,

debug <> K
« debug [2fwder event
- debug |2fwder error
« debug I2fwder fdb
- debug I2fwder pkttrace

INbEDa<wy ROWTNNEFEITT HITE, ROBINHES>TTA o — Rz LET,

switch# sh mod | inc Mod

Mod Ports Module-Type Model Status
1 64 Nexus 9000v 64 port Ethernet Module NO9K-X9364v ok

217 0 Virtual Supervisor Module NO9K-vSUP active *
Mod Sw Hw Slot

Cisco Nexus 9000v (9300v/9500v) 5 K. ') 1J—X 10.6(x) .
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Mod MAC-Address (es)
Mod Online Diag Status
switch# attach mod 1
Attaching to module 1
To exit type 'exit', to abort type
module-1# debug 1l2fwder ?
error
event

fdb
ha

logfile
packet
pkttrace

Configure debugging
Configure debugging
Configure debugging
Configure debugging
Enable file logging
Configure debugging
Configure debugging

module-1# debug 12fwder

Event History A< > K

» show system internal 12fwder event-history events

of
of
of
of
to
of
of

Cisco Nexus 9000v D k5 T L a—F 425 |

Serial-Num

S

12fwder control and data path errors
12fwder events over ipc

12fwder events over fdb

12fwder events from sysmgr
/logflash/12fwder.debug

12fwder packet forwarding information
12fwder packet trace

+ show system internal |12fwder event-history errors

» show system internal 12fwder event-history fdb

avY FORT

show system internal 12fwder table bd

v-switch# show system internal 12fwder table bd

vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn
vlan
lrn

1
none
80
none
90
none
110
none
210
none
310
none
410
none
510
none
550
none
560
none
610
none
650
none
660
none
710
none

member 3, 4, 5, untagged 3, 4, 5, STP ports 3, 4, 5, dis none Dblk lis none

fwd 3, 4, 5, tid 1, 2, wvxlan no

mempber 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

mempber 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan no

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan no

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan no

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan no

member 3, 4, 5, untagged none STP ports 3, 4, 5, dis none blk lis none
fwd 3, 4, 5, tid 1, 2, wvxlan yes
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vlian 810 member 3, 4, 5, wuntagged none STP ports 3, 4, 5, dis none blk lis none
lrn none fwd 3, 4, 5, tid 1, 2, wvxlan yes
show system internal 12fwder table if
v-switch# show system internal 12fwder table if
If name If index gport fd untagged vlanid Trunk SVP Info Native
vlan
————————————— B s e T e L e P Pt
Ethernetl/1 0x1a000000 0x8000801 14 1 4095 0x0 none 4095
Ethernetl/2 0x1a000200 0x8000802 15 1 4095 0x0 none 4095
Ethernetl/3 0x1a000400 0x8000803 16 0 4045 0x1 none 40451
Ethernetl/4 0x1a000600 0x8000804 17 0 810 0x2 none 810
Ethernetl/5 0x1a000800 0x8000805 18 0 810 0x0 none 810
Ethernetl/6 0x1a000a00 0x8000806 0 1 4095 0x0 none 4095
Ethernetl/7 0x1a000c00 0x8000807 0 1 4095 0x0 none 4095
Ethernetl/8 0x1a000e00 0x8000808 0 1 4095 0x0 none 4095
Ethernetl/9 0x1a001000 0x8000809 0 1 4095 0x0 none 4095
Ethernetl/10 0x1a001200 0x800080a 0 1 4095 0x0 none 4095
Ethernetl/11 0x1a001400 0x800080b 0 1 4095 0x0 none 4095

show system internal 12fwder table port-channel

v-switch# show system internal 12fwder table port-channel

Port-channel Count Member-1list
______________ o

0x1 1 0x8002004

0x4 2 0x8005001 0x8000805
0x5 2 0x8002001 0x8000801
Port-channel Count Local member-1ist6
______________ o

0x1 0

0x4 1 0x8000805

0x5 1 0x8000801

show system internal 12fwder table vxlan peer

v-switch# show system internal 12fwder table vxlan peer

VXLAN Tunnel:
src_ip:

6.6.6.6,

VXLAN PEER: No of tunnels

peer ip: 224.1.1.4, vxlan port id:
peer ip:
peer ip:
peer ip:
peer ip:

peer ip:

tunnel id:
tunnel id:
tunnel id:
tunnel id:
tunnel id:
tunnel id:

tunnel id:

Tunnel id entry:

Is VxLAN enabled =
multisite: no, nve tun dci sip:
=7
peer ip: 224.1.1.2, vxlan port id:

0x4c000000,

0x4c000002,

224.1.1.6, vxlan port id:

0x4c000004,

224.1.1.8, vxlan port id:

0x4c000006,

224.1.1.9, vxlan port id:

0x4c000008,

224.1.1.10, vxlan port id:

0x4c00000a,

6.5.5.5, vxlan port id:

0x4c00050a,

is dp:
is dp:
is dp:
is dp:
is dp:
is dp:

is dp:

TRUE

0.0.0.

0x0,

0 is dci:
0x0,

0 is dci:
0x0,

0 is dci:
0x0,

0 is dci:
0x0,

0 is dci:
0x0,

0 is dci:
0x80002db8,

0 is dci:

0

0x4c000000
0x4c000002

peer ip: 224.1.1.2, tunnel id:
peer ip: 224.1.1.4, tunnel id:
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peer ip: 224.
peer ip: 224.

1 , tunnel id: 0x4c000004

1
peer ip: 224.1.

1

5.

6
.8, tunnel id: 0x4c000006
9, tunnel id: 0x4c000008
peer ip: 224. 10, tunnel id: 0x4c00000a
peer ip: 6.5.5.5, tunnel id: 0x4c00050a
Vxlan_gport ucast-entry:
peer ip: 6.5.5.5, vxlan port id: 0x80002db8

e =

show system internal 12fwder table vxlan vni

v-switch# show system internal 12fwder table vxlan vni

VNI VLAN DF
81000 810 no
51000 510 no
5001 1001 no
5002 1002 no
5003 1003 no
5004 1004 no
21000 210 no
71000 710 no
9000 90 no
41000 410 no
11000 110 no
61000 610 no
31000 310 no

show system internal 12fwder table if

v-switch# show system internal 12fwder acl info
Inactive List:
Entry ID: 14596 Qualify: DstTrunk 4, Action: RedirectTrunk 5 Prio: 4

Active List:

Inactive List:

Active List:
Entry ID: 15873 Qualify: EtherType ARP ForwardingVlanId 110, 610, 710, 1001, 1003,

Action: CopyToCpu SET Drop SET Prio: 1

show system internal 12fwder mac

v-switch# show system internal 12fwder mac

Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, O - Overlay MAC
+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False, C - ControlPlane MAC
VLAN MAC Address Type Secu NTF Del Ports Station id
————————— B T T R e L e L L LT et
* 1 008b.860d.1b08 static F F 0 0xc000005 0
- 008b:860d:1b08 static F F 0 sup-ethl (R) 508,
* 210 0000.4545.6767 dynamic F F 0 0xc000004 0
G 710 008b.bc90.1b08 static F F 0 sup-ethl (R) 0
G 310 008b.bc90.1b08 static F F 0 sup-ethl (R) 0
G - 0002:0002:0002 static F F 0 sup-ethl (R) 1,
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* 210 008b.860d.1b08 static F F 0 0xc000005 0
G 410 008b.bc90.1b08 static F F 0 sup-ethl (R) O

* 1003 008b.2b34.1b08 dynamic F F 1 nve (0x80002db9)
* 1002 008b.2b34.1b08 dynamic F F 1 nve (0x80002db9)
* 1001 008b.2b34.1b08 dynamic F F 1 nve (0x80002db9)
* 1004 008b.2b34.1b08 dynamic F F 1 nve (0x80002db9)
* 810 008b.860d.1b08 static F F 0 0xc000005 0
G 510 008b.bc90.1b08 static F F 0 sup-ethl (R) O

* 610 008b.2b34.1b08 dynamic F F 1 nve (0x80002db9)
G 1 008b.bc90.1b08 static F F 0 sup-ethl (R) O
G - 008b:bc90:1b08 static F F 0 sup-ethl (R) 511,

show system internal 12fwder table if

v-switch# show system internal 12fwder port egress info

Ingress port : Blocked egress ports
o o +
0x8002001 1 5
0x8000801 1 5
0x8020821 1 5

o O O o

show system internal 12fwder vpc info

v-switch# show system internal 12fwder vpc info

VPC role

Primary

N7y b X TFr XL
CiscoNexus N90OOv [X, A& > K7 & D Nexus9000 /~— R 7 =7 A A »F L [A4£IZ Ethanalyzer
ZHAR—FLET,
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