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HBEORA MBI 7=t L TEXF a7 R~ AFF v A MNEFORY o —%2 R LE
7,

s NI T4y Tu— LB AEEFRLC, 77y 7Y v 7 NORIBEER () v REE
A== TR )T a ) BRFELET,

c7u—arEEHLT, By b L= r2RIEBLOREFEL, BxDFTT7 4 v Tu—
Dtz For LET,

777V I TEITENT 7 a O V2R LET,

IPFIM U T 4 AL AR FDEERA O— K

Cisco NX-OS U U —Z 10.6(1)F LAF%, JEERMEREIC LV, KV FECo—W— 7 L K 7Z2fisE
BILOvamEE Rt s, ry b —27 OrEEER EOA A FembEESE5 2 &R
TEFET, ZHUCEY, Xy NT—7 OREZ LI BGEICERE] L TRk TE £, EEedkE
SIIRDO EBY T,

o [ O & AFROR 2 AL L £

o T—IEwA. LLANEEGAI4 (DN) ([ZHDIAE N TWE LTS, A v — RICfE5o @M
ELTEEND LRV EL, ZORENEENET

e source : IEEICIP 7 LA
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ok AT fhiokik
"nbmFaults": { "nbmFlowFaults": {
"attributes": { "attributes": {
"dn": "dn":

"'sys/rin/show/failts/donrdefailt/falts-[s-[47.20.20.9]-g-[233.1.4.255]1", | "sys/fon/shov/failts/comdefailt/flodailts-[s-{47.20.20.9-g-(23.1.4.25]]",

"faultDn": "faultCode": "2076",
"s-[47.20.20.9]1-9g-[233.1.4.255]1",
"faultDn":
"faultReason": "No Policer Avail",|"s-[47.20.20.9]1-g-[233.1.4.255]1",
"faultReason": "Policer resources
"faultResolution": "Please consult|exhausted. Configured TCAM max has been
documentation", reached",
"modTs": "faultResolution": "Review TCAM
"2025-04-01T16:03:15.175+00:00", configuration if needed",
"tStamp": "1743523395174" "group": "233.1.4.255",
} "modTs":

"2025-04-01T14:35:04.081+00:00",

"source": "47.20.20.9",
"tStamp": "1743518104080",
"vrf": "default"
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NAT Hij o> #5380 BAREAS NAT % O iR A B2 B2 7258127 7 — ha %
ITLET,

BRI B T
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nbmFlowFaults ‘FEEX G A7 2 = 7 ME, WHRIECH U b —of@E7e &, FrED 71—
T HEEICET AR AR L 9,

"nbmFlowFaults": {
"attributes": {

"dn":

"sys/nbm/show/faults/dom-default/flowfaults-[s-[47.20.20.9]-g-[233.1.4.255]1",

"faultCode": "2076",

"faultDn": "s-[47.20.20.9]-9g-[233.1.4.255]",

"faultReason": "Policer resources exhausted. Configured TCAM max has been
reached",

"faultResolution": "Review TCAM configuration if needed",

"group": "233.1.4.255",
"modTs": "2025-04-01T14:35:04.081+00:00",
"source": "47.20.20.9",
"tStamp": "1743518104080",

"vrf": "default"

}
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EEa—K EZEDIEA (Fault Reason) [EEfRIR
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TEEENOIAE L EEICET IERERM L £,

"nbmSenderFaults": {
"attributes": {
" dn " .
"sys/rika/show/ faul ts/dandefaul t/senderfaul ts-[sys/ntny/show/endpoints/don-defaul t/h-[47.20.20.9]-1f-0/g-[227.10.10.1]11",
"faultCode": "2001",

"faultDn":
"sys/nbm/show/endpoints/dom-default/h-[47.20.20.9]-if-0/g-[227.10.10.1]",

"faultReason": "Denied by sender host policy",
"faultResolution": "Review sender host policy configuration and modify if needed"
"group": "227.10.10.1",
"modTs": "2025-04-01T14:25:13.635+00:00",
"senderEndpoint": "47.20.20.9",
"tStamp": "1743517513635",
"vrf": "default"

}
ROFIZ, REEEE— N, TOHEM, BIOREEREE X A FITHE SN D RIRD U A
FERLET,
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nbmReceiverFaults BFHIXI R A7 ¥ = 7 M, HIEMESIR-CHEGEORERR &, AT 1 TREHIC
B D EE(CET A ERERM L E 9,

"nbmReceiverFaults": {
"attributes": {
ndn" .
"sys/ray/show/faults/donrdefaul t/receiverfadl ts-[sys/ro/sow/erdpoints/dondefault/h-[47.20.10. 1]-1£-436231169/s-[47.20.20.9]--[227.10.10.1] 1",
"faultCode": "1026",

"faultDn":
"sys/nbm/show/endpoints/dom-default/h-[47.20.10.1]-1f-436231169/s-[47.20.20.9]-g-[227.10.10.1]",

"faultReason": "No bandwidth currently available for receiver",

"faultResolution": "Please review flow policy if receiver needs to be stitched"

"group": "227.10.10.1",

"modTs": "2025-04-01T14:27:46.801+00:00",
"receiverEndpoint": "47.20.10.1",
"receiverInterface": "Ethernetl/47.1",
"source": "47.20.20.9",

"tStamp": "1743517666801",

"vrf": "default"

}
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FERLET,
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1026 BELY—NR—THHTES | LY== RT 4 v F T
HIENH D A THOMENDDLEAIE. 7
o— R —FHERLTLE
S

PIM /Xy T ANEE

nbmFlowIngressFaults & HXI A7V = 7 MX, VRF 27 %2 N OMESCES) /R A 4 —

T2 AERIRE, AT AT 70 —DASA B —T A AT A EEICHT AR TR
L FEF,

"nbmFlowIngressFaults": ({
"attributes": {
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ndn":
"sys/rion/ show/ faults/dom-default/flowingressfaul ts-[sys/non/conf/flows/domdefault/s-[47.20.20.9]-g-[230.1.0.1]1]",

"faultCode": "4230",
"faultDn": "sys/nbm/conf/flows/dom-default/s-[47.20.20.9]-g-[230.1.0.1]1",

"faultReason": "IIF is not part of valid VRF context",

"faultResolution": "Update VRF context on IIF if needed, then delete and
re-add DN in fault",

"group": "230.1.0.1",

"ingressif": "nullO_iif",

"modTs": "2025-04-01T15:07:15.248+00:00",

"source": "47.20.20.9",

"tStamp": "1743520035248",

"vrf": "default"

}
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"nbmFlowEgressFaults": {
"attributes": {
"dn"

"'sys/rian/show/ faul ts/dan-default/flowegressfaul ts-[sys/nan/conf/flows/dan-default/s-[47.20.20.9]-g-[230.1.0.1] /if-[eth1/47.1]]",

"egressif": "Ethl/47.1",
"faultCode": "4227",

"faultDn":
"sys/nbm/conf/flows/dom-default/s-[47.20.20.9]-g-[230.1.0.1]1/if-[ethl/47.1]1",
"faultReason": "Invalid interface IP on OIF",

"faultResolution": "Configure interface IP address, then delete and
re-add DN in fault",

"group": "230.1.0.1",

"modTs": "2025-04-01T15:06:59.738+00:00",

"source": "47.20.20.9",

"tStamp": "1743520019738",

"vrf": "default"

}
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ENFEA LT~ DN 2B LT
HEBNT
4231 HAA v B —T = A RIZ AV H—T A ATPIM %t
OIE-PIM #ERf 23 720 R LT, BEENSFAE L7ZDN
ZHIBR L CHEEBMT S
4252 FfZA B —T A ADVRF|VRF 25X A NEHEICL
ATXANRTY Y ME Y | TG, BENHAE L DN
VERTWET FHIBEL CHEBMLET
4277 HWhA B —T A 2D FEENFEA L7~ DN ZHIFR L
mroute clear =~ > K230 S | THEBMT 5
nNE L
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A3 —J x4 ADFERE

HA4 X2k : nbmEgressEvent

nbmEgressEvent HHLR G A7 V= 7 NI, WA V¥ —T = A4 ATORIRIEFEHE/RE DA
H—=T x2 A A LLOERIRDUC BT DR A ettt L £

"nbmEgressEvent": {
"attributes": {

" dn " .
"sys/nbm/show/notify/dom-vrf pmnl/egressevent-[vrf:vrf pmnl-INTF:Ethl/47.2-EGRESS]",

"egressinterface": "Ethl/47.2",

"modTs": "2025-04-03T08:12:36.338+00:00",

"notifyCode": "5301",

"notifybn": "vrf:vrf pmnl-INTF:Ethl/47.2-EGRESS",

"reason": "CRITICAL: egress bandwidth usage is at or above 90%",
"tStamp": "1743667956338",

"vrf": "vrf pmnl"

}
WDOFRIZ, HIA X b ZA AT D@ — FEZNICHIedT 28RO — %2R LET,

BHa—F pLicy=s)
5301 7 VT ¢ v IR F 228 90 % LA T

AH4A Rk : nbmingressEvent

nbmlingressEvent® Bk R A7 V= 7 ME, ANA X —T oA ATOFWIEFERRR EDA
B —T xA A LYLOMFEAPRGUICE T 2 A=t L7,

"nbmIngressEvent": {
"attributes": {

"dn":
"sys/nbm/show/notify/dom-vrf pmnl/ingressevent-[vrf:vrf pmnl-INTF:Ethl/42.1-INGRESS]",

"ingressinterface": "Ethl/42.1",
"modTs": "2025-04-03T08:16:11.366+00:00",
"notifyCode": "5302",

"notifyDn": "vrf:vrf pmnl-INTF:Ethl/42.1-INGRESS",
"reason": "CRITICAL: ingress bandwidth usage is at or above 90%",

"tStamp": "1743668171366",

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .



CiscoDAT A7 YYa—SavAFIPI7 T v OBE |

B oo —torxvimo

"vrf": "vrf pmnl"
}

RDOFIZ, ASJA N2 b AT LM — FEZUTHIRT 28BO Y 2 b 2R L%
TO

BHa—F pLi]=s)

5302 7T 4 J1b o NTJHISIER =23 90 %Ll BT

JAO—L—FDAR2 MO

JOo— JokE

N

nbmEvent

nbmEvent HHKIE AT V7 ME, 7u— L— ARSI LIVESE FE-7-8HA°0L
EVMEEBAEBHERE, 7a— L— b A XV MCETAEREEMLEL £,

"nbmEvent": {
"attributes": {
"dn":
"sys/nbm/show/notify/dom-default/event-[vrf:default-BW:s-47.20.20.1-g-225.1.1.1]",
"group": "225.1.1.1",
"modTs": "2025-04-01T14:09:01.530+00:00",
"notifyCode": "5304",
"notifybn": "vrf:default-BW:s-47.20.20.1-g-225.1.1.1",
"reason": "Rate below 60% of the configured flow policy",
"source": "47.20.20.1",
"tStamp": "1743516541530",
"vrf": "default"

}
}

WDOFRIZ, 7a— L—h AR F AT DB — REZIUIKIGET HEBO— &%
F<LET,

BHIaO—FK pLiche)

5303 L— FRERENTWAT7a— R Y o —0 100% 82 TV
\iﬁ—o

5304 L— IR ENTWSE 7 — R > —D 60% At T9,

vazZyvidaInf=A4R2k

nbmFlowEvent

nbmFlowEvent BRI A7V =7 M, Vo—RNERIZTobEYa=rrInfzesrlo
Ta—uabya=r s AR MIETAERERME L T,
"nbmFlowEvent": {

"attributes": {

ndn" .
"sys/nbm/show/notify/dom-default/flowevent-[vrf:default-FLOW:s-[47.20.20.1]1-g-[226.1.1.1]/oif-[Lol]]",

"egressinterface": "Lol",
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NAT A X2k

MNERTS

"group": "226.1.1.1",

"modTs": "2025-04-01T14:02:43.330+00:00",

"notifyCode": "5201",

"notifyDn": "vrf:default-FLOW:s-[47.20.20.1]1-g-[226.1.1.1]/0if-[Lol]",
"reason": "Flow provisioned successfully",

"source": "47.20.20.1",

"tStamp": "1743516163330",

"vrf": "default"

}
}

WDOERIC, 7an—abla=mr T ENTARY NOZ A FITRT D@ =a— R & FRIcks
THEBEO—-EERLET,

BHa—F pLi]=s)

5201 FERlicva— Futrya=rraShE L,

F—N—HYTRY)Toav ARk

nbmlInatOversubscriptionEvent & Bk 547 U = 7 M X, NATHIO R FEHIKIE 2SNATH O i 38iE
R THE TR EONATA—N—H T 27 VT a v 4 Xy MIETHIERERIEL £5,

"nbmInatOversubscriptionEvent": {
"attributes": {
ndn" .
"'sys/rkan/ show/not i fy/dan-default/inatoversuoscriptionevent- [vrf :defaul tpost _s—-[51.51.51.51]-post g-[226.1.1.1]-ingress]",

"group": "226.1.1.1",
"modTs": "2025-04-01T14:19:04.393+00:00",
"notifyCode": "5305",

"notifyDn": "vrf:default-post s-[51.51.51.51]-post g-[226.1.1.1]-ingress",

"reason": "Oversubscription: cumulative pre-NAT bandwidth is higher than
post-NAT bandwidth from the respective flow policies",

"source": "51.51.51.51",

"tStamp": "1743517144393",

"vrf": "default"

}
}

WDOFRIZ, NATA—NR—BT 2RI VT a9 A_XF XA TOEMa— REEFNICHINT D
FEHOY X MERLET,

BHa—F pLi]=s)

5305 F— NP F 27 Y F a3 NAT IO BREIES, Zh
Zho7 v —R U > —ONAT #OHIIE LV H K& W

HIHER—BA X b+

nbmEnatBandwidthmismatchEvent & #ixI 8247 2 = 7 M, NATHID 7 7 —&H8lE & NAT#% O
7 0 —#EOMICAR —E B DA 7 & D NAT #IEA — A X2 MZBET 5 A it
L/ i ﬁ‘o
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. KD/ R >4 (Failure Handling)

"nbmEnatBandwidthmismatchEvent": {
"attributes": {
"destPort": "O",
"dn"

Ssmthhﬂ@ﬁméﬁﬂ%m&mﬂdmmmﬁsatNﬁdﬁdﬁmt&ﬂﬁ1111&1g@%&2lp@%MUDmlfmgﬂ%lLl (OO0 egyess/AF-RH/A47.1]1"

"group": "226.1.2.1",

"modTs": "2025-04-01T14:02:44.123+00:00",
"notifyCode": "5307",

"notifyDn":

"rf:default—post s-[100.1.1.1]-post g-[226.1.2.1]-pre s-[47.20.20.1]-pre g-[226.1.1.1]-S[0]-D[0]-egress/if-[Ethl/47.1]",

"preGroup": "226.1.1.1",

"preSource": "47.20.20.1",

"reason": "Pre- and post-translation flow bandwidth mismatch",
"source": "100.1.1.1",

"sourcePort": "0O",

"tStamp": "1743516164123",

"vrf": "default"

}
}

WDOFIZ, NAT BIEIE R —BA X kN Z A TO@EHa— & ZCKHST2HBOY 2 L%

RLET,
BHa— K izl
5307 IEMARTT 5 L OVE S D 7 1 — BRI O R — 5

FBD/N> K1) >4 (Failure Handling)

CiscoDATFT 4T I Va—aBfIP 77 7Y v 7%, IRERNREELEZ YR — KM LT
Wk,

Vo7 ETFAAL v FORERC, +o0mRiERNFHAREChHIVUL, 22T 7 —X
&Y 74 %@éh&ﬁ‘SMﬂEmn7fﬁ T RAFA » MITUEMEPBEIN TS
72, VoI FERTIAAL v FOEENRKENT 74 v 7B EEZ2 52 L1130 FH A,

&wﬂWOSJJ Z10.6(1)F Tl XV CHMHMMREEE R 2 10T 5 RELB O JLRE
BEANEASHTVET, ZHuck by, EFEFIIEEFREDREIICEMR L, FEEORARINEZ
%EL\ﬂ#@*y%7~74ﬁ/~w%ﬁmbf%@ﬁ@@%@%%%ﬁ%i#o
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AFAT VY a—Ya Moy 2amIP 777U v 2712, ROFERH Y £9°,

cHHN—FRU =T SDINV—2)ZWHAL v T T AV TTANT I FYICBEHRZE
T,

« KK 100 Gbps DAR— MHET, SEIERF AT LA XDTr— R¥X v 2 MidrT
RARA > MR-t LET,
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T RTDOAFT 4T V—RE LI —REREMBTEET,
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Cisco NDFC Cisco Nexus Dashboard Fabric Controller A > A |-
TITU—RHAR
Cisco DCNM F > T A o ~ )L

Cisco Nexus Dashboard Cisco Nexus Dashboard

Cisco NX-0OS U U — R {E#H

AF 47 U U—A J— ~aT Cisco Nexus 9000 :
IP777Vvs

CiscoNX-OS Y7 bo =7 7o 77 L—FK

['Cisco Nexus 9000 Series NX-OS Software Upgrad
Guidel

IGMP A X—E > 7 L PIM

['Cisco Nexus 9000 Series NX-OS Multicast Routin
GuideJ

AF AT A —S VT s BDIP 777 v

[Cisco Nexus 9000 Series NX-OS Verified Scalabil;

NX-API REST

Cisco Nexus 3000 and 9000 Series NX-API REST SD!
API Reference (Cisco Nexus 3000 33 X OY 9000 v
REST SDK == —#% 74 K& API U 7 7 L > )
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https://www.cisco.com/c/en/us/td/docs/dcn/ndfc/1213/installation/cisco-ndfc-install-and-upgrade-guide-1213.html
https://www.cisco.com/c/en/us/td/docs/dcn/ndfc/1213/installation/cisco-ndfc-install-and-upgrade-guide-1213.html
https://www.cisco.com/c/en/us/support/cloud-systems-management/prime-data-center-network-manager/products-installation-and-configuration-guides-list.html
https://www.cisco.com/c/en/us/support/data-center-analytics/nexus-dashboard/series.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-release-notes-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-release-notes-list.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/upgrade/cisco-nexus-9000-series-nx-os-software-upgrade-and-downgrade-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/upgrade/cisco-nexus-9000-series-nx-os-software-upgrade-and-downgrade-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/multicast/cisco-nexus-9000-series-nx-os-multicast-routing-configuration-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/multicast/cisco-nexus-9000-series-nx-os-multicast-routing-configuration-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/scalability/cisco-nexus-9000-series-nx-os-verified-scalability-guide-1061.html
https://developer.cisco.com/docs/nx-os-n3k-n9k-api-ref/
https://developer.cisco.com/docs/nx-os-n3k-n9k-api-ref/
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https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/unicast-routing-configuration/cisco-nexus-9000-series-nx-os-unicast-routing-configuration-guide.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/unicast-routing-configuration/cisco-nexus-9000-series-nx-os-unicast-routing-configuration-guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/106x/config-guides/sys-mgmt/cisco-nexus-9000-series-nx-os-system-management-configuration-guide-release-106x.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/106x/config-guides/sys-mgmt/cisco-nexus-9000-series-nx-os-system-management-configuration-guide-release-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/qos/cisco-nexus-9000-series-nx-os-quality-of-service-configuration-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/qos/cisco-nexus-9000-series-nx-os-quality-of-service-configuration-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/troubleshooting/cisco-nexus-9000-series-nx-os-security-configuration-guide-release-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/layer-2-switching/cisco-nexus-9000-series-nx-os-layer-2-switching-configuration-guide-106x.html
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/106x/configuration/layer-2-switching/cisco-nexus-9000-series-nx-os-layer-2-switching-configuration-guide-106x.html
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A > C ip pim pre-build-spt force =~ > R & #HI2 L E 7,

ATy 74 PIM /Ny T T— R&EMHIC L %9 (noip pim passive 2~ > K&l H),

ATYTS AAvF VT =T EIX V=R T v 77 L—KLET,

ATYv7T6 IPFM DO TCAM I—bE V7 %#REL, AAf vFE2Vn—FLET,

ATvF1 NDFC%7 w77 L —KLET,

ATvT8 HHUTLHLEAIE, PIM & MSDP 2% E L £7,

ATv 79  IPFM ZANZ L ET (feature nbom =2~ > R&H)

ATv 10 CLI 72X NDFC Zf#ifH L TIPFM R Y > —Z M L 737,

AT9FT1M CiscoNX-0S U U—R92B3) LD U U —RIZT v 77 L— R L, NDFC Zfi [l L T\ 72 E1EL, IGMP
ABZT 47 OIF BN LT, 7R —%fENLT D720 IPFM 7 = —EREER L £ 7,

ATV FT12 U ALV MIET 2T XTOR— MEFHZLET,

NDFC [a] [+ SNMP H—/\— DL E

AA »F % NDFC A X VTIN5 & NDFCIE, A > F 5 SNMP k7 v 7 DixfF
HERHETED LI, RO TAA » F 2 HERIITHER L E 3, snmp-server hostdenm+-host-IP
traps version 2c public udp-port 2162,

oy hr—ZEHAZFE L TWAEAIE., ROTFIAIZHES T, AA v F 05 NDFC ~O ¢
ST LU £,
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IPFM D8 .

ATwF1 NDFC N AA v F 535 SNMP b7 v 7 &2FEFEIZZET HI21E. NDFC — 7 a 35 ¢

trap.registaddress=dcnm-ip underWeb Ul Administrator->Server Properties Z## L T, A A v 5% SNMP
NI THRETDHIPT FLA (3R A T A7 HADVIP Y FLR) ZIEELET,

ATV T2 ANV RREOHA. NDFC TRy 77— V(LS 472 pmn_telemetry snmp CLI 7> 7 L — h &M L

T, AA v FTIVELDSNMPRRE (Y —AA LV H—T oA AR E) e TE £9, FHIC VT,
(2L v FOTa— U] #5R LT EI0,

ATy T3 WKEZRF L, NDFC Z#HEE L £,

IPFM D& ik

AF 4 TENFTIP 777U v 7 KT AFIE APFM) 3. AT 47 VVa— g DIP 77
TV 7 LT BB R AT D IR K-> TR Y 5,

e AL Y—T FARuY

TN ET 2T AL T

AINA 2 )—7 AR DO IPFM DR

FIRDEE

ANA V=T RBATAA v FOIPFM 2K T 5 121%, ROFIAICHENES, ZOF—RT
B, ALY AL 9 F LY =T AL yFTRMT 27 4 7 B— FEAMICTEET, 20t
BEX. 77 7V v IO~ AF XX AN T7a—ty N7 v 7 ATV Ve ZAERIELE T,
EHD AR, AT 0 — B DB FE—F LET,

2L V=7 bRuDE, 777V v I/AOTe—%2 7Y a =T 572902, IPFM
& Protocol Independent Multicast (PIM) 35 & T~ Multicast Source Discovery Protocol (MSDP) %
FALET., 777U v 7%, PIMA/S—ZE— RBLUOMSDP CRHETHLERH Y £7,

15 H B HIIC
PIM #6E % A 202 L %9 (feature pim =~ > K& ),

OSPF =% v A b V—F 4 7 7a ha Lzl LT 5841, OSPF #EZ AN LE
- (feature ospf =~ > R&A# )

1. configure terminal
2. [no] feature nbm
3. (f£&) [no] nbm host-policy
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B =<2 u—3 rRoCo P oA

4. (f£5) {sender | receiver | pim}
5. (f£&) default {permit | deny}
6. LE) kowFaroa<wr FEALET,
s EEMEIARA N AU —DB4A ¢ sequence-number host ip-address group ip-prefix {deny
| permit}
e O —HNVZEHERA N R —D4  sequence-number host ip-address source
ip-address group ip-prefix {deny | permit}
« SMRZEE (PIM) AR A N RV o — D4 sequence-number source ip-address group
ip-prefix {deny | permit}
7 ({EE) [no] nbm reserve unicast fabric bandwidth value
8. [no] nbm flow asm range [group-range-prefixes]
9. [no] nbm flow bandwidth flow-bandwidth {kbps | mbps | gbps}
10. [no] nbm flow dscp value
1. ({£&) [no] nbm flow policer
12. [no] nbm flow-policy
13. [no] policy policy-name
14. ({£E) [no] policer
15. [no] bandwidth flow-bandwidth {kbps | mbps | gbps}
16. [no] dscp value
17.  [no] ip group-range ip-address to ip-address
18. ({£&) [no] priority critical
19. (f£&) [no] priority level <1-15>
FIIE D
FIE
OV RFERIETOVa Y B#
A5 w71 |configure terminal Ta— EREE— RERG L E T,
switch# configure terminal
switch (config) #
AT w72 |[no] feature nbm IPFM B§REL PIM 77 7 4 7 E— RE AT L &

switch (config)# feature nbm

T, ZHICEY, IPFM 7 7 7V v 7%, A=
=650 TR LT TFXY AN 70—
B TEE T,

feature nom =~ K& A1$5 L, kpa<w K
b HEWIZHEDC 2D 7,

» nbm mode pim-active

* ip multicast multipath nbm

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)



| ATF47ROIPI7TY Y OEN

R4 2 )—=7 FRA SO IPFM DR .

ARV FFEREETIVa Yy

E:)

* ip pim prune-on-expiry

« cdp enable

Zoavxry Ron BREERTLLE. ROoavxr
R2MEZhIZ 72 W $£97, feature nbm, nbm mode
pim-active, ip multicast multipath nbm, F X Wip
pim prune-on-expiry.

G¥)

R 7 A 51— R%&HEH L T Cisco Nexus 9504 35 &
9508 A4 » F D IPFM & B2 25613, =
NHEDTCAM A1 —t v 7 a~r REROIARF TR
EL, Ay Fa)u— RTH50ERH £7,
HeLE S D TCAM fili% 2048 T,

hardware access-list tcam region ing-nbm 0

hardware access-list tcam region redirect v6
TCAM-size

GE)

IPFM VRF 2R ET H580E, 77747 70—
FrvrYa = OHd IPEM VRF OfERE (63
=) R LT EEN,

ATvT3 (f£&) [no] nbm host-policy AA v FDOIPFM B A N R o —%FHELET,
11
switch (config)# nbm host-policy
switch (config-nbm-host-pol) #
ATvT4 (f£&) {sender | receiver | pim} FEEH., v — I NZEE, FI3MTZEH (PIM)
Bl D IPFM A A b WY —Z Ml L7,
switch (config-nbm-host-pol)# sender (ﬁD
switch (config-nbm-host-pol-sender) # 5:“7 )L FDIPFM A A N R f/‘-%ﬁ%ﬁﬁ—éﬁﬁ
2, RUNSH AH BRA NRY —%HIpRT 504
ERdH0 ET,
ATvT5 (f£7) default {permit | deny} IPFM R A R RY v —DF 7))V b TV va ik
B - FBELET, 774/ hTHE, 3FEHEOKANKY
: | SR RTHTENET,
switch (config-nbm-host-pol-sender)# default
permit
ATvT6 EE) KoOWFThrOa<wy REANLEY, | BEMNEZIIZEMNO 7 —%2FFa 3 20695

« EEMEA R —DA : sequence-number
host ip-address group ip-prefix {deny | permit}

MEfRELET,
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c B —HNVEEFEFRA LRI —DHE
sequence-number host ip-addresssource ip-address
group ip-prefix {deny | permit}

« WMEZAEE (PIM) 7R A N R U S — D4
sequence-number source ip-addressgroup ip-prefix
{deny | permit}

1 :

switch (config-nbm-host-pol-sender)# 10 host
101.1.1.3 group 229.1.1.1/32 deny

51

switch (config-nbm-host-pol-rcvr)# 40 host
100.1.1.1 source 145.1.1.1 group 234.1.1.1/32
deny

1 -

switch (config-nbm-host-pol-pim)# 50 source
101.1.1.1 group 235.1.1.1/32 deny

EEUB I — I NVZERORA N R —0D
ARARNIPT RLARIZIE, AL RI— K (0.0.0.0)
EANNTEET, UAIOU Y —ZATiX, AA MK
V—% AL v F DA B —T = A AT 2
7202, FAMDIPT RLABKET L, VA
W= REERT 5L, H—0ORELXHEHL T,
BEDIN—TETE~ A7 TwALFFx A b
TI 40T EEZELTNDTRTORA F &K
TXFEd, "AMIPT RLARO—DILZEHER
AR RY—=DIA NI — R THIHEE, V—
AIPT RLABLTA ) RKA— KT, ZOFIED
RBIZHDTA N RI— RREOHZSL T2
X,

ATy T1 ({E#) [no] nbm reserve unicast fabric bandwidth | = =%+ 2 s 7o —HIZ7 7 7V v 7 KR— FO#H;
value WiEOEESEZFHLET, IPFM 7 2 —&H#HIL, =
i - OWEEE 7e— ¥y T v AT, 2=
switch (config)# nbm reserve unicast fabric ﬂEv\?Z }\ ]\77/( “/7}5‘5‘[61‘3—’\“’(@777 U “/7
bandwidth 2 AHE =T 2 ATPHILET, ®PHIZ0~ 100%

T, T 74V MEIZ 0 T,

A5 w78 |[no] nbm flow asm range [group-range-prefixes] * GRS DIPFMASM 7 LV — 7§l A2 71 75 L L
Bl - £, 207 —THANO IGMP AL, V20
switch (config)# nbm flow asm range 224.0.0.0/8 )\if\:bi(*\ G3 ﬁﬂ)\?ﬁék?’fgéﬂiﬁ‘o %
225.0.0.0/8 226.0.0.0/8 227.0.0.0/8 K20 DT N—THEEERETEET, T 74400

T, ZA—7®AIIER I N TOEEA,
GE)
ZDavy RiE, AT AL VEBRTOHME
/G‘ﬁ—o
A5 w79 |[no]nbm flow bandwidth flow-bandwidth {kbps | mbps | Kbps, Mbps. %7-i% Gbps T 7 —,3L [PFM 7

| gbps}
1 -

switch(config)# nbm flow bandwidth 3000 mbps

n—HRIR AR ELET, YAR— FENDENT
7 — R 1% 200 Kbps T,

i T+ ME
1 ~ 25,000,000 Kbps 0 Kbps
1 ~ 25,000 Mbps 0 Mbps
1 ~ 25 Gbps 0 Gbps

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)




| *F«7RADIP 77Ty OER
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ARV FFEREETIVa Yy

E:)

ZF w710 |[no] nbm flow dscp value 71—V IPFM 7 11— DSCPE &% € L £7°, #i
- PHIZ0~63 T, WINnd7 m—PFM 7 12—
switch(config)# nbm flow dscp 10 7/1/-7°%E & g%t Lfcﬁl/\j}%/ﬁ\\ 43:\ 7 ANV }\ 254

17— DSCP N AIEE L & 70— B S v
R
ATv 71 | ({EE) [no] nbm flow policer T_RTCOIPFM 72— R U > —DR U —% %)
- EEEENCLET, KU S—3F T 4+ b CHR
; . . 272> CTWET,
switch(config)# no nbm flow policer
AT w712 |[no] nbm flow-policy Ta—Ito7a—#kiEE SR ELET,
1
switch (config)# nbm flow-policy
switch (config-nbm-flow-pol) #

AT w713 |[no] policy policy-name IPFM 7 m— AR U =2l L £, R —41
Bl - (TR KO3 T ORI TERETEET,
switch (config-nbm-flow-pol)# policy nbmflowl0
switch (config-nbm-flow-pol-attr) #

ATv 714 | ({£E) [no] policer RESNIZIPFM 7o — KU —DOR Y b —%F
- BhETITEIZ L ET,
switch (config-nbm-flow-pol-attr)# no policer T4V TiE, HEEELT7Te—I3EREL) —T7 T

NIV —%HHLEST BEHIORY T —%) <
NTFFx A NEEITLOBD AR Y —D A2 75
A, 7e—3BE T —T7 TR EINEYH A, BIfE
BEA—NR—F4 RTAH2iF, 7r—KJ I —THK
Y —2 NI TCEET, NP —DDEHZR->T
WAHEADT7u— R —ii—%T 57 —L,
R Y— U =2 WEINEE A,
GE)
FRENMEDO T RARA MRV FFI SN TWDHLL
FORERBELIELGEG. Xy MU= BMRGES
R WIRTEZ R < AIREMED B D 72, FHEHELS 2
Davy FEeHLEST, BHIRY =72 R0
FHEEEM LT, IPFMTY 27737 ShTn
DRV —npnTu—%L— MR LET, 4£
RNV P —ORGEIZET DT, AR Y I —
DRE] #ZHRLTLITZEW,

Z 5w 715 |[no] bandwidth flow-bandwidth {kbps | mbps | gbps} | =~ O R Y > —ic—FKT+5<LFF¥ 2 | FIL—F

1 -

(2. Kbps, Mbps, F7-1%Gbps T7 v —#ilkiE % 5%
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switch (config-nbm-flow-pol-attr)# bandwidth 10
mbps

ELET, PR— FENdE/h7 v —HigEIL200
Kbps T3,

i T4 ME
1 ~ 25,000,000 Kbps 0 Kbps
1 ~ 25,000 Mbps 0 Mbps
1 ~ 25 Gbps 0 Gbps
A7 716 |[no]dscp value RESIN N —T R BT 5 7 v —DR)D
i - Ry TOTRMS, 2 —ER 23— K RA v
A==
switch (config-nbm-flow-pol-attr)# dscp 10 b (DSCP) fﬁ%ux}ﬁ Li—aﬂo
A 717 |[no] ip group-range ip-address to ip-address ZORY —ZBEMT BTV D VLT Fr A b
i - IN—TFDIPT R AfHZEE LET,
switch (config-nbm-flow-pol-attr)# ip group-range
224.19.10.1 to 224.19.255.1
switch (config-nbm-flow-pol-attr)# ip group-range
224.20.10.1 to 224.20.255.1
ATFw 718 | ((£E) [no] priority critical RESNTWDOLILTF XY A NI N—TD7 VT ¢
i - A 7 v —DOEESENENAT T 222 LE4, Critical
N , | DR OESNANL T,
switch (config-nbm-flow-pol-attr-prop)# priority
critical
switch (config-nbm-flow-pol-attr-prop) #
ATv 719 | ({£F&) [no] priority level <1-15> HEH O~ LT F v AN TV —T O 71—

1 :

switch (config-nbm-flow-pol-attr-prop)# priority
level 1

ESEEN A, LV I~ISTHEINZILET, T 7+
U MEE lowT, ZhidtEr (00 TT, Kb
TIAFVT 4 THHY ET

il

WO TIE, VANVKEI—RHEAR R =DV TIREETLET,

switch (config)# nbm host-policy
sender
default permit

1100 host 0.0.0.0 group 224.1.1.1/32 permit

receiver
default permit

1100 host 0.0.0.0 source 0.0.0.0 group 231.1.1.1/32 permit

<< Sender wildcard

<< Receiver wildcards

switch (config)# show nbm host-policy applied sender all

Default Sender Policy: Allow
Applied WildCard host policies
Seq Num Source Group

Group Mask Action
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AL UBEBELVY

FIRDEE

251 vskvy—7 24 vFormoiz |

1100 0.0.0.0 224.1.1.1 32 Allow
Total Policies Found = 1

switch (config)# show nbm host-policy applied receiver local all
Default Local Receiver Policy: Allow

Interface Seqg Num Source Group Group Mask Action Deny counter WILDCARD
1100 0.0.0.0 231.1.1.1 32 Allow 0

Total Policies Found = 1

RDZBRY

PIM D% E

MSDP D# &

T7 TV IRBIORARN A U H—T 24 ADRE
IPFM VRF OfERL (62 ~—)

IPFM 7 & — DFT.

—J RAAYFDPIMDEKETE

A2RA ) =T "R TARL VBN —7 24 v FOPIM ZiRET HIZIE. IROTFIE
IZHEWET, REIZ. T_XTO/—RTRIUEUTHILERHY £,

1R BRI
2R v Y—7 ARV D IPFM 2R E L £7,

1. configure termina

2. ip pim rp-address rp-address group-list ip-prefix

3. ip pim ssm range none

4. ip pim spt-threshold infinity group-list route-map-name
5. route-map policy-name permit sequence-number

6. match ip multicast group policy-name permit sequence-number
7 interface interface-type sot/port

8. mtu mtu-size

9. ip address ip-prefix

10. ip ospf passive-interface

11.  ip router ospf instance-tag area area-id

12. ip pim sparse-mode

13.  ip igmp version number

14. ip igmp immediate-leave

15. RPA U H—T A AEHFELET,
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F gD FEH
FlE
AV RFERETI3Y B#Y
Z5wF1 |configure terminal ra—\)L a7 4 Xz lb—3ay e— ARG
i - LET
switch# configure terminal
switch (config) #
25w 72 |ippim rp-address rp-address group-list ip-prefix VAT F AR T— TP, PIM AL T o v
Bl - JRPT FUAZRELES, A ITRP &L
switch(config)# ip pim rp-address 1.2.1.1 TE&E?‘@M%#}? D i'@do 7/1/?0; ‘X/\o/]) T/@F}ﬁ
group-list 224.0.0.0/4 T, TRXRTOARANR, % =T RNy T A F—
Tz A ATHRESNZFCIP 7 N L A% £ RP
ELTRETDMLENRDH D £,
AT w73 |ippimssm range none EEMNT 7 4y 7 AL CJBITHEEIL, 7r—
Bl BIEDRIEE WS L ET
switch(config)# ip pim ssm range none GE)
SSMZ7 77V w7 ChHl&EfEYR— SN TEH
V., ZOa=y NESSM 2B LEH A,
2w 74 |ippimspt-threshold infinity group-list route-map-name | fs E S u7=L— b < v 7 CEZINTND T L—
i - T TVT 4y 7 AR LT, IPVAPIM (*,G) HKHE
switch (config)# ip pim spt-threshold infinity 0);%%E?ﬁﬁil/zf7fo
group-list mcast-all
AT w75 | route-map policy-name permit sequence-number N—hwy a7 s ¥al—ary T— NaH
15'] : ﬁél\ Liﬂ‘o
switch (config)# route-map mcast-all permit 10
switch (config-route-map) #
Z w76 |matchip multicast group policy-name permit BESNTIN—TIZ—%LET, V»—h~vv7
sequence-nurmber J—7 T KL A IPFM 7 11— ASM #iH 7/ L —
1 - FTRLALE B LTWAZ L 2HABLTL 2
switch (config-route-map) # match ip multicast [
group 224.0.0.0/4
A3 w7 | interface interface-type slot/port BEFBA LA —T e REHELET, A —
B - T A AT 4 FXalb—TarET—RERHAL
switch (config)# interface ethernet 2/1 gi?ro
switch (config-if)#
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ARV RERETIOaY E]:p]
AFw S8 | mtumtu-size Cx R NTT 4w EYR— T AEMIUYA X
Bl ERELET, TRCORANBLEOT 7 7Y w2

AVH =T 2 A ATHRETDHDLENDHY 77,

switch(config-if)# mtu 9216

AFw 79 |ipaddressip-prefix DA E—T A ADIPT RLAZHRELET,
5 -
switch (config-if)# ip address 10.3.10.1/24

25 710 |ip ospf passive-interface A H =T 2 A ALTU—T 0 VT REHF I NRWN
Bl - LolcLEYd, Zoavwr RikosT, V—FF7z

IZVRF 2~ KE— FOFREN EZEEZ S ET,
OSPFZ, WA MUDA v H—T 2 ATDH/Ny
AFTENE T, ZOMEIL. = FARA B
AVHE—T 2 ATOHMBETHY, 777V v
AHE =T 24 ATIEHMLELY TH A,

switch (config-if)# ip ospf passive-interface

25w 711 |ip router ospf instance-tag area area-id A H—7x2AATOSPF Z#HMLET,
i
switch(config-if)# ip router ospf pl area 0.0.0.0
A7 712 |ip pim sparse-mode A VB =T 2 A ATPIM A/X—2R F— R& A F—
i) - T L ET,
switch(config-if)# ip pim sparse-mode
Z 7w 713 |ip igmp version number T RRA U b A H =T = A A TDOIH IGMPV3
5l - Sy b DY E— M AR LET
switch (config-if)# ip igmp version 3
ZT7w 714 |ipigmp immediate-leave TV RRA Y b A H—T = A ZFEFIT IGMP I
i - iR 2 3 E L £,
switch(config-if)# ip igmp immediate-leave
ATYT15 |[RPA LV H—T oA AGFEELET, RP A X —T7 A ADIP T RLANPKAINA
i - AL v FTRILTHD Z L xffEd L T2,
switch(config)# interface loopback0 (EE)
ip address 1.2.1.1/32 TOHREIF. A AL TFTORASTLE
ip router ospf pl area 0.0.0.0 +

ip pim sparse-mode

ARIN 2 R Ay F T MSDP DEETE
ANRA v V=T AR Y TANRAL A v F O MSDP #ZHET HI21E,. ROFNEIZHEWF
KR
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ATATAOIP 77T vy oM |

G¥) MSDP . ASM &AM T 2~ T A, VIEB COLMIETT, o T A1 R
TlX, MSDP IZMEH D £H A,
1R BHIIZ

MSDP HHEZ AN LEd (feature msdp =2~ > K&

-—

configure terminal

N

AHERELET,
ip msdp originator-id interface

NoO o AW

FIE

ANRA Y AL T TMSDP By a VAN TDHL V=T NNy T A X —TxA

ip msdp peer peer-ip-address connect-source interface

ip msdp sa-policy peer-ip-address policy-name out

route-map policy-name permit sequence-number

match ip multicast group policy-name permit sequence-number

ARV RFERERTI VA Y

=)

R w 71 |configure terminal JTa— ) a7 4 X2 b—3ay B— FEELG
I LET
switch# configure terminal
switch (config) #
RTYT2| ALV AL v TR TMSDP &y ¥ a VBT | A, 2 A4 v FHITMSDP & v a U &R L
DEINN—=T Ry I A F =T A AERELE | ET,
?—O
{5
interface loopbackl
ip address 2.2.3.3/32
ip router ospf pl area 0.0.0.0
ip pim sparse-mode
R 73 |ip msdp originator-id interface Source-Active (SA) AvtE—Y T hUDRPY 14—
i - WVETHREND P T FLAZBRELET,
switch(config)# ip msdp originator-id loopbackl
R Fw 7 4 |ip msdp peer peer-ip-address connect-source interface |MSDP 7 #Z&E L TET IP 7 RL A EELE

1 -

¥
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ARV RFEREET7TOVa Y Be
switch (config)# ip msdp peer 2.2.1.1
connect-source loopbackl
R 75 |ip msdp sa-policy peer-ip-address policy-name out FKESAAvE—VON— <y R o—% A
Bl - R—=TMILET, 774N TR BESNLDSA
( .
switch (config)# ip msdp sa-policy 2.2.1.1 A v vz (3 ﬁ{ﬁ#@ ﬂé{mjﬁﬁ)aihijﬁ
msdp-mcast-all out
R T w 7 6 | route-map policy-name permit sequence-number N— vy a7 X¥al—> a3y F— REH
15“ : ﬁé\ I/ij‘o
switch (config)# route-map msdp-mcast-all permit
10
switch (config-route-map) #
Z - 7 7 | match ip multicast group policy-name permit eI N—TI—&H LET, b —F vy

sequence-number

1 -

switch (config-route-map) # match ip multicast group
224.0.0.0/8

7w~77bvx#HmM7n~A&A g 7 L —
TTRLALE—FHLTWDLZ 2R LTLEE
,

BEIBLER—RDT7O—

IPFM BN ~— 2 D7 o —iEEIL., FFEDEER 7 v —F - 3EmBLIEM O 7 v —
BN RS LI

BT 2 A+ EERIERL DIV 7 1 —

-5

LT\\Jlgw),/,X_%MTﬁ%é

RO CRBE AT E 73R — 2 feh T o4 7 a 2R L 97

ZOTIvaviE, BEOavy Rl THIEIENE T,
L7eRo T, mBEIRf O 7 v —,

Wiba LTI IZE0,

HBELENENT R — A D 7 1 —HEEE D
LaR— k. FE7213 Join 2VHERE

=l

YR—FLTWVWABI AT ACRIE L, AT LN OIF £721X IF OFIKIEE 721ZRY +— U

Y — XA THRIFRIBIZ 22 5 & | AR SRIRALO 7 1 — :%ﬁ’%ﬁ FOVES, ARBELNRALO 7 7 —i3,
RIS U T L= T E3, BRI 7 v —ITkE L, @il & 3 a3 2 72 O IT B2
G 2 R 2 7o I, IR ENANL. D 7 v — B A 520 DA/, £ ORRIEIZ EE-S T

FNEIZ 22> TR Y, EIBIENL L1 0 >

IPFM 1L, 7 v —OeiaF 71X
RAELFET, L, IGMP 7 aE X5
FERT B L&

LIRED |
FEICOWTIE, mESEIANL 7 v —AMEESNERL 7 v —

2 UT 4 INOFE ) mERIARL T v — OB IR A

@_ﬁ%%uv«wlwwkﬁbiﬁo
KIFTHBLESEML T,

BRIEMLE LTSN 7n— 8T 52 L%

IPFM MESRIEN. IR T a—D—§ & a7 77 4 712k U<, BEIELLo

N7 —OBEET T EEERLET,

TSAFYTF 4 R—AO 7 O—#EEDOBEME

#ﬁﬁ774ﬁ)74ﬁ~X@7D~%
R

Z OWERE A BN T DI

X, T 7 40 P TIRENIC > TWET, T OHRE

Zi%. nbm flow impact-low-priority =~ > R&H L £,
X, Zoa<r Fono BEREHEHL £,
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B ErEi~—2070—0RECET 254 K54 L LHHEE

BRIEHR—ZADOTIAO—DFREICET 204 K54 2 LHINEE
2T FEMARERNAM AN — A0 7 v —FEIEAT DA R A o LHIRFEEIC OV TR
LET.

1)) —R T EDHREY KR—
J1y—2x HREDEREA

9.3(x) Vo779 y7, MRaYZERE@EM (TCN) |
IV T4 v ADOEFERED Ry F T —
7 A~y M, MRIBIZEE A% 17 7-7 0—
DFFRPF #FATLET, DO, 7 VT4 H
IV SENEAL D 7 1 — Z S S TR RPF
RO, 0% TEEIRR DKW T 7 —I|Z
TIEALET,

105 (2) F BRI ~N— 2 D7 a —He I A4 E 7= 131
MM TEET, ZOHREIZ, vV F LULE
FelEfr, >FE v | EERIEMEe (0) EELIA
MLVl ~15 %Y KR—FLET,

ISSD & ISSU
o BERE DB LRIEN _N— 2D 7 o —|%, #EEIED (ND) ISSU 0 AR—F L THER A,

*10.5Q)F LV aid Y U —AZxt LTISSD #3473 DaNcid, k-3 XCco~vLF
LU SENAR 2 HIBR L, BENAM R — A D7 v —HRE &2 NI LT 7280y,

HiR— b Shg L iae
BRI _R—2A D7 r—(X, PIM /Ny ¥ 7 E— R TIIHR—FSNEFA,

BEIBEZOEBEVW I O—IZx L TEBEIBEZOE W A—ARIZTHE

T a— | ZIXEIEBENEM M b ET, L. 7 u—OEENEN AT FiEIL, T e —0FE
SENECIHEREN B MERI N VN ) Z &0, EFEIERL-VLOERIEMN DN ERZRSNTNENE
IMZESTRRZVET, OB a T, ZIVT 4N RT7Te—RERLI-LEIZ, B
SENBRL DR T 1 — S BSEIEMI L~V 1 ~ 15 DN ED X HITHEEZ T AN OV T L E
7,

ANFELITHA, FFREmGTOA v Z—T = A THEIBIEDN/ NS WSS 72038 —0374
WA, BRIBMLOKRW T v — 3B L2 2T £,
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F5 4407 4 ~—2 7n—siaotEs |

\)

GE)  SVI7ua—Zid, ROFA RIA v EHIKFEND Y 3,

 BERNEN DOIRN T 0 — N FELRWES, SVIEAD Ay b, 2=y b, AT A A, F
7713 UMNAT 7 o — 385 < 1+ 9,

« SVHIIRBESEIANL 7 0 = AHE L 2 WGE, T ToRr Yy b 2=y b, FLEFEATA
A2 DFAOARMESENERL 7 v — DB A T £7,

151
ZIZTIE. 7 VT 4 VIR RIENC ST A MER S L, BEOEINEN AR 7 a—of)
ICOWTHBHLET, ZofITIX, —EDIZ UT 4 A7 a—Zxnt b0, RESN

TESENENEAR E D K D _E”E“fx FHmERLET,

RDOLF ) ATIE, BFRINAG 05 LOMESEIARL 1 O 7 v — CHREIEAEVIRI- S TLE S 72
D KO EWESEIEN. O 7 v — ST 2 ERH D 7,

BN SAE LT B RNERL OBV 7 v —13 225.3.3.1 T9,

TSAF4 |HEiE | BEIEG | HEE | BRIRG2 | FEE | BRIRE | HEE
V740 20T+«

AL
225.1.1.1 |10 2252.2.1 |40 225.3.3.1 | 160 225.64.64.1| 160
225.1.12 |20 225222 |50 225332 |20 225.64.642|110
225.1.1.3 |30 225.2.2.3 |100 225333 |10 - -

R T DN DR T v —X, 225.1.1.1, 225.1.1.2, 225.1.1.3, 3K 1225223 T,

WIZ, ERNEAL O @7 1 — 225.64.642 [ZRHET 2 M ERH Y £9°, ZOFRIK, BIELNAEN 7
o— L R AR R 2 R L TV E T,

T4 4 |wEE BB | FriginE BEIERL 2 | FriginE BEIEGL | FiEE
740 20T«
AL
- - 22522.1 |40 225.3.3.1 [160 225.64.64.1 [ 160
- - 225222 (50 225332 (20 225.64.64.2 [ 110
- - - - 225333 |10 - -

HESNANT L~ &l TR IR I C SV SOV T U A TR BEZZIT 57 r—iF
22522.1, 225222, BEU225332 TT,

TSAF )T 4 R—R 7 O—HITHDERAP
ZhiE, = AF LN TFITAF VT o Ta—0FTT,
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switch (config-nbm-flow-pol-attr-prop)# priority ?
critical Critical Priority (Highest)

level Configurable levels

switch (config-nbm-flow-pol-attr-prop)# priority level ?
<1-15> Priority level

R TIAF YT 4 L ORERRGITT,
policy iptv
bandwidth 10 kbps

ip group-range 225.1.1.0 to 225.1.1.255
priority level 9

27TV BEVRAMA VA —T T4 RADETE

DB arOCLlavwy REFHALTTZ 77 Vv I ERAN A U H—T o AT
57, NDFCZfFERALCINLOEkasHEi Yoy a =7 TEET,

)

GE) U FRRAV P ~DLAY3INL—T v RR— 2T 288D LE7,

27TV AR —T A RERTET S

BV—T AL v FTIT 7TV I A BZ—T oA AZRETIHLERHY £, 2O H—
TxA AL, V=T AL v TFNH AL 2 AL v TFIZBELET,

)

CE) AT A4TDOIP 777V w7 N AT ADB TAT 47 70— TEx5L9127 %5
AT, WAN Y o7 Tiand

FIEDHE
1. configure terminal
2. interface ethernet slot/port
3. ip address ip-prefix/length
4. ip router ospf instance-tag area area-id
5. ip pim sparse-mode
6. no shutdown
FIED F%HH
FIE
ARV RFERRETY a3y B#J
A7 71 |configure terminal 7u—VEGEE— RaBia LE T,
f
switch# configure terminal
switch (config) #
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ARV RFEREET7TOVa Y Be
R 7w 7 2| interface ethernet slot/port T TV I A E =Tz f A2 N L H—
il - T A AREET— REHELET,

switch (config)# interface ethernet 1/49
switch (config-if)#

R T 73| ip address ip-prefix/length IDAE =T 2 A AZIPT RLABIOH 7R v
Bl R~ A2 & S TET,
switch (config-if)# ip address 1.1.1.0/31

R 7 4 |ip router ospf instance-tag area area-id OSPFV2 A VARV AB IR Y T v H—T =
Bl 4 AEBMLET,
switch(config-if)# ip router ospf 100 area 0.0.0.0

R 5y 75 | ip pim sparse-mode BAEDA v H—T =4 ATPIM A/X—A E— K%
f A X =T M LET,
switch (config-if)# ip pim sparse-mode

Z 5 7 6 | no shutdown A B =T o A% A F—T M LET,
fl

switch (config-if)# no shutdown

LAVIRARALUE—T T4 ADETE

FV—=T A, o FTLAYINL—T v RHRAMS LV H =T 2 AZRETIDNERDH Y 97,
DA HE—T A RF, V=T AL v TFNLT L RRA 2 MIBE#ILET,

FIRDEE

configure terminal

interface ethernet slot/port

ip igmp version 3

ip address ip-prefix/length

ip router ospf instance-tag area area-id
ip pim sparse-mode

ip ospf passive-interface

ip igmp immediate-leave

no shutdown

©OeNDAABWN=
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ARV RFERFTIaY

=)

ATy T

configure terminal

1

switch# configure terminal
switch (config) #

Jua—/ LR EET— R L £,

ATvT2

interface ethernet slot/port

1

switch(config)# interface ethernet 1/1
switch (config-if) #

RARMAVHE—=T 2 AR M) A F—Tx
A AREET—FREfEELET,

ATvT3

ip igmp version 3

1 -

switch (config-if)# ip igmp version 3

IGMP X"— g V& 3 ICRELET,

ATy T4

ip address ip-prefix/length
f

switch(config-if)# ip address 100.1.1.1/24

IDAE—T oA AZIPT FLABLOY 7Ry
bR &EYYTET,

ATy TH

ip router ospf instance-tag area area-id

1

switch(config-if)# ip router ospf 100 area 0.0.0.0

OSPFV2 A Y AZ U AB L PRV TIZA HF—T =
A Az BMLET,

ATvT6

ip pim sparse-mode

1

switch(config-if)# ip pim sparse-mode

BEDA A —T 2 A ATPIM A/ N—Z E— K%
A X—=TMZLET,

ATy T1

ip ospf passive-interface

1

switch(config-if)# ip ospf passive-interface

A B —TxAAALETA—F 4 VI REHF NN
kol LFEzd, Zoavwr FitkoT, V=4 %
IZVRF 2~ K E— RFOREN EEXINET,

OSPF |X, RA MUDA o X —T = A A TDIIN
VAWZFEITEINET, ZOMRKIL, = RARAL b
AVHE—=T 2 A ATOHBMETHY, 777V v
A B =T 2 ATIEMLEDD FTH A,

ATvT8

ip igmp immediate-leave

1

switch (config-if)# ip igmp immediate-leave

AA TN, TNA—TIZHET 5 Leave A vE&—T D
ZE%, 2B VTF Y A N V—T 4 T T—
TN T N—T T F) RHIBRCTE S L9 LFE
‘é‘o
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SRRk fv8—Tr42CLAv252RTS [

ARV RFERETI Va3 B#)

A7 79 [no shutdown AV HE =T o A X—=T I LET,
1 -
switch (config-if)# no shutdown

SVIRX b

AB—TIARATLAV2%ZEIRT D

KV =7 AL v FTSVIHRA P A U F =T =2 A ATV A Y2 ERETDLEND D F
T, DA E—T oA RF, V—T AL vFNLT RNRA Y MIBEIL F1,

FIEDHE
1. configure terminal
2. feature interface-vlan
3. vlan vian-id
4. exit
5. vlan configuration vian-id
6. ip igmp snooping
7 ip igmp snooping fast-leave
8. exit
9. interface vlan vian-id
10. (%) ip igmp version 3
11.  ip router ospf instance-tag area area-id
12. ip address ip-address
13. ip pim sparse-mode
14. ip pim passive
15. ip igmp suppress v3-gsq
16. no shutdown
17.  exit
18. interface ethernet port/slot
19. switchport
20. switchport mode {access | trunk}
21. switchport {access | trunk allowed} vlan vian-id
22. no shutdown
23. exit
FIEDEEH
FIE
ARV KRFERETIVaY B#
7w 1 |configure terminal Ta— VB EE— REBELET,

&1
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aAv U RFERET7TIVaY B#)
switch# configure terminal
switch (config) #

R w72 |feature interface-vlan VLAN A > % —7 = A AOVERE BN LET,
£l
switch (config)# feature interface-vlan

ATwv 73 |vlanvian-id VLAN ZfEp L E 7, #iPHI%2~3967 T7, VLAN
i - 11Z7 74 /L~ VLAN Th v | {ERRCHIBRIE T &

. . FH A, VLAN OFEMIZOWTIE,  [Cisco Nexus
switch(config)# vlan 5 N .
switch (config-vlan) # 9000 > —ANX-OS L' A VY2 AA o F LV ITREN

A4 R] 22 L T &N,
ATy T4 |exit VLAN &— F&H&TLET,
i -
switch (config-vlan)# exit
switch (config) #
R w75 |vlan configuration vian-id EEIZ NS AVER L2V T VLAN 23 ETx %
- Lol LET,
switch (config)# vlan configuration 5
switch (config-vlan-config) #
A7 76 |ipigmp snooping FFED VLAN DF A ZTIGMP A X —E 7 %
K AL ET, IGMP A X —E' 2 7 OFFHIC DU T
. . . L . L. [CiscoNexus 9000 2 U — A NX-0OS < /LT %+
switch (config-vlan-config)# ip igmp snooping . e . .
AN N—T 4 U TEETA R #B5RLTLES
AN
Z 5w 77 |ipigmp snooping fast-leave IGMPv2 712 2L DA Ak LaR— M A 1 =X
Bl - LDT=ZDIZ, FIZRIJIZEBN T & 72V IGMPV2 AR A K

. o o . ZYAR— M LET, @mEBLERENRYGE . IGMP
switch (config-vlan-config)# ip igmp snooping .
fast-leave VAN '7317 j:\ % VLAN T‘—‘ I \—Tﬁff‘)béﬂfl/—\h

ARMIOETFThHDLERRLETST, 77411
X, +_XT?D VLAN TF 4 E—7 L TT,
ATv78 |exit VLAN 27 4 Fal—var =R TLE
11 EE
switch (config-vlan-config)# exit
switch (config) #
RTwv 79 |interface vlan vian-id VLAN A 4 —T = A Z&ER L, A v 4 —7 =

1

switch(config)# interface vlan 5
switch (config-if)#

A AT 4 FXalb—rarT—FERBLET,
FPHIL 2 ~ 3967 T,
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SRRk fv8—Tr42CLAv252RTS [

ARV FFEREETIVa Yy

E:)

ATv 710

(f£%&) ip igmp version 3
1 :

switch(config-if)# ip igmp version 3

IGMP X—V a2 VA 3IZERELE T, IGMP/X—T =
VIBEALTCWAEAIL., Zoavr RE AL
7,

ATvIN

ip router ospf instance-tag area area-id

1 -

switch (config-if)# ip router ospf 201 area
0.0.0.15

OSPFV2 A V AZ LV ABINRZY T, F—T =
A AEBIMLET,

AT T12

ip address ip-address

1 -

switch (config-if)# ip address 192.0.2.1/8

DA E—T A ADIPT RLAZEHRELET,

ATy 713

ip pim sparse-mode

51

switch(config-if)# ip pim sparse-mode

BEDA 2 —T 24 ATPIM AX—RX T— K%
A F =7 LET, PIM AX—E 7 DFEMIC
DWW TIE,  [Cisco Nexus 9000 ' J — &X' NX-0S ~
NFXX A N—TFT 4V TRETA K] #5RL
TLIEEW,

ATy 714

ip pim passive

&1

switch (config-if)# ip pim passive

FTNRAANA L H—T 2 A A FETPIM A vE—
EERELEYD, ZOA U H—T = A A% L THLOD
TRAANLDPIM A v E—V%EZIFANTD L
NI S LET, RV, T34A R IRy b
T —2 FOME—D PIM T /34 A THDHERRL,
4 ~_T? Bidir PIM 7 /L — 7 #iHDOIRENL—F —F
JOBEZ74+ 7 —2—L L THREL 77,

ATvT15

ip igmp suppress v3-gsq
11

switch (config-if)# ip igmp suppress v3-gsqg

JL—Z N IGMPv3 Leave L R— F & ZE L7 & XI|Z
T Y BRAERLBNEIICLET,

AT 716 |noshutdown RV —PWN—R =27 R —&—HT5H A
Bl - H—T 2 A ABLORVLAN DT —%2 7 VT LF
switch(config-if)# no shutdown —;io ‘:03:!’7\/ ]\OL:J: V)“ 2 UO:/% a7 :j e

TNITCE, R— BT v 7 TEFET,

GE)

Zoawy Rk, BiowATFXy AR avwr K
AR LTEBIZOBEA LT 7ZE0,

AT v 717 |exit VLAN 2> 7 4 Xal—3 a3y B— REKRTLE
15'] . j—"

switch(config-if)# exit
switch (config) #
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ARV FFEREETIVa Yy

S

ATy 718

interface ethernet port/slot

1 -

switch (config-if)# interface ethernet 2/1

A —FRy M A F =T AEHRELET,

A7 719 |switchport AE=T a2 AA A AV2A L Z—T A RAEL
1 - THELET,
switch(config-if)# switchport

R w720 |switchport mode {access | trunk} WKONT IO T g E iR LET,

1 -

switch(config-if)# switchport mode trunk

access : f VA —T A A% FERT XTI, X
7L, YU UNAVLAN LA ¥ 2 A v X —T oA
AELTHRELET, 77BAR=FZE, 150D
VLAND 77 4 v 7 P F & aETEEST, 77
tTAR—NE, F7+/L T, VLAN1 D 5
T4y EEZFELET,

trunk : f VX —T7 =2 A& LA ¥2 T KR—
FeLTHRELES, T2 A—HME, R
Y7 TIOUEDVLANWND v T 7 4 v 7 %
fRET&EE9, (VLANIZ, T 77 VLAN U
A MIESNTWET, )T 74V FTIE, FF
JAF—=T 2 A XTTXTOVLAND N T 7 1
7 EARIETEET,

ATv7T2An

switchport {access | trunk allowed} vlan vian-id

1 -

switch(config-if)# switchport trunk allowed vlan
5

WKDONWTNDDL T a o ERER L ET,

access : DT IV EAR—NTHINT T 4 v Ei5E
75 VLAN Zf5ELET, Zoavr Re AL
WA, T 72 A R—KMEIVLANL 7ZIFCThT
T4 v I ERELET,

trunkallowed : N7 27 £ V2 —T7 = A ADFHFA]
SN VLAN #fELEd, T 74/ b TiE. b
G0 A B =T 2 A A LEDOTRTD VLAN (1
~ 3967 33 L TN 4048 ~ 4094) NFRTSHET,
VLAN 3968 ~ 4047 1%, W TEHT 57 7+ /v b
THFHENTWVWS VLAN T,

ATvT2

no shutdown

&1

switch (config-if)# no shutdown

RV —PN—=KRo=7 R ——&KT5HA1
=T 2 A ABLIONVLAN D=7 —% 27 U7 L%
T, Zoavr Nk, RVv—7arsv
TRGATTCE, R— MR T v I TEET,

ATvT23

exit

51

Ao B —T A AALT 4 F2lb— gy F—F
ERTLET,
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AR RFEREEFT7TIVa Y S

switch (config-if)# exit
switch (config) #

B—F2a15 A4 YyFD=6HD IPFM 1K

P77 7Yy 7 hBELIED, AA v F TIPEMEEREA BN T HMENRH Y £9°, IPFM 4
BRICED, 777V v 7 IZEETHHIEE BEINIHEEHEE N E SR CIZRDZ LN
FRAES N E T,

B—DFY 27— AA vFOIPFM 2T 51203, ROFIEIZHENET,

IR BRI
PIM FEBE 2 A 7%0Z L £ 4 (feature pim =2~ > R &f# ),

OSPF =% ¥ A M L—FT 47 7ua barzHA L TWAEAIX. OSPFHREEZ A4 LE
9 (feature ospf =~ > K&fEH) |

FIEDHE
1. configure terminal
2. [no] feature nbm
3. [no] nbm flow bandwidth flow-bandwidth {kbps | mbps | gbps}
4. (f£&) [no] nbm flow policer
5. [no] nbm flow-policy
6. [no] policy policy-name
7 (&) [no] policer
8. [no] bandwidth flow-bandwidth {kbps | mbps | gbps}
9. [no] ip group ip-address
10. (f£&) [no] priority critical
11.  [no] ip group-range ip-addressto ip-address
12. ({£&) [no] priority critical
13. (f£&) [no] priority level <1-15>

Flgn

Fig
ARV KRFERETIVaY B
ATy T1 configure terminal 2 u— LB EE— A LE T,

51

switch# configure terminal
switch (config) #
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B 2—=02521070:00 PR

ATATAOIP 77T vy oM |

ARV FFEREETIVa Yy

S

RF w2 |[no] feature nbm IPFMBEREZ AN LEd, ZOMREEZENICT 2
B - Zid, Zoawr Fono BREMA L ET,
switch(config)# feature nbm (EE)

R 74 v 71— RZ&H5# L7z Cisco Nexus 9504 35 &
9508 AA »F O IPFM % HEZhIZ T 5 I2i%,. Zi
HDOTCAM B —b v 7 a~ > RERONER CTRIE
L. AAM v F&YVrn— KT H0ERHY £3, #
X5 TCAM 1T 2048 T,
hardware access-list tcam region ing-nbm 0
hardware access-list tcam region redirect v6
TCAM-size

GE)
IPFM VRF R ET 2%E1E. 727747 77—
TuvYa =70 IPEM VRF O (63
N—=) SR TZEN,

AFw 73 |[no]nbm flow bandwidth flow-bandwidth {kbps | mbps | Kbps, Mbps, % 721% Gbps T2 17 —/3/L [PFM 7
| gbps} B —HRIEE T LE T, AR — FE&hDRNT
1 - 7 — g 1% 200 Kbps T4,
switch(config)# nbm flow bandwidth 150 mbps ffﬁ 7__\»72‘_)'/ F{IE

1 ~ 25,000,000 Kbps 0 Kbps
1 ~ 25,000 Mbps 0 Mbps
1 ~ 25 Gbps 0 Gbps
25w T4 (f£&) [no] nbm flow policer FTRTOIPFM 72— R —DR ) —%F%h
- ERENC LET, B S —EF 74 S
.. . . 272> TWET,
switch(config)# no nbm flow policer
AT w75 |[no] nbm flow-policy Ta—C07u sl E R E LE T,
1
switch (config)# nbm flow-policy
switch (config-nbm-flow-pol) #

A7 w76 |[no] policy policy-name IPFM 7 m— AR =&l L £, R —4IC
B - (TR FOIB T2 fRETEET,
switch (config-nbm-flow-pol)# policy 1.5gbps
switch (config-nbm-flow-pol-attr) #

ATvT1 (f£&) [no] policer RESNIZIPFM 7o — R —DOR Y —%F

51

RETTENZ L ET,
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switch (config-nbm-flow-pol-attr)# no policer

T 7N N TIE, FEFT 7 e — 3k EFELY) —7 T
RIY—ZHEHLET (BYOKRY T —%) «
T F v A MEETCOENRY b—DE B2 -
E. 7e—3#ETY — 7 TR EINEE A, BIfE
A —n_"—F 4 FTBI21%, 7e—KRJ —TH
U —rMhocxET, RN —nNEh/2oT
WAHGAEDT7a— R U—Il—¥T 57 a—IE,

RV — Uy —2ARNHESINEE A,

GE)

FENEO = RARA > M X VFFRI & TV s L
FORERBELIELGG. Xy N =7 BRES
MZRUVIRREZ A AIREME N B D720, TEEHEL Z
ODa<wr REFERLET, £0FR ) —7 5o
FEZEA LT, IPEMTF 7277307 &nTWn
LZRY Y —=npnra—%L— bHIRLET, £
FIR Y B — DOV T, Cisco.com ® [Cisco
Nexus 9000 3 U — ANX-OSQuality of Service t 5% 4
A R] © TRY 7O OFED LR Y
P—DOHERR] DIV arEBRLTIEEN,

R w 78 |[no] bandwidth flow-bandwidth {kbps | mbps|gbps} | = ORY o —lc—FHFT B~ LFFxv A N FL—F
i - 12, Kbps, Mbps, F 721X Gbps T7 1 — il 2 5%
switch (config-nbm-flow-pol-attr)# bandwidth 1500 e Li‘a‘o ‘H-Zk_ l\ éﬂéﬁid\‘j H—%fﬁfh%ﬂi 200
mbps KbpS T,
g T4 ME
1 ~ 25,000,000 Kbps 0 Kbps
1 ~ 25,000 Mbps 0 Mbps
1 ~ 25 Gbps 0 Gbps
AT w79 |[no]ipgroup ip-address B2=NTFX¥Y AL TNV—FDIPT FLAZIRE
15'] : L/ij‘o
switch (config-nbm-flow-pol-attr)# ip group
228.0.0.15
switch (config-nbm-flow-pol-attr)# ip group
228.0.255.15
ATv 710 | ({EE) [no] priority critical REINTWDLINLT XY A NI V—TD7 VT ¢
B - A 7 v —OESENENAT T 2 BRI L ET,

switch (config-nbm-flow-pol-attr-prop)# priority
critical
switch (config-nbm-flow-pol-attr-prop) #
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ATvINn

[no] ip group-range ip-address to ip-address

&1

switch (config-nbm-flow-pol-attr)# ip group-range
239.255.255.121 to 239.255.255.130

switch (config-nbm-flow-pol-attr)# ip group-range
239.255.255.131 to 239.255.255.140

switch (config-nbm-flow-pol-attr)# ip group-range
239.255.255.141 to 239.255.255.150

switch (config-nbm-flow-pol-attr)# ip group-range
239.255.255.151 to 239.255.255.160

ZORY —IZBEEMTF BN L TF Xy AN T
N—FDOIP T KL AEHEETE LET,

ATvT12

(=5)
&1

switch (config-nbm-flow-pol-attr-prop)# priority
critical
switch (config-nbm-flow-pol-attr-prop) #

[no] priority critical

BEINTWASILTFXYARNITNVN—TD7 VT 4
v 7 v —OBESEIRNATT 2 A2 L £, Critical
DB D SENANL T,

ATy 713

(f£&) [no] priority level <1-15>
1 -

switch (config-nbm-flow-pol-attr-prop)# priority
level 1

WP O~ AT X A b T =T OFER 7 v —
ESRNENLE . LIV~ ISTHICLET, 774
U MEX lowT, ZHuIEe (0) T, &HEW
TIAAV T4 THHY T

451
WOENL, BEYS L INAERLTOET,

nbm flow-policy
policy Audio
bandwidth 2 mbps

ip group-range 225.3.5.2 to 225.3.5.255

policy Video
bandwidth 3000 mbps

ip group-range 228.255.255.1 to 228.255.255.255

RDRERY
IPFM VRF Ofp% (62 ~—)

IPFM 7 & — DT

IPFM VRF O #% X

nbmfeature =~ > K& L CIPFM kT 5 &, v AT AT 7 4V O IPFM AR/ —
T AT BIOEREA AKX A (VRF) & BEIIZIERL L £ 9, 7 A ¥ L IPFM VRF ZfER T

HZLEHTEET,
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FIRDOHE

79747 70— FOETC =25 0r5H0 PIMVRF o ]

IPFMVRF X7 77U v 7 LV T ALFTF o i—2 Y R—F L, HEOBENAT 4T
AVTITARNTIFXIZRICIP 7 77V v 7 ZRFICHHATES L5 LET, IPFMVRF X
T 74/ MO VRFPHMLLTEY, BEFOTXToOavy REAR—MLET, % VRFIZ
I, MEORY > —Fy bRHY £,
TITATERIIAET 47 Ju—7aya = TEANTTEH0E 50T, PIM
TIT 47 = REFIEPIM /Ny T = FOWTNNIHAX AVRFEZRECTEET, =
AUTEV, IPFM 77 7 U w27, M2 he—I 060X OB Nb LT, v /LT
FXYARN 7o %R TEET,

)

GCE) T XRTCOVRFZEILE—RTRETDHLENRDHD 9,

HAR— F ZN 5 IPFM VRF OO TiE, Cisco Nexus 9000 > U — X NX-0S MegBHF I A 4 —
FEVT 4 AR, VU—R93x) LTI &V,

— JAE 3= 5 D=6 IPFM VRF D&

TIOT 47 7u—ueYa = S HICIPEMVRF 2R ETEET, 22k, IPFM 7 7
TV w7 A2 ha—T LD ERLTYALTFIFY AN 7e—%2BRTEET,

1R BHEIIZ
IPFM %= #ER L7,

IPFM VRF Z BAEfT T A R1IZ. vrfcontextvrf-name =~ > RZHHA L CVRFIL—F 4 F a
FEXANRERL, 2=F ¥ A RN L—F 47 L PIMIREZT LET,

configure terminal
no [nbm vrf vrf-name]
nbm mode pim-active
(f£&) [no] nbm host-policy
() {sender | receiver | pim}
(&) default {permit | deny}
(HEE) WoWThhroa~vy REAHLET,
s EEMEIARA N ARV —0B 4 ¢ sequence-number host ip-address group ip-prefix {deny
| permit}
e B —HIVZEEHERA N R —DH4 : sequence-number host ip-address source
ip-address group ip-prefix {deny | permit}

« SNIBEZAEE (PIM) 7R A kRN U > — D54« sequence-number source ip-address group
ip-prefix {deny | permit}

NoO oA WN A

8. ({£&) [no] nbm reserve unicast fabric bandwidth value
9. [no] nbm flow asm range [group-range-prefixes]
10. [no] nbm flow bandwidth flow-bandwidth {kbps | mbps | gbps}
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11.  [no] nbm flow dscp value

12.  (f£&) [no] nbm flow reserve-bandwidth receiver-only
13. ({£&) [no] nbm flow policer

14. [no] nbm flow-policy

15. [no] policy policy-name

16. (&) [no] policer

17.  [no] bandwidth flow-bandwidth {kbps | mbps | gbps}
18. [no] dscp value

19. [no] ip group-range ip-addressto ip-address

20. ({EE) [no] priority critical

21. (&) [no] priority level <1-15>

FEDEEHE
Fig
AU RFEEETIa Y E]:g]
ATFvT1 configure terminal JTa—r ) ar7 4 Xal—3 gy T— RS
i - LET
switch# configure terminal
switch (config) #
AFw 72 |no[nbmvrfvrf-name] IPFM VRF % {ERL L %9,
B -
switch (config)# nbm vrf nbm
X 5w 73 |nbm mode pim-active IPEM 7 7 7 U w 7030 o b —I b DX
Bl - MLTYLTFHFY AL 7r—2RTEDH LI
switch(config)# nbm mode pim-active L/ﬂiifo
(GE)
A H LIPFMVRE D PIM 7 7 5 ¢ 7 &— R %
T 5HZ &1L TE £ A, IPFM VRF % PIM 7
IT 47 FT—FNPHPIM ANy o7 £— NIZER
THZEILTEET, VRF THAH LAREL I
PNCHIBR L=SBAICEonETd, b LT, ko
BHoOTT—nFRsnEzd, [MPFMIiE, H A%
LREDTFELTODLEPIM /Sy 7 £ — RIZiR
ETHIEILTEERA, TXITOHAZ LAIPFM
MEREHIBRL, BfTLTL7Z&E W],
ATvT4 (f£#&) [no] nbm host-policy AA Y FDIPFM B A N R —%FZELET,
1 -
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switch (config)# nbm host-policy
switch (config-nbm-host-pol) #

ATvTH (f£%&) {sender | receiver | pim} FEEH., v — I NZEE, £I3NTZEH (PIM)
- DIPFM AR A b R Y S —ZMR L £,
switch (config-nbm-host-pol)# sender (/I)
switch (config-nbm-host-pol-sender) # 5*“7 #+/L s @ IPFM 78 A | N ) :‘/»—%E%ﬁﬁéﬁﬁ
2, BHNCH AL DARARRY —%HIBRT 5 4
ERHY ET,
ATvT6 (f£) default {permit | deny} IPFM R A R RY v —DF 74 )V b T 7 v a ik
B - FRELET, 774/ FTiE, 3EHEOKRZ FARY
| | SR RTHT S NET,
switch (config-nbm-host-pol-sender)# default
permit

ATy T17 (EE) kownwThroa<wr REANLET, |EEMFEZIIZE/O 7 o—%23Fr[4 206692

==
« EERIAA R RY =084+ sequence-number MNERELET,
host ip-address group ip-prefix {deny | permit} M L e — B AZEMORR R K —D

s D —HNZEHRA N RY —DE AARNIPT KL AIZIE, YAV KB — K (0.0.0.0)
sequence-number host ip-addresssource ip-address| 2 A Jjcx 3, DIFTOVU U —Z2A T, &SA b K
group ip-prefix {deny | permit} Y o—E AL v F DA BT = A IR 5

« SNHZAEE (PIM) R A b R v —DHFA ZIZ, FARDIPT RLABKRETLZ, VA
sequence-number source ip-addressgroup ip-prefix| ;. ks — K a-fE S 3 & L HM—OBREEEA LT,
{deny | permit} WD I N—T E T e A7 T AFF v Z bk

il - T4 v EFEZELTNDTRTORA MR
switch (config-nbm-host-pol-sender)# 10 host T“é( ij—o RA I\ IPT7T RLA 753‘13‘—7'J}1/§L’1§%‘ﬂ?
101.1.1.3 group 229.1.1.1/32 deny 4 }\ ;j—\"u :/._.0)174’/]/ ]\7“7_ ]\Té?)éi]%é\\ N —
%l - AIPT RVAKLUANRI—RTT, ZOFIED

=R > - I u—= .
switch (config-nbm-host-pol-rcvr)# 40 host W{ﬁﬁ;&)é?/}'}l/}\ﬁ Fﬂm@ﬁj%i}q@ LT< 7:—
100.1.1.1 source 145.1.1.1 group 234.1.1.1/32 éb\o
deny
11

switch (config-nbm-host-pol-pim)# 50 source
101.1.1.1 group 235.1.1.1/32 deny

ATvT8 (f£#&) [no] nbm reserve unicast fabric bandwidth | = =%+ 2 k 7u—HIZ7 7 7 U v 7 R— hDH

value WEDOE & Z TR LET, IPFM 7 v —EF8 3, =
Bl - OWEEE 7e— vy T v FIHEAET, 2=
. . . . XY AL N7y HIZTRTCOT7 77 Y v
switch (config)# nbm reserve unicast fabric
bandwidth 2 AHE =T 2 ATPHILET, &AL~ 100%
T, T 74V MEIZ 0 TT,
ATFwT9 [no] nbm flow asm range [group-range-prefixes] * GHREB D IPFMASM 7 )V— 7 #i% 70 75 AL
Bl - £, 207 —THANO IGMP LA, V2l

ANFEZE (*, G) MATHD EFHRENET, K
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switch (config)# nbm flow asm range 224.0.0.0/8
225.0.0.0/8 226.0.0.0/8 227.0.0.0/8

K20 DT N—THHEZRETCEEd, T 74/ b
TliX, A —7EwBEIIERE N TV EE A,

GE)
Zoawy Nid, vV F AL VEBTO LN
<7,

A7 710 |[no] nbm flow bandwidth flow-bandwidth {kbps | mbps | Kbps, Mbps. %71 Gbps T~ 7 —,3L [PFM 7
| gbps} n—HEARE L ET, PAR—hShbEhT
i = — g (3 200 Kbps T,
switch (config)# nbm flow bandwidth 3000 mbps %.,ﬁ 7_:771')1/ l‘ﬁﬁ
1 ~ 25,000,000 Kbps 0 Kbps
1 ~ 25,000 Mbps 0 Mbps
1 ~ 25 Gbps 0 Gbps
A5 w711 |[no] nbm flow dscp value J'a—/3)LIPFM 7 v —DSCPEAZFZHE L £, i
- PHIZ0~ 63T, IO T r—RIPFM 71—
N o A e
switch (config)# nbm flow dscp 10 & v 7%}' & . %J( L/fib\% s :T 7 AV ]\ 254
17— DSCP Nl #E & 7 v —fR E I S E
7
ATw 712 | ({EE) [no] nbm flow reserve-bandwidth RP IZH B2 GH NN &2l 5 2 Ll k
receiver-only V. EEERHREORE{EEZ A L, ANEZeRPF
Bl - HFIB A AR L £, (RP2SFHR IZ I C Al
switch (config)# nbm flow reserve-bandwidth ;&$H”%7ﬁ/\jﬁ—6 » 7&%% iﬂ_o )
receiver-only no nbm flow reserve-bandwidth receiver-only ==~ >~
R CHAgMEF A O Fe b 2 oo LET, 2 OpksE
X7 7 40 F TR E SN THVET,
RTv 713 | ((£E) [no] nbm flow policer T _TOHOIPFM 7 12— R U > —0D R U $—%2 %)
1 - FIFENZLET, KUY —FT7 74V N THY)
; . . 2725 TNET,
switch (config)# no nbm flow policer
T 714 |[no] nbm flow-policy Tn—Tb07 iR ERE L ET,
1 -
switch(config)# nbm flow-policy
switch (config-nbm-flow-pol) #
RTw 715 |[no] policy policy-name IPFM 72— AR o—ZMli LET, FU —4l

1

IR KO3 L T OFETHIEETEET,
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E:)

switch (config-nbm-flow-pol)# policy nbmflowlO
switch (config-nbm-flow-pol-attr) #

AT 716

CE=N)
1 :

switch (config-nbm-flow-pol-attr)# no policer

[no] policer

BESNEIPFM 72— KU o —0R Y —%F
EITEGZLFET,

T 74V N T, FEFL T —3EEFELY —7 T
ARIY—ZFEHLET BRYIOKY T —%) <
NTFF ¥ A MEETOED R Y b —DH %82 7255
B, Ta—3EEe) -7 CRRINERE AL, BIME
A —n"—F4 FT5121L, 77— KRJ T —TH
U —zhlCE LT, NP —nEHhroT
WAHEADT7a— R —il—%T 57 n—L,
R Y — Y —2ANEERINEEA,

G¥)

FREMEO = RARA » ML VFFAT STV 5 LU
FOREPRELESGE. Xy MU= BMRES
7R WVIRREZ B AIREMER B B 728, HEEREL 2
Davwy REMHLET, EBHORY =72 50
FEEFEH LT, IPEM T 27 7 07 Z T
LRV —=NpnTo—&L— MiIRLES, £
KR Y P —DFEHIZ DUV T, Cisco.com @ [Cisco
Nexus 9000 - U — ANX-OSQuality of Service t %
A R] © TRV TORER] OFED 1HEHRY
P—DRERR] DEZ L arEBBLTLEEN,

ATy I

[no] bandwidth flow-bandwidth {kbps | mbps | gbps}
£

switch (config-nbm-flow-pol-attr)# bandwidth 10
mbps

ZORY =T BN TF XY A T—T
(2, Kbps, Mbps, F 721 Gbps T7 1 —HrlkiE % 5%
ELET, AR— b EdE/N 7 v —HEiEIE 200
Kbps T3,

& FI4I ME

1 ~ 25,000,000 Kbps 0 Kbps

1 ~ 25,000 Mbps 0 Mbps

1 ~ 25 Gbps 0 Gbps

ATy 718

[no] dscp value

51

switch (config-nbm-flow-pol-attr)# dscp 10

BESNEIN—T8EIc—81T 5 7 a—OFRg D
Ky 7orEMIC, ZIHEY—ERX a— K KxA1 >
~ (DSCP) fE% & E L £,

ATv 719

[no] ip group-range ip-address to ip-address

1 -

ZORY —ICEEMT LN TSI TFF ¥ A b
TN—TDIPT KL AHEIEE L7,
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switch(config-nbm-flow-pol-attr)# ip group-range
224.19.10.1 to 224.19.255.1
switch(config-nbm-flow-pol-attr)# ip group-range
224.20.10.1 to 224.20.255.1

ATw7F20 | ((£E) [no] priority critical HESNTWDLVILTF XY A NI N—TDr VT 4

B - Hv 7w —DEESENENAT T 2 FZNZ L £, Critical
) | | EEOBRIER T,

switch (config-nbm-flow-pol-attr-prop)# priority
critical
switch (config-nbm-flow-pol-attr-prop) #

ATy | ((=&E) [no] priority level <1-15> BRF O~ LT F vy 2N TI—TOFMRT7 a—
Bl - BRI Z, LV~ 1ISTHECLET, 774

switch (config-nbm-flow-pol-attr-prop)# priority
level 1

U MEIZ lowT, ZhidPe (00 T, EbHiEn
TIAFTIT 4 THEHY ET,

RDEZRY
IPFM 7 12— DT,

#BMoO0— JOECa=> 060 IPFM VRF D#ERL

FIEDHEE

ART 47 Tu— Fub g =T HIC
T 7V v 7ix
7,

CDEFE—FRTIE, AA v FiIva— R — LR A b RY o—74 80 IPFM

AR e =T b DO EE ST

IPFM VRF #ZEC& £9, Ziic kv, IPFM
TwLFHX¥ A 70 —%2BRTEE

RIEEZIT AR

LZEMTEETA, AA vy FIET7r— AT v FOREIZSNET, 2 hr—F0250 API

BEOV LIS eV ET, &6

Ju—7ubtVa = ST T —nRE LTS,

HICHERIT L E A,

IR& B
IPFM ZHER L 7,
IPFM VRF % BHH4} 1T 5 Rijl

oo AAT AT Ta—

TV v — RERICBRIFSNUEE A

AA wFIEET —%#EEET, REZHH

Z. vrfcontextvrf-name =~ > F&EH L CVRF/V—TF 4 > 7/ a3

FERANEBERL, 2=F ¥ A ML —F 47 L PIMIEEKREZT LET,
IPFEMVRF ZPIM 7 27T 4 7 F— KL PIM ANy V7 F— RIZEET S Z L L TEET8,

VRF TH A4 A
ShET,

HREEBRANCHIBR L2854
[MPFM %, I A X AR ENTFAEL TWAMPIM /Xy &7 F—

. ROBKRDOT T —NFEIR
FIZBET D Z i

IR ET, bLLIE

TEFEHA, TXTOHAZLIPEM AR EZHIREL, FalfT LT 7Z& W)

1. configure terminal
2. no [nbm vrf vrf-name]
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3. nbm mode pim-passive

FED FF
¥l
ARV RFEREET7IVa Y B
R w 71 |configure terminal ra—x)L a7 4 Xl — gy F— NE2BtE
1 LET

switch# configure terminal
switch (config) #

AT v 72| no [nbm vrfvrf-name] IPFM VRF Z{ER L £7,
1 -
switch(config)# nbm vrf nbm
AT 7 3 | nbm mode pim-passive IPFM 7 7 7' U w7 3N a v b e —F 026 O 3%
1 - WL~V TFFry A T7u—%2FEkTE5L9I1CL
i‘j‘o

switch (config)# nbm mode pim-passive

RDERY
APl DEEMIIZ OV TIE, [CiscoNexus NX-API U 77 Lo A ] #BB LT &N T

IPFM Y JA U3 —TJ AR 34 TDOHERK

Cisco NX-OS U U —Z 10.3Q2)F LA TlE, 7 A v ¥ —7 = A ADHFIIE L EH TE % IPFM
EWATYTA L H—T 2 ARV FR—FINTWET, ZHd, PIM T 7T 4 7/PIM /3 v
TIPFME— ROWFDOY T A v B —T 2 A ZARANT 77U v 7 R— MIEAINET,

BAR— 2OV TA 2 —T 2 ADOEFHHBIEX ¥ /30T 4 %1X100% 2 TR0 £
Bh, T 74V FTiE, BAR— ML 100% OFIEIES v X T o BNE Y TConES, 7
A B =T 2 AIREBEEZHRET DI, BA X —T A AKX Y/ T 4 % &N

Y B BERD Y ET,
HIEX ¥ XV T 4 OFREZT R E Y a =0 7T 50I0, RISTHWRET N AT Ve b
(MO) N2 E 7,

HIE X v T OFHNIINZ T, BEDIPFM A v 4 — T 2 A AREL YT T A v 4 —T =
A ATHR—FENET,

N

()  nbm bandwidth capacity =~ Ri%, PIM 77 7 4 7 &— K® IPFM VRF [ D Al S v E
o PIM/Xy 7 VRF Tld, 7u— FFx Ak a2 o —J B3 FiEE 21TV E T,
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B rvyo1 05—z 102 54 F0mm

e AR— h T LD =F v A NFHEEO TR E

®* nbm external-link

FIEDE
1. configure terminal
2. interface interface-type slot/port
3. [no] nbm bandwidth capacity percentage
4. [no] nbm bandwidth unicast percentage
FIED %
FE
ARV KRFERETI Va3 BHY
R w 71 |configure terminal g —/N)LRET— REBBLET
fl

switch# configure terminal
switch (config) #

R 7 2 | interface interface-type slot/port M AL LR T e A RAEEELET, L —
- TR ar74F¥al—var - NefitaL
ESE

switch(config)# interface ethernet 2/1
switch (config-if) #

R w 7 3 | [no] nbm bandwidth capacity percentage IPEMY 7 A X2 —T = A4 ZAOEIRIEE R L £ 9,
B - N=t 7=V OFMIT 0~ 100 T, 0%, ZD
U 27 OIPFM AR O TR N2 & 2R L ET,

IPFM #7352 i kbR 9~ 5 121X, nonbm bandwidth
capacity i L £,
EIATTDHENC, 2—PaNn T 4 Fal—Ta v
T AR EESNTWSL Z L 2R LTS

switch (config-subif)# nbm bandwidth capacity 1

VY,
X 7 4 | [no] nbm bandwidth unicast percentage =%y A SOEIEEAERLES, S—k T —
Bl - COHFPIF 0~ 100 T, 01k, ZDOV 7 D=

F v A MFEIEO RN N 2R LET,

=% A b dkiE A AR 5 121X, nonbm
bandwidth unicast Zf#H/H L £9,

avy REFEHALET,

switch (config-subif)# nbm bandwidth unicast 10
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Jo—omr+7var) i}

JO0—QDEIL (X T ay)

IPFM 7 0 —E#RZ BT 57>, IGMP 89 OIF R+ 5 2 LIc kY, 7u—% i TX %
T, IPFM 70 —EREWKTHZ L 2RO L ET,

IPFM 7 0 —E & D1ERL

IPFM 70— EHEERTAH 2 L1280, IPFM 70— 5N TX F9°,

IPFM IZ CLI & API # AR LT, ZEFIc7un—%2 7 v Pa=r27 LET, 2L, IGMP
EHEALZRZWEAETT, ROKIIRTEHIE, Fv b T —7 g2 FEaic TR 572912,

ZEHV—TICELETCTn—%T 0l T LTI, WA X —T 4 AEHRELT, U—
T AA TN T T 4 v I R EHEICEET LI H)ICHERTEET,

R1:EEXNSY—TAD RS T4 v

15.1.2.1/24

10.2.1.1/24

11.1.1.1/24 12.1.1.1/24 Ethl/2

OFEENO

10.1.1.1/24

10.1.1.2 : 12.11.6

e ry st
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B rvoo—zzorm

B2:)—ThoREE~DFS T4

Spine B

15.1.2.1/24
th2/2  10.2.1.1/24
11.1.1.1/24 Eth1/2/
" 10.1.1.1/24
: ( ) @ g
11.1.1.4 10.1.1.2 12.1.16 &

IR B I
IPFM Z A3z LET,

FIEDOHE
1. configure terminal
2. [no] group nbm flow-definition[source]
3. ({EE) [no] stage-flow
4. (f£&) [no] egress-interface interface
5. ({E&) [no] egress-host reporter-ip-address
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F IR D

FIE

wim 7 o—zsors 1

ARV RFERFTIaY

B8

ATy T

configure terminal

1

switch# configure terminal
switch (config) #

JTa—N)ary 74X al—3ay E— Neh
L9

ATvT2

[no] group nbm flow-definition[source]

1

switch (config)# nbm flow-definition 235.1.1.13

100.1.1.40
switch (config-nbm-flow-def) #

1 -

switch(config)# nbm flow-definition 235.1.1.10

0.0.0.0
switch (config-nbm-flow-def) #

IPFM 7 0 —EFz =R L E T,

ATvT3

(=)
1

[no] stage-flow

switch (config-nbm-flow-def)# stage-flow

EELNPDAASL v FICELETT7n—2bcb LE
D

ATvT4

CE=D)!
1

switch (config-nbm-flow-def) # egress-interface

ethernet 1/3

[no] egress-interface interface

HBEShIEA 2 —T oA AMb 70 —%iRk L%
KR

ATvTH

(f£&) [no] egress-host reporter-ip-address

1

switch (config-nbm-flow-def) # egress-host

10.10.10.1

BESNEZEHFICT7Te—4%iEELET,

1

WOBNE, BREY T ERLTHET,

nbm flow-definition 225.0.0.16 11.1.1.40

stage-flow

egress-interface ethernet 1/3
egress-host 145.
egress-host 145.
egress-host 145.
egress-host 145.
egress-host 145.
egress-host 145.
egress-host 145.

R e e e e

.1

.23

1.22

R

.24
.25
.26
.27
.28
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egress-host 145.1.1.29

ATATAOIP 77T vy oM |

nbm flow-definition 225.0.0.11 100.1.1.40

stage-flow
egress-interface ethernet 1/4
egress-host 100.1.1.21

nbm flow-definition 235.1.1.13 100.1.1.40

stage-flow
egress—-interface vlan 12
egress-host 101.1.1.11
egress-host 101.1.1.12
egress-host 101.1.1.13
egress-host 101.1.1.14

IGMP X 27« v % OIF DERE

225 47 IGMPOIF #RETHZ L T u—% Tx£428, ¥ IGMP OIF 24k
HDOTIE2L ., IPFM 7 e —E#REEKRTDHZ L2 B#IO L E7,

FIRDOHE
1. configure terminal
2. interface interface-type slot/port
3. [no] ip igmp static-oif group [source source]
FIE D
=31
ARV KRFERRETI V3 Y B#Y
R T 71| configure terminal Ja— N VEEE— R L £
1 -
switch# configure terminal
switch (config) #
7w 7 2 | interface interface-type slot/port BETHA L H—T = ABRELET, A4 —
1 - TxA A a7 4 Xalb—varyT—RRERBL
switch (config)# interface ethernet 2/1 £
switch (config-if) #
A7 7 3|[no] ip igmp static-oif group [source source] BESNTEY VT HF Y A NI NN—T DT 0 —%fEr
1 - LETS
switch (config-if)# ip igmp static-oif 230.0.0.0 GE)
ZOawr RiL, route-map A 7Y a L EYAR— b
LEHA,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)



| ATF47ROIPI7TY Y OEN

K—rCena=%v 2 ramEoFune [

R—bZEDIZF v X FHEBEOFHERE

=%y A MERIEBW) X, BE, 777U v LNV TOREBEINTOET, R—FZ
Ll =F v XA FHICHEIEZ M TRTLIHEILH Y A, ATV A KU 40
B R— Rl =F v A MHRIEAZEFE CEDRE / I DBLETT, B INH LV
E 7L, A= T lila=%r X MiiEZ TR LET, 2=F ¥ X MR THEZ 7o v
Ta=r T 5Ol MIGTHRERET IV AT =7 b (MO) BRI E I ET,

R—=hZTE&D2=F Y A FBW =T =Y (%) TRZRETDE, AL v FiE. AN
) & AR O T =3 v A b FHSHERT 2 ir i 2 a8 U £ 97, oo 2 tiveloni 25 1) FH w]
HEC. —HMELIEmFTRONWTNIRRESNINA— T =V &M LTV DI5E, A
A v FiFa=F v 2 MERAOTOIZHBEZ 3 ICTHLES, BESNEEIERI TR0
G THATERWEE, A vy Flda=Fv X FO B THSRTRNEZTWET, €0
B, SVTFXXYARN TR =BT 4T T HE AL v FIEMFRSNIHEBIEZ 2 =% v 2
FEHAICHFIA L, RESNTZEIGITET D £ TR L 77,

=%y A N BW DOR— NEMO % TRIREIL, vif 777U v 7 BLOL=% % A F BW T
MRV BFITEESNES, A—FZTLOREVHIFRS ., U 71T Cisco Discovery Protocol
(CDP) XA N—=DPHELENTWAGEE, A vy FlEIvf7 77V v 7 T Oa=% v X FBW
Nt o7 —VEFEALET, VoV TR—FILEDEZOICRETDHE, 2DV 7 Ta=
XY AR TRIN2NWZ EE2RLET, ZiUL, U ZIZCDP R A N—0FENL STV T,

vif ZEDT7 7T v 2=F v AN BW % BRESNTWDAEAICARETT, A v TN

VREFZED 7577V vy 2=%x ANBW% #ALTHPRTLICE. Vo I7DOR—-FTE
D %BW THRIZHIFRL 7,

FIEDHE
1. configure terminal
2. interface interface-type slot/port
3. [no] nbm unicast bandwidth percentage
FED 4
Fig
AV RFEREETIV 3 Y B

R w 71 | configure terminal T a— N VRET— RERELET
1
switch# configure terminal
switch (config) #

Z 7 7 2 | interface interface-type slot/port BETHA LA —T oA ABHEELET, A5 —
B - Tz A a7 4 Fal—varE—RERAL
switch(config)# interface ethernet 2/1 357%0
switch (config-if) #
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ATATAOIP 77T vy oM |

ARV REEEFET7IVa Y B

Z 5w 7 3 | [no] nbm unicast bandwidth percentage 0%, 2DV I TOaA=F % A FDOTRINRNT
15“ : k 75‘}7]—\‘ L/jz\jﬁo
switch (config-if)# nbm bandwidth unicast ? =%y A N BW O#ipk & fZz3 5 121X, nonbm
<0-100> Percentage value bandwidth unicast %—f{fﬂq Li‘@—o
switch(config-if)# no nbm bandwidth unicast

TILFH A FDERTE

AFATDOIWP 7770y 27i%, EEMN 1L OOHA FMTdH V., ZEBBOYA MModh HE
BOVA METEECEI@EET v V2RI L ET, O (E TR A M)A v F—
T oA AENHY 7 E L THERL, NS0 ) I ITHNET AL 2 %R LT, ~ LV FH A
MY Va—alzZ2ERTEEST, —HOA L F—T oA ABNEY 7 ELTHRETHIE
WX, VYV a—va ez X —T7 o ATHIRBERZFZ/TTEET, PIMT 2
T4 T E— RTCETINTVDAL v F X, TRTOAAL v F TETIN TV D HC G
B7NITYZXALEZERALTCT7 77 ) v 7 HBIEZEH L 7,

IR HEIIZ
ARA V=7 FERVEFITE—DFEY 2T A vFOIPFM 2K L E T,

A PR TASM 7 —% %R — T 2120, A FEORPREITZ /L A v = MSDP =4
MMZTHHERH Y F9, HEREHRIZOWVTIZ, MSDP O EEZSMML T &0,

FleD#HE
1. configure terminal
2. [no] feature nbm
3. ip pim sparse mode
4. interface interface-type slot/port
5. nbm external-link
F gD F+H
FIR
ARV EFERET7TIVa Y B#
R w 71 | configure terminal T a— N ERET— RERG LT,
1 -

switch# configure terminal
switch (config) #

A v 72 |[no] feature nbm IPFM #REA A LE 9, Z OfREZ Bahc 9%
B - i, Zoavwr Rono FEREFEHLET,
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TLFEXYRELVLI=F YR b 7O—OFME(F T aV) .

ARV RFEREET7TOVa Y Be
switch(config)# feature nbm
R T 7 3|ip pim sparse mode IPFM A5 Y > 7 TPIM 2R E L £7,
fil
switch(config)# ip pim sparse mode
R 7 4 | interface interface-type slot/port DETAA A —T oA ABEELET, A X—
i - TrxARAar 74 Xal—varE—RefIAL
=75

switch(config)# interface ethernet 2/1
switch (config-if) #

R T 7§ | nbm external-link GNFHA RNV a— g TEEO 777 v
i - EHHCT D720, IPFM A 2 —7 = A Az 5
Vo7 LTRELET,

switch (config-if)# nbm external-link

TVILFXFY R MBEUVAZX YA M T78—0OFMIE(F T a3 )

ATFATDOIP 777 ) v 7%, 2=2F ¥ A 70— THREAF XX X MNIHEHATE
FI, YATFXXYAN VT T4 I 5T TAF VT 4 Fa—DIZED YT, 2=F v A |
NTG T4 7 %T7FHNME Fa— 0)IZEDVETCHIENTEET, ZOREICLY, ==
XY AN NI T4 INRIATXY AN NT T 4 v 7 ZEEBEIERN EDRIESNLET,

\}

B ARV AA v TFOEE, VT 74w I BFEIIT 78 A 2 ha—/ U A B (ACL) & ERIHE
P—E R a— RFKRA b (DSCP) DEIZIEASNWTWET, BEMY —7 21 v FOHAE. &
HE~—FZIINDEC b0 7ua— 7Fua 7537 (S, G) AN TWET,

58 HHEIIZ

Woa<wy REFEHLT, T XTOAAL vF (R 742 #— K%K 2 7= Cisco Nexus 9504 13
F0N0508 A1 v FHERLS) TTCAM H—E L 7 5B EL. REFEFELT, AL vTF&Y
n— RKLET,

« hardware access-list tcam region ing-racl 256
« hardware access-list tcam region ing-13-vlan-qos 256

« hardware access-list tcam region ing-nbm 1536

\)

G  ERROTCAM VA XEHEEELETHR, Ry NIV —F7 B HEIZELE EEZRHE X EI, ACL
TCAM U — 5 » DFERIZ DWW T, [Cisco Nexus 9000 & — X NX-0S ¥ ¥ = U 7 ¢ RE
HA R 25 L T30,
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ATATRADIPTI7 T vy O |
. TLFHEXRBLUVAZF YR b 7O0—0FME(H T a)

FIEDHE
1. configure terminal
2. ip access-list acl-name
3. sequence-number permit protocol source destination
4, exit
5. ip access-list acl-name
6. sequence-number permit protocol source destination
7 exit
8. class-map type gos match-all unicast-class-name
9. match access-group name acl-name
10. exit
11. class-map type gos match-any multicast-class-name
12. match access-group name acl-name
13.  exit
14. policy-map type gos policy-map-name
15. class unicast-class-map-name
16. setqos-group O
17.  exit
18. class multicast-class-map-name
19. set qos-group 7
20. exit
21. exit
22. interface ethernet slot/port
23. service-policy type qos input policy-map-name
24. ({E&) copy running-config startup-config
FIED %
FIE
ARV KRFERETI VA Y E]:g]

Z5 w71 |configure terminal Jra—m)ary7 X al—3ay ®— Neth
i - LET,
switch# configure terminal
switch (config) #

AT v F2 |ipaccess-list acl-name IP ACL Z1Ek L. IP ACL % ET— RZBh L £
i - R
switch (config)# ip access-list pmn-ucast
switch (config-acl) #
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RLFXXRLELTLZF YR+ 7O0—0FHME(H T aL) .

ARV FFEREETIVa Yy

E:)

R w73 |sequence-number permit protocol sourcedestination | _RCoHZ=F ¥ A FNIPT RL A (¥ F AA. B,
i - BILOC) Ic—%T 25/ —% IPACL IZERk L %
switch (config-acl)# 10 permit ip any 0.0.0.0/1 EE
switch (config-acl)# 20 permit ip any 128.0.0.0/2
switch (config-acl)# 30 permit ip any 192.0.0.0/3

ATw 4 |exit IPACL #EE— RERTLET,

1 -
switch (config-acl) # exit
switch (config) #

A5 w75 |ipaccess-list acl-name IP ACL ZfFR L. IP ACL REE— F& Bt L £
3l EE
switch (config)# ip access-list pmn-mcast
switch (config-acl) #

ZFw 6 |Sequence-number permit protocol source destination |4+ ~ToH<w L F X4 Ak T —|l—FT B L—L
15'] : i&”f/]zﬁk L/\i—g—o
switch (config-acl)# 2 permit ip any 224.0.0.0/4

A7y 7 |exit IPACL #EE— FE2KT LET,

11
switch (config-acl)# exit
switch (config) #

25w 78 |class-map type qos match-all unicast-class-name =% AN T T 4T DT TR~y TEVER
Bl - L. class-map configuration &— R ZBi#h L 97,
switch (config)# class-map type gos match-all
pmn-ucast
switch (config-cmap-qgos) #

ATv 7)9 match access-group name acl-name =%y A N4 P 27 ACL L:%Jjb\f/\o
5l - by bERATHZLICEST, bIT 4w Y

= U
switch (config-cmap-gos)# match access-group name j7;<%EEXXEIJE£ﬁfO
pmn-ucast

RTv 10 |exit VT Awy T arZ 4 Xal—ralr T i
15'] . T LiTo
switch (config-cmap-gos)# exit
switch (config) #

25w F11 |class-map type qos match-any multicast-classname |~/ FF v Ak hFT7 4 v I DV T A <~ FEAE

51

% L. class-map &% EE— RZBE L F9,
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ATATAOIP 77T vy oM |

ARV FFEREETIVa Yy

S

switch (config)# class-map type gos match-any
pmn-mcast
switch (config-cmap-gos) #

R Fw 712 |match access-group name acl-name TNV TFXY AN T T 4 w7 DACLIZE ST

5l - sy NERBTHILILEST, kI T4y s
= =3

switch (config-cmap-gos)# match access—-group name j7;i%fgzﬂil/§57ro
pmn-mcast

AT 13 |exit IRy aAr7 4 Xal—ar ET— i
15“ : T L/i‘d‘o
switch (config-cmap-gos)# exit
switch (config) #

AT w714 |policy-map type qos policy-map-name R o= H2ER L, R —<v T a7 4
Bl - Fal—varE—FEELET,
switch (config)# policy-map type gos pmn-gos
switch (config-pmap-qgos) #

AT 715 |class unicast-class-map-name =Xy AN T T4 v DT RAEERL,
Bl - policy-map class configuration &— K% Btk L £7,
switch (config-pmap-gos)# class pmn-ucast
switch (config-pmap-c-qgos) #

AT 716 |setqos-group 0 QoS /' V—7fHEHREL, IPFMa2=% v A N/ 7
Bl - ANy TSDNTT 4y 7 ORI —HELET,
switch (config-pmap-c-gos)# set gos-group 0

AT 17 |exit RV =~y T VTR ar7 4 Xal—var
Bl T FERTLET,
switch (config-pmap-c-gos) # exit
switch (config-pmap-qgos) #

25w 718 |class multicast-class-map-name VNLNFXY AN NTT 4T DT T AELERL,
B - policy-map class #% & E— N&Bilts L ET,
switch (config-pmap-gos)# class pmn-mcast
switch (config-pmap-c-qgos) #

AT 719 |setqos-group 7 QoS I N—TflEFHEL, IPFM~/VFFx X k7
Bl - FAR YT ~D T T 47 OB —BLET,
switch (config-pmap-c-gos)# set gos-group 7

ATy 20 |exit RV —~oyF VIR a7 F¥al—ay
i E—-—FEKTLET,

switch (config-pmap-c-gos) # exit
switch (config-pmap-gos) #
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wim oz [l

ARV FFEREETIVa Yy

E:)

ATy 21 |exit Ry —~vwy 7 ar74¥al—ay E—R%
15“ : ;%87 L/jzj‘o
switch (config-pmap-gos)# exit
switch (confiqg) #

R w 722 |interface ethernet slot/port A2 —T 2 A ABER LT, f X —T AR
i - Oy 74 Xalb—varyE—RERBLET, =
switch(config)# interface ethernet 1/49 P ]\‘\ﬁi\\ 77\\7 ST AT A R
switch (config-if) # @Zfﬁt\ﬁﬁw&é%\gﬁ)&) ) ij—o

AT w723 |service-policy type qos input policy-map-name policy-map 4 & A > X —7 = A AD ANy BT
15“ : iEjJ[] L/iﬁ—o
switch (config-if)# service-policy type gos input

pmn-gos

ATw 728 | ({EE) copy running-config startup-config Effar 74 ¥al—vark, A=+ T v

Bl - a7 4 FXalb—vailar—LET,

switch (config-if)# copy
startup-config

running-config

1
BIED

ip access-1list
10 permit ip
20 permit ip
30 permit ip

pmn-ucast

ip access-1list
10 permit ip

pmn-mcast
any 224.0.0.0/4

class—-map type gos match-all pmn-ucast
match access-group name pmn-ucast

class—-map type gos match-any pmn-mcast
match access-group name pmn-ucast

policy-map type gos pmn-dgos
class pmn-ucast
set gos-group 0
class pmn-mcast
set gos-group 7

interface ethernet 1/49

service-policy type gos input pmn-gos

IPFM &R D FEEE

IPFM A IF A KR H1TIE, ROWTUDOIEEZITVE T,

any 0.0.0.0 31.255.255.255
any 128.0.0.0 31.255.255.255
any 192.0.0.0 31.255.255.255
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avyU kR

B

show ip mroute group-address

BELZINAN—TDIP < /LF
YA MNV—TFT 4T T—T
NWEFRLET,

show nbm defaults [vrf {all | vrf-name} ]

IPFM OF 7 4/ k 71— iR
Jo— RANFI— B
SFRa=%%y A~ T777 Vv
7 g A £R L ET,

show nbm flow-policy [policy-name] [vrf {all | vrf-name} ]

BRESNTNDETITOH A
A5 T7a—RY —F I i3F
EDHAR N Ta— R —
D~VF X ¥ A NP, HE
&, DSCP, 3 L UQoS & #r
LET,

show nbm flows [[group-based [group group-ip] | source source-ip
[group group-ip] | group group-ip [source source-ip] | flow-policy
pol-name | interface if-name] [all | active | inactive | no-receiver]
[detail] [vrf {vrf-name| all} ]

TRTCOT 74/ hBLUS
AL L Ta— R —ZO0
T, AA v F LOT 7747
7u—%FnrLET, A7
varOxF—U—REBEML
T, HAZEKVATeZ LR T
xFET,

show nbm flows static [[group group-ip] | source source-ip] priority
| stitched | unstitched [all | critical | level | low]] | [vrf {all |
vrf-name} ]

IPFM 7 2 —EFKDOFH 7 1 —
ERRALET, A7 a D
F—U—R&EBMLT, KA
ARV IAT Z LN TEET,

show nbm flows static [vrf {all | vrf-name} ]

IPFM 7 0 —EFRDEFH) 7 0 —
EHRALET,

show nbm flows static group group-address

EESNE 7 N—T70 IPFM
T —EFRDAZT 4T T
o—%KRLET,

show nbm flows statistics [group-based [group group-ip] | source
source-ip [group group-ip] | group group-ip [source source-ip] |
flow-policy pol-name | interface if-name] [vrf {all | vrf-name}]

IPFM 7 v —#iitiE a2 £ L
3
o=y Rk, B ERNEE
HENTHWs77—A MKy
= FE T =N
T7 TV IIZANDAAL vF
THTT,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)



| ATF47ROIPI7TY Y OEN
wpem > n—#xitns U7

show nbm flows summary [vrf {all | vrf-name}] IPFM 7 0 — DB 2 For L E
R
show nbm host-policy {all {receiver external | receiver local | TXTOIPFM A A kR

sender} | applied {receiver external | receiver local {all | interface | - — g 7~ IS4 (PIM),
type dot/port | wildcard} | sender {all | interface type slot/port | R = e Es
wildcard}}} [vrf {all | vrf-name} ] S\ S AL B IPEM R 2
N —%RRLET,

show nbm interface bandwidth IPFM A v #—7 = A AD I
WREFRRLET,

show running-config nbm IPFM D FATHERG R & R L
e

)

GE)  vrfwrf-name 47> 2 V% LT VRF Z15E LeWha, Zaboa~y Rk, BIEOL—
FAT aArTRRANOHAEERLET, V—F 47 27X & MZ. vrfcontextvrf-name
g REFEHLCRETEET,

o= RHEAOHENZSWTIE, showShow =~ ROH 7L S (189 _*—) B LT
<&,

IPFM 2 O—#5tD o )7

IPFM 7 02 —#igt &2 27 UV 7§ HI121E, IROZ AT DWTInaF AT LET,

clear nbm flow statistics T D VRF ® IPFM 7 a2 —
switch# clear nbm flows statistics %%’%7 ur Li’?’«o
Clearing all NBM flow statistics for all VRFs ...

Done.

clear nbm flow statistics [source source-ip [group group-ip] | group | SifED L —F ¢ > 7 a5 %

group-ip [source source-ip] ] [vrf {all | vrf-name} ] Z MzEEMT STV D
switch# clear nbm flows statistics vrf red VRF ® IPFM 7 v —#igt & 7
Clearing all NBM flow statistics for VRF 'red'... 1

switch# clear nbm flows statistics vrf all (;j_:__) . .
Clearing all NBM flow statistics for all VRFs ... R7A 21— ]\%Té%kbf:
Done. Cisco Nexus 9504 33 X TY 9508

A A FDIHD source,
group, BLWvrfA4 7 v =
Y R—FLFET,
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B =-s+xrpPE7OD

A=ZFvX+PTPET7D

&s
filt

=JL ==
X B

ATATAOIP 77T vy oM |

TAR—E AL —TDOWFOL=F%¥% A NPTP T 2B ETAHLENRNHY 9,

FleD#HEE
1. configure terminal
2. interface ethernet sot/port
3. ptp transport ipv4 ucast {master | slave}
4. {master |slave} ipv4 ip-address
5. ptp ucast-source ip-address
6. ({LE) show ptp brief
7. (&) show ptp counters interface ethernet slot/port ipv4 ip-address
8. (fE) copy running-config startup-config
FlED FHHH
FIE

ARV RFEERTI VA Y

=)

&M

configure terminal

1 -

switch# configure terminal
switch (config) #

Jua— LB EE— FERE L FE T,

ATy T2

interface ethernet slot/port

1 -

switch(config)# interface ethernet 1/1
switch(config-if) #

2=%y XA NPTPEZAEINITHA L HZ—T oA A%
BEL. A X —Tzf A7 4FXal—Tay
T— F&ERHEBLET,

ATvT3

ptp transport ipv4 ucast {master | slave}

1

switch (config-if) # ptp transport ipv4 ucast master]

TAZ—FFAL—T Da=F ¥ A NPTPET %
WRELET,

ATv74

{master | slave} ipv4 ip-address

1

switch(config-if)# slave ipv4 81.0.0.2

YAL—FFA L =T 2= AN ETDOIPT
KL AZRBELET,

ATvT5

ptp ucast-source ip-address

1

switch (config-if)# ptp ucast-source 81.0.0.1

PTP =% v A MEEILDIP 7 KL AZREL F
-é‘o
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a=xvzrprreroie |

AU RFERETIVa Y

B8

ATvT6

(f£&) show ptp brief
{1 -

switch(config-if)# show ptp brief

PTP D AT —HX A &K RxLET,

ATy T1

(f£) show ptp counters interface ethernet slot/port
ipv4 ip-address
1 -

switch(config-if)# show ptp counters interface
ethernet 1/1 ipv4 81.0.0.2

A=F Y ARNPTP H U U HEaFRLET,

ATvT8

(f£:3) copy running-config startup-config

1

switch (config-if)# copy running-config
startup-config

Effar 74 ¥al—vark, AX—hT v =
V74X al—valar—LET,

1

WOFT, vAFX—L AL —TDa=%% A NPTP T Z2HRETHHELZRLTWE

‘?—O

interface Ethernetl/1
ptp transport ipv4 ucast master
slave ipv4 81.0.0.2
ptp ucast-source 81.0.0.1
ip address 81.0.0.1/24
ip router ospf 1 area 0.0.0.2
no shutdown

interface Ethernetl/2
ptp transport ipv4 ucast slave
master ipv4 83.0.0.2
ptp ucast-source 83.0.0.1
ip address 83.0.0.1/24
no shutdown

show ptp counters interface ethl/1 ipv4 81.0.0.2

PTP Packet Counters of IP 81.0.0.2:

Packet Type TX
Announce 9
Sync 70
FollowUp 70
Delay Request 0
Delay Response 18
PDelay Request 0
PDelay Response 0
PDelay Followup 0
Management 0
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ATATRADIPTI7 T vy O |
B rcovr—+

vPC O H7R— k

Cisco NX-0S U U — =% 10.3(1)F LAKE, vPC (ZHEEE IPFM CTH R — F & E 9,
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RTP 7 O0—

RTP 7 O0—

B,
=% =R

AT 47 70— HDEE

COFEE, ATAT VN a—varBitovAanIP 777 ) v I DAT 4T 71—
BT A RDETENTOET,

RTP 7u— =X U7 (87 =)

*RTP 7 — E=4V V7 OFEEFHLFRFH (87 ~—)

RTP 70— =4 U 7T OFRE (88 1—)

«RTP 71—t 7 —DFR (89 RX—)

sRTP 7 —0DZ7 VT U7 (91 =)

FE-AYLY

VI NWVEA L FTAR—=F 7 bzl (RTP) 13, IP Ry hU—2 & LTEFRLETA
PBETTA Ry NU—7 Fa bhal Ty, AN =V T AT 4TOZ RY =2 FD
VT NE A LEERICHEST SN TWEST, 2o m haiid, IPXxy hU—27 ToO UDP %3
i 72 Y v ZHE & X7y MBROBRH OO OMEEZ TRt L £ 7,

RTP 7u— F=X Y 7. AL vTF FORTP 7ue—%F % v =2 L, RTP 7 L—LDIEEL
Z/RT RTP V— 7 VAT ZOX vy v T RELET, ZOFERIL. BEIEEL TWBEHT
PEETADICHESLL, N— Ry =T VY —2F LV EUNCEETXA X912 £,

EZAR )T DFERIALHIREIE

WOEZSHEEEHREEILIRIP 7u— =X ) U ICEAINET,

» Cisco Nexus 9300-FX. 9300-FX2 3 L T9300-FX3 7' J v k74— AA v FIZRTP 7 1 —
EFE=H VT EFR—-NLET,
X 51T, Cisco NX-0S 9.3(6) LAF:, CiscoNexus 9300-GX 7°7 » k7 #—2L AA v F L RTP
Ju—EF=Z YT R—FLET,

*RTP 7 — E=4 U 7P ACL THik S, B ACL IZER Sn-Ha1E, =
~ f\@ no flow rtp ﬂ:gitf RTP *ﬁﬁk%—)ﬁ”&% LTHh % N L!Z‘gfai ACL Tﬁ*%ﬁk—a—é%‘gﬁ)
ﬁ) @ ij—o
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AT47 70—HHOEE |
. RTP 70— E=8 VT DEE

*RTP 71— E=4 Y 7 HIZUDF 2 L%, A v TF2HEEHTLILENHY £
@—0

eRTP 7 — EF=# Y 7 UDF L1 DR ETE E7,
«RTP 71— F=# VU 7 UDF I%. =D UDF THALENRH Y 9,
o HEFD NetFlow E=F—L RTP 7 — F=X 73, A vF FTCHETXEFA,

* Cisco Nexus 9300-GX2. H2R, HIl. 8L 19408 >V —X AL v F Tk, v LFF ¥ A I
RTP 77— =& U I OKEIGIZKROSFT VA THR—FENEEA,

«PIM WA > TWVDER— FF ¥ XANKESNTWEEE

s SVIMEEINTWBEE

_— . » =L =
RTP 20— E=3 VT DERE
Cisco Nexus 9300-FX, 9300-FX2, X W9300-FX3 7J v h 74 —2L AA v FDRTP 7 12—
EFE=X Y T EBRTEET,
X 512, Cisco NX-0S 9.3(6) LA, Cisco Nexus 9300-GX 77 v N 7 4 —2 AA IO RIP 7
n— =X YT ERETETET,
1a s BRI

udf netflow_rtp netflow-rtp =~ > FZEH L CTRTP 7 e — E=% U > 7D UDF Z AT L,
FITar 74 FX2b—va B AZ— Ty IZav—L T, A vy FeHEHL £, RIP
7u— =417 UDF B&EMID UDF TH5H Z L &R L T ZEW,

FlED#HEE
1. configure terminal
2. [no] feature netflow
3. (fEE) ipaccess-list acl
4. [no] {ip|ipv6} flow rtp [acl]
FIE D
FIg
AU RFEREFET7TIV3 Y B
R T w 71 |configure terminal Ja— VR EE— FEBBLUET,
f
switch# configure terminal
switch (config) #

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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aipso—sx5—oxs [l

AU RFERET7TIV3 Y B
AT 72 |[no] feature netflow AA v F FCRIP 70— E=X Y U V% 7 a—n
il - THIZ LT,

switch (config)# feature netflow

ATv 3| ({EE) ip access-list acl BWEDNT 74w 0BT AN TTHEIIT
5l - ACL AR > —ZRELET,
ip access-list ipvé4-test-acl

10 permit ip any 224.0.1.39/32
20 permit ip any 224.0.1.40/32

R 74 |[no] {ip|ipv6} flow rtp [acl] IPv4 £7-21ZIPv6 70 —@DRTP 7o — E=% J 7
f EAEIMNZLET,
switch (config)# ip flow rtp e ZDa<wr R, VAT AEREKOT J A 2y

Fe—/ U 2k (ACL) Z/ER LT, 16384 ~
32767 D UDP R— i Z 7 4 VB2 U 7 L&
3, ZO#HPHIX, RTP b7 7 4 v 7 O RFCHEHE
UDP 7~ — h&GFH T,

G¥)
Z @ignoreroutable =~ > RiZ, </ FF ¥ &
NI TA T BT ANZY T LET,

switch (config)# show ip access-list
IP access list nfm-rtp-ipvéd-acl

ignore routable

10 permit udp any any range 16384
32767

G¥)

a<vY R CTACLZEETDH &, fHE L7 ACL
=T DHNT T4 VTR RIP 7u—&
LCHESNET,

switch(config)# ip flow rtp ipvé4-test-acl

RTP 70— I 5—DFRNR

RTP 7u—t T —%F T HIZE, WOWTNLDOX AT #FITLET,

show flow rtp details T T D IPv4 3 L TN IPv6 RTP
Tu—%FRLET,

show flow rtp details {ipv4 | ipv6} IPv4 £ 721X IPv6 RTP 7 1 — %
TR LET,
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B rroo-—srs5-oxx

show flow rtp errors active HAEBENRBE L TWVWB TR
TORTP 7 1 — D3l F£oR
LET % 10 BLR D72
<EH 1 HOOFEFME TS
7y MERDPBH S 2SS
e TIT 4T RMAKY 4~
MU OREHE bRR S E
T HEV 4 RUIEERET
7T 47 ThDHERREND
T, RO TRZNL
INJA| EFRRENET,

show flow rtp errors history 321000 DB E OB LY ¢
> R OFEME G LWIIEID)
FrL, ENENDOT7E—D
PR A RS LET,

WoOBE, show flow rtp details =~ > RO 7 E R L TnET,

RTP Flow timeout is 1440 minutes

IPV4 Entries

SIP DIP BD ID S-Port D-Port Intf/Vlan Name Packet Count BytesPerSec FlowStart

50.1.1.2 20.1.1.2 4151 16385 17999 Ethernetl/49/1 269207033 594468000 00:21:16
PST Apr 07 2019

20.1.1.2 50.1.1.2 4100 16385 18999 port-channel500 2844253 199000 00:21:59
PST Apr 07 2019

IPv6 Entries

SIP DIP BD ID S-Port D-Port Intf/Vlan Name Packet Count BytesPerSec FlowStart
20::2 50::2 4100 30000 31999 port-channel500 2820074 199000 00:22:04
PST Apr 07 2019

50::2 20::2 4151 30000 31999 Ethernetl/49/1 3058232 199000 00:21:16

PST Apr 07 2019

wOFENL, show flow rtp errors active 2~ > ROV A2 R L TWVET,

RTP Flow timeout is 1440 minutes
IPV4 Entries

SIP DIP BD ID S-Port D-Port Intf/Vlan Name Packet Count
BytesPerSec FlowStart Packet Loss Loss Start Loss
End
30.30.1.2 20.20.1.2 4197 30000 20392 Ethernetl/98 200993031
10935633 20:23:15 UTC May 30 2019 1558 03:48:32 UTC May 31 2019 N/A
20.20.1.2 30.30.1.2 4196 30000 20392 Ethernetl/97 204288988
11114959 20:23:15 UTC May 30 2019 222 03:48:30 UTC May 31 2019 N/A

)

GE)

RTP 7u—0 (77747 =7 — | REIZRD E, RD syslog A v E—IBERRINET,

$NFM-1-RTP_FLOW _ERROR DETECTED: Flow SIP: 30.30.1.2 DIP: 20.20.1.2 Interface: Ethernetl/98
loss detected

wOFHNE, show flow rtp errors history =< > ROH 7 AH 2R L THVET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)



| *T47 20—9#H0%

RTP Flow timeout is 1440 minutes

IPV4 Entries

SIP

End
20.

03
30

03:
20

03
20

03:
30

03:

A\

20

47
.30.

45:
.20.

:45:
.20.

44

.30.

DIP
BytesPerSec FlowStart
.1.2 30.30.1.2

11122753 20:23:15
:57 UTC May 31 2019
1.2 20.20.1.2
10937237 20:23:15
06 UTC May 31 2019
1.2 30.30.1.2
11116269 20:23:15
05 UTC May 31 2019
1.2 30.30.1.2
11123369 20:23:15
:32 UTC May 31 2019
1.2 20.20.1.2
10938370 20:23:15

:41 UTC May 31 2019

UTC

UTC

UTC

UTC

UTC

BD ID

4196
May 30

4197
May 30

4196
May 30

4196
May 30

4197
May 30

S-Port D-Port
Packet Loss

30000
2019

20392
2061

30000
2019

20392
1882

30000
2019

20392
4976

30000
2019

20392
2139

30000
2019

20392
1854

Intf/Vlan Name

se7o—nsu7uyy |

Loss Start

Ethernetl1/97
03:47:57 UTC May
Ethernetl/98
03:45:06 UTC May
Ethernetl1/97
03:45:05 UTC May
Ethernetl1/97
03:44:32 UTC May
Ethernetl/98

03:41:41 UTC May

Packet Count

Loss

204187441
31 2019

199495510
31 2019

202753418
31 2019

202630465
31 2019

197973969
31 2019

6=

RTP 7u— [ 77747 =7 — | RETHR DL, IRDsyslog A vE—UNERRINE
@—O

$NFM-1-RTP_FLOW ERROR STOP: Flow SIP:
loss no longer detected

30.30.1.2 DIP:

20.20.1.2 Interface:

Ethernet1/98

RTP 70— ) F7) 2y

RTP 7ua—% 7 U7 3520, DX AT DTN EFEITLET,

clear flow rtp detail

Bz U7 LET,

F_TORTP 71— LB

clear flow rtp detail {ipv4 | ipv6}

IPv4 £ 72X IPv6RTP 7 7 — &
BREEZ7 VT LET,
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[no] flow rtp timeout value show rtp details, show flow rtp
Bl - errors active 8 XY shqw flow
rtp errors history 7 — 7 /L7 6
7T 4 TR RIP 70 —%
70T LET,

T 7 4V MEIX 144057 (24 FFF
) T, #PHIZ0~ 1440 53 T
9, fHO0 X, RTP 7o —»n7
U7 SN2t LET,

GE)
Zoavwry Rt TIT 4T
RRTP 7 u—% 7 U7 LEH
/Vo

switch (config)# flow rtp timeout 100
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IPFM Z#FHL =7 ILFXF¥Y A M H—EX
JoLoS a3 DETE

ZDFETI, CiscoDIPFM ##HH L=~/ FF v A F —E R J 7 L7 3 | Cisco Nexus
9000 ¥ U — R AA » F ZFKET D HIEICHOWTHHHLET,

sIPFM ZffH L7z~ TFF vy A F —ER VT LT g (933—)

IPFIM Z L=V ILFX YA HH—EX YT LY T3
>

IPEM 2R L7z~ F Xy A M —ER Y 7L 03 g VIR, A C2ELEY LT Xy
A RFEHT RUVAZMBRONTT KLy R —IZHELL 727 R L RAICEHTE F9,
ZHuE, A v FERY AR AR —A (S, GYDBHTI(S2, G) A v F—T =2 A~DY
NFXRY AL Ry FT—27 7 R AL (NAT) T, ZORREL, —RICv A FFv 2 b

P—ER U7 L7 a HERE (SRAEERE) EMEENE T, BELIP T RLADAHREEWT S IP
“NFEXXY ARy VU= T KLU AZLH (NAT) LI13EARY, v~ LFFv A NP —ER T
TV va iiRETEmiT RLADWE 2R LET,

SI, Gl b LCHEETDH 7 —I1LS2, GICEHIN, S MAC T RL AT G2 D~ LFF v
A RNMACT FLRAICEXH 2 bNET,

SI. Gl 7u—1%S2. GQIZEHEIN., SEHEMACT FLAZEXHZ ONT, ZL—7Gl I
S Ll E Fi272 £,

TNAFXYA NP —ER YT T g VEREICET AR E 2~ RizoW Tk, T Cisco
Nexus 9000 > U — A NX-OS ¥V FF v A~ b—F 4 L THRETA R 2B LTI,

A\

GE) pERFEENSFIA X2 E, VT 74y 7Ja—%&YR— hTERWE IPFM AT L
e, P74y 7a—ifEIE L, IPFM WNERENZEHE Y R— FTER2WI L A20R
77— MABITEINFET,
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IPFIMEZFEALETLFF YR R H—ER Y TLY Y av0EE |
B rvzgRLEILF SR b —ER UTLY VY

A\

GE) IPFM & L7z~1FF+v A s $—E R U717 3%, CiscoNexus 9316D-GX, Cisco
Nexus 9364C-GX, CiscoNexus 93600CD-GX, 3 J T Cisco Nexus 93180YC-FX3S A1+ F (Cisco
Nexus NX-08 9.3(5) LAED U U —R) THHR— FZNTWET,

A\

(F)  CiscoNexus U U —210.1(1) LAB%E, IPFM 2 L7e~ AV FXF ¥ A b F—ER V7L v a v
1%, Cisco Nexus 9300-FX3. Cisco Nexus C9316D-GX. Cisco Nexus C93600CD-GX. I & O Cisco
Nexus C9364C-GX 7T v b 7 —Lh AA v F THR—FENET,
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NAT ;¥

=
=]
Y SN

/rh-7=:=
5 2

FETAYXF T TILFENYAMY—EX
y)oLoo3y

o NAT {FEFIH & fIRFE (95 X—)

e wILTHF ¥ A RMNPOL=ILTFv A MASINAT (96 _*—)
s wILT XY A RMELT X A I NAT (96 _—7)
« ENAT PIM /%> > 7 DfF| (96 ~<—3)

e VI TFFy A RMHZ=F A K NAT (97 <—)

« MU NAT PIM /% v > 7 D] (98 ~<—2)

e X =F ¥ A IMHF AT FHF AR NAT ~ (99 _—)

FIH L HIREIA

IPFM %—E 2 UV 7 L7 ¥ a UHEREICIE, ROEEFHEFIBFEIH Y £7°,

¢ CiscoNX-0S U U — & 10.2(3)F LAETIE, ==F ¥ XA kN6 FF v A K NAT, v /LT
Fy A INHZ=F ¥ A N NAT, v TFFv A INL/LTFF v A N NAT, BLOHN
NAT B35 7 4/ "PIAD VRE THR— FERTWET,

* NAT R FET D56, MO —L Ny 73 R—FahEts RERLET) .

GBI E ST, V—ERAA U H—T = ADOFEHEENPEGT SN, TNEEET HITIE,
BEED T —lr VANKBEIZ D580 £3, Fio. BEEL. NAT L—/L2s B8
WEE LAAWEERH Y, BIOT 7 v a VBB ETT,

* Cisco NX-0OS U U — R 10.3(2)F LI,  Tfeature nbm| 2NENT/2 > TWBHEAICDOIA, B
TALUHE—=T 2 A ATNAT RV R—FEIND LI F L,

¢ CiscoNX-OS U U —Z 10.3Q)F LARE, HHA—ERX U7 L7 vay (v FFx X R
NAT. B LFF ¥ A b a=Fx 2 K NATD) X, HHA v Z—T =L ZADIPT
RLALLTNAT#%DOEEILIP 2R — M LET, ZOMKEIEL, @FO~/LFXx
A FBEOIPFM THHR— & ET,
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ETRYFUT TLFEFYRY—ERYTLYI VY |
B < 75vx 520 FErz FADNAT

TILFEXENY AN LTILFF ¥ X FAFNAT

AJINAT TiE, &1 (S. G) ZHIOEETL, I NV—7, FlEEOWFIZEHRTEET, K
AL VHNDTRTOZEFIT, BHBEO 70— BN TxE T, ZOMEIL, ~LFF¥ 2 b
N7 74y I BIROGEITESL L ET,

¢« T RUANREHLTWDLARRUENRHDHID RAAL by NT—TIZAD
e Xy NT—IHNOT PV r—a ko TCHlREBENANWT RUARMBELTWET

FEHIEH SN L— F TOEN IGMP 21 721X PIM 001X, AJJNAT TlE#R— &N T
WEH A,

“NVF XY A PO NLTF XY A M~DASINATIZ. PIM T 7T 47 £— R TOALMEEE L £
9, PIM Xy v 7 F— RKiIVhFR—FINTWWEHA,

TILFEXENXY XML TILFFT ¥R MHFNAT

H71NAT Tl BEffo7 e — (S, G) &, BIEA X —T oA AT LR R D FECE I
IN—T"T RLRICEBRTEET, ZOHEIX, BEDOY —AEHIZIN—T T KL ADH
EZITANDARENOH AR T 4T 4 ~DO< VT F ¥ A MG LET, £, 7
B—NHNBT T 4 T AICABEND & EIC, WY RUAEMAEIERRICT H/32 & LTHE
T2t bTEET,

% D)L — N TOEHY IGMP 2 IE 7213 PIM 2%, /1 NAT TlIR— SR TWEE
/\/o

IEHART & R O 7 1 — ORISR — B H D56, BEE MO BMAERSNLET,

PIM Xy 7 £— RTiL, 7 —0OFHEFEHIINTa be—F Lo TEITEN., B
B E BB OmM O 7a—RNar a7 anEd, 7o —OfERiL. APIZ/ L CHIH
TEET,

ENAT PIM /X < T D44l
H—EX 4252 —27 x4 X loopbackl DERE

URL:
{{ip}}/api/mo/sys/mrib/inst/dom-default/sr.json
Payload:

{ "mribServiceReflect": {
"attributes": {"status": "" },
"children": [

{

"mribSrcIntf": {

"attributes": {

"srcIntf": "lol",

"status": ""
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URL:

{{ip}}/api/mo/sys/mrib/inst/dom-default/sr.json

Payload:

{"mribEgressMode": {"attributes": {"grpList": "225.0.0.0/8"}}}

RVEVT A=D1 4 ADEE

URL:

{{ip}}/api/mo/sys/mca/config/natsr/mappings.json

Payload:

{"mcaNatMapDefaultSif": {"attributes": {"domName": "default", "maxEnatReplications":
"40", "siIfName": "ethl/2", "status": "" }}}

SR IL—ILDEETE:

URL:

{{ip}}/api/mo/sys/mrib/inst/dom-default/sr/rule.json

Payload:

{"mribSrRule": {"attributes": {"status": ""},

"children": [{"mribRule": {"attributes": {"postTransGrp": "226.1.1.1", "postTransSrc":
"57.1.1.2", "preTransGrp": "225.1.1.1", "preTransSrc": "47.1.1.2", "grpMasklen": 32,
"srcMasklen": 32, "udpsrcPort": "10003", "udpDestPort": "20003", "staticOif":

"ethl/29/1"}}} 1]
b}

NAT 10> 7 B —

URL:

{{ip}}/api/mo/sys/nbm/conf/flows.json

Payload:

{"nbmFlows": {"children": [{"nbmConfFlowsDom": {"attributes": {"name": "default", "status":
""}’

"children": [ {"nbmConfFlow": { "attributes": {"group": "225.1.1.1", "source": "47.1.1.2",
"ingressIf": "ethl/3" "policer": "ENABLED", "bwKbps": "1000" "status": ""} } },

11y 11

NAT D 71—

URL:

{{ip}}/api/mo/sys/nbm/conf/flows.json

Payload:

{"nbmFlows": {"children": [{"nbmConfFlowsDom": {"attributes": {"name": "default"},
"children": [ {"nbmConfFlow": {"attributes": {"group": "226.1.1.1", "source": "57.1.1.1",
"ingressIf": "loopbackl", "bwKbps": 10000, "policer": "ENABLED", "status": "" },

"children": [{"nbmConfFlowIf": {"attributes": {"id": "ethl1/29/1", "isLhr": "YES", "status":
"TUFRFIMID OFY T O} O}

TILFXVY A M1 =F+ X+ NAT

TNLNFHXFX AP =F Y A RA~DNAT X, 2TV uEXT Vw7 757 RIZHARA T
HI=OIFEHENET, 77U KB AFFr A RS HR—F L TWRWIREERH DT,
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BN TT, B, 2=F vy A b X7y MIia=F v X MNEEO Y v 71t > TL—
Ta4rTENET,

B2V A MR T HEbRBEOEAMN R ONET, a7R K Y — 2 KO~ /L
FHXEXYAREYTR—=FLTWVWARWES, 2T o238 F8EFLYA Ma=F¥y AL LT
BESNET, ARy 7 A F, vV TFXrx A M2 =F v A MIEH L, HEOT-OIZEE
kYA MIERELET,

MU NAT O34, IPFM (X, FRNCEHB SN~ A FF v X b 70 —OHEE 2 5| E i &
FITLET, BNz =F% v XA F 7e—0D4A, BRIl =%¥ AN T 747
DHWTT D LR REEND L IIE, BEA LV F—T oA AT =% ¢ 2 N HHEIEZ 709
LZMENH Y 9, IPFM X, NAT BfRZ2 "7 7207 e —#{EMO b RITLET, =2=F
A NEHZT LIZNER C3 SOBERBENPEAET D720, BFEERA— MFARIED 350 1 72105348
EINTWNWDLZ EEERTOILNENDHY £F, BEERICEA NI —ERX U717 |k <y
T A B —T = A ATHEENEA LTZE . IPFM 13EE MO 2 A L E£H A,

PIM/ /Ny > 7 E— FTiE, 2> bue—Z 1 3FEEE % 5217 L. RestAPI Z#FEOVH L CTHEIE
isn/i-7uo—%27 ot Va=r7LET, IPFM . NAT BURZRT 7=, 7 0 —#E{E
MO % /AB L E T,

MU NAT PIM /X < T D1l

PRI, MUNAT Rest APIFEONH L & ~2f v — RIEFH TI,
Re-circ 4 V32— 14 ADKRE

url: 172.28.249.173/api/mo/sys/mca/config/natsr/mappings.json?rsp-subtree=full
Payload:

{

"mcaNatMapDestPrefixSif": {

"attributes": {

"destPrefix": "112.10.3.0/24",
"domName": "default",
"maxEnatReplications": "40",
"siIfName": "ethl/15",
"status": ""

}
}
}

Y—EX YITLY b IL—L

url: <ip switch>/api/mo/sys/mrib/inst/dom-default/sr/rule.json?rsp-subtree=full

Payload:

{

"mribRule": {

"attributes": {

"grpMasklen": "32",
"postTransGrp": "112.3.3.51",
"postTransSrc": "11.1.1.3",
"preTransGrp": "225.10.1.50",
"preTransSrc": "112.3.1.2",
"srcMasklen": "32",
"staticOif": "unspecified",
"status": "",

"udpDestPort": "0O",
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"udpsrcPort": "0O"

}

}

}

IPFM 7 O—

url: <ip switch>/api/mo/sys/nbm/show/flows/dom-default.json?rsp-subtree=full
Payload:

{

"nbmConfFlow": {
"attributes": {
"bwKbps": "50000",
"group": "225.1.1.1",
"ingressIf": "ethl/2",
"policer": "ENABLED",
"source": "112.3.1.2",
"status": ""

A=ZF v A MMBLTILFEF X FNATA

=X X A RMHVIALTHF Y A RO NAT I, ANEHRE— R THIELET, v L FFv A
NEMA STy BT, HAOEBRL T L F XY A MIRTIENTEET, 2=FF R b
SRy NOBERSET RL AL, NATREHETRN—T Ny I A v X —T 2 AEH X IIPT K
VAL T 2H0ERH Y T,

=X A ML IALFHR Y A RA~DNAT IE, 11 OBHEOL A Y R— K LET, | (FL0OE
BRVLEREAIE, L1 OZ=F Y R ML FXF Y A RADNAT ZREL TS, 1 %%
DVILF XY A INHTLF X A M~DNAT B ERTET HDLENHY 97,

2=F XY A RDHYITFHr A RO NAT Tid, FRIER SN 2= AN T 74 w7
NDEEFETDHR— P T2=F % X MHKIETREZRETLHILERNHY T, 2L, 2D
R=FDONVFXXY AL N T T 4 v 7 PTRTOR— MHEIEZEE LW E 22 T52 &R
TEET, IPFMIL, BHBEO~ LTI Xx A N 7 —TF D7 a—R I —nbIrAE L7 iiE
%ﬁ%LT\TAT@X742_TJﬁ EAVAN—=L LT, 2=F ¥ AT —%KY T
YILET, wATXy A NEHT EIZIOOFMERN D H720, FHIEERSA — b ORIRIE XA
FEAR—FOFIEE LR THLIMLERNH Y 7,

IPFM (%, NAT B2 "I 72017 o —EEMO 2B LFE T, BRERIHEA I Y —E A
VIV =oAL —T A AZEEEN D DG, IPFM 1ZEZE MO # A LEH A,

\}

GE)  BEOVAT XX A IDOYAT XY XA MAOEHRT 0 — 270 —DOEEELZEV Y THZ L
X CEFERA, ZO7a—DELEMIT, 2=2F Y A DB ALTF XY A RA~DOLEHT o —
Bl7v—) TRETLHLENHY £7,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .



ETRYFUT TLFEFYRY—ERYTLYI VY |
B a-svxrprowiFfezx AT~

A-F v AL TILFX VYR RADNATPIM 75 7 4 T DA

W, PIMT7 7T 47 F—RTOZ=F¥ A ML~ /LTFFy A ~DNAT O ZRLE
hd‘O

UMNAT 78—

ip service-reflect destination 10.34.202.11 to 234.34.203.11 mask-len 32 source 10.30.17.11
to 10.34.201.1 mask-len 32

other supporting config needed for above flow stitching are:
multicast service-reflect dest-prefix 234.34.203.0/24 map interface Ethernetl/6

NBM flow-policy config:

nbm flow-policy

policy umnat
bandwidth 15000 kbps
ip group-range 234.34.202.1 to 234.34.202.255
ip group-range 234.34.203.1 to 234.34.203.255

E8 MMNAT 70—

ip service-reflect destination 234.34.203.11 to 234.34.253.11 mask-len 32 source
10.34.201.1 to 10.34.202.111 mask-len 32 to-udp-src-port 25010 to-udp-dest-port 25310
static-oif Ethernetl/56

ip service-reflect destination 234.34.203.11 to 234.34.253.11 mask-len 32 source
10.34.201.1 to 10.34.202.111 mask-len 32 to-udp-src-port 25010 to-udp-dest-port 25510
static-oif Ethernetl/55

other supporting config needed for above flow stitching are:

multicast service-reflect interface Ethernetl/56 map interface Ethernetl/3
multicast service-reflect interface all map interface Ethernetl/4

NBM flow-policy config:
nbm flow-policy
policy ummnatl
bandwidth 16000 kbps
ip group-range 234.34.253.10 to 234.34.253.100
priority critical
ip group-range 234.34.253.101 to 234.34.253.255
switch# show ip mr sr umnat 10.30.17.11 10.34.202.11
IP Multicast Routing Table for VRF "default"

(10.30.17.11/32, 10.34.202.11/32)

Translation:
SR: (10.34.201.1/32, 234.34.203.11/32) udp src: 0, udp dst : O
Outgoing interface list: (count: 3)

Ethernetl/56, uptime: 02:13:44, igmp
Ethernetl/55, uptime: 02:13:44, igmp
Ethernetl/60, uptime: 02:13:51, static
Chained translations:
SR: (10.34.202.111, 234.34.253.11) udp src: 25010 udp dst: 25310 OIF: Ethernetl/56

SR: (10.34.202.111, 234.34.253.11) udp src: 25010 udp dst: 25510 OIF: Ethernetl/55
switch#

switch# show forwarding distribution multicast route group 234.34.203.11 source 10.34.201.1

(10.34.201.1/32, 234.34.203.11/32), RPF Interface: Ethernetl/6.100, flags: EPrePstUM

Upstream Nbr: 10.34.201.1, Stats State: NA
Received Packets: 16964898 Bytes: 23784786996
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Number of Outgoing Interfaces: 6
Outgoing Interface List Index: 1609
Ethernetl/55
Ethernetl/56
Ethernetl/60
NulloO
Type: NAT EGR_RW
Source IF: Ethernetl/6.100
RW Group IP: 234.34.203.11
RW Source IP: 10.34.201.1
RW source L4 port: O
RW dest L4 port: O
Original Group IP: 10.34.202.11
Original Source IP: 10.30.17.11

Ethernetl/56
Type: NAT EGR_RW
Source IF: Ethernetl/3.1
RW Group IP: 234.34.253.11
RW Source IP: 10.34.202.111
RW source L4 port: 25010
RW dest L4 port: 25310
Original Group IP: 234.34.203.11
Original Source IP: 10.34.201.1

Ethernetl/55
Type: NAT EGR_RW
Source IF: Ethernetl/4.1
RW Group IP: 234.34.253.11
RW Source IP: 10.34.202.111
RW source L4 port: 25010
RW dest L4 port: 25510
Original Group IP: 234.34.203.11
Original Source IP: 10.34.201.1

switch#

switch# show forwarding multicast route group 234.34.203.11 source 10.34.201.1

(10.34.201.1/32, 234.34.203.11/32), RPF Interface: Ethernetl/6.100, flags:
Received Packets: 17115724 Bytes: 23996245048
Outgoing Interface List Index: 1609
Number of next hops: 4
oiflist flags: 16809984

Outgoing Interface List Index: 0x649
Ethernetl/55
Ethernetl/56
Ethernetl/60
NullO
Encap 216 (10.30.17.11, 10.34.202.11 -> 10.34.201.1, 234.34.203.11) L4(0,0)
SrcIf (Ethernetl/6.100) Flags (0x0)
Ethernetl/56
Encap 1002 (10.34.201.1, 234.34.203.11 -> 10.34.202.111, 234.34.253.11)
L4(25010,25310) SrcIf(Ethernetl/3.1) Flags (0x0)
Ethernetl/55
Encap 1003 (10.34.201.1, 234.34.203.11 -> 10.34.202.111, 234.34.253.11)
L4 (25010,25510) SrcIf(Ethernetl/4.1) Flags (0x0)s#
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switch# show forwarding multicast-sr internal-db

Encap 216 (10.30.17.11, 10.34.202.11 -> 10.34.201.1, 234.34.203.11) L4(0,0)
SrcIf (Ethernetl/6.100) Flags (0x0)

Encap 1002 (10.34.201.1, 234.34.203.11 -> 10.34.202.111, 234.34.253.11)
L4(25010,25310) SrcIf(Ethernetl/3.1) Flags (0x0)

Encap 1003 (10.34.201.1, 234.34.203.11 -> 10.34.202.111, 234.34.253.11)
L4(25010,25510) SrcIf(Ethernetl/4.1) Flags (0x0)

NBM Show commands:
switch# show nbm flows group 234.34.203.11 source 10.34.201.1 detail

NBM Flows for VRF 'default'

Active Source-Group-Based Flow(s) for Source 10.34.201.1 Group 234.34.203.11

Mcast-Group Src-IP Uptime Src-Intf Nbr-Device LID Profile
Status Num Rx Bw Mbps CFG Bw Slot Unit Slice DSCP QOS Policed FHR Priority
Policy-name

Rcvr-Num Rcvr-slot Unit Num-Rcvrs Rcvr-ifidx IOD Rcvr-Intf Nbr-Device
234.34.203.11 10.34.201.1 02:21:05 Lo34 not-available 0 N/A
ACTIVE 3 15.000 15.000 17 0 0 0 7 Yes Yes LOW umnat

1 1 0 3 0x1a006e00 64 Ethl/56 not-available
2 1 0 3 0x1a006c00 63 Ethl/55 not-available
3 1 0 3 0x1a007600 68 Ethl/60
LEAF34-PMN-SOLN-SOUTHLAKE
switch#

switch# show nbm flows statis group 234.34.203.11 source 10.34.201.1

NBM Flow Statistics for VRF 'default'

Source-Group-Based Flow Statistics for Source 10.34.201.1 Group 234.34.203.11

Mcast-Group Src-IP Uptime Src-Intf Packets Bytes
Allow-Bytes Drop-Bytes

234.34.203.11 10.34.201.1 02:21:27 Lo34 8413701 11779181400
11778445000 0

switch#

NBM Oper MO:

{
"nbmNbmUmFlow": {
"attributes": {

"bucket": "3",
"destination": "10.34.202.11",
"dn": "sys/nbm/show/flows/dom-default/ums-[10.30.17.11]-umd-[10.34.202.11]",
"modTs": "2021-11-30T11:34:55.213+00:00",
"source": "10.30.17.11",
"tStamp": "1638300895054"
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"nbmNbmFlow": {
"attributes": {
"bucket": "1",
"bwKbps": "15000",

1zxvz e eAFErR FNAT~ [

"dn": "sys/nbm/show/flows/dom-default/s-[10.34.201.1]-9g-[234.34.203.11]1",

"dscp": "O",

"egressIfCount": "3",
"flowPol": "umnat",

"group": "234.34.203.11",
"ingressIf": "335544354",
"ingressIfName": "loopback34",

"isFhr": "YES",

"modTs": "2021-11-30T11:35:23.384+00:00",

"policed": "YES",
"priority": "LOW",
"qidll: "7"’

"source": "10.34.201.1",

"tStamp": "1638300923224"
}I
"children": [

{

"nbmOifList": {
"attributes": {
"dn"

"sys/nbm/show/flows/dom-default/s-[10.34.201.1]-9g-[234.34.203.11]/01£f-436237824",

"modTs": "2021-11-30T11:35:35.387+00:00",

"oif": "436237824",

"oifName": "Ethernetl/60",
"oifTstamp": "1638300935386",

"origin": "PROTOCOL",

"reporterIP": "10.34.60.1"

}
}I
{
"nbmOifList": {
"attributes": {
ndn" .

"sys/nbm/show/flows/dom-default/s-[10.34.201.1]-g-[234.34.203.11]/01f-436235264",

"modTs": "2021-11-30T11:35:42.436+00:00",

"oif": "436235264",

"oifName": "Ethernetl/55",
"oifTstamp": "1638300942436",

"origin": "PROTOCOL",

"reporterIP": "10.34.55.11"

}
}I
{
"nbmOifList": {
"attributes": {
"dn":

"sys/nbm/show/flows/dom-default/s-[10.34.201.1]-g-[234.34.203.11]/01f-436235776",

"modTs": "2021-11-30T11:35:42.437+00:00",

"oif": "436235776",
"oifName": "Ethernetl/56",

"oifTstamp": "1638300942437",

"origin": "PROTOCOL",

"reporterIP": "10.34.56.11"
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} 4
{
"nbmUmIngNat": {
"attributes": {
"dn":
"sys/ran/show/flows/dan-defaul t/s-[10.34.201. 1] -g-[234.34.203. 11] /uring-pres—[10.30.17.11]-pred-[10.34.202. 11 ] -postso- [0] postdo-[0] ",

"modTs": "2021-11-30T11:34:55.213+00:00",
"postDPort": "0O",

"postSPort": "0O",

"preDestination": "10.34.202.11",
"preSource": "10.30.17.11"
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DOk a Tl CiscoNDFCWeb 7 747 kUL D [A T47 a2 kbA—5 (Media
Controller) 1 Z 712>\ Tt L £,

)

() CiscoNDFC U U —2Z 11.1(1) BB, F v hU— 7 EHE 0 — L EFFO2—F TR, RAME
ZiE7e—R)v— B o—RNL a7 X2l —2a VREEZRETEET,

\}

GE) + CiscoNDFC U U — 2 11.1(1) BABe, > b U — 7 FHE 0 — L E2 RO —W TR, AR
FEAFT7e—R)—, BIXO®Wo— L a7 4 Fa21b— g VUREGZRECTETE
R

«IPFM 1T, BEAFLTDANT. A v FOBMOREDERIRELERF LET, A1y
FR2 3 URNICHE LRWSES, RENENTWVGEWE~v—2 7 ShET, AT47aV b
A—3 /78— /78— XAT—3RARE, ZNENDE=FY T X—=UT[TLALLY
A4 v FDOREAAT—42 X (Media Controller / Flow / Flow Status) 1 V> 27 %27 U v 27 L
T, AT =2 AL FEBEDORZ A DAL T ofEB LET,

POAP Z M H L TEAREN LT NA A& EET2121X, 77 b — h&EF L, CiscoNDFC
»[Web 25472k (WebClient) ]>[5%%E (Configure) ]1>[ER (Deploy) ]1>[POAP E%

(POAP Definitions) ] 7>% POAP EFH A AT 2 MERH Y £3, FEMIZ OV TIEL,  [POAP
Launchpad] =7 v a &S L TS0,

\)

GE) A4 7arbe—9RBHEACY) —7BIO0ANS VHOEEDPOAPT 7 L — ki, Cisco
NDFC V7 "7 =TIy r—IfbENTWET,

AT 47 2 ba—7 F— RTCiscoNDFC ¥y — " ZHEL, [POAP 7 F /3y K] IZF#K
ENTWVWAFEEZETLEES, AT 47 arhua—5 5707 L — 2R RTXET, Cisco
NDFC Web 7 5 A4 7 R TlE, MERT 7 L— FEBIN L, MLEIZS U TREL T, POAP
ERENATEET,
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AT 4T ar ha—7 API OISV TiL, Cisco DevNet @ [Cisco NDFC A5 7 =22 b
n—F APLY 77 LU A ZBRLTLLIEE N,

NDFC A7 4 7 @y br—7ORMIE, BRAMOAHEHTE, Ry r—vx—Yr 2L
TIHEATEEYA, IOV TIE, AT 47 2 be—7® NDFC #t+ Y B+ —
Rl ZZ2HB LT ZE N,

NX-0S R F1J—3 >4 FL A K1) & NDFC

AN =7 T VLA NI ZEFERLT, A4 v FDOIPFM 7 1 & AL NDFC (2% DARHE % @4
LEYT, TNE2HALT, MESNEFTARNEIP 777 ) v/ 2O 70 —%2FKRTED
NDFC Zffifl L £9°, NDFC(Z/Vy 7r—I (b &N TWD POAP B X pmn_telemetry snmp
CLI7> 7 L— b, AA v FTRERT VA NIEREERLET, AR SNIZREDH
I, ROV T URT ERY TT,

telemetry
destination-profile
use-vrf management
destination-group 200
ip address <dcnm-ip> port 50051 protocol gRPC encoding GPB
destination-group 1500
sensor—-group 200
data-source DME
path sys/nbm/show/appliedpolicies depth unbounded
path sys/nbm/show/stats depth unbounded
sensor—-group 201
data-source DME
path sys/nbm/show/flows depth 0 query-condition
rsp-subtree-filter=eq (nbmNbmFlow.bucket,"1") srsp-subtree=full
sensor—-group 202
data-source DME
path sys/nbm/show/flows depth 0 query-condition
rsp-subtree-filter=eq (nbmNbmFlow.bucket,"2") srsp-subtree=full
sensor—-group 203
data-source DME
path sys/nbm/show/flows depth 0 query-condition
rsp-subtree-filter=eq (nbmNbmFlow.bucket,"3") &rsp-subtree=full
sensor—-group 204
data-source DME
path sys/nbm/show/flows depth 0 query-condition
rsp-subtree-filter=eq (nbmNbmFlow.bucket,"4") srsp-subtree=full
sensor—-group 205
data-source DME
path sys/nbm/show/endpoints depth unbounded
sensor—-group 300
data-source NX-API
path "show ptp brief"
path "show ptp parent"
sensor—-group 301
data-source NX-API
path "show ptp corrections"
sensor—-group 500
data-source NX-API
path "show flow rtp details" depth 0
path "show flow rtp errors active" depth 0
path "show flow rtp errors history" depth 0
sensor—-group 400
data-source DME
path sys/nbm/show/faults depth unbounded
path sys/nbm/show/notify depth unbounded

AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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subscription 201

dst-grp 200

snsr-grp 200 sample-interval 60000

snsr-grp 201 sample-interval 30000

snsr-grp 205 sample-interval 30000
subscription 202

dst-grp 200

snsr-grp 202 sample-interval 30000
subscription 203

dst-grp 200

snsr-grp 203 sample-interval 30000
subscription 204

dst-grp 200

snsr-grp 204 sample-interval 30000
subscription 300

dst-grp 200

snsr-grp 300 sample-interval 30000

snsr-grp 301 sample-interval 30000
subscription 500

dst-grp 200

snsr-grp 500 sample-interval 30000
subscription 400

dst-grp 200

snsr-grp 400 sample-interval O

AT4T7 32 bA—5DEEH

[BIE (Administration) ]1>[DCNM H#—/\ (DCNM Server) ]1>[RA v F 4 )L—TF (Switch
Groups) 1V 4> RUTHER LIz AA v T 7 /—773, [8F (SCOPE) | Fey &2 U
A RNDFIZEREINET,

[86FH (SCOPE) | Ruv 7 Xy URA KNI, [+ (Bvents) 17 4> RUERRL, [AT«
7 a2 tA—3 (MediaController) | O FTOTXTOY 4> KA S ET,

ExiE, bRAY Uy RUTHRET S84, (8B (SCOPE) | RKey7¥ oy UART
BININTWARL v TF T A—F T RRERE 720 9,

FAfIC, AR, 77—, RTP 70— £=4 70— L EOAmmEOBREL, [S5H
(SCOPE) |Fry 7 X JANTRERIRLIEZEAAL vTF I N—TR T OEREIIK L TOLER
/C“ﬁ—o

AA v F TN—TIEHEWNHEES N TNET, mE2E 220082 AL, v F 7 N—T1Z[F
CARTEIPT RURZFFORA N =g UT ZAZ{ERTE ET, FEICOVWTIX, A1 v F
TN—TDEH| #BRL T &N,

N

(G¥) [#8B (SCOPE) | kv 7 & U X Mk [T—4 24— (DataCenter) ] #8795
LT H B AR R—FENTWARNWZ L ERTR YT T v 7 U4 v FUNEREN
9,

« R AT XY A E=Z T 7 (108 X—Y)
« hAR 2, on page 110

* ;R A b, on page 112

« 77 11—, on page 129

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B swn<rssezrzz0ysy

«RTP (151 =—7)

e /LT F ¥ A K NAT (154 ~<—7)

« 7’11 —/3)L, on page 168

* B TE, on page 171

« AT 47 2 hr—7 O NDFC #HAHY FHHE—F (184 ~—)

—BHETILF XY AN EZRY)DY

CiscoNDFC U U —Z 11.4(1) LAR%, BEHERCILH~ AT X v X Mgz T3, 2o
PEREIL. CiscoNX-OS U U —2 93(5) LIED AL v FICHHTX £,

WH~VFXF ¥ A ME, AT 47 a2 be—ZRHE— FCHEHTEET, NDFC DA > A
f=nte, AZ747HIP 777V v 27 (IPFM) E— RELITPHATFF ¥y A FE—FD L
H B TNDFC 2T 50 & RELET, A~V TFHRY R = FEAZNTT HITIE,
pmn.generic-multicast.enabled H—/N a7 ¢ ZFEH L 9,

AEATILFXFY X E—FOFEDIE

1.

[E 2 (Administration)] > [DCNM H—/\ (DCNM Server)] > [¥—/\ X T7—4 X (Server
Status)] =R L £,

pmn.generic-multicast.enabled ¥—/N 7'm /X7 ¢ & true IR E L E T, 7 7 4L F Tl
false |Z5%E AL TWET,

[ZEE %% (Apply Changes) 1227V v 27 LTH—"EREEZRFELET,

FTRTONDFC VM —ERAZHEHNTDHILIICRDDIRN I T o AT Ry 7 AN
FrEINET, [OK]ZZ Vw7 LET,

AH v RT7 U NDFCA v A M=V DA, 7 a/"T ¢ ZH/NTT 57292 appmgr restart
denm =~ > R4 L C NDFC % fRiddh L £ 9,

NDFCHA &— RD4E . pmn.generic-multicast.enabled —/3—>7" 1 /357 ¢ % true (ZEX7E
L. [ (Administration) J/[DCNM H#—s\ (DCNM Server) )[4 T« 7 HA (Native
HA) 17 4> R T[Zxz—I)LA—s\ (Failover) 1227 U v 27 L%9, #HLVNDFC 77~
TA470E W~ AL FFRY AN E—FTEHBILET,

G¥)

- pmn.generic-multicast.enabled #—/3 7' /N7 ¢ % false (2% & L, NDFC % fELH) L T,
IPFM £ — FCNDFC 2245 Z LN TE £,

« IPFM (X, [H—/\ 7 0O/8F ¢ (ServerProperties) 1|7V 4> RUDORELZMH L T, st
DEHE— NELIEHARY /EXAHRE— RETFR—MLET, IPFM EHHAY LT F ¥
A NI IR 2 RE T H D720, NDFC Z LA~ /LF ¥ ¥ A b B— FIZRE L=
I, 207 a AT lTEA S VERE A,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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—rne vz rx=4025 |

AATILFEXEY AN AZa—

HH~LVTFF¥ A b E— KD CiscoNDFC {21, E=4% U 7 HO IPFM#EEDOH 7+ v bR
EENTVET,

Media Controller

Topology

Host

Host Alias

Flow

Flow Status

Flow Alias

RTP

RTP Flow Monitor

Global

Events

NX-08 R hJ—3 2% FLA R &NDFC GRARLFFvR )

AR =TT LAY EMALT, A4 v FIENDFCIZZDREA WA LT, Z4ud,
EONDFC R IP 77 7 U v 7 RIETHRIBENTZFRA N 7n—52FRTEH0&MH L TT
WEJ, NDFC 23y 7 —fb STV % pmn_generic_multicasttelemetry_snmp CLI 7 >~
L—MI, AA vy FTRERT VA MIRELZAERLET, ERINTEREDHNT, kDH
TR T EEBY TT,

feature telemetry
telemetry
destination-profile
use-vrf management
destination-group 600
ip address <dcnm-ip> port 50051 protocol gRPC encoding GPB.
sensor-group 600
data-source DME
path sys/mca/show/flows depth unbounded
sensor-group 601
path sys/mca/show/stats depth unbounded
subscription 600
dst-grp 600
snsr-grp 600 sample-interval 30000
dst-grp 600
snsr-grp 600 sample-interval 30000
snsr-grp 601 sample-interval 60000

* 7 4 7 FA Cisco Nexus 9000 /) —X NX-0SIP 77 JYwo VYa—>3v A4 K, Y 1)—Z106(x) .
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subscription 300
dst-grp 600
snsr-grp 300 sample-interval 30000
snsr-grp 301 sample-interval 60000
subscription 500
dst-grp 600
snsr-grp 500 sample-interval 30000

[WebUI|>[*F 47 3> kO—35 (MediaController) 1>[ k78O (Topology) 13— T,
AT 4T arie—7 bR PERRTEET, ZOMRaIE, AT747 a2 he—JL
L CTNDFC {2 & » TEITS N L #BAEICEA T,

AA v Far Vv r35HL ATARTU N4 Fuo[ZA— (Flow) [ &7 =i
NAT 7 ~uff, 5% 0, AJ), W, FREANEHAORFRESLET,

\}

Note -+~ g%, NDFC ® IPFM L~V F X ¥ 2 b T— FOmFICEH SN ET,

HH~ VT Xy A NI, 2BEEARAS U ERITY) —7 AR VICHIBSERA, 7u—53%
ERANT X UTIE, TRTORBE AL » F 3 CiscoNX-0S U U —2 9.3(5) Z#5#k L 7= Cisco
Nexus9000 >V — X A A » FTRWIRY | FED hAr IZHIRSnETA, WH~ LT X+

A MZ, 74/ 5 VRF THR—FEINFET,

\}

Note

)

ZOMEBIZ. A VA M=V T RERPIAT 4T 2 br—F EHHLIZEEICOMEN
TEET, AT 47 2 br—J%FHITT 5HIZIE. NDFC ® OVA/ISO A & A h—/LHIZ IP
J7TVY Y AT47 AV MA—=FDA A=)V AT a b EBRIRLET, BEIOU Y —
AT H &4 CU 7= appmgr set-mode media-controller =~ > KX, NDFC 10.4(2) Tl T
TEHA

Note

e AR NYINETNRA RAEEIRT D E, TDAAL v TFOR Y B AT —Z ZAHIER
XNFET, L. AA vTFORY o —HERLZ VT LET,

s b BE— RBBPOR— M —T A EBE LIk, Y 2 E[RRE S (Topology) ]
U RSN, VI RE T L TWB I LR RTRATERINET, R—
OBENL, [F7RE D (Topology) 1|V 4 > RUTIHEERINFEFA, EHINTZAR— R
NDFC (ZERINDEICAAL v TF2HBRELET,

EERIRER
RTINS LT, Bl 57 31 Az ififiRkon LEd,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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roe

ALY FERBRR MR, RAvFFEEFRRAFDIPT FLA, R4 Yy FOMAC, BELUR
1YFOVITIVEBEELRFETEET,

Generic Multicast E— N TCld, 2OV 4 FUTL Y —NNA X —T oA AL FEIFIPT KL
AEMBTAHZELTEET,

TILFEXYRNGTNL—T

TA—NVRELEZ Y v 7 (£ Return F—ZMLET) LET, v LTFXFHX¥ AL T RLRAD
VARNERRLET, MR TVEERRTOLERHDLVILT XY ARNIP T RLAZRINTE
BETO

ZOXNFEXEXARIPT FLADTDOT AL A BROANA U BEIORY =T ~D Y 773
WRHETSNET, BET2AMI, AT 47 avbn—7 bERYNO LT T 4y I D7
H—%Z R L TWET,

rReYO7a—xA VT AZITIHESWWTHRBEZIZ 74NV Z ) 7 TEET, v LFF ¥ A
N N—T BB T LGS, PT RLAERIZ7e—oAf VT AL EHH L CTHRRTEXET,

INRILERT > HEIE
[t (Bandwidth) | F = v 7Ry 7 A4l T5E, AL LT —TICL > THES
NDEINEN D T — AV r—2 L LTERSINET,

o Bk 40% AT

s Fh 0 40% ~ 80%

< IR 1 80% LAk

FRBATEE-ZE T

WA T 4T A hu—7 777 v 7T, ISLY U7 1F ) —7 & AR, CORITERE
&, ISL U > 71 Cisco NDFC 23 7 1 —%& AT v F4 5 1= O\ B A BilEiE 2 354 5 DIz
Brb¥ET, REICHENH 5854 . Cisco NDFC #iiE~ % — 2 ¥ RN&E - 72V o 7 2
THAHREMEN H D £,

Cisco NDFC g stE 7L 2 U XA 0d, EEMEZEMOR @D /) — e/ o L9 &
L/iﬁ‘o

AR MY 2D TOFEIEER

EEMEZEENX, IPFM 7 7 7 U v 7 DY —7 AL v FICHER TE £T, EEMIZ~ LT
FxY AN 7a—%RBEL, ZEMEALTIFY AN 7=l TR T4 T LET, LT
XY ARMPMERHEIND =20, 70—V T AT T4 T HZEFENEBFAET DA REENH Y
F9, BEMEL. DAT, A7 BET AL AREDT NNAATY, Lr—NF, ET4E
=H AE—N—, YL TFEa2—TREDT A ZATT,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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A\

Note k= | /R— MEFRIEOBERE, [WebUI]>[EH (Administration) ]>[DCNM#—/\ (DCNM
Server) ]1>[H—/\ Z0/\F 1 (Server Properties) ]<— "™ pmn.host.port.policing.enabled
74—V RCHNELITENCTEET, 774/ T AR N A= ORI BRI D)
27> TWVWET,

ARA MUY 7 THIIRZ B CX £, ZOMEEAHHT 5L, NDFC T, ZEHN L
NEL D7 —%2FRLIZY, KEENFAMIBLTWDY 7 CHEMRTREAREIEL Y &
£ DTa—HFELIEVTHZ LT TEER A,

Ak

BRAR A=a—I2I3 ROV T A=a—RNEaENET,

BRHIN-RRX +

ZOEEICIE, TLARIICESTANENTETRTORA FN2FRTEET, A v FNHK
Hanszd e, 777V v 7HNOTRTDOAAL v FNRT LA M 2EH L TEHHIZNDFC ¥ —
NR=lTF—H %7 v 2 LE7, CiscoNDFC V— =%, T/ T 477 —2tIlZEL
7oA R b T a—OEHEREFRLET,

WKDFET, TORXR—VIZEKREIND 74—V REMBALET, 7—T NV~ F—% 7 U v 7§
Hi, 2 NYUBFONTGA—EZDOT VT 7y MEIZY— FSNFET,

Table $: mHE S NF=FRA b T—TILD T 4 —JL K L 55EA

J4—ILE B

VRF VRF AV AHF L AEEELET,

RA N RARNPT RUVADREFHBANZAYT
AEEELET,

RA N ZA U T ANERE SIVTORWEATE,
RANMIPBRERRINET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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ISSESURE S |

J4—ILE £ A
ks RANTFAL 20— L EBELET, KX

F OB — UK DONT NI £,
< EEH
« SMERIAE
CHAFI v T LA
SN LR

e AT 4T LI—N

IV FXxy AN T A—TF

AR MBREBMNTE 7o —D<LTFXFr AT
NLAZBELET,

J—ASE BHENTZRA SBBINT 570 —D%EET
ZHELET,

24y F AL v FO4HIET LET,

Ao B —T AR EEME T IXZEMA A v F THRA DR
ENTWAL L H—T oA AEELET,

MAC 7 R L & WA A FOMACT RLAZIRELET (A
AV TIZEDHFARDARP =Y N U BH 5
a) .

NDFC # H 5 ] AL v FPARA MR LI HRFZRE L E

R

[ H  (Fault Reason)

BHEENTZEAMRBML TS 7o —n%k
MEBERELET,

Cisco NDFC U U — & 11.3(1) LAF%, RIUAA oo b Uik, BRAGERITE LTS
N—TbEnEd, REI7TAar%227 Y 7 LT, BEDITEERT L, #EOITE2150

TV Il AT TEE Y,

RAMIAYTRA
Y

Note -t~ 3%, NDFC ® IPFM LU~V F ¥ ¥ 2 b T— FOmFIc@EM SN Ed,

CiscoNDFC TiX, A7 47 ar b —FDEEERANEZEERANDHEA N A YT A
EERCEET, 77T 4 TR~V FX Y AN VT T 4 v 7 OEZET ANA AL, RA K EME
I FE T, CiscoNDFC U U—Z11.0(1) LA, RA N A VT AL B EH L ZEFEDORA K

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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WZEMMTA L, AAMELBITHILLT LS 20 ET, F2, £ DEA Rz A U T A% Cisco
NDFC A5 47 a2 ba—JZA4 VA= T2H2LHTEET,

WDFET, ZOX—VIZEREINDIT7 4=V REHALET,

Table5: : RA b TA YT R T—TILDT 4 —)L K EERHA

TJ4—ILF Bl

RANZAVUT A RARNEFINTDEIICRESNLTVDERA
NaERELET,

IP7 RL A TA YT AL TERT DAL v FIZHERT D
AARDOIP T RLAEBELET,

e R B 3B H B RAN AV T ANKBICEF SN HRE
BELET,

COHEONFIZ, WOEFY TT,

RA R IAY7ADEM

LT AT HFITLT, ILWEA N =AY 7 A% CiscoNDFC THH L7777 U v 27 d
FOA ABEIML 7,

Procedure

ATYT1 [AT47 3> kA—5 (MediaController) ]1>[#X k (Host) ]>[/RRX b T4 'J7 X (HostAlias) ] %
WIRL, BN 22V w27 LET,

AT9 T2 [RAN A YT AOEMNE (Add/Edit Host Alias) ]|V 4> R T, UFEANLET,
« [(RR 4% (Host Name) ] : #AIHOFEREM AR M E AT LET,

«[IP7FLX (IPAddress) 1: 7a—D—ETHARANDIP T RLAEZ AT LET,
Note

Fo, FA NPEEER SN EEMEITZEMY — 72T — X 2R ET DA, RARTZA YT
AEERTHZ LB TEET,
ATv T3 [R%TE (Save) |27V v/ LT, BENEEZRGFELET,
RAN A YT AEMIET D121, [FryotL (Cancel) 1227V v 27 LET,
HLWEARN A UTAN[RA S TS FR (HostAlias) 17 4> RUOT—T MIFRENET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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RA RIS T ADRE
RAR A VT RAERETDHITIE, ROFR T EFETLET,

Procedure

ATvT1 [AT47 3> rA—7 (MediaController) 1>[RX b (Host) ]>[/RRX b T4 1J7 X (HostAlias) ] %
BIRL, BETLOIMERHLBFARN A VT AORIZH LT =7 Ry 7 AkF A LET,

ATFY T2 [(RRA b T4 7ADEMERE (Add/Edit Host Alias) ]V 4 > R T, UFEZALLET,
s [(RR k4 (Host Name) ] : @B H OEEEMAA N E AT LET,
«[IP7KLX (IPAddress) ]: 7 —DO—THLARAMDIPT RLAZ AT LET,

ATY T3 [IR%E (Save) | #7 VUV v/ LT, BENEEZRTFLET,
RAN AU T A%ZWEFHT DI, [Fr oL (Cancel) 127U v 7 LET,
MRHELIZAA N A UT AN [RA M T4 JFAR (HostAlias) ]|V 4> RUDOT—7MIFEKRENET,

RRA b ITAYT7ADHEIRR
RABR A U T AZHIRT BT, ROZ AT ZFEITLET,

Procedure

RT9T1 [AT47 3> ~kB—7 (MediaController) 1>[RX b (Host) ]>[/KX ;b T4 1J7 X (HostAlias) ] %
BIRL, HIBRTHRA N A VT ADRICHLTF =y IRy 7 A% F I LET,

FUA v AZ AT, HIRT DEEDERA N ZA VT A = bY ZEIRTEET,

ATv 72 [HIER (Delete) 1227V v 7 LET,
ATYT3 RV 4 RUT, [OK]Z27 U7 LTHRARN A4 VT AZHIBRLET,
RAN A VT R RFFT 5121, [Fv >t (Cancel) 1227V v 7 LET,

RANIAYTRADA iR—F
WDREATHZRITL T, 777V I DTN, AIEA N A VT A% KR —FLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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Procedure

ATFYF1 [ATF 47 a2 bO—5 (MediaController) 1>[RR b (Host) 1>[RA b T4 )7 X (Host Alias) ] %
BIRL, [ UR=KT7A 2022707 LET,

ATFvT2 FTALIZ NI AEBBLCSV 77 A NVEBIRLET, ZUTiE, AARIP T RLAREIST HEARA -
HiEREEHET,

ATv 73 [BA< (Open) 1227V v LET,
BRAN ZA VT RAEIHFARN ZA VT A T—=T NI R —FENERRENET,

RAMIAYT7ROITY AR— b

UTFDEZAZ #FATLT, 777V 7 OT A AMFIZARA A YT A% 7 ZR— L
=7,

Procedure

ATy T [AT47 a2 bA—75 (MediaController) ]>[RX k (Host) ]>[RR b T4 1J 7R (HostAlias) ] %
BIRL, [T RAKR—bF (Export) 1 74 =2>% 270 v 7 LET,

WHY 4 FUBREREINET,

RATY T2 NDFC )HHRA N A VT AREERGTT 20—V VAT AT 4 L7 N ORFTEREIRL, [OK] &7
Vo7 LET,

RAFNZAVT R a7 4 Xal—ay T7AANBB—hLTF 4 L7 NI AR—FENET,
T7ANNBITI AR— SN HER 7 7 A NVELIfNEnET, =7 AR—FrSNb7 714 10DEHNL
.csv T9,

(] ~
RARRYO—
RANTNA AR —%BIMTEET, [AT 47 2> hr—7 (Media Controller) ]>

[A"A K (Host) 1>[4HA K AU — (HostPolicies) [IZBEIL T, &AFA N KRY U —ZFKEL
ij‘o
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wzrkuy— W

\)

GE) AAyFIE T7A4NVIDORA MR O—% R L CERATINERHY 3, 774/ D
RANRY —ZRELT, FAELIFHEGTLIENTEET, B Nny 74 u 2 U X
F2sh, EIRLI=RYU S—DER (DeploySelected Policies) %R L TAA v FITT 7 4 /b
FORY —%ERALET, £/2, 77408 RV —%2BRLRTH, [TRTOTIA
Lk R >—%EBR (Deploy All Default Policies) ] Z&IRT 25 Z & T, §XTDT 7 4L b
WY =T XTOEHRRAA v F IR TE E7,

TI7HN TR, R =Dy =0 U AFFIXT L > THEAER S L, NDFC B LU~ /LF

XY ARNSYRT /T VT 47 AX32 L Lfﬂiﬁ%éﬂi@*o [&# (Administration) ]>[DCNM
H#—s\ (DCNM Server) ]>[H%—/\ F0O/8F 1« (Server Properties) | O FDO 7 a7 ¢
pmn.hostpolicy.multicast-ranges.enabled i3, > —7 LV AFFZ LN TF I XY A SNSRI/ VT >
JAERPETEDL L DIC, 2—FIx LT Ttrue) ICRETOILERHY £3, — 3T 13
T AMTrUeICRESNTVWAES, V= AEBLYNLTF XY AN A /T VT 4 T R
EANNTDHT 44—V RiE, [A* T« 7 3> kA—5 (MediaController) 1>[7RX k (Host) 1>
[RZ k A1) & — (Host Policies) 1> [ (Add) ] BLU[AT47 3> kA—5 (Media
Controller) 1>[RZX k (Host) ]>[/RX k 7R1) > — (Host Policies) ]> [#R& (Edit) ] ~<—
THEATEET,

X4/%’ﬁx&ATx%f)y~%@%¢6%:\?7¢wk@$xbﬁuv~%%4y

WCIELL BT A2MENRHY £9, T Lo BEe. BAZ LK) o —0RBICKIL
iﬁ‘o HAZ LRI —%BIN, wE. A AR— b, EREFEBMT LI, TXTOAAL vF
T RTOT 74NV N R —PNEFICEBHIN TSI E 2B LET,

N

GE) =2—¥RRy FI—27 A —F a— )L TNDFCIZu A 358, RY—%B00. Bk,
EH, AVKR—b, =7 AKR—F, FHEEETIEZOOTRTORY Ei2TA T a on
WD ET, ZO2—VEFIRY >—, BERAT—Z 2AFI3BREAHERTIZ DAL, 7]
BETY,

WRDFET, ZOX—VIZEREIND T 4 —/V REHHAL ET,

F6:RR R —DIRME

J4—ILFK 5 BA

Bh (Add) HLWARA N RY —Z2BMTXxET,

TRE BIRLT-ERA N R = NI A= 2 FREIIRET
EF7,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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Bl

2—PERHRA N R —ZHIBRTE LT,

G¥)
* NDFC 623 5 ZHIBRT D1, TXTDAAL v F
MBRY — % BEAMER L £,

CFT AN K S —mERRRCE TS, T4
AR EY S FHIBRTE E A, RS L KY v
D3 % BT £ ORBIARERC % £,

« T 74 bR —ERERMERT S L&, TRTO
F7 AN N RY 3T T 4 FORERE SO LD
CUey hERET G

FRTHIR

RV v—F v IRy 7 AEERETIC, T XTOH AL
LR —FHIRETEET,
G¥)
* NDEC 226256 ZHIBRT 2812, TXTDAAL vF
MHRY —Z MR L £,

¢« T 74NN AR U—FREMBERETCEEIN, T4
VR R =TI TEETA, PAX LR —
DI A YRR L OVREERTX £,

S A

CSV 7 7 A /L6 NDFC IZARA b R Y v—% A VB — |k
T&ET,

GE)

AR — g, CSV 77 ANMHA VR —FERT-T~
TORY =, TRTCOEEMNRAA v FIZHBIIZ
HAEnEd,

T AR— b

NDFC 776 CSV 7 7 A JVIZHR A N iR —%h T 7 AR—
NCTEET,
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Bl
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J4—ILF

Bl

&R (Deployment) | Km > 7 X2 UA M), bl
fEZ BRI L £,

« BB (Deploy) ]

CBIRLTERY — ZOF T a UERIRL T,
BINL7ZARY) o—% A v TR LET,

T RTDOTFT TN IR — ZDOF T g%k
BIRL T, $XTCOT 74NV bR =" AL v
FIZEM L ET,

T RTCOAAZLRY — : ZOF T a vk iE
WLT, T _XTCHO2—VEERY —%EHLF
7,

- JRBAMRER

CGBIRLTERY D —  ZOF T a VERIRL T,
IR L72R Y — % BRI L £,

T RTDOTFT TN IR — ZDOF T g%k
HIRL T, 774/ RY —HRBERMER L E
7,

T RTCOAAZLRY — : ZOF T a vk iE
WLT, T RTCO—VPERRY > — % BHER
LET,

T RTOIMLIERY —2FHRITTS : 2o
TarvEBINL T, T RXRTORKLEZRY > —% R
LET,

VIHNZ A A v F TR LIZTXCORIL. Thbo
AL v FICOHFERBINET, DATAAS v FORE
BAFRBRN R L2356, RICAL v F NS OLHER
BRfERRA CX £9,

cEBEIERE : Fuy X UAXARNLERY —%12
EIRLET, 2047 ar2@RL T, BRLEKR
V—oEfEREERRLUET,
[JEBAJEE (Deployment History) ]iZi%, D7 1 —/L
RRFRSNET,
R4 BIRLEARY —ZAEFKRLET,
A vTFL AR —MEREINTAL v T4 E
EELET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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wz+xys— i

J4—ILF

Bl

CERBRAAT—F X BEOARAT —F A EFRRLE
T, BADNKL LR L= RN FoRrsSnE
‘j‘o

T Ivay i RARKRY DALy FTIEITES
nNa77varERELET, [fEM (Create) ]
i, RY —NAA v FICBBEIN TS Z L%
B LET, [HIBR (Delete) 11X, AU T —23 A
A v TFPLREERINTEZEEZERLET,

c EBHARE : AR MR Y R EBICEHT I A
KeafiE LET, HEFORREAILDayMMM DD
YYYYHH:MM:SS# A ALY —> (Timezone) T,
o KHEEH - R Y =P IEFICER S o -8
HE!O

RR7:HRKRAMRYS—F—=TILOT 4—)L K LA

Ta4—IL K S5 BA

RYv—4 2—FDOERINES T, FAMORY =LA EEELET,
RA N RANID Z#fELET,

A 1P ZEWTSAADIP 7 KL A& fRELET,

E{EHETP (Sender IP)

AT AT NAADIP T RLAZIRELET,

~ VT ¥ ¥ X KNP

RARDOYLFXYARNIPT RLAZEELET,

E{EHTP (Sender IP)

EEHEOIP T FRLAZEELET,

[/ A k@ —/ (Host Role) ]

RARNTFARL 20— LEEELET, BA LT AL A m—
MiE, ROWTNTT,

 EEE
o ZIEFH - AN (Receiver-External)

o {53 - m— 41/ (Receiver-Local)

F_RL— 3

RARNKRY) O —DEWENE I NEREELET, N —IC
IR OBIERH Y F7,

Gl

e

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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J4—I)LFK R BA

Sequence # < NVF Xy A MHEANBININ TWAIGADOT AX LR
=D /—#/Xﬁﬁ%? ELET,

JEBRT 7 v a2 > (Deployment |HRANRY I —DAA v FTIEITINDT Vv arZiRE
Action) LET,

cAEH  RY —NAAL v FTREENET,
cHIBR : RV —NAA v TF D BRI NET,

BEAT — X A RIS Uz, KM U0y, F203RY o —n Bl &
NTHRWERELET,
& F T B RARN RY =N IRBICEF SN BRZETE L £,

HEEDFR AU pDay MMM DD YYYY HH:MM:SS XA A
V' — (Timezone) T,

ZOHEONEFX, kO EEY T,

MDiEN

T7ANETIE AU =Dy =7 AF ST NDFC I LY HEIER S L, vV FF v X b
NAIITVT 4y 7 AT T 74 TB32TT, [BEE (Administration) ]>[DCNM H—/\
(DCNM Server) 1>[#%—/\ FO/F 4 (Server Properties) ] D FO 7 w37 ¢

pmn.hostpolicy.multicast-ranges.enabled i£, > —7 V AFF L~V F XY AN RAT/TVLT 4>
I AT E D L O, =PI LT Ttrue) IZRETHMERHY £7, — 71X
TANTIRIZREINTVWDIEHA, V=T VAR GELVTF XY AN AY /T VT 4T A
EANNTDHT7 44—V RIL, [A* T« 7 3> kA—5 (MediaController) 1>[7RX k (Host) 1>
[fRR k 7K1 — (Host Policies) 1> [ (Add) 1B L [AF 47 2> FE—5 (Media
Controller) ]1>[/RX k (Host) ]1>[/RX k 7R1) — (Host Policies) ]> [#&% (Edit) ] 7 >
Ry CEATEET,

X%/?’ﬁngTXFf)V~%@%¢6%C\?7¢W%@$XFKUV~%X4V

WCIELL BEHTAMERH Y £, 9 Lahola, DAXLRY U —DRBICRK L
ifh) HAL LR =5 BT DENI, T_XTDARL v FIZTRTCOT 740k R o—
NELLEREN TS Z 2R LET,

Cisco NDEC Web UL 2B R A k AR Y o —&2BINT 5121, ROFIELZEFTLET,

RAT9T1 [AT4F7 3> kB—7 (MediaController) 1>[RX b (Host) ]>[RR k K1) > — (Host Policies) ] %

BIRL £,

[(RR b 7R1) & — (Host Policies) 17 « > RUMNFERINET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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Az bk Ry v—nemn [

ATw7T2 B (Add) | TAa2vz27 07 LET,
RTw T3 [HFARKRY —DiBH (Add Host Policy)] 7 1 & R T, IRDT 4 — )V RIZNRT A—FEIEELET,

RS —B RAN R —D—FEORY =L EHFELET,
eRA P O—JL: FA LT XY XA MEEEELITIZEF L L THEELE T, ROWTILNEZEIR
L/iﬁ‘o

o EEE

o« Z/EF - m—H L (Receiver-Local)

o {54 - 4L (Receiver-External)
RRAFRE RV —NEHAINAIEA MEREELET, BAEFA MPBREEINZSEAE. Fany 74
7 UAMNLARARA M EERTEET,

6=3)
ZEBECITEEEDORA N RY =2 ER T 57012, VE—FREHE L TRHSATLRR M &
BIRL2NTL 2SN, 2L, VE—PMEEE L LTSN ARR ME, XEERARRY v—
OERITER TE £7

cEEFEIP: A MDOEREBMOIPT RLAZIEELET, ZOT7 —LRiZ* (TAXYRY) LEF
72120000 ZFEETHE, ZOIPT RLAIZUAL LRI — RERETEET,

cREFIP: ZEHEFRANDIPT RLAZRELET, 207 4=V RIIERRIN, [FA L B—L
(HostRole) ]73 [Receiver-Local] IZFXE SN TWDGAICOABEHINET, ZDO7 4 —/ Fig* (7
AR YAT) BEELIT0.0.00ZEETHE, ZOIPT RLAIZTA NV RI—RERETEET,

G¥)
ZEHERANRY) —DREFIPRUA L FI—F (*£72130.0.0.0) OFE, HEEIPLIYALER
H—F (* £72130.0.00) THLHILENHY FT,

ILNFEXYRAL : RAMRY T —DOvATFY A NPT RLAZBELET, ZO7 4 —/L R (T
ABYAY) REERETDHE, ZOIPT RLAIZUA N RAI— RERETEET, Z413£224.0.0.0/4
WCEB S ET, DEIEEIP (SenderIP) 1 7 4 —/v R & [RIEFIP (Receiver IP) 1 7 4 —/L RKiZU A
VR —RIPT RVRAZIEET 256, vATFTX¥ AL V=T IXEICKLETT, DF0, *E2X
0.0.00 LT THF¥ A NERETHZ LIXTETERA,

CEHFRIAER ARV —Thr 774 v Zu—zfR L3 BB T OLEN L L HEIE. TVA RF
z7 Uy LTEIRLET,

ATy 74 [RELTER (Save&Deploy) 17 U v 7 LT, R v —%2REBIOERLET,
[Fv>t)L (Cancel) 1227V v 7 LTHLWAY —%FELET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B ocxrxus—oms

KRR R RY—DIRE

&

ATy T2
ATy T3
ATy T4

ATy TH

AA Y FIZHAZ L ARA N R —%BET LR, 774NV EDOFEAN R o—%AA v
FIZIELL BT OIMERDHY £3, £ Lahonhh. DAX LR U —0REBIZKILL
T, WAZ LR —2RET DI, TRTOARL v FIZTRTOT 74V kR o—
DIEFICEB SN TND = L 2R Liﬁo

Cisco NDFC Web Ul "R A b R U v —%iwETHI12h, WOTFNEEZEITLET,

FIE

[AT 47 3> kA—35 (MediaController) 1>[8R k (Host) ]1>[/RX k K1) & — (Host Policies) ] %
IR L F9,

[(RR bk 7R1) & — (Host Policies) 17 1 > RUBnFRENET,
WET DUENRHLHRA N R =D D DT =y VR 7 A% A T LET,
FAREY —0 (R (Edit) |74 32%2Y v LET,

[FA N ARV —0fftk (EditHostPolicy) 1V 4 v RUT, KU =R T 7 4 v 7 ZHAT50EET
HERELCTHRELET,

GE)
RARRY —=~OERTTICHEPTEINET, R =N TIZTAAS ATHEA STV D56, BF
WEEAFD 7 v — T DR H Y £,

[REFLTERA (Save&Deploy) 127U v 27 LT, AU —2REBLOEMLETS,
[F+v >t/ (Cancel) 1227V v 7 LT, BHEAEMWHFLET,

RR MRY —0HIR

ATvT1

Cisco NDFC Web Ul 5 A b iR U I —%HIBRT 5121, LFOFNEEZFEITLET,

N

GE) =2—VEEDODKRANRY O —DREZHIRTEET,

FIE

[T 4«7 3> kA—73 (MediaController) ]>[RX k (Host) ]>[RX k 7R1) 2 — (Host Policies) ] %
EIRLET,

[RR k R1) & — (Host Policies) ] 7 1 > RUNRKRINET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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& b Ky s—o1vt—+ ||

ATYT2 HIRTDUERHDLHRA L R —2ORIHLT =y IRy 7 A% F AT LET,
HIBRT 2R A K R > — 2RI T £,
RAT9T3 FAARKRY —0 [HIBg (Delete) 174 2% 27V w7 LET,
[TRTHIER (Delete All) 1227 Y v 27 LT, B—A L RZLADTRTOFEY —%HIRLET,

ATy 74 HIFmEM T, [OK]Z27 UV v 7 LTHRARNKRY U—ZHIBELET, [Fv >t/ (Cancel) 227 Y v 27 LT
[ARA K AR Y 2 — (Host Policies) | X—IZED £7,

G¥)
NDFC 726 AR A R RY —Z2HBRLTH, R —RRBEAISNTNDE AL v F bR Y o —IXEHEER S
NFEHA, NDFC HHIBRT DRI, AL v TF DRI —2EERRERT L Z L2 BEIO LET,

N=UDO TS, RA R RY —DHIBRICKI LTI Z L 2nd A v —VBRFIR SN ET,

KA KR O—DA UiR— bk

AA Y FINZHAZ L KRARN RY O—ZRBET LR, T 74NV EDEFAN R —% AL >
FICIELL BT AMENHY 9, T LRV BE, WAZ LR —0REBICKI L
F9, DAZLFRY —%BINTIHRENZ, TRTOARAL v FIZTRXTOT 74V N R —
NELLEHENTWDLZ 2R LET,

CiscoNDFC Web UL 2258 A R AR Y o —% A UiR— R &2BINT 5121, UTOFIEEZFEITLE
—éAO

FIE

ATYT1 [AT47 3> kA—5 (MediaController) 1>[/X k (Host) ]>[X b 1) < — (Host Policies) ] %
BIRL 7,

[(RX b R1) &— (Host Policies) 17 ¢ > RUNERINET,

ATY T2 FAN KR —D[42iR—bk (mport) 174 2a>%27Vv7 LET,

AT9FT3I T4 7 NUEZRL, FA MR —REHEREEL .csv 77 A NVERIRLET,
csv 77 ANANDT F—~ v FRIELLRWGE, R —i3Af R —rShEtA,

ATy 74 [BA< (Open) 127V w7 LET,
AR —rENTEZR) =, 777V v I7HNOTRXTORAL v FICHBNZEBEINET,

RAFDIORAR— kR o—

CiscoONDFCWebUI 22 5H B A iR r—2 =7 AR — M Z2BINT5120%, L FOFIEEZEITL
F9,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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AT9T1 [AT47 3> kB—7 (Media Controller) 1>[RX b (Host) ]>[RX k 7K1 > — (Host Policies) ] %

BIRL 7,

[(RR k R1) &— (Host Policies) ] 7 4~ RUNRKRINET,

ATV T2 FANRY =D [THRKR—F (Export) 17 A2 %2 V7 LET,
WENY 4 RUNERISNET,

ATYT3 T4 NIDOEFHEBRBINL, FARN R —DFHM7 7 A VERFELET,
ATy T4 [OK]Z27 V7 LET,

RARNRIV = Tr7ANBe—hLT 4L 7 MIIZZ I AR—FENET, 774 NVLITIE, 774V
BT AR—hEINZEMRINENET, =7 AR EFLT7ANDT 3 —< v MM .csv TT,

RYS—DEA

AU —iF, B, WE, FHEA R = FENDZNCAAL v FICHEIMIZER SN E T,
[ER (Deployment) 1 km X7 U A NCHEGReT 7 a 2@ R$T52 LT, AU —
OREBEFITHERZERTEET, RY —DREBTICT A 20BEHSN-5HE, R
VIZELL B ENERA, ZOEE, TORIZ[AT—HF A (Status) | FISKWA v —
UNFERINET,

AL FIZHAZ LK) —% BT HRIC, T 74V ORI —%AA v FITIEL < EH
THULENHY T, T5 LkholnGs, DAX LK) U—OBRBICKIRLET, I AX A
RY —ZBMNT LN, TRTODAL v FIZTRXRTOT 740 FART —RNELS BRI
TWAHZEZMERLET,

BIRLI=RY) o—DER

TOF T arTiE, TAAATERLERY —0A e BETE E4, LEIZSU THOR
Vo—%RBETXET,

R —ZORICHIBEDOF = VR 7 AERINLET, BRLERT O—% A A v FIZ
BT AICIZ, ZoF 7 a A RIRLET,

FTRTOHRE LK) —DER

COF T ar T, TRTCOD AL LAEFT2—PFERZRY O—%2 R v FITRETE
T ZAA v FNY T —FLTWAEATH, R —ITREENET, 20k R8s, BHE
DEEL, FORICAT—F A2 X vyt — Kl (Failed) | BFERINET,

1 ODA VARV ATTRTCO—YPERRY O —ZERTIHCUL, 2047 g ZFRL
ij_o

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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xyv—ogA |

BIRLIE=HDRE LR O—DEFER

R —ZDORICHIEHEDT = VR 7 AEERLET, Foy 7 X VA MNRLIO
FF g CEBIRL T, BIRLERY O —OREBARREZ LE1,
TRTDHRE LR —0OERAER

DA T arTiE, 1ODA VAR VATTRTCONAZ LR —F£ 71—V EZRY
—ERHRTE E T,

N

Note 7 4L KOBREFHRY > —ZRBEMET L2 LITTEERA,

\}

Note (CiscoNDFC U U —Z 112()AETIE, T 74/ b R o —2EBEBLORERMSRT 2%
TEET,

FTARTORBLIZDRE LR —DOYEL

RN —OER., SEIERHATRKRTHIZENBVET, 204 a2 HEHATS
L. RLET R TCO2—FERRNY V—2 BT ET,

VRN R LT N TOREIZ. Th oD v FICOHFERM S E T, DA LT
NTORBMERITI. TNODAL v FOHNOHERSNLET,

BAERE
IOFTvarEERATLIE. R U—DERBRAFRCTEET,

RU =0 [RY —4 (Policy Name) | 7 4 —/L RIZERREINET, Fay ¥y U R
b, ZORY —RREIASNIZAAL v F 2R L E T,

ALy FORRINIARY —DOREBEEIT., WORICFKRINET,
EEBREORIZIZTRD 7 4 —L REFRLET,

Table 8: R') O —RBHEBEEDR 7 1 —IL K L5487

TJ4—ILFK Bz
JBEAA T — & A RN —DREAAT —X AR RLET,

WAL LT RB L= 3 FoRr S E 1,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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J4—ILF

B

BBEIT 7 2 v (Deployment Action)

RIS —DAAL v FTERITINDT Vv a v
ERELET,

B : NY =N AA v FIRSNE LT,

HIBR : N —NAA v F SRR SN
F L7,

BRI B i

RA R R —DNEBICER SN2 HREZ 5
ELET, ARORRFIENXIL Day MMM DD
YYYYHH:MM:SS % A &Y' —> (Timezone) T
ﬁ‘o

Failed Reason

RY =N ERIZRE S o 7B 2R
Lij—o

BRAINEARRX MERY —

CiscoNDFC U U —& 11 LA, Ry hT—27 2RI L7=AR Y > —%FK R TXET, Cisco
NDFC Web Ul T, [A*T 4 7 3> kB—3 (Media Controller) 1>[/RX k (Host) 1> @
ndHRX b AR — (Applied Host Policies) 1I2BEIL T, SEIFERRY v—%FRLE

‘@—O

T—=T I, T HNIDPIMAY — v— I NAZEER) — BIOEEERY v—
BERRENET, AT 47 a2 be—FF, 2P —EFHFEDOPIM K > —F=iZ L —34

AR =2 FRLEE A,

WDFET, ZOX—VIZEREINDIT7 4=V REHALET,

Table 9: R INBKRA kR —D 7 4 —JL K EEREA

F% BL)]
WY —4 HHSNLRY > —D4HIZ R LET,

[5 A b r— L (Host Role) ]

AA N B —VERELET,

RA N T Z m—LE, WOWTNINT
ER

* PIM
- E(E#

« {5

AA T

R —NEHENDE AL v FOLRIELRE
L\ij—o

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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so— |}
5|4 SBA
A B —T A A R —DEHINDA o H—T oA A%
Hﬂiﬂbiﬁ—o
TITF 4T RY—BT T4 TNEINEIRELET,
HA AR T AU —ERRER SN HFEZEELE T,
JEA4Z Day, MMM DD YYYY HH:MM:SS (%
ALY =) TF,

20—

Tu— A2 — U TOH T A =2 —nNEENET,

Flow Status
A

GE)  Zo&Z =%, NDFC O IPFM EHH~/LVF X ¥ Ak T— ROl H @A ShvET,

Cisco NDFC CTiZ, 72— 7 —Z 2B L OMAICER R TEET, 7o— A7 —HF X
X, [AT«47 3> bA—7 (MediaController) ]>[Z8— (Flow) ]>[7A— XT—4 X
(Flow Status) ] CHBRTZ £,

WH=LVFFr A = RTIE, AA v FEFZEEZRRA RO P T RLATIE L,

ZEEA =T A ADIPT RLAZHRELET, ZOIPIX, [Z7B— XFT—42 X (Flow

Status)] B L[ kARB P (Topology)] 7 « > RVIZAHAA & LTERENET, £/, b7

T4 T DRY TR AL T TFFA &SNS Xy b OBREHREL,
HES ST, NNy b FE LERE A,

TILF X+ X~ NAT DAE[£R1E

NDFC Tld, ~LFF ¥ XA N7 u—DFFEO7a—238 (T 7547, 707407, F#EH
DI, ETTZEEOR) ITHEWVET, ASEHTIO NAT BEEH 58565, AJT7T KL AL
HA17 RV AZRI U NV—TICE#TEZ £9, NDFCIL, BEH EZEHOMAEDLE I LI
hoor7u—%EKH0L, PR YEANLTNAT VY — A2k LET,

</ FF¥ A FNATIZIPFM Xy hU—7 THR—FEINFET, BHEO~LFFv A ME=
T~ LTSy A FTHEHEYR—FEnEE A,

NAT” 17—, [NAT#Z (NAT Search)]”7 4 —/V K& L THRZECTEET, +3THT L/
AARNALFFX A NBLOEELIP 7 FLAE, [ZJA—XF—4 X (Flow Status)] 7 1 >
ReICIEFERENET A, T2 T A TR TO— A R—= Y s ) v FHL HEDT
0—DFEMAER Yy 7T v T TERTEET, NATREBEEELZHHTLE, L ELEFRA b
EET/~NVFEXFY AR IN—FDIPT KL AZAAL, BE#ET 2 NV 2T 4B Y T

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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TEET, MBESNZIPT RLRIE, $ET ARy T T v 7 U4 RUICERREIND T LV E
TIIRA = N DO THAARENEND S0, 742 ) IREH SN TWD AL
T =T NWICERINBRWGERSH Y 7,

A% GTe NAT # A 7D NAT 7 —0D35, F[Ei0 & 7 /b— 71X NAT IKiE# OEE T &
O'NAT IEH D 7 N—71272 0 £3, HNHEET NAT 2 A 705G, RExs 7 r—71%
NAT ZEHART D 1E1E 76 & NAT #0770 — 71272 0 £9, NAT/L—/bid, [EIEHDH (Sender
Only)] # 7' & [ZIE&E D H (Receiver Only)] Z 7 ICE R ENE T,

NAT 7 0 —D3gAE, bARaY 7570/ A b L—R 21X, AJINAT 2O A A v F LD NAT
Nyl HIINAT OZEEZE~DY 7 D NAT TN ERENET,

NAT 72 —DO4. "ARr Y 757 SO TS, BET 53T XTOAS NAT £7-13H 5
NAT fEH 2R TIBMOT—7 B3 H Y £, NATY v —IF#(X, [ ~7ARE 2 (Topology)] 7 1 >
RO CTHAERTEET,

WDT—T N, 74—V REZOHFIZOWTHEREZRME L F7,

T4—ILF Bl
NAT NAT £—F (AB, B, FREIANDEHN) Z2RLET,
AJINAT & A 7 D6, IROIEFRPE RS NVET,

A7 (S)(Ingress (S)) : AJINAT BN EGEE AL vF (77—
A ARy —4% (FHR) & HFETIND) TEITSNDHZ L
ZRLET,

AT (R) (Ingress (R)) : AJJ NAT BN ZEEHEAA vF (T A
KAy 7 v—% (LHR) & HFEHIN%) TETINDZ L%
ZT—\‘ L\i@—o

A7 (S. R)(Ingress (S, R)) : AJJ NAT BB EEHEAAL v F
EZEHEAAL v FOWMIFTIFITENDZ LR LET,

7L —Z (Pre-Source) NAT ZHATDOEE T IP 7 KL AT,

ARA R Y —2A (Post-Source) |NAT ZBHats DIXETLIP 7 RL A TY,

7L 7 )v—=" (Pre-Group) NAT ZBHHTO~ LV TF ¥ X b Z—T 2 - LET,

RA N7 N—7" (Post-Group) |NAT Z#teD~NLFHx AN FNV—T%RLET,

ARAKSHA—T (PostSPort) |NAT ZH#ifs DEEILAR— FERLET,

ARA F DST A"— bk (Post DST |NAT Z#at% D55 e R— b &2 LET,
Port)

74 —JL K &R
WDRTIE, [T 7T 47 (Active)] X 7 D7 4 —/L RIZOWTHBHAL £,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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R10:[79 T« (Active) ]3 7

Flow Status .

J4—ILFK

Bl

IPFM 8 WRATILFE Y X +

E-FOHBETA—ILF

~/)LFF ¥ A P

Tua—DvNTF Xy ARNIPT FLAZRLET,

GE)

[v/LF ¥+ 2 K IP 7 KL A (Multicast IP address)] DH#IC
bHV =T Va7 Yy THE Ta—fkaHERD
MAFRSNET,

NAT

Tu—n A, WA FIFIAN B IO A a2 iEE
LET,

7 a— x.A U7 X (Flow Alias)

Ta— x4 T ADL4HTIE TR LET,

BEE

CNT XY AR TNA—TDOREEDIP T L AEITR
A M xA YT RERELET,

EfFH A A~ F (Sender Switch)

EEHEAL v TN —T ET AL L OVTRTH B0
BRLET,

EEHA X —7 = A A (Sender
Interface)

FEEENEE L TCWAAS X —T o, ZAE R LET,

ZAG4H A A > F (Receiver Switch)

ZIEEAAL o TFNY =T FEIAL AL L DOWNTITH DD
R LET,

ZEHEA S —T 2 R
(Receiving Interface)

EEENESRE L TCWAAS X —T o AR LET,

7u— Y7 27— | (Flow
Link State)

7ua— U DREERLET,

TIOT ATV I% 7Yy LT, BREEBIOZELED
Fy b= KEFERLET,

ERE. T4 v o7 a—0E R LET, FfA
FRTDITIE, /S —Rich—InuzEbEEd, AHoT—
TMZIE, EEEEZEEICETERIERINET,

EIEBAAARFE  (Sender Start
Time)

EBEENRSML THLORMERRLET,

ZAEHZ R (Receiver Join
Time)

ZEENSMUTERA 2R L ET,

IPFM E— FIZEBED 74 —JL K

(-5 3

Ju—nD7ua— 7744+ T 4 ZRLET,

AU 7 (Policed)

Tua—NR) DR EINDEINE I NERLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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L= IN—TWZBMLTWDLZEEHEDIPT FLAEZTARA b
TA VT RAEZRLET,

A N7 74y 7IZE0 S THNDHEIEZ R LET,

QOS/DSCP AL v FEZD QS KRV v —E R LET,

AU —1ID SAFFRY AP ICHEHASNLGRNY —ID 2R LET,

AEATILFEYR N E—FEBED 74 —ILK

ZEFEA L HE—T A R

TNh—TIWZBMLTWBEZEEA X —T =2 ADIPT K
VARLET,

WDFETIX, [FET 7 T 4 7 (Inactive)] X 7 D7 4 —/L RIZHOWTHALE,

K M:BE7Y T4 7 (Inactive) ]3 7

J4—ILF

Ll

IPFM 8L TRARILFEXE YA M E—FO®FBEI4—ILK

~)LFF ¥ A P

Ta—D<vILFXYy AMIPT RLAEZRLET,

GE)
[T X+ A NPT KL A (Multicast IP address)] DFEIZ 5 5
Vx—7 V%7 )y rT5HE, Tu—kiHEFROXNE
IRENET,

7 u—=xA 7 X (Flow Alias)

Ju—xA YT AOLHEIERLET,

BEE

“NTFXY AN ITN—TDEEFEEHEDIPT KL AFEZIIEA b
TA YT AERELET,

EIEBAAAIER  (Sender Start
Time)

EEHENLSIMLTHE DR Z R R L ET,

ZAEHEZIEER] (Receiver Join
Time)

ZEHENSM UKL 2R LET,

IPFM E— FICEED 7 4 —IL K

{5

Ju—D7u— 774+ VT 4 BRLET,

AR Y T 7 (Policed)

Ta—NRY DG L ENDLMNE I ERLET,

Ly— TN—TIZBMLTWEZEFEDIPT RUAETIARA b=
AV T AERLET,

7 774w 7 IZEID S THNLHIEIEE TR LET,

QOS/DSCP ALy FEHRD QS AU v —E R LET,

AU T—1ID ~NAFXx A NIPICEHENDRY —ID 2R LET,
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Flow Status .

&= OFLH (Fault Reason)

HT7 0747 7u—0hErRLET,
EEE L ZEH OO mroute SIRDWT IO A o
THIET D46, CiscoNDFCIZIET 7T 4 T2/ b 7 u—%
RELET,

o ZAF# 1F N XL

« Z{5# OIF XV

« E{EH IIF XV

s EIEH OIF N XL
ZOTF I AT, AA v FIEEOHBITH Y A, L

Teio T, ZOXHIRIET I T 47 7u—0EFEHRRILTH Y
EH A,

AATILFEXYA R E—FKEHEDI4—IL K

ZEEAHE—T oA A

TN—TIZBIMLTNBEZEEA X —T A ADIPT R
ARLET,

WDFTIL, [EEH D (Sender Only)] ¥ 7 D7 4 —)L RIZHOWTHBHLET,

RI2:EEEERY T

TJ4—ILF

Ll

IPIM B L TRBARILFEI YA E—FOHEBETI A —ILK

~ /LT ¥ ¥ A P

Ta—D<vILFFYyARIPT RLAEZRLET,

7r— xA U7 A (Flow Alias)

TJu— T4 YT ADLHIETR LET,

BEA

EEHEOARTZ R LET,

E(EH AA T (Sender Switch)

FEEEAALTFOIPT RLAZRLET,

Ingress Interface)

BEEANNA 2 —T7 A A (Sender |BEEANA X —T A4 ADLHTHZRLET,

Z7uu— Y Z 25— b (FlowLink State) | 7 11— U > 7 OIRBE GFal £ 7213464 2R L £,

%15 BH4AFHE  (Sender Start Time) EEFEAA v T RIERERE L THO ORI 2 F R

L/ij‘o

IPFM E— FIZEED 71+ —IL K

AR Y T 7 (Policed)

Ta—=RNRY —DHBE L EINDLNE I ERLE

j—O
RY—ID YAFFRYAPIPICHEBESNLRY —ID &R L
\iTo

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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J4—ILF

Bl

IPFM B &L WRATILF XY X b E—FOHEBE T 1 —ILF

v R

NZ 7471280 YToHNDEEEZRLET,

WDOFRTIL, [ZIEHDH (Receiver Only)] ¥ 7 D7 4 — /L KIZOWTHHAL E5,

R13:ZEEERS T

TJ4—ILF

FiEA

IPIM BEUTRATILFEF Y X~ E—

FOXBET 4 —IL K

~ /)T ¥ ¥ X KNP

Ta—D<wNF XY ARIPT RLAEZRLET,

7u— xA U7 A (Flow Alias)

Tua— A VT ADLHEIERLET,

ga|

ZIEHFIDERLET, vLTFXF¥ X NZEENY B—
FDOBE. [V E— bk (Remote)] T~V E DL BTORE
ICFERENET,

SAEHEA X —7 =4 A (Receiving
Interface)

S AA v TFA LB —T 2 A ADLEI R LET,

ZfG4H A A > F (Receiver Switch)

ZEHEAAL v TFDOIPT FLAZRLET,

BIE A OXEE

VAFH Y A REEEDOIP T L AZRLET,

7u— Y7 A7 — |k (Flow Link
State)

Tua— s ORE GFRIERITES) 2R LET,

ZAZE SN (Receiver Join Time)

SEEDBM LR 2R LET,

IPFM E— FICEED 7 4 —IL K

AN —1D VNN FXY A RIPICEHENSGRY v —ID 2R LE
Er
B K77 4o 7B Y CONLEIEAERLET,

\}

GE)

AL F THREHERDIA N> TV DAL, TOMEHERD N NDFCIZFRENE T,

Wat7 — 2 % SESERIEANTERT DR, MFHFIREBO [RR (Show)] Fw v 7

YA +Z27 Y w7 LET,

Rt T =2 &2 AR — hF HITH,
AR—=FTEET

KE1Z7 Y v 7 LET, .csv £720F .pdf BT/
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70— T4 Y72 (FlowAlias) [J|j

\)

() Cisco NDFC |7 v —##HE %A NDFC Y — SONEA T VI L £9, L7z2 > T, NDFC
OFEBE/ZIT HA OUIY ER %, 7 —HiHEHRIITLRENONE S TR RS EE
oo T2T20, = "OFEEEZITHA DU FE A BRICIEE SN 7 v —FGHERITR R TE
£,
NDFC TR SN2 AL o FHENRT v 7V U 7R DENS, LW a—R"BidsE, Ay
T —YBW_UNAVAIL ZF R SNET, UL, 751 ZAOMBRICAA v FRIOT » 7Y
JINDFC IZ L Wi Eing &, ik EhvET,

20— T4 1) 7 X (Flow Alias)
A\

GE) ZokZvarii, NDFC ® IPFM ELA~/LF X ¥ A b E— RO@FICEA SN ET,

Jua—xA VT AEREEFHLT, v VTFXXY AN IV —TDLFIZBEECEET, v LT
FYARNIPT RLVARITRZICS WD, v VFFY A NPT RLAIZLRIZEID Y THZ &
T, ARNCESWTRY —2 BB LBt £7,

7a—xA VT RAE, [AT«4F7 3> bB—F (MediaController) 1>[ZB8— (Flow) ]1>[2
O— I A ') 7RAX (FlowAlias) ] TRRETZ £,

WRDFET, ZOX—VIZEREIND T 4 —/V REHHALET,

£14: 70— IA VTR T—TILDOT 14— K ELERHA

J4—ILFK ERBA

7 u— A U7 A (Flow Alias) 7u— AU T ADLHIERLET,

< /VF X ¥ A NPT KL A NG 74T DNTXFYARIPT KL A%
BELET,

FILEA TJa— x4 U T RABMI N T,

RS BT A 7a— A VT ARRZICEF SN BT E
RLET

ZOHEONFIZ, WOEFEY TT,

AddFlow T4 )7 X
CiscoNDFC Web Ul b5 7 1t — A U 7 A& BINT5121%, LFOFIEEZEITLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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. 70— I4 )7 ADHESE

FIE

ATy T [AT47 a2 btA—3 (MediaController) ]>[ZB8— (Flow) ]>[ZRA— I A !J7 X (FlowAlias) ] %
BIRLET,

[ZAE—ITA 7R (FlowAlias) |V 1> RURERINET,

ATFv T2 [78—IA4YF7ADEM (AddFlow Alias) | 7 A 2> %27V v LET,

ATw73 [7B— T4 ) T7ADEM (AddFlowAlias) ]V 1> KU T, LFDOT 4 —/L RO/RT A —XEIEELE
D

e JO0—&:[HADVO— A Y T AL EEELET,
e WILFXNVYRAMIPZRLR: 78— A VT ADZILF XY A NPT RLRAZ AN LET,
CEHBR: Vo — oA U T RICEMTABBAEETELET,

ATv78 [RE@Gae)] 227 Y v 7 LT, 77— A VT ZAERIFLET,
[F¥>t)L (Cancel) 1227V v LTHHELET,

JO0—IA)T7ADwE
Cisco NDFC Web Ul 725 72— A U 7 A5 MRET AH121%. UTOFEFETLET,

FIE

RAT9T1 [AT4F7 3> +B—7 (MediaController) 1>[ZB8— (Flow) ]>[Z8— T4 ! 72X (Flow Alias) ] %
ERLET,

[ZR— A JF7RX (FlowAlias) |V 1> RUBFERINET,
AT T2 HETIHIVLENDGD 70— A VT ALORICH DT = IV Ry 7 A4 I LET,
RART9T3 7u— A VT RO [#RE (Edit) | 74 =2%27 ) vy r7 LET,

ATV T4 [7r— A VT ADOME] V4 KU T, [48T (Name) 1. [¥ILFF¥ X bk IP (Multicast IP) ], [&REA
(Description) ] 7 ¢ —/V FZ&iRE L £7,

ATy TS5 [RT%E (Save) |27V v/ LT, HTLORTEEHRITFLET,
[+ >t/ (Cancel) 1227V v/ LT, BHEEMWHFLET,
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70— IAY7ADHIF .

70— IA1)7ADHEI
Cisco NDFC Web Ul 7° 5 71— A U 7 A& B4 5 121%. U FOFIESETLET,

FIE

RT9T1 [AT47 3> kB—7 (MediaController) 1>[Z8— (Flow) ]>[Z8— T4 1J7X (FlowAlias) ] %
HEIRLET,

[ZA—TA 7R (FlowAlias) ]V 14 > RUBREKREINET,

ATwT2 HIEASER 7o — 2 U T ZADBRICHHF = v 7Ry 7 A F 2 LET,
HIBR T2 7 v — R o—2HEGRIRTE £ 7,

ATvT3 7a—xA U7 A [HIBR (Delete) 1 7 A 2% 27 ) v 7 LET,
Ta— x4 YT ARHIRINET,

JO—IAYTFRADIHAR—Fk
CiscoNDFC Web Ul R A b A U T AZBINT5121%, LFOFIEEZEITLET,

FIE

ATy T [AT4F7 a2 bA—3 (MediaController) ]>[ZR— (Flow) ]>[ZH8— T4 72X (FlowAlias) ] %
EIRLET,

[ZE—IA TR (FlowAlias) |V 1 > RUDBERSINET,
ATYvFT2 7a—xA VT AD [T RKR—bF (Export) 174 a7 Vv LET,
WENY 4 v RURFRINET,

ATV T3 T4V 7 PIDOEFHERINL, =A VT AOHEM T 7 A VERGFLET,
ATy T4 [OK] &7V v 7 LET,

Ta— A VTR T7ANBa—ANT 4 V7 M= AFR— b ENET, 77 A NVLAIZE, 774
WNT 7 AR— R SRTZZAMBHMENE T, =7 AR— " FERT 7 ANDT +—~ v ML .csv TT,

JA—IAYTADA iR—k
CiscoNDFCWeb Ul b7 — A VT A% A iR — T A120%, UTOFNEEZFEITLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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. JO0—Ry—

FIE

ATy T [AT4F7 a2 +tB—3 (MediaController) 1>[ZB8— (Flow) ]>[ZH— T4 !J 72X (FlowAlias) ] %
BEIR L ET,

[ZRE—ITA4 1) F7R (FlowAlias) ] 7V 14> RUBRERINET,

ZRFy T2 Tu— A UTAD L 2R—k (mport) | 7 A 22 %2 Y v s LET,
ATFYT3 FTALI FNIABRL, 7e— oA/ VT AREBREEL 7 7 AV EIRLE T,
ATy 74 [BA< (Open) 127V v LET,

Ta—TA YT ABRENA R — K S, CiscoNDFCWeb 7 74 7 hD[AT 47 A2 kA—F (Media
Controller) 1>[Z8— (Flow) 1>[ZB— IA ) 7X (FlowAlias) ]V 1~ RUIZRRINET,

JA—R1Y —

[A*T«47 a2 btBa—3 (MediaController) 1>[ZB8— (Flow) ]>[ZB— /& <— (Flow
Policies) ] C7mr— R U v —%FHETEET,

T 74N ERY =N [7r— KU — (FlowPolicy) ] ¥ 7IZFranEd, 774/ KT
E. TRHORY —DOHIRIEIZ0TY, T 74 D7 u—RY =l —KTDHTa—n"%
AU U CHrlkiE & QOS/DSCP /3T A —X 235 X 912, HilE+ERE T, &XE
ERIFTHE, R =BT RTOT A RAZEHENET,

AA Y FNWZHASZ L 7a—KR) U —%RET IR, 7740070 — KR —%AA >
FIZEFICEBTAILERH Y F7, £5 Lholnfh, DAXLAKRY U —DREIZKITL
F, WARAZLRY —EBN, E. A oR—h, TRIIERATLENC. TRTOZA vF
WTRTOT 74NV N R —NEFICEBIN TSI EAMBLET,

GE) 7740 b RV —%ERMET DL, 7 740 MA (Bandwidth:0gbps, DSCP:Best Effort,
# L O Policer:Enabled) (ZV &> M & ET,

GE) =2—YNRxy hU—7 AR —F o—/LTNDFCIZa /A 45 &, RY —Z80. Bk,
EBRH AR —F, =7 AKR—b, FLEEHETIZOOTXTORY o E234 7 a rn
MEINZRD £, ZO—FIRY > —, BRERAT—XZ2AEIIBREAFHR T ZL0H, 7
BETT,

WDFRT, TOX—VIZEKRINDT 4 —/V REFHALET,
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F£15: 70— K1) >—DiEkE

J0—R1y— .

T4—ILF

Bl

B (Add)

FlLnrze— R or—zBNTEET,

BIRL7-7a0— R o= RIFTA—=FEFKRE
TldmETE £7,

a—PEHZRO T o —RY —ZHIBRTEET,
GE)
e F TN Tu— RY—IHIFETE
FH A

* NDFC 52 6 #HIBRT 2802, 3%
TOAL v FNEHRY o— % RIS L
F7,

FATHIBR

H—DAf VAF L ATTRCOT7a—RY —
ZHIFRCE £,

GE)

NDFC 2> 5H &6 ZHIBRT 2 R1C, 37XTO
AA wFIINHRY —m BEAMRL E T,

S H—

CSVIZ7ANMmBT7Ta—RY > —% A R—
rNCEET,

GE)

A UR— . CSVT 7 ANADBA VR— K
ENETRTORY —i%, TTOE S
BAAL v FICHBMICEA SN E T,

T AR— b

CSVIZr7ANMz7a—RY) o—%xT ) AR—
rCEET,
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J4—ILF

B

vava-Zi
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J0—R1y— .

J4—ILF

B

[JEB (Deployment) ] K v 7% 7 U A K
B, B A IR L E T

* UEBH (Deploy) ]

GBIRLT-ARY— ZOF S g
PN C, BIRLIZARY —% A
A vFITEELET,

e T RTCOT 7 H NN R —: ZD
AT a v EERLT, $XCOT
TR R =% AL v TR
LT,

cFTRTOHIAZ AR —: ZDOF
FarE@BRL T, $RTHa—
YEFRAN) —Z R L £,

« JRBAMFER

GBI LRV — XS g
PERLT, BRLEA) V—% 8
BHfRBR L £,

T RTDFT T H N RY — 1 2D
FFarEERLTC, T 7400
KU —=REERAMRL T,

T RTOHAZLRY —: ZDOF
FarEBRLT, $RTHOa—
PEZRRY — % BEIMFER L E9,

c TARTORMLIZARY v —% 795 -
IOF T arEERLT, 3Tk
LAY —Z2RELET,

PIANZAA » F TR LT X TORERM
L, ZTNHDAAL v FICOH LR S
NET, LRTAA v~ T ORI KX
L7 E. RICAL v TFNbDOHAFEER
BRfRERS C& £9,

JEFRAIERE . Fo v X URX ML R
Vo—%1OBRLET, ZOF T3
VEBEINLTC, BN LERY —0ER
Bl E TR LET,

[JEERJERE (Deployment History) ] 121,
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J4—ILF

B

WDT 44—V RRFRENET,

s Y g BRI V%%
FRLET,

s AA T4 R —RERA I
A v FHERELET,

c BBHAT — X A RO AT — X A
EFRRLET, BANEI LIk
LT inFErRsivET,

e 7 —RY T —DAA v FTIFITE
nNaH7 7 arEEELET,

AERK 1 AA v FTHRY U—DE
SN THhDZEEERLET,

cHIBR : 2AA v FTRY =D
BIfEFR SN TWD Z E 2 ER L
£

c JEBHHEF i R A b R Y =K
FH SN BREEEELE T, HEF
DFRTERIT Day MMM DD YYYY

HH:MM:SS% A1 A — > (Timezone)
<7,

o LEE  RY — N IERICEME X
Nipho=BHE R LET,

£16:20—KRY>—F—TILDT 4«—I)L K EEHA

J4—ILF

B8

R v—4

Tun— R —HEEELET,

~/VF X A N IP HipH

N7 497DV FXFXYARNPT RLA%
FBEELET,

iand ) N7 4w ZIZE YT HN D RS &R L
3

QoS/DSCP AA v FEHRZD QoS KRV v—%ERLET,

JEBAA T — & A 77— RN —NERICER IS DKM

L efEELET,
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78— RY>—0EMm .

Ta—IL K B

JEBH T 7 a3 > (Deployment Action) RAR RV —DAAL v FTEITESNDT 7
varafRELET,
AR : RV —NAAL v FCREINE

‘3‘0
o HiIEg : RY —NARA v TF SRR
SNFET,
i Ta— R —NEHAFNEINERELE
Er
Policer 7u— R —EFHDNT DT D
FHRELET,
GE)

Zo— R —0BMEIIRETIT. T
7V DR Y —IRREIL[F%) (Enabled) ]
‘Gﬁ—o

i
R

7.

HEREHA 7 — RN U —PREBICEF SN BRFA TR
ELET,
HEFOFRERIL Day MMM DD YYYY

HH:MM:SS ZA LY —> (Timezone) T
ﬁ‘o

)

CE)  #HLvnwrye— R o—FgwRESNZ7e— R —E, KORRTOLZAZTT,
° %ﬁbb\7ﬂ—75‘)ﬂiﬁ@7\j_ ;j—fu “/—k*ﬁﬁ‘éi}%ﬁo

e 7u—NHIRREINICAR Y . FHLWRY —R T TIZBNEIFRES N TWARES, 7
o— R —L—FLET,

ZOHEONEFX, OEEY T,

70—/ —mEM

AA Y FIZHAZ L KRARN RY —%RBET LR, T 74NV EDEANRY —% A A
FICELL BT AMLERNDHY £9, T Lighozma. DAX LK) U —DRBICHKIKL
F9, DAZLFRY —%BINTHHNT, TRXTOARAL v FIZTRXTOT 7+ N R —
NELSEHENTWALZ L 2R LET,

Cisco NDFC Web Ul 725 7 it — iR ) o —ZBIN4 5 12i%, ROFINEEZETLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B - xve—oem

FIE

RT9T1 [AT47 3> kB—7 (MediaController) 1>[ZB8— (Flow) ]>[Z78— K1) >— (Flow Policies) ] %
BIRLET,

[ZB8— /R — (Flow Policies) 1 7 1 > RUBRFRINET,
ATy F2 77— RV —0[EBM (Add) 171 ar%27 0y 7 LET,
AT T3 [7r— AU —DiEM (Add Flow Policy)] 7« & KU T, IROT7 4 —/L RIZNRT A —Z ZHELET,
AR —% T — RV =D —FOR) A ERELET,
g T — AR —ICHD S TONL IR AR E LE S, A7 a VAR Z T, [Ghps] 7213
[Mbps] Z&IRL £7°,

RTw 74 [QoS/DSCP] K v F& U A R, )7 ENUM 2 &R L £9,

RATwF5 [RYHY— (Policer) 1 NNV AL v F% 7V 7 LT, 7a—0OR) Y —52GhEI3E8cLET, T
TN RTIE, FrLnya— KU o—OR Y b—RNED/R>THET,

ATwT6 [w/LF X+ A b IP#ilH (Multicast IP Range)] D~ /LF F v 2 MFHDBIEIP & KT IP DT KL A% AT
L/i‘j—o

TSR (+) TA4arvw7 )y 7 LT, wAFXx A MGHZR Y > —ITBIMLET,
ATw 71 [728— TFS5A4F )T« (FlowPriority)] Ku vy 7 X7 UA NG, RY—DF T4 4V T 4 ZiRIRL

F9, B (Low) ] £7IL[EX (Critical) O ELLNEERTEES, T 74/ FOEITHE (Low) ]
<7,

Ta— 774 F VT 2%k, WO F VA THEHAINNET,

2T = VAN 2=Fy AR =T 4 U TIERAR—A (URIB) OEEFREMEN 7 1 —I2HESNT
2B S, Re-Reverse-Path Forwarding (RPF) TN Ed, BEFO7e—0t vy F2Hd1TT 5
&L D UT a4 A (Critical) 7T A AV T 4 DOT7a—nH Y AN BRI NET,

« [Z7B8—0DFERIT (FlowRetry)] : (REFOT7 v —%2H{ k17T 2EL, 2 VT4 WV TIA4F VT 4 DT
12— AN FFRAT SIVE T,

(6=3))
[ZB— TS547 )T« (FlowPriority) ] RKe vy 7% w2 U ML, Cisco NX-0OS U U —2% 9.3(5) LD
AL v FTOHFIHTEET,

ATy 78 [EBE (Deploy) 127V v 7 LT, HrLOKRY > —%EALET,
[Fr >t (Cancel) 1%27 Vw7 LT, BEEZMWHIEL £,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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so—Kys—nEE ||

J0—R1)—DRE

FIEDOHEE

F IR D %

ATvT1

ATy T2
ATvT3
ATy T4

ATy TH

ATvT6

AA Y FICAAZ L T7a— R —%BET LRI, 7740 07— K U—%AAf v
FIZEFICEBRTAMNERSHD T, 9 Loz ihs, DAXLARY U —0ORBIZRIL
FT, WAZLRY O—%MRET DRI, TRTOAL v FIZTRXTOT 74/ N RY —
DEFICEBENTWAL Z L 2R LET,

Cisco NDEC Web UL 725 7 u— R Y o —&BINT 5121, ROFIEZEFTLET,

1. [A*T«47 3> btBE—5 (MediaController) ]>[ZB8— (Flow) ]>[ZB8—7/R"1 >— (Flow
Policies) ] Z#®IR L £,

2. WETLHILENOL 70— R —ADERICHLT =y IRy I AT T LET,

3. 7u—ARYV—0RE (Edit) 1742227V vy7 LET,

4. [7u—RY —OfRE (EditFlowPolicy) 17 4 > R T, [RILFF+¥ X IP (Multicast
IP) 1. [#11& (Bandwidth) ]. [QoS/DSCP] 7 4 —/L K%t L £7,

5. [[RKH— (Policer) ] NIV AL v F% 27DV w27 LT, 7u—KU—DR) P —2H%
FITENCLET,

6. [7O— FS4A4#F )T« (FlowPriority)] ke v 77Xy URA NS, R —DT T A4
V7 42BN LET, B (Low) | E7IX[EKX (Critical) O ELLNERINTX ET,
77 4/ FOfEE & (Low) ] T,

7. [ER (Deploy) 1227 Vv 27 LT, HILWKRY > —ZREL £,

FIE

[AT 47 3> kBE—35 (Media Controller) ]1>[Z7R— (Flow) ]>[ZR— 7K' >— (Flow Policies) ] %
IR LET,

[ZB— /K1Y >— (FlowPolicies) ] 7« > RUREKRINET,

WMETHINERHL 7 — R —ADRIIHLTF = IRy 7 A F NI LET,

7u— KU —o [#FE (Edit) | 742252270 v 7 LET,

[7r— R Y —0fE (BditFlowPolicy) 17 1> K7 T, [RILFF+ X IP (Multicast IP) ], [Figilg
(Bandwidth) ]. [Q0S/DSCP] 7 4 —/L RZ#R#E L £,

[[R1)+H— (Policer) | "NV AL v TF %7 Y7 LT, 7—RY r—0OR) b —2GhFE B L
F9,

[Z28— FS547 ) T4 (FlowPriority)] ka7 %o URA NG, RV —DT T4 F VT 0 Z&IRL
F9, (& (Low) ] £7-1X[EK (Critical) | O EBLOLNEBRINTE Ed, T 74/ bOfEIZ[E (Low) ]
<7,

Tua— 774 F VT 2%k WO F I A THEHAINET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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2T = VANt 2=F Y AR =T 4 U TIF@RAN—A (URIB) OFEEFREMEN 7 10— T
ZE W X}, Re-Reverse-Path Forwarding (RPF) NFEfTanE 4, BEFO7u—0tv v hEHRITT 5
&L D UT 4 A (Critical) 7T A AV T 4 OT7 =Y BN BEBINET,

« [7B—OFERT (Flow Retry)] : RETHO7 0 —%BRITT DL, 2 VT A BN TFIAHF VT 4D
B — AN HRIT S E T

GE)
[Z2R— FS54F )T« (FlowPriority) ] ke v 7% 7> U A ME, CiscoNX-OS U U—2 9.3(5) LAFED
AL v FTORFIHTE ET,
ATy 71 BB (Deploy) 1227V v 27 LT, HrLOWKRY >—%RBELET,
[F¥r >t/ (Cancel) 127V v 7 LT, BEEZMIEL T,

70— R —DHIR
Cisco NDFC Web Ul 705 7 — R U o —ZHIBRT 5121%, LFOFNEEZETLET,

FIE

RT9T1 [AT47 3> kB—7 (MediaController) 1>[ZB8— (Flow) ]>[Z78— /K1) >— (Flow Policies) ] %
BIRLET,

[ZB— AR — (Flow Policies) 1V 1 > RUBKRINET,
ATV T2 HIRTHLERHL 70— K =L DORIH LT =y IRy 7 A AT LET,
HIBRT 27 m— R > — 2RI TE £,

G¥)
FI7 4 FORY —FHIERTE T A,

ATv 73 [HIEk (Delete) ] 74 2>%27 Y v 7 LT, @BRLEZ7ue—KY U—Z2HIBRLET,

[T RXTHIBR (DeleteAll) 174 2% 2 ) vy 7 LT, H—A LV AZ L ADTRTOT7 01— R —ZHIBR
LET,

J20—FR)—DA R—Fk

AA Yy FIH AL L Ta—KR) =% BT LN, 774V FOT7r— R —% AL
FIZEFIZEATAIMNERH Y E5, 9 Lihonflh, BAXARY —ORBICRK L
£9, WAZLRY V=% A B =T DHENS, TRTOAL v FIZTXTOT 74/ b R
U —MNIEFIZEEEN TS Z L2 LET,

CiscoNDEC Web Ul b7 — R v—% A iR— b1 5120, UTOFIEEZETLET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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FIEDOHE

1. [AT«47 3> +tBE—5 (MediaController) ]>[ZH8— (Flow) ]1>[ZB—/R1 >— (Flow
Policies) ] Z1#R L £,

2. [MYvR—F Umport) | 7u—RI—TA a7 v7 LET,
3. T4V RNUEBRL, 7ao— KU VU—REHEREEL T 7 A VERIRLET,
4. [BA< (Open) 1Z27 U7 LET,

FIED 34

F g

ATV F1 [AT«47 3> kO—35 (Media Controller) ]1>[Z78— (Flow) ]>[Z8— K'Y <— (Flow Policies) ] %
BRLET,

[ZB— 7K1 < — (Flow Policies) 17V 1 ¥ RUBKRINET,
ATy T2 [MvR—F (mport) ] 7e— KV —TAarvis Uy s LET,
RTYT3 T4L7 MU ESHRL, 7uo— R V—REGEREEL 7 7 A VERIRLET,
ATy 74 [BI< (Open) 127V v LET,

Ta— R U—RENA AR —FEH, CiscoNDFCWeb 7 747> hD[AT 4«7 a2 bA—F (Media
Controller) 1>[ZB8— (Flow) 1>[ZB8— 7K1 — (Flow Policies) 17V 1 > RUIZFERENET,

AR —hrENTZRI—iF, 777V v ITHNOTRTOAL »FIZHIBIZEREINET,

2A—RYS—DITH AHR—k

CiscoONDFC Web UL 235 A kiR Y S —% o7 AR — M Z2BINT 5121%, L FOFIEEZEITL
S

FIE

ATy T [AT47 a2 tA—3 (MediaController) 1>[ZB8— (Flow) ]1>[ZB— K1) >— (Flow Policies) ] %
IR FET,

[ZB8—R1) — (Flow Policies) 1 7 1 > RUBRFRINET,
ATy T2 7a— RV —D[THRKR—bk (Export) | TAa2v%227 V7 LET,
WY 4 RUBRFRRENET,

ATFYT3 FTALI NIDEHARIRL, 77— KU —DFEM7 7 AV EBRELET,
ATy T4 [OK]Z27 V7 LET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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TJa—R)— T AR a—)N T4 LT NI AR—FEINFET, 77 ANVAITIE. T AL
N7 AR— b ENEZEMAINENET, =7 ZAR—FEFELT 7 ANDT 3 —< v b .csv TT,

R —DEA

RY —iF, B, RE. EREA VAR P ENDTECAAL v FICHBMICEBHE S E T,
[EBF (Deployment) | Ky 77X U A NCHR7 7 va @ R§T5286 T, AU v—
DOEFMEITHEMAZEBRTEET, N v —0REAPICT S ARFEEB SNSHGA, R
IZIELL B ENEEA, ZOBEE. TORIC[AT—HF A (Status) ] FISKEA v —
VINFIRENET,

AL Y FIZHAL LK) =% AT DN, 7740 ORI =22 v FITIEL < J&H
THUERDY ET, 9 Lghoicht, WAL LR V—ORBICERLES, I AX L
RY —=ZBIMT LN, TRTOAL vy FIZTNTOT 74V FRY =R EL RS
TWDHZ EZfEs L ET,

EIRLEAKRY O—DRFAE

ZOFTvar TR T ACERLIERY o—DHEREATE 3, LEIS U THOR
Uy —ZRATE £,

R —ZORICHIEBOF = 7Ry 7 ARRRLET, BIRLERY —%2 A vFIZ
BT AI2IZ., ZoF v a v EEIRLET,

FTRTOHRA L RY S —DEE

DX T a TR, TRTODAZ LERL T2 —YPERZRY O —%2 A, v FICEATE X
T AAvFNRY T —=FLTWEIEETH, R V—IZEBHEENET, 20 k> 284, EBH
NI, FTORICAT—F A A vt — K (Failed) | BFERINET,

1 ODA VARV ATTRTO—YERRY —FRBETIHICIE, 2047 a 2R L
F9,

BRLEARE LR O—ORERBRR

R —ZDORICHA2EEDOTF = 7Ry 7 AEBIRLET, Fuo X )X MM HI0
FF g EERLTC, BRLERNY O —0EBBHEMERE LET,

FTRTOHRE LK S —OEBER

TOFTa T, 1D VAFVATETRTCONAF LR —F i Ta—PERRNY
—rEMRCEE T,

)

Note 7 /L NOB/EFHLRY > —FEBMET S LITTEEREA,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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Note

TEEY,

CiscoNDFC U U —Z 112() LA TIE, T 74/ R —%2 BB L ORRMERT S Z &b

FTARTORBLIZDRELRY)—DOYEL

RNV =R, SEISERBATENT 228DV ET, ZoFTva 2 TS
L KBLIET AN TO2—PERKNY U —2RATE 7,

IR L 72T R TR, FTNODAAL v FICORFERBE SN E T, LAk L=4
NTCORBRMERIL. TNOEDAL v FOLNLHERBEINET,

BAERE

TOFTvarEERTLE. R —DERBRAFRCTEET,

RY =N [RY v—4 (Policy Name) | 7 4 —/L RIZERSINET, Fury 77Xy U X
b, ZORY —NREASNIZAAL v F 2R L E T,

AA v FORREINTZHRY U —ORRABREIL, RORICERINET,
EREROEICIIRD 7 4 —V REFRELET,

Table 17:R') L —REBEDR 7 « —)L K &5iBA

Ta4—IL K S BA
JEBH AT — & A R V—DRMAT —H AR LET,

NN LT2 i RER L T2 i FoRr S g7,

JEBHT 7+ a > (Deployment Action) RV —DAA v FTEITEINDT Vv av
EHEELET,

TERL : R =R v FIZEBRESNE LT,

HIRg : R =D AL v T L REMERIN
F L7

JEBR O A IRE ARANRY =D BICEF SN BRE A
ELET, HEEOFRREAIL Day MMM DD
YYYYHH:MM:SS % A &Y' —> (Timezone) T
TO

Failed Reason AU —NIEFICEBHE I 2o BB 2R
l/\i\j’_‘(]

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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[RE2T 4w 78— (StaticFlow) 1V 4 > RUZEH L TAZT 4 v IV ZEHERELET,

=R 18:RAT 4wy JO—DENE

J4—)J)L |E%HEH
g

ZA v F |[EE (SCOPE) JIZHED& AL v F @R TE E7,

SENII ABTF 47 Ta—EBINTXET,

GUIES ABAT 47 Ta—kHIRTEET,

RI19:R2T4v9 70—F—=TLDT4—)L KEHHA

J4—ILF s EA

VRF ABT 47 7a—0 VRF ZEELET,

Tn—7 ABT 4w Ta—DINV—TERELET,

Y —AEE ABT 47 Ta—OFEEILIPT RLAZEELET,

[ VH—T A R

(Interface Name) |

ART 47 Ta—DA L H—T =2 AL ERELET, A¥
T4 v 7 7 a—OERIHCHE ST RWEEIE, [N/A] &
RENET,

BT 7 a v
(Deployment Action)

N—IVDAAL v FTEITENDT 7 v ariaigELET, [1Ek

(Create) J1&, AH¥T 4 v 7u—NAAL v FICEBESNIZZ L
FEWLET, [Delete (HIBR) 1ix. A¥T 47 7Tua—NAA >
TFNLEBRMERINZZEEEWRLET,

JRBAAT —2 A ABT 4y 7 Ta—RRHSNTWDLEINE I DERLET, B
IR L2561, HWT A a e h— Y veabEd e RN
DEHENFTREINET,

R4 HHT A ART Ay Ta—RNRRICEFRSNIZARFZ R LET,

A 0> #5720 Day MMM DD YYYY HH:MM:SS % A 5>/ — 2
(Timezone) T,

AAT4vY JO0—MEM

FIE

RT9T1 [AT47 3> kB—5 (MediaController) 1>[Z7B8— (Flow) ]> [§%# 7 O0— (Static Flow) ]IZ&#)L

=7,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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ATw 72 BN (Add) | TA2rz27 0y LET,
ATV T3 [RET 4 vy 720—0EM (Add StaticFlow) 17 4> K7 T, ROBEHREFEEL £,

ARAYF AL v FHERELET, ZO7 4=V FIZHARY EHT, [RE2T4v9 Z7A— (Static
Flow) 17 ¢ > RUTEIRESNTZAA v FIZEDSNTWNET,

[)IL—7T (Group) ]: ¥VFFx AL I N—T%HEELET,
[E{E5T (Source) ]1: FEILDIP T RLAEZELET,

[1>3—20 x4 X% (InterfaceName) ]: AZT 1 v 7 Tu—DA v Z—T = A 24 ZEELET, 20O
T 4= RIIEETT, /¥ —T oA RALEEELRWES,. FRA FIP0.0.0.0 23 API |2 X, Null0
AVHE—T oA AL CHRENMERINET,

ATy 74 [RFELTERM (Save&Deploy) |27V >y 27 LT, A¥T vV 7an—%5RFELET,
[+ >t (Cancel) 127V v 7 LTHEFELET,

AT 4 vY 7O0—0OHIKR

FIE

ATYT1 [AT47 3> kA—5 (MediaController) 1>[Z 80— (Flow) ]>[§%# > O0— (Static Flow) ]IZ®#L
iﬁqo

ATV T2 HIRTDRERS DAL T (v 7 7u—2BR L, [HIR (Delete) 17 2% 27 ) vy 7 LT, BRLE
28T 4y 7u—xZHIERLET,

RTP
A\

GE)  Zo&Z =3 4E, NDFC O IPFM EHLH~/LVF X ¥ Ak T— ROl HIZwEH SvET,

RTP A==2—|Z}Z, RTP 78— E=4 7 A= —DREENTWET,

RTP 7JO— =4

Cisco NDEC TlZ, T X TCDT7 VT 4772 RIP A M) —2DE 2a—%#Ht L T kT, £/,
RTPD Ruy FRod7 77 47k 7n—b WLHOICEATIERELa— b —RERRLE
T TIT 4T AT 47 7u—0%4, NDFC 3%y U —7 OfKZHET 575D RTP
FRa UERME L ET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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GE) RIP70R— =X %2F5THI00F, A v FTT LA NI EZENCTHILERH Y £, 5F
FZHOWTIL, FNFNDT Ty F 7+ —LbD7=2T NV EHZR LT EE N,

[RTP Z2B— E=4% (RTP Flow Monitor) ] Z#& "7 2I2i%, [AT47 3> bB—7F (Media
Controller) 1>[RTP]>[RTP 70— E£=% (RTP Flow Monitor) ] Z &R L £,

RTP 7 — E=% 74 ¥ RUIZIX, [7YPT147 (Active) 1. /N7y b FBw T (Packet
Drop) . BXO[ KOy JEE (Drop History) 103 SO X 7130 £,

INBEDETDT 4 —)v FOFMBITKRD ERBY TT,

TJ4—ILF BTLL]

2t T AL v FOLHERLET,

A E =Tz AR Tua—PRH IS A U —T oA AR L
£7

HE{E7C IP 7 —OFEEFETIP T RLRAEZRLET,

HEEILAR— b T7R—DFETR— FERLET,

15 IP 7a—03HEIP T KU AZRLET,

FadeAR— b 7 —D5e R — MR LET,

vy b L—F Zu—@Oty kb L— k% bps, kbps, mbps.
gbps £7/-iF tbp TRLET,

Ny MU b Ta—DRry MRERLET,

Packet Loss Kboniery MiaRLET,

HIBALR Ry MERDBIA LT-REZ 2R L E T,

RIHT Ny NMBRDET LRI 2 R LET,

AR 7o —3BA LR 2 oR L E T,

AN V% Zu—TEHIhTWD 7 e baLzRLE
B

[TLA MY Ry FRBARTF—42 X (Telemetry Switch Sync Status) 1V > 27 %227V v 7425
EL AL T NREHLTW AN E I EHERTEET, [FIfRXT—42 X (SyncStatus) 1%
X, T ADAT —HANFRINET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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TOT47

[72 747 (Active) 1 #712i%, BUET 7 7 4 77 mn—REKRSNET, ZhbD7r—
I, [A* T4 7 3> +B—75 (Media Controller) ]>[ZHB— (Flows) ]>[ZAB—XT—4 X
(Flow Status) JIZB#) L CTERTHZ LB TEET,

T—=TNDELIZHD[TH RAR—bF (Export) | 7Aa>%27 Vv 7 LT, 77747 70—
AT =B AT =K% csv 77 AMITI AR—FLET,

Ny MBSk

/N7y b FBw T (PacketDrop) 1 ¥ 7IZiE, 727747 7r—0O/"7 v b Ra v 7 RHER
SINET,

T=INORE DD [T RAR—b (Export) | 74 2 &2 Y v/ LT, 7y b Fay
T T =Rk esv 7 7T ANMIT I AR—FLET,
[Za— rRB Y (Flow Topology) ]

7ua— hRaIid, [A T4 7 a2 bB—5 (MediaController) ]1>[Z7B8—X7—4%2 X (Flow
Status) ] V4 v RUICRREINDT VT 47 7R —ICRRSINET,

TURY—Z R 78— R VERRTHIZE, AAvTF V2% 70y LET,

7r— MRARIE, BMEEPLZEERE, Tn—0hmER R LET, FEEO T r—IZEEK
DZAGENFIET HHE1X, [ZIEBBDER (Select Receiver) | Ku v 77Xy U A MMSE
[FEEZEIRTEET,

Ny b Fry TIRBEELTND AL v FIE, REAOITHERLTHET,
ALy FIZH =Y NEEDED L ROFMPERRINET,

o 401

* IP address

« BT L

Ny MR (FET 25H)

AL FHOV 7 ORRCHEITF7ANDT A a7 Uy o358, 20D, v F ik
LTCWAAL L HE—T a2 A ADA L HE—T a2 A A DT H ZT—DRRINET,

Tr7ANTAar w7 )7 3T5E, ZILHDAAL v T TT7a—RNBMLTWNWEA X —
7 =4 AZxF LT, show interface <interface name> counters errors =~ > RNEFT S0, #55
MRy A TERREINET,

[FOw JEFE (Drop History) 1

TUT 4 7RTP X v b Ka v TRfER S nWgGa, Xy b FAaw F (PacketDrop) ]
27 OLa— Rt [Fay 7BE (Drop History) | # 7ICBEi s E 9, 77 +/v F Tl
RTP Fu v ZEBIZTHBREESNE T, ZOREE I AT A AT 52T, [BE

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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(Administration) ]>[DCNM H—/X (DCNM Server) ]>[H¥—/\ T0/8F ¢ (Server
Properties) ] 7 . > K7 T pmn.elasticsearch.history.days 7' & /X7 + ODfEZEH L £,

\)

GE)  [KOw FBE (Drop History) | % 7IT1d. &A% 0 100,000 L = — ROZNRFERSHET,

T—7 VDK EIZH D [Server Properties] 74 2% 7 U w7 LT, esv 77 ANDNT v bk
Nay PREET — 2% AR—FLET,

AMQP X— 2 DEFNZDOWTIL, [AT 4 TEH D75 Cisco NDFC IP - AMQP i#%41] %%
LT Z &V, RESTAPLIZOWTIX, [CiscoNDFCAPLY 77 LY A HA Rl 25 L T
<TEEW,

TILFEX v X~ NAT

Cisco NDFC U U —2 11.5(1) 75, NDFC IPFM &£— R T</LFF ¥ A2 F NAT F T & L—

VarBnhaR—brInTWET, HEENT T4y (AN L FREHANY T FliEA v

H—T7 A ANAT Zi#H TE £9, AJINAT OFPHIZAA v F 2K TT A, H71 NAT 1T
BEDA X —T A AHTT, [WUAA v TFITATINAT & HJ) NAT Ol F R ETE &

T, 2720, BFEDAAL v F DRI 70— EIZFETDHZ X TEEH A, HJ)NAT 21,

U7 m—%E K40 EERTHEENSH D £3, ZOBREALFERT L7010, AL v TFITH—
EARMA H—T 2 A APERINTWET, EHELITHE-OMNAR—MNIEHINE

7

N

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)

GE)  ANTBXOVEIIHT) NAT £H#11L, EXEEAAL vTF (Z7—A M FHy 7 L—% (FHR) &

HLIFING) EXEHALvF (FA LAy —% (LHR) & bIEIND) TOHYR—
FENFET, ALY AL v FREOHRH /) — RTEIR— b EzE A,

NAT [Z2OWTCEEMIIZ,  [Cisco Nexus 9000 2 U — & NX-OS IP Fabric for Media ' U == —3 2
AR, VI—293x)] ZLTEIN,

AR H

¢PIM A/X—R F— R TCNL—T RNy I f X =T 2 AERELET, 7o—nNEHEIN
L%6. RPFF = v 7 NKRIL 72K 212, BREOEE LI ONL—T Ry 7 Dv T v
HUIPT RLATHLILERHY £3, Z0O/N—T "y 7L, NAT ADOV— A KA
VA =T A AL LTHERRENET, VRE ZLILy 7 Ry 7 2RETIHVENH Y F
R

N—T N I A F—=T = A ZRuRT D02 RITR L ET,

interface loopbackl0

ip router ospf 1 area 0

ip pim sparse-mode

ip address 192.168.1.1/32

ip address 172.16.1.10/32 secondary


https://developer.cisco.com/site/data-center-network-manager/
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/11_x/AMQP_Notifications_for_IP_for_Media_Deployment.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/ip-fabric-for-media/solution/guide/b-cisco-nexus-9000-nx-os-ip-fabric-for-media-solution-guide-93x.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/ip-fabric-for-media/solution/guide/b-cisco-nexus-9000-nx-os-ip-fabric-for-media-solution-guide-93x.html
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ip service-reflect source-interface loopbackl0
*TCAM AEY H—E T 27T 20ENRHY £,
~ /L FFy A b NAT HIC TCAM Z#8pd 5 3~ Rid, RO LBY TT,

hardware access-list tcam region mcast-nat tcam-size

I FXY A MNAT 2V HR— b2, vF T LITDOWTIEL.  [Cisco Nexus 9000 >
J — X NX-OS IP fabric forMedia ¥ U = —3 3 > HA K] ® TIPFM Cv /L FF ¥ A | H—
ER V7V 7 varillT 5] 22RLTIEIN,

NAT €E— ~

NATE— R A7V =7 MI, AL vFBELIONVRE Z LB S E T, A4 vFid, &I
HEAONWT Ry T Xy A ATTEanEd, —BEBERRT DAL v T EZRINL, %7 5 NATE—
RAT V7 NEBETHLENRDHY 97,

%= 20: NATE— FDRE

J4—IL K |EEA
ZA v F  |[EE (SCOPE) 1ITHASE AL v F RN TE X,

SENI] HLWNAT E— FZBIITE E9,
EllizS NAT =— F&HIBECTE £9°,

A R —k |[NAT E— K% CSV 7 7 A /D5 NDFC IZA »HR— hT& £,

T AR— |NDFC "% CSV 7 7 f VI NAT / — K& T/ AR— M T&EET,
N
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F7aA

[[BBH (Deployment) 1 Ku v F& w7 U X Mnb, @UIRMEARK L7,
« [[BBA (Deploy) ]

CBIRENT-E—FR: ZOF S a UAEABIRLT, BIRSL-E— %
24 v FITRELET,

cFRTCOE—FR: ZOFT v a v EBRLT, TRCOE— RERAL
FITEALET,

« RBAMRER

CEINENT-ET— R ZOF T a rERIRLT, BIREWF-E— %
JEBRRR L E 7,

T RTDE—R-ZDAF T a 2R LT, $XTHOET— K& ERH
R L £,

R LT T RTOE—REHET . 20T a v a2BR LT, KL
TRTCOE—FEZEHLET,

BRLTc A A v FCLARTR L 723X C o BB E R S dv, UATRIL7-
TRCORBMRN A A » F 05 HERBEMR S ET,
BBEE oA T a v EERLT, BRLEZE— FERBREEZFRL
ESc
[JEBHERE (Deployment History) 1121, RD 7 4 —/L RREREINET,
s AL T4 E— RBREHAINTZAL v FOLARIEIRELET,
« VRF : £— RSB S 72 VRF 04T fEE L £7,
c JN—T :NAT E— RO ILFF ¥ A FV—T%fEELET,
e B— R ANFEIFHIDONAT E— REZHEELET,

s BEARAT —H A BODAT —F 2 EF R LET, AL L=k 08
L7 EREINET,

T vay i E—RDAAL T TEITEINDT 7 varwiEELET, E
Blt, B— KB AA o F TRERBEINTWAZEEZEWLET, HiRIX, T—
RINAAL » FNLREBAMBRINTWND I EE2EWRLET,

< JBEHAR . B— FARZBICEHFINTZAREZHEELE T, HREOERFEX
/< Day MMM DD YYYY HH:MM:SS # A &> —> (Timezone) T,

 RRCGEH - E— FAEFICEA SN R o2 R L E T,
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nat =— kosem [

R2:NATE—F 7 4—)L K L5

J4—ILFK

B

VRF

NAT =— FARBE SN TWD VRE ZfEELET,

TN—"

NAT E— RO /LT F¥ XA b 7T RUVAZEELET,

-]

ANERIFHEN~ AT A N NAT E— RERELET,

BT 7 v ayv
(Deployment Action)

FT— RDAA v FTEITENDT 7 ¥ a rEHEELET, 1.
F— NN AA v FTREBAENTWAZ 2B LET, BRI,
F— RN AAL v TFPLREREAMBRINTWDZ EE2EWRLET,

JRBAA T — & A

T— FBREASNTWDENENERELE T, BEICKKR LSS
. BT A 2= NV E SO TRROBREZFR R LET,

i SR B

- FORBICESF SN AREZfEELET,

H I DR E 1T Day MMM DD YYYY HH:MM:SS % A LY —
(Timezone) T,

NAT E— R DB

FIRE

ATYT1 [AT«47 3> kA—5 (MediaController) ]1>[Y/LF ¥+ X b NAT (Multicast NAT) ]>[NAT E— K

(NAT Modes) JI1c&EhL £,

ATy 72 B (AdD) 1742270y 7 LET,
ATv 73 [NAT E— FOEM (Add NAT Mode) ]V 4 > R T, IROEMERT L £,

[€E— K (Mode) ]: v/ F %% A b NAT E— K (AAEITHA) @R £,

AAYF A v FHEEELET, TO7 4 —/L FEEHAI0 AT, [NAT E— K (NAT Modes) ]
A4y RUTERRLIZAA v FITESNTNET,

[VRF] : NAT E— 2335 VRF #BIR L £9, HANAT £— FTiX, 77 4/L hD VRF BER 41,

Mtk TE EHEA,

[ )L—7T (Group/Mask) 1: ¥ A7 TYNLTF ¥ AN ITN—TEBELET, FFEDAL vF Tk, FLT
TN—THHINATIZT B Z L3 TEERA, BFEDITN—T 7213~ A7 N ATIDE T EBAT 5 4

HRHD £,

ATy 74 [{RELTER (Save&Deploy) 1 %7 VU v 27 LT, NAT E— R&RFL TR L ET,
[l (Cancel) 127V v 7 LTCZOEEEMIEL F7,
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B = comr

NAT £— FDHIk&

NAT E— FZHIBRL T, NAT E— RIZAA v FoLEMMRS L ETA, LT,
NDFC 725 HIBRS BRI A A » F73 5 NAT £— F&RBIEERT 5 £ 91c LT E,

FIE

ATV 1 [AT47 3> ~kB—3F (MediaController) 1> [¥/LF ¥+ X b NAT (Multicast NAT) 1> [NAT E—F
(NAT Modes) JIZBEIL £7,

RATY T2 HIERTHMLENRS D NAT T— RE2®IR L, BRI (Deployment) 1> [BREAfEFR (Undeploy) 1> [EIRL 1z
E— K (Selected Modes) ] Z#&R L £,

NAT E— RBREESHTWARWES . £k LESAE. ZoFIEEEKTE £,
27y 73 [HIB (Delete) ] 742> %2 ) v s LT, BRLENAT L— A& HIFR L £,

HAA VA —T A RIVEDY

R2:HBHAVE—T AR T YELTRE

J4—ILF |5

AA vF  |[8EE (SCOPE) | IZH3& A v F @R TE £,

B A2 —=T 2 A A vy B T HBINTEET,

TS M =T 2 A2y B T EBINTEET,

HIBR MAA v =T = A vy VT HHIRTE LT,

AR =K |CSVTZ 7 ANV ENDFCIZHH A Vv —T 2 A Ay B T HA VR — N TE
E

T AR — INDFC22 6 CSV 7 7 A NVinb A v 8 =T =2 A A~y B VT AR — |

K TEET,
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B (Deployment) | Ru v 7 X0 U X b, @UIRELRINLET,
* PB4 (Deploy) ]
GRINLT-H AV H—T oA A~ LT ZOF T a U EERNL
T, BIRLEEIA VX —T 2 A Ay BT AL v FITBBALE
j—o

T RTOHINA VE =T 2 A Ao LT ZOF T a rZER L
T, TR_RCOHENA v Z—T2Af A~y B TEHAL v FITEHLE
ﬂ—o

« JRBAMFER

GRINLT-H A v H—T oA A~ LT ZOF TS a BN
T, BN LA v EZF—T oA A vy VU T REERLET,

T RTOHINA VE =T 2 A Ao LT ZOF T a v ZERN L
T, TR_RTCOHAA v E—T oA A vy VT REERLET,

e T RTORMLIZ-HIIA v E—T 2 A Ao B T EHRMMTTH : Z0F
FrarEBBRLT, T X TORRLIEHEIIA VX —T oA A~ BT
R LET,

BIR LT A A FCURIRIR L2 T X T OB R S v, LRk L
T RTORBMERND AL v F o HEREFRINET,

o BERIERE AT a v EBIRLC, BRI IS v —T oM A~y
v ORERMEREFR R LET,

[JEBAJEIE (Deployment History) ]IZ1E, IRD 7 4 —/)L RRFRINET,

AL T  HINA LV HE =T oA ATy LV ITRRBEAINT-AL v T4 %
BELET,

A v H—T oA A~ BT REEENZHAAA L F—T 2 A 24
HEELET,

e ISAHE =T 2 A A HIIA =T 2 A AT L T DT A
&‘—71/]);(%1:5’_‘/];[/&‘?—0

e KLU r—ay A v A —T A A=y L TORRLFY r—
valrERELET,

cJBIAAT —H A BHOAT = AR R LET, BANED) L 7oK
[SYAVIEVIAE -SRI (V=

T vary i FOHINA v E—T 2 A ELTIIH L TAL v F THE
ITENDT 7 arzRELET, MFRE. vy BT BAAL v FITER
SN EEZEWRLET, HIBRIZ, v~y BT NBAAL v F bR S
NEZEEERLET,
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CRBERAR . vy B PRBICEH SN ARAZRRELE T, ARFOFRR
% Day MMM DD YYYY HH:MM:SS % A &> —>  (Timezone) T,

o RHRE -~ v B SN IERICERE SN o 7 B,

HAA =T 4RIV EVTDEM .

RBHENAVEI—TTARAIVEVYT DT 4 —IL K LN

J4—ILFK

3518

HIgA v B =T A A

~ v BT OMNA =T A ABFRELET,

YT A I =T A
A

YT A E =T o A RERELET,

WA v Z—T 2 f A~ T A H—T oA AL, BER1O
BN HY £7, v~ v B TIEBEOBNA V=T 24 ANRD D
BEE, "M ARA=) s L TCERREINET, /2 F—T A AD
SERIRY A NERRTHIZIE, M=V 0% 70 v LET,

RV r—a oK

T TA BT A ARV T r— g VEREIRELET,

BT 7 v a v
(Deployment Action)

FOHINA LV E—T 2 A A B IR LTAAL v FTEITEN
277 arEfRELET. EK (Create) Ji%, A& —7 =
ARSI E U TINAAL v FIZBHASN TS Z EE2E®RLET,
[HIE% (Delete) 11%. A v Z—T =24 A v BV I NAAL vF
MO REMREINIZZEEERLET,

JBEAA T — & A

WA v =T 2 A A=y VT REAENTWENE I MMEIRE
LET, BEICKRLEGEIX, TR A 22— veabt
THRBOHAHEERLET,

& BT A

WA v 2 =T 2 A=y U T RREICERT SN B ZHE L
=7,

H D 2L Day MMM DD YYYY HH:MM:SS # A ALY — >
(Timezone) T,

HAAM A —DJ 4R T Y EVTDEMN

FIE

ATY 1 [AT 47 a2 bA—F (MediaController) 1>[<J/LF ¥+ X b NAT (Multicast NAT) 1> [HHAhA 52—
T4 R IvE>Y (Egress Interface Mappings) ] (ZB#E L £,

ATw72 B (AdD) [ TA2vz22 07 LET,
RT9T3 HAMVE—T AR IvEVTDEMHREE (Add/Edit Egress Interface Mapping) ] 7« > R T, &

DIz FEE L £7,
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. HAS 28—/ R Ty EVTDORE

ATv74

RAAYF : AL v FAERELET, 207 4 —/V RFBARYHEHAT, [BAMV2—T /A RIVEY
4" (Egress Interface Mappings) 1 7 > RU TEIRS N AL v FIZHSE F T,

HAAB—T AR  HOHA =T =AM ZAZHELET, 1 DU LEOHNA 7 —T7 = AZRIRT
EEF, MDAV =T =2 RE T A F =T oA AE, BIRLIZAAS v FITESWTHATAL S
=7,

F2v IR T AL NCTHIETHEHEOHE A VX —T7 2 — RAZBIRTE, BRLEA LV H—T = —
ANFROR v 7 ZZFRENE T, WHO7 —v FiZiE, EHTRESEIROANFREINE T, OF
D, O~y BT TITTICEBRBINTNDS VX —T = RIS ENET, §X3CTOAS v Z—T A
2 BIRT 51U, [TT (AID) 1 Z2BRLES, [T (AID) ] 2#RT DL, lx D)1 2 —
T oA AEERT DY AN Ry 7 ZATENT20 3,

[Ny T A3 —Tx4X (Maplinterface) 1] : v v 7 A VX —T = A A% ELET, f ¥ —T = A
2, MWOA v B =T 2 A ZAF T~y T A H =T =2 ADOWTHNT, WHFIIEHTEEEA, 7T
WA =T 2 A AL LTERBRENTWDEY Yy A U =T oA ARRINTHE, =TT —0NFRIN
e

[RKLTUH— 3> (MaxReplications) 1: v 7 A X —T A ADKRKLV TV r—a VBERE
LET, ZO7 4=V REOFFAIL 1 ~ 40 T, 774/ MEIX 40 TT,

[R7F L CER (Save&Deploy) 1227V 27 LT, A v ¥ —T oA Ao B T2FRFL, BEHLE
j‘o

[+ >t (Cancel) 127V v 7 LTHFEELET,

HAM VA —T 4R TV EVT DiRSE

&

FIE

[T 47 3> kO—35 (MediaController) ]1>[<J/LF ¥+ X b NAT (Multicast NAT) 1> [HHHhA > 52—
T4 R Y yETYS (Egress Interface Mappings) ] (2BEI L 9,

ATYT2 WA v 2 =T A~y B 7H2&IRL, [#HE (Edit) 1227V v 7 LET,

[HAA B2 —T AR IVEVSTDEMERE (Add/Edit Egress Interface Mapping) 17 « > Fv T,
HAA v 2 =724 AL [RRLTUS—2 3> (Max Replications) | 7 4 —/V RZ&RETE T, [&RK
L7 —2 3> (Max Replications) ] O#F LUMEZE 1 — 40 O#PHNTHRE L £,

ATv T3 [REFELTER (Save&Deploy) 1|27 U v 27 LT, HIOA v F—T =2 A~ v BT Z2RIF L, B LE

R
[+ >t (Cancel) 127V v/ LTHFELET,
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HASVA—T 4 X T v EVY DHIR .

HAA B3 —T 4R T v ECTDEIR
A v =Tz A A~ BT~y B T2EIBRLTH, B v X —T =2/ A<t
VNI AAL v FNDRBEMERENEEA, LIRS T, NDECOGHIRT HREIC. 24 v F 0
bHAA LV E—T oA A~y B T HREMRE L 1,

FIE

ATFYF1 [AF 47 a> bO—5 (MediaController) 1> [<J/LFF+ X k NAT (Multicast NAT) 1> [HHA > 52—
74 R Iy ETY (Egress Interface Mappings) ] (I8 L £,

AT9 72 HIRTLHZMENHDIHINA v F—T 2 A A~ B 7 2%RIRL, [BE (Deployment) > [EEIfRER
(Undeploy) 1>[BIRLF=HAHA 2 —T 4 X I vE2Y (Selected Egress Interface Mappings) ] % i
RLET,

WA v =T A A=y BV IRBEHEN TRV, RILEZEAIT. ZOFIEEAFy S TESE
—g—O

ATv 73 [HIB (Delete) 1227 V27 LT, BRLIEZHAA VX —T 2 A~ BT E2HIBRLET,

NAT )L—JL

NAT L—Li3, A > 7 LA NAT &2 L X NAT TRl UTT 2, HJINAT DL — R 0IF &
BETHLENRD Y 7,

= 24: NAT )L— )L DiR1E

J4—JLK |E%BEA
AA > F [5E (SCOPE) IZHD&E XA v TF BTN TEET,

B NAT L—/LZBITE 7,
il g NAT V— /L& HIBRCE 9,

A AR — K |CSV 7 7 A /L5 NDFC IZ NAT b—/L & A ViR — F TEE£9,

T 7 AR— |NDFC 75 CSV 7 7 A JMIZ NAT L— /L& 7 AR— FT& £,
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F7aA

[JEB (Deployment) ] K v 7 X o U R ik, wmyl/eEa @R LET,
 [BH (Deploy) ]

R L7 —L : ZOF T g UAEERL T, EBRLAENATL—L A
A FITEBE L E T,

s TRTDN—)L : ZOA SV g wBRLT, T XTONAT/V—/L %
AA TR LE T,
o JEBRARER

CBIRLZN—L ZOFT g EEINL T, @R LZNATL—L %
AA wFITELET,

T RTDON—)b 1 ZOFT v a r2BRL T, $NTONAT L — /L%
JEPAMAERR L £,

s R L7 R TON— /LB FIT  RELTZT_XTONA— /L ERET DI
. ZOF T a UERERLET,

IR L7 AA v F TR U723 _CORBAFHE R S, LRk Lz
TRCORBERN AL v F b HERRMRINET,
< RBAEIE : oA T a CABRL T, BHR LoV — L O RBEEEZ £
LET,
[EBAERE (Deployment History) ](ZiZ, IRD 7 4 —/V RBRFERSNET,
c A T V= ARER SN AL v TFOLFIERELET,
*VRF: ¥y B 7 NET % VRF Z4EEL £,

s BBHAT — X R BEOAT =X ZA&FR L ET, BADRL) LRI
L= imFREnE7,

T vary i =V DAAL v FTEITENDLT /v arEIBEELET, E
i, V=B AAL v FTRBSN TS Z EE2ERLET, HIBRIZ, L—
NWAA v FNLREBMRSN TS EEEWRLET,

JEBAHEE - L — A ERRICEH SN AREZIEELE T, HREORRER
/< Day MMM DD YYYY HH:MM:SS # A &> — > (Timezone) T,

< RHCEEH © L — A NIERICEB SR - T2 2R E L £,

R25:NAT)L—ILD T 4 —)L K &R

T4—ILF

BLL]

VRF

NAT /L—/L® VRF Z3EE L £7,

E—F

ABDFERITIH IO NAT E— REEELE T,
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NAT )L— /LB

FIE

nat L —noiem [

HRIEW T —T

NAT ZHaFiO~ VT X ¥ A N ZV—T %R LET,

Bt T —7

NAT B D~ NVFF ¥ A N T V—T %R LET,

TN—T< A

ITN—T < A7 ERELET,

FRIZ NAT BHFTOE(EITLIP 7 RLATT,
Ptk DE(E T NAT 2t DEFILIP 7 R LA TT,
BRI~ R EETE~AT BRELET,

NAT Z#u% ORETTA— b &2 R LEd, #PHIX. 0~ 65535 T
T, fHE01E. UDP Y — A R— FOEBWN RN L E2ER LE T,

NAT Z#if% Dsp e R — R &2~ LET, {H0 1%, UDP%iZkeAR—
DOEHNRIRN L ZERLET,

HIJINAT V=L %S A o RS L5 R3EA o —T = A A%
BELET, ZORay 77Xl A YE2—T 4R
< v E2% (Egress Interface Mappings) 17V 1 > KU CTEZS N
TN A B =T 2 A APRTEHAENE T, ZDT7 44—/ RiTA
11— RICIiZER <9,

BT 7> ayv
(Deployment Action)

N—IVDAA v FTEITENDLT V7 a s E2RELET, (B
T, V=R AAL v FTRESN TS Z EEEWRLET, Bk
WX, V= DBAA v T NLREAMBBRINTWD I EEERLE
‘3‘0

JBEAA T — & A

=V NEBIZS I TWADNENEREE LE T, EBENKI L=
A BT A aro bl 2 &EWT, KBFIHER R LE
j‘o

A& BT A

NP RRICERF SN AR ZIREL £,

HIF DO ERIEH T Day MMM DD YYYY HH:MM:SS % A L' —
(Timezone) T,

RATY 1 [AT4F7 a2 bA—3 (Media Controller) ]>[</LFF+ X k NAT (Multicast NAT) ]>[NAT JL—JL
(NAT Rules) 1z L%,

ATv T2 BN (Add) | TA =222 ) v r7 LET,
ATv 73 [NAT L—ILDEM (AddNATRule) ]|V 4> FU T, kOERERELET,

ARAYF AL v TFHZERELET, 74—/ NiZ@gAHRY HH T, [NAT JL—JL (NAT Rules) 17 1~
R CEBIREINTZAL v FITHESEET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B wi—rowrn

ATy T4

[E—F (Mode) ]: NAT E—F (AAETH) Z@RLET,

[VRF] : NAT /L—/L®D VRF 28R L £F, 774/ FTiE, TI4JI kD VRFTT,

[Z #2815 )L— 7 (Pre-Translation Group) ] : NAT OFiO~/LFF v Ak F—T%EELET,
[ZH#21% 2 )L— 7 (Post-Translation Group) ]: NAT#% D~ /LF X ¥ 2 ks ZF—T%2RELET,
[FIL—T <X% (Group Mask) ]: NAT L—/LD~ A7 EAFEELET, T 74/ FTIE32 T,
[ZEHRBTDEIETT (Pre-Translation Source) ] : NAT ORTDOX(ETIP 7 RL A& ELET,
[ZE#%DFEIETT (Post-Translation Source) | : NAT % DEELIP 7 RLAZREL £,

(6=3))

RPF F = v 7 WRIEL 2N K 51I2T 21013, BMBEDOREITLIP 2NV—T Ny A Z =T = ADEAN
YHEUIPT RLARIZTHMERH D £,

[EET~Y R (Source Mask) ]: NAT L— LV OEFEIL~Y AV EERELET, 7 74/ FTiX32 T,

[E#r&DEIETR— b (Post-Translation Source Port) ] : {575 — MIT 74/ FTO TF, fif 013K
Bl LEEWRLET,

[Z#a g DFESEHR— b (Post-Translation Destination Port) ]: 5 7 /L b Tlidsade AR — MME 0 T, 01X
B LA EWRLET,

[Statis Oif] : =D 7 4 — /L RIZANET— R TIEWHTT, HAE—RFTIE, ERINZHIA 2 —T =
AR TIZEDSNTA VF—T oA AZATTLET,

[fR7F LB (Save&Deploy) 1 %2 U v 7 LT, NAT b— /b fRfF L TR L £,

[+ >t (Cancel) 127V v 7 LTHFELET,

SG DAL DLHRITH L TR TEX A ATIL—E 1 DT TTHR, HAOL— L4, SGIoxt L TIER
SNHL—LOHEIT, WAL v 2 —T oA A=y B T TERSINERRLV Y r— g VMEICESNT
WET,

NAT /)L— /L D&

&M

ATy T2

NAT L —V & HIEE L TH, NAT b— Ui A A v TSRS ERA, Lz » T,
NDFC 7> HIRT BHICA A »F 36 NAT Lb—/L &2 BRI T 2 L 5 LT E& W,

FIE

[AT 47 3> kB—3 (Media Controller) ]>[¥/LF ¥+ X k NAT (Multicast NAT) ]> [NAT JL—JL
(NAT Rules) 11ZBEH L £,

HIER T 20N H D NAT — /L2 8R L, [BE (Deployment) 1> [EBERfZER (Undeploy) 1> [&EIRL 1=
NAT JL—JL (Selected NAT Rules) ] #EIR L £,

NAT V=V BEB SN TRV, EIFKRBL TWESEAE, ZOFHEZ A Xy 7 TEET,
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mar—szz |}

25w T3 [HIE (Delete) 174 2> % 2 Vw7 LT, BRI NAT L— &8I L £,

e
RERIL—FEERTE
[RFIL—HE&KTE (Border Router Config) ] V4 KU T, R—br&Z~VF 777V v A
X —axy NOBERKR—FNE L THEETEET,

®26: BRI — 2 RERE

J4—ILF s BA

AA v F [85E (SCOPE) IZESE XA v TF 2 RN TEET,

VRF VRF Z#&RTE £,

AT — B A BRN—FREDAT—H AR LET, £, BEO AR, ki
DI bRRSNET,

& IEE B — 2R EDIRRIEIEZ Km L E T,
[JEBJEIE (DeploymentHistory) 1121, kD7 4 —)L RRE RSN FE
R

c A wFL  RENEREINTZAAL v FOLFIZEELET,

* VRF : RENER SN/~ VRE OLRIZHEEL £,

e BEARAT —Z A BEOAT—Z 2 EFRLUET, BARKINL
TR LT DR SN E T,

T IvaY i REDAA v F THEITEINDT 7 arwHELE
I, BHIL. RENAAL v F TRESN TSI EEZERLE

T, BRI, RENAAL v F CRAMRIN WA Z L2 E
RLET,

« BEABRY  RENHKBICENIN-ARiZ2EELET, HEOFE
1% Day MMM DD YYYY HH:MM:SS % A L — >
(Timezone) T,

o PGB - BREDN BRI SR o o B,

BEHINTWATARTIEBEINTWVWATRTOERN —F 2R RTEET,
DR N—H T Formd

%

[R7F (Save) ] AVH—=T 2 ATBERNV—F ORELRGT T ET,
[f£BH (Deploy) ] AUB—T 2 ARV — R EFREMTEET,

JEE BRI AR R A H—T 2 A AOERN—FFHEERIAMRTE ET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B 7 —sncoEs

R2Z7:BRILV—FEET+—ILF LA

J4—ILFK ZEA
Interface Name | X f v F DA L ¥ —T = A AL EEELET,
Admin Status | 4 > X —T = 4 ADEFERAT —H ZAEIRELET,

BERT —H | A H—T 2 ADEERAT —H R,
A

R —Z A B =T 2 ATERN—FRENEENTWENE I DERELET,

JBEHAT —42 | HERNL—ZREBRB SN TWONE I D afaELET, BEICKKRLIZS
A Bl HRT A 2=y vaeabEd L. RROBANRFIRINET,

BHRIL— 2 RE DR
FI&

ATFYF1 [AF 47 a> bO—5 (MediaController) 1> [<J/LF ¥+ X b NAT (Multicast NAT) 1> [BRIL—4%2 %
7 (Border Router Config) JIZBEI L £,

AT T2 MHIETH Ry XTI URARNSH AL vTF & VRF 23R L7,

AT T3 BRIL—FEET—ITILOERIL—EFT, BRANV—FRELRERMTILEOH DA F—T = A AlTxt
LTIIELY (Yes) ] iR L £9,

ATy 74 [{RT%E (Save) | #27 Vv 27 LT, [EB (Deploy) 127V >v7 LET,

BEICHE SN TVWDAR— FOBERR— FOREZHIBRT 512X, Fay 7 X2 uns LA (No) |45
WL, [R7FE (Save) 1227V v 27 LTo5 [BE (Deploy) 127V v 7 LEd, +_XCOERKR— FDF
EEHIRT 221X, [ERAER (Undeploy) 127U v 27 LET,

Ja—/\JL
T —N)b A= a2 — IR T A =2 —2ER T,
ARk
A

GE)  Zo&Z =%, NDFC O IPFM EHLH~/LF X ¥ Ak T— ROl I H S hvET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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1=+ |}

CiscoNDFC Tlf, AA M & T7mr—MOIFIERA X MARTBIONHETEET, 41X
> ME. [AT 47 3> bO—5 (MediaController) 1>[4 XY k (Events) ] IZitkShvE
j—O

IPFM A Xy b T—TMIVTNAEZA L TEHINET,

RIFSALD IPFM A X hORKfEE 7 V—> 7 v 7 OME L, [E# (Administration) >
[DCNM H#—/% (DCNM Server) |>[H—/\— FO/8F 1 (Server Properties) ] 21— C,
pmn.rows.limit 33 & O pmn.delete.interval TZNEIIEE TE £,

RDOFT, ZOR=VICKRSINDT 4=/ Faitll L x4,

TJ4—ILF Bz
HE 70 w7 LT, WWARERANRY FEHIBRLET,
GE)

NDFC % — "—2FEE T8 &, 774/ hTlE, £&K5000D
AR P26 RFRERFEES N E T,

FIUFRE D1 D% 7Y v 7 LT, 23— (Purge) 1 A7
Ta UEEIRLET,
cIwRARLO—F#:HIBRT DL a— FORREEATILET,
cB¥ A XU NEHIRTOMNERH D HEEASILET,
cHIDBRMNEITRTOT—2ZHIRT S : T XTCHOT—X
ZHIRT 2 A2 E L ET,

[/S—% (Purge) 1 %7 U v 27 LT, IPFM A X MEHR % HIFR
FIRFLET,

#1721V (Category) AR B TIUNEI DEEELET,
Y774 (ERE) AR EDOTETT 4 (ERE) ZHEELET,
A AR hOWMAZIEELET,

B FIILOFIIRD L HICFERENET,

FlowRequest D7 B —%{ERK L CWWET: flowRequest X

hostId M T¥: <<IP Address>>
hostInterface:<<Host Int ID>> mcastlp:<<Multicast

IP>> WAL v FMBLREINTWETI: <<Host IP

Address>>
WBELZTHT7r— TDARY MRV RELZ T 70— %2 BELET,
A1 0D B HTREZ] AR IR ZICER SN AREEZRELET,

ARFOFRIENIL Day MMM DD YYYY HH:MM:SS XA LYV —
v (Timezone) T,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B scestmvs2197ex8— L7y IREICIE—TS

J4—I)LFK SRER
T ZAR—k ARV EO—HANV T4 LY P RRAF T a— RTEFE
ﬁ—o

T ANKITIE, T AN ZR— h SR BN E
NEF, 27 ZAR=—FEND7 7 A NVDORAT .x1s TT,

REETETITDRAVFERI— T THREIZOIE—T S
NDFC &I LT AA v FADREMP O 2HEITHIC, A v TFOETar 74 Falb—a v
MAB—=R T v T ar74¥alb—ra MCHPICREFESNET, DF Y. NDFCIE, EH
DEZRIZAAL »FTeopyrs 2~ REMOVH LT, A4 vFO U a— RETHREDHREES
X9 LFET, 7TV [CopyRS) DA X2 M, copyrs 2~ RBRERH I & X,
BLOa~vr FREFRELIFIZ T —TRT LIEEZIE, [AT47 3> bO—3 (Media
Controller) 1>[4 >k (Events) ]Itk NEd,

Rohd 25 &, £ FORBHR™KRO L IS ET,

copy r s command successfully completed on switch <switch IP>

KL E, A2 ORIk X o lcisgkshE T,

execution of copy r s command failed for switch <switch IP>, Error: <error message>

)T ILE A LaER

NDFC (%, 4 X B L AMQP A #/ L CHEERM ARt UEJ, EEARREEBRNT

Uy —2ARFHTE W Edlc, 78—RN 777V vy IJNTZ o R Y — =2 Ffﬁﬁifé“ii
WA TT, UT XA LAOREBML, RO XD REEICEENRIND LHIERSNE
ﬁ‘o

 TH—ESLLTZ & &,
T —ZHENLT HTOD Y J A RRET LI EE,

NDFC U U—2Z 11.5(1) 76, 72 —OEREBIBRMBIIT 5 &, U T A2 A AEMDERE S
NET, MeEPOBETTe—RN L R Y — 0 RTHELINTWARWES, 2042k
N—Z2OWEFTAERSNETA, RDVIZ, EEHEMPAERSNET,

AA v FIiE, IGMPloin %2595 &, 7u—4&2ubva=" 73500, #EE, &Y —
OR[N, mA N RV =R REDV AT AV Y =2 %2F v/ LET, WTFhLDY
V= AMMERTERWEE, 7Juo—3nr R Y — o RTHMY.ENEEA, TLA U 2
U T, NDFCIIA Ry b R_R—Z2 D@ %54 L9, NDFCILE B2, @A 5 AMQP
Ay —VEERKLET,

AMQPUD%/:} AR & E'ﬂ“ét&b@ﬂ?:**%{’ﬁﬁkffézgﬁl% VET, ZOFa2—%%
ULV R THMERHY £, = . =1 DCNMExchange T4, ZD/L—7F ¢
7 X—ZMHLT, VT AEA AL%D%W %Liﬁ‘

error.com.cisco.dcnm.event.pmn.realtime.switch, 7 72— A x> OERL E 72 IZHIBRIZBIT 5 Y

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)
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L=uosza

TG A LERERGT DIZIE, V=T 4 7 F—
information.com.cisco.dcnm.event.pmn.realtime.switch %z L % 9-,

INHo@mEIL, [AT 47 A A—5 (MediaController) ]>[Z B—/3)L (Global) >[4
A2 b (Bvents) 17 1~ K7D CiscoNDFCWebUl THAIHTE EF, =7 —23ET 5 &,
IS5—¢ L TERINET, EENHIREZIZZ VTIN50, BRE L TRRENE
7. [E%BA (Description) 15D => MUK, 777V w7 EFiZAa—74, AA v FID,
BLO—EOEERNFHEENLTOET, [EEREHEZ| (Last Update Time) 15111, A
N2 MPER SRR R R INE T,

L & UMEAEXD
NDFC %, %> F VA TLEVEBRMZ AR L E9,
o f B —T = AFRHBNEEED L EVMHEIZE LT,
o T UK —[F— =D T a—E ) YT S HHE 2 A LT,
RN END &, BETHIBRESNET,

Ay FICT7n— T ya=r 7 4T5L, NDFCIEA v ¥ —7 = ADMERRIEZTF = v
7 L. ORI HE ST T F— FE2AERKR LET,

* 60% ~ 74% : &

* 75% ~ 89% : X

«90% LA E : K
T a—HRE R, A v TR T eI T e — i A F oy s L, BEMERT S 2L T
L—hEHBELET, YTV HIROLEEBY TT,

s L— MARRESNTZ T r— R — RO 60 % KM OEE . WEAERSET,

o L— FBMER SN EHRIEZ B2 2850, DF 0 100% 282 554, BANERShE

¥,
« N 60 % 25 100 % OFIPHIZE D & WHDHIBRSIVE T,

REA = 2—IUTFTOV T A =2 —0NEENET,

NDFC @ [+ SNMP H—/\— D% FE

AA v F % NDFC A X MUIGEBIMT D E, AL v F N SNMP ~ 7 v 7P OEEHLER#T

X5 L9212, NDFCIZHBMIZIRDOEE TAA v F 7% E LET : snmp-server host denm-host-IP
traps version 2¢ public UDP port - 2162

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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- T

oy br—FRBEZHE L TWAEAIE, ROFNEICHKE> T, AA v FH 5 NDFC ~D#fE
WS LUET,

Procedure

AT Y1 NDFC AL v F 5 SNMP k7 v 72 FRICZET 5I12iE, [BEEE (Administrator) ]>[Y—/\— 7’0
/37 4« (Server Properties) ] C NDFC #—/3— 7'/ 37 ¢ trap.registaddress=dcnm-ip Zi%E L
T. AA v FRNSNMP b5 v FEEETHIPT RLA (E72013%FA T 4 7 HAD VIP 7 RL2) 235 L
£7

ATV T2 ARV RBREDOYEG, CiscoNDFC 7 7Y r—v a v & —kEIo Ry r—ofhshTnb
pmn_telemetry snmpCLI7 > 'L — FEZEH LT, A v FTEHIZEL DOSNMPRRELHM L ET,
PRI OWTIE, TAA v TF D7 u—rLERE, onpage 174) 5L T 7ZE0,

AMQP & %0

FTRTONDFCH#IE(FA RN =AU T A, ARA KR —72E) 220 T, AMQP A E(F
SINFET, AAYFICLS>THRITIN, TVA NI ENLTZESNLTXTORERE (&
ZIE. T u—HEL) DA, Cisco NDFC ITEHINTF LA XY M a2F =y 7 L, Y7206
MEARLET, ZOWMIX, server.properties T [AMQP POLL TIME| fE%f%ET
5T LT TEET,
server.properties 77 A /VEEH L TAMQP A —V » FEE AR T 5121, RO FIE
HFEITLET,
1. ROBATIZH D server.properties 7 7 A /L& RDOIFTET,
/usr/local/cisco/dcm/fm/conf/
2. MERR—U U TRREIZESWT, AMQP POLL TIMEfTZ#REL £3, A—V > 7R
3 AL T,
AMQP POLL_TIME=5

K=V TRFIE S FCRESHTWET, 7740 M TR, K=V 7R 2 55 FIC
RIE SN TVET,

3. Koz~ FEMEHL T, NDFC#——%HEE#H) L T, server.properties 7 7 A /L
TATo AR ZEM L E T,

appmgr restart denm : A% > K7 1 VR

appmgr restart ha-apps : - 7 - 7 HA JEBE D55
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ITET |

\)

Note NDFC 11.5(1) X Y AiZ. AMQP 7 A4 7> FMWHTTP C7 7t ATE 5 L)1, EXaUT 4
TR STV AMQP 7 2 — 5 — R— K 5672 37 7 4/ h THWTE Y, NDFC ©
iptables.save 7 7 A JVIZERTE S 4L CUWVE L7z, NDFC 11.5(1) LAFg, R— bk 5672 1L7 7 /L T
FLONTEY, AMQP 7 74 7 MIHTTP TF 7t A T&E £,

AMOQP @13 v R—R 2
=TT H—

N—TFT 4 T X, BN =N —T T IEERETAI-OIHTtE 5
7 RLVATY, ZAULHTTP ® URLIZELTWET, 1 ZEAEDRWY A T IN—T 4
TxX—HEERL V=T 4/ nYy 72 RELETH, 2—PFITENZEHEL T, Ay
v ar TR EOMOERET T 4 VEZ ) T 5L BBRINTX £9, NDFCIPFM
WX, SHICA Y=Y ANy X TaxXT4Il—T 4 07 F—HERGENTNET,

=TT F—DOERK

F7Y =7 Fi@E O NDFC IPFM AMQPD /L —TF «( 7 F—DERITR D LB Y T -
Severity.Operation.ObjectType

f5l: info.com.cisco.dcnm.event.pmn.create.host

F—HBlF B3

B Ayb—VOrEeTT 0 (ERE) (Fd/

LR

F_RL— 3 VER/ B Hr/H BR/AR H /i e ST/ EB/ A A >
F Y 12— R/NDEC

AT NEAT WENCERT A4 7Y =27 M2, AA b
TA VT A, RAR, FANKRY— 7
g—ARY—, 7r—, AA vF, NDFC
NEENET,

e Ayt—2 FaNTa

Ay —VIE, arT YOI TE 2RO T uRT 4 L~y PG ERE T,

PA=VAG Pt B
TIAXYT 4 A= VOWRET 7 41 MEIX0 T,
delivery_mode A= IHERShAEUEE—F, 77+

Jb MEIX 2 Gkfit) T, ZHuE, AvE—
UNRAEVNET 4 AT O IR S
HZEEEWRLET,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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J0/8F 4

B

content_encoding

UTF-8

content_type

A= arF U VOMIMEZA 7, T
7 %V M application/json T3,

headers

Ay —=VICHET 4T EEONT DU A
Ro

s ETT 4 (EKRKE) —AvE—TDv
EI7 ¢ (EXKE) (Fg/es/~
7=) .

o BEA T — 2 2= /R BR,

o BRVE « VERR/ S H/E bR/ R /e R e ST R
B/ A A T U m— K/NDFC,

o —FE : True/False |%, —#EH{ELZ R L F
‘j_‘o

HAT HRARNTZAYT A, KA,

RANKRY—, 7a—FKRY— 7
o—, AA >, NDFC 7 & D@z
BEd 2477 b,

ca—W— T arEFETLERS
A v 2=,

ARV I AYE—UREESNEL
7o (FALASNED T2 D),

message id

A vE—ID

« BHRIAX

NDFC {8131 v — R{ZiL, BH%E b T—F2 1Y Y —R &7 2 72 DI LB R FHHR
L. FEERAERET 7200 ) I REENTOET, BIENKR LSS, @ik
SRR L LB T — Ay —UNRNEENFE T,

AAYFDT O—/INLETFE

YU —2Z11 XVETDOY Y —ZTIE, CiscoNDFC AF 47 @y hu—J %, #HigoEsE, 7
O—DAT I, BFAN U 7ERIEREOBEEZFITLCWNE L, VU —X 11 LI,

NDFC Tl 2 2O EELRBENRE T,
Xy N — 7 HEMHLET,

. AT 4 7 F CiscoNexus 9000 > 'J—XNX-0SIP 77 JUwy Yy ya—ay 4K, J1)—ZX106(x)
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e ARAMBIRT7r— R > —ZHER L ET,

NDFClE, 7V A MU EMHEHL T, 7e—A7—X¥ A SRR N, #@HINZEA B
R —, BIORZOMOBEELE=F L ET, AAS v FIZLoTRI TSN, TLA M) %
MLUTZEESNTETRTOERE (728 21T, 7ue—r) 04 . NDFCITZEMIIITH LA
Ry hEFzy 7 L, @YREMEERLET,

AA wTF Jva— RHIZ pmn.deploy-on-import-reload.enabled ¥— N X5 ¢ )3
true [IZEXE SV TV DS, NDFC 23 A A F @ coldStartSNMPtrap Z#52{59 % &, [Deployment
Status=Successes] Z/R"J/H—/VULERE, BIOHRA M T7m—RY U—NHBIIZAA v F
Ty vas3VET, A vF 7L A NVEBLOSNMP #EIL, [BRE (Configure) 1> [T
TL— bk (Templates) 1>[T>FL—k 5473 (Template Library) ]#H < NDFC /% v
r—Ift &7 pmn_telemetry snmp CLI 7 7 L — M &2 L TRERTE £,

[CiscoDCNMWeb UI]>[#* T 4 7 3> kB—73 (MediaController) ]>[¥ B—/\%)L (Global) ]
> [%%E (Config) JICBENIL T, AAf vF Z7a— LR EBLRWAN U 7 2R EEITE
HTEET,

NDFCMS AT 47 ay ha—JREE— FTA VA F— L EINTWHEHAE, [WebUI>[AT 4
7 3> ka—5 (Media Controller) ]>[4 B—/\JL (Global) 1> [58%E (Config) ] Zf#H L
T, 2=F ¥ A MEFRIE, £EOY —A < /LFFx A (ASM) &, BLXOWAN Y > 7 D
A v—FBEHTEET,

AT 47 arbhr—7 F— RO NDFC Z B L%, HEiE & ASM Z25%E LE 7, HrmkiE
DEY OFEX, VT FXFY AN T 74 v 7L THEMAEINET, NDFC (FvA X — =2
Yhue—=FOXSCEIEL, 777U v I AOTRXTDAAL v FITHIEIE & ASM O % R
BALET,

[CiscoDCNMWeb Ul] >[4 T« 7 3> kB—3 (MediaController) ]>[~ B—/3)L (Global) ]
> [%E (Config) 1> [RA4 vF JB—/\LEEE (Switch Global Config) JICBEIL T, /' —
IV IRTG A= BB TELET,

)

Note NDFC D%y hU—27 FR_L—F% n—LZ2Foa—%—(%, ASM Z{%7FE. B, IR,
BEMEZITHIBRLZD . 2= A NRIE THROEEZRELIZVTHZ LT TETERA,

AMQP &N

CiscoNDFC X7 7 7V v /Mo T —F ZHGT 57207 VA N AT 720, 7r—
AT —Z AL AMQP HANZY TV Z A LDOBUEDREBR KM EN L WEERH Y £, EH
BINZH LWARY b 2Ty 7 L, @Y BHEERLET, 72, 7 —I3HE—D A1
WIRE SN2 2D, NERITIWELIIMOBRERA Z ENTEET, FAFNKRY I —
I, VX AR FZALJIT) TR, AA v TF A Z—7 = A ZAFERRIZTESOTHEH S 1
9, INHTRTCOT—=FT7 7 F vy DEEL, BED AMQP A vt — L U THEEICE
BLET, 7740 FT, BEMBIEX 2 OBICRESNTWET, Gz TIE, TAMQP
1A, onpage 172] ZZHL T 7E &0,

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .
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B < v7orn—ngx

1=F v R FEEIERH

HIWROHEHDO =2 7=V 2% v AN NT 7 40 v ZIZED YK TDH L DI —\EAERK
TxFET, OO~ TV, “ATFF RN N T T4 v ZICHEBMIZCTFRINET,

[2=% v 2 MHEIETH (%)] 71—/ Fic, i AN L CHig 2 30E LE 7

RIEBOHICFEBEEFNT D

PIRTO NDFC V U —ATlE, A v FIIXHFICASM b T 7 4 v 7 AL ATV LT, 7
a—0ty N7y FRMEBEHEL COVE Lz, 2L, T2 74 7Ry —"RNR0ngaE, =
FUTRMENC A A U AHE 2 58 L £3, CiscoNDFC U U —Z 11.4(1) LTI, [RIEED
T BHEEIBEDFH (Reserve Bandwidth to Receiver Only) | F = v 7 7R v 7 A% 4 (2
LT, ZEEDPVDLEEIZORASM b T 7 4 v I BANRAL AT v vaTEET, ZOKE
L. CiscoNX-0OS U U —2R93(5) LIED AL v FIZHH T ET,

ASM [

Any Source Multicast (ASM) [ZPIM Y U —#58E— FD15Td, HLWFHETB L OXEH
ERET2HEICIEEY V) —%, ZIEEDLREIT~ORE A Z R T 258135 E T
U—ZEHLET, ASMIZ~LFFv 2 FEETEBRELET,

IP7 RVALET TRy h A7 ZHREL T, ASMEHEZER T ET,

[ASM/~ A7 (ASM/Mask) ] 7 4 —/V RIZ, ¥V TFFx AN V—REEHRTDHIPT RLAL
TRy b ~AZEASLET, B (Delete) ] 74 =2% 27U v 7 LT, vLVFFx A b
7 R A% ASM #PAICIEBIM L £9, EED ASM #iPHZ BT £4, ASM FiPHZHIERd 5
WX, 7= D ASM/Y AT DFRIZH DT = v 7 Ry 7 A% A2 LT, [HIBR (Delete) ]
TAarxzr Uy 7 LET,

=%y X MHIEE TS ASMBEHEZRELTZD, ROBEZEITL T, ZNHDOREE A
A v FITEBATEET,

Table 28: ' 0 —/\)LER EEIE DR1E

T4y £ EA
17 (Save) [rfF (Save) 127V v 7 LT, REZRT
[/\jz‘a’_‘o
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=

B

[P (Deploy) ]

BREEERTHIZIE. FeyFX¥or J Ak
INHBIRDOWT N EIRINTE F 5,
¢« FART : ASM, =F v A MFlkliE, B
S OTHRIBE A EIRNEDOR EE T XTD A
A v TR LET,
e A-HFw R FBW : =%y A EIEKIE
RIEDHE B LET,
s THIBW : THRUMIIERR E DA % R L
F9,

«ASM : ASM REDHZERR L £7,

c FARTHRE : KL 72T~ TR AR
Fﬂl:l% szjao

T—T NNOL ASMEFHOMEIZ, R E =i
KBDORA Y E—UBDHEREINET,

JE BRI ER

REXERFERT DI, FayrF2xo )
A RNMDBRONT I EEIR L 5,
« §RT : ASM, ==y A MEFkIE, B
FOFHRIFE AR O EE T X TD R
A v TR L F 9,
e dA=F v X FBW : =% A FEURIE
BYE D F % EBRRRER L £ 7,
« T4 BW : THRIHIRIERR € D A % B R
B%Liﬂ—o

« ASM : ASM % & D 7 % FEBAMERR L £ 97,

AT —H R

TR TAIA T — & ALE, ArlsbE o 1 B 25 Bl
LT R LTz, BB ST
ZRLET,

[ASM/~ A2 AT —4# A (ASM/Mask Status) ]
74—/ RIZIE, ASM &~ 27 O ENIEHR
IR S e h, R L7 B STV
WP RRENET,

I

ZNEhno @k (History) (V> 272270 v
7 LT, =% v X MrlkiE & ASM OJEB O
ERERE R L ET,
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WDOT—7Mx, [ERERE (Deployment History) | THR/RIND 7 4 —/L REBAL TV E
j‘o

Table 29: [ERAFERE (Deployment History) ] 7 « —JL K &£ 584

J4—ILFK SRER

AA T4 RENERAINTZT7 77V v I DAL vT 4
HeELET,

Ty AA v FTEITENDT 7V a & ELE

7, [EBF (Deploy) ]| %713 [
(Undeploy) ]

B AT — & A BADAT —H ZA %2R R LET, BADKL)
LR L= Fr SN E T,

BRI A K BB EN D BFEEZE R LET,

Failed Reason BENKR L -HHEEELET,

. AT 4 7 FA Cisco Nexus 9000 > ) — X NX-0SIP 77 Jyw4o Y ya—a> A4 K, 1)1)—X 106(x)
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J4—ILF

B

ESGN

e

R L £,
e I AT T A4NE T RTOINNER

cEERT ANT [EERT 4 VH

s FTRTC-FRTOT A NVFEHIRL, 5%

e Uy N T4 NEOEM- Ry FH

I E YA RGN T VA B

T 4=V ENERRINET, T4 FY
VI ARBILTINEATITEET,

(Advanced Filter) | Wi T, [—%k
(Match) ] 7 4 —/A KO [F~T (All) ]
FIT[TT (Any) | FVAF RNF %
BIRLET, BT 114 (Select
Filter) ] 7 4 —/V KT, Kuvy7&Z vy
VAP ATIY R LET, RO
T4V RO Ry T Xy T 4—L K
MO GM IR ET, ROT 14—
v RITHRBELFHN 2 AT L ET

B (Add) 17 A =2>%27Uvr7 L, il
D7 4N EBMLET, [HIE
(Remove) | 714227 Vvy 7L, 74
NEZEHIRLES, 3 XTOT7 4 VE %
7 U7 5I2iE, [[BE (Clear) 1% 7
Uy 7 LET, [ERA (Apply) 127U v
IJLTCITANEET 7T 4712, 7+
NWEMBE ST A R b EFRRLET,
[R7F (Save) 127 Vw7 L, #UISH
7 ANEERFELET, BERT 4V
Y —ZWET LT, [Froti
(Cancel) 127 Vv 7 LET,

e RAERE 2 FR LET,

7 URRNDLEE T 0V H BRI L
S

[t (Edit) 1227 U w27 LT, 741L¥
NI A—=Z e BELET, [HIR
(Remove) 1227 Vv 7 L, 74 VZ%
HIFrL £9, [F+¥>EJ (Cancel) ] %
7V v UTEEEMIEL, BEEREIC
R ET,
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B s—ozrzzx

Ta—IL K B

oEh [EBJERE (Deployment History) ]-X—3\ZA
N O EFRRLET,

Tu— VR EEREBELES, Xy NT—JHOK AL v F O WAN ZRELFET,

=A—
A3 —T x4 REE
U U —Z 11L&, CiscoNDFCWebUI TlX, 777U v 7 NDOKEAAL v FITWAN U 7 %
RETEET,
M R FAL R, A—F— VU —TBILOPIMNL—Z &N LTy NT— 7 TR TX

9, PIMNA—HF 2R —F— =T8T DA X —T = A AL, WAN U 7 LRI FE
j—o

\}

Note NDFC % hU—7 AL —& 0— L afoa—H—L A4 —7 = A ZAFEERIT.
JEBH, EPIMEER. o dmETE EHA,

1. [RA v FDER (SelectaSwitch) ] Fe vy FX T UX Rt WAN U > 7 ZHSLT 5
D, =% X X MFRIEEZ TRT 5777V v JNOAL v FERIRLET,

AL TFDA L H =T A ADY A NI, WOBRIZATTESNLTHET,

A

Note — 57U sD—THHAL TR KRy TH YL URARNMIFRINET,

2. [WAN VU7 (WANLinks) 51T, Rry7Z oy UXRpb [IELY (Yes) ] E72id [Ly
WX (No) ]ZBIRLT, A X —T7 A/ A% WAN U 7 L LTHRELET,

3. [BRESNIRTODA U 2—T x4 R%EFRTK (ViewAll Deployed Interfaces) 127 U > 7
LT, WANU U7 L LTCREINTNDD, HEEZ TSN TWDERAL v T4, AA
FOIPT RLA, BIXOAS v H—T =2 AZ{ =X RLET, WHIRT 0V F—%RIRL
T, BEENIEA v —T 2 — A BFRTEET,

4. [2=F v X +HEME % (Unicast BW %) 15| TiEk, =2=F%x A 774 v ZIZHHAD
HRIE OB A 2BV U THEICA VA —T oA AERETEET, BV O~ T—
VE, vAFFX AN T T v ZICHBICTRSNET, A4 —T =1 2D ZDF|
WCEEE 7 ET 74V FOBRE LARWMEZ A LET,

AVE—=T A AT LI =F v A MFRIEAZRET DL, Fr— b a=% % X Mk
EPRED bELESNET,

5. [fR7F (Save) 127 Vv 7 LT, BIRLIEA LV HZ—T = AZWANY 7 & L TERIF L,
ZOMOREE L RIFLET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)



| *F4«7avin—5

1v8—7z42%8% [

6. [EBEA (Deploy) 1227 U277 L, WANU 7L LTA VX —T oA ALHELET,

7. [BEAfERR (Undeploy) 1% 7 U > 27 LT, WAN U 27 ZHIBRT 200, AL v Fnba=

v A b iE 2 R ARER L £

WDFET, ZOXR—VILERINDT7 4=V REHALET,

Table 30: WAN ') > T—TJ)L 7 4 —JL FE L UERHA

J4—ILF SiER

AT —H R BINLIZAA v FTWAN Y 7 E£21da=
Xy A NEREZ RS DER LV g
BELET,

J JEE DOV IR v LT, BEBREERR

LET,

ZDONX—VIZEKREIND T 4 —/V ROFAIZ
ONTHE, UTOXREZBLTLEEN,

[f % —7 xA A% (Interface Name) ]

TR FRAL RITWAN U 7 & LTS &
NTWAES A —T 2 AZRTELET, =
DA VE—T A RFT LAY 3ITRYET,

Admin Status

FRENIAT—F AN ER>TWNWDZ L ER
LTCWET, FRANIAT—Z AN TFR-T
WAHZ EERLET,

BER T — & A FRENIA v Z—T = A ZAOBEIREEDS L3 -
TWAZ LA RLTWET, TRENIAT—
BANFTNR-TNDHZ EEKRLET,

WAN VU > Fay 72 UA RS, WAN Y 7 &

LTCIDA v EZ—T oA ZAEFETDH LI
R TEET,

o [IELY (Yes) 1ZIRL, WAN U 7 &
LAV H—T oA AEFRELET,

«[LWZ (No) JZERL, WAN Y > 7 &
LA F =T = A&HIRLET,

=%y A MTIE %

WHIEOH P R— o T —Vha=% vy 2 b
NTT7 4w ZIHBELET, YDA~
T—UF, AT AR T T4 v A
HEIWIZ PRISNET, 7740 hOffiXn/a
<7,
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J4—ILF

B

JRBAAT — 2 A

AE =T 2 A ABREASNLTOD0E I D>
ZfRELET,

DT —7 %, [JEBAERE (Deployment History) | THR/RIIND T 4 — /v REFHHALTWE

B

Table 31: [REAFEFE (Deployment History) ] 7 « —)L K & 5%8H

J4—ILFK EBA

AA v T4 BRENEREINTZ7 77V v I DAL T4
FHEELET,

VA 4 AL v FTEITEINDT 7 arERELE
9, [EBR (Deploy) ]| %7-i% [ERIfE
(Undeploy) ]

JEBAA T — & 2 BEDAT —2 A %FRLUET, BANKD
LR LN ERENFET,

JEBR O A If BN BRF 2R R LET,

Failed Reason EEN KRB LI-EREZEE L ET,

. * T 4 7 FH Cisco Nexus 9000 > 'J— X NX-0SIP 27 JY vy Jyya—ar HAL K, 1J1)—Z106(x)




| *F4«7avin—5

1v8—7z42%8% [

J4—ILF

B

ESGN

e

R L £,
e I AT T A4NE T RTOINNER

cEERT ANT [EERT 4 VH

s FTRTC-FRTOT A NVFEHIRL, 5%

e Uy N T4 NEOEM- Ry FH

I E YA RGN T VA B

T 4=V ENERRINET, T4 FY
VI ARBILTINEATITEET,

(Advanced Filter) | Wi T, [—%k
(Match) ] 7 4 —/A KO [F~T (All) ]
FIT[TT (Any) | FVAF RNF %
BIRLET, BT 114 (Select
Filter) ] 7 4 —/V KT, Kuvy7&Z vy
VAP ATIY R LET, RO
T4V RO Ry T Xy T 4—L K
MO GM IR ET, ROT 14—
v RITHRBELFHN 2 AT L ET

B (Add) 17 A =2>%27Uvr7 L, il
D7 4N EBMLET, [HIE
(Remove) | 714227 Vvy 7L, 74
NEZEHIRLES, 3 XTOT7 4 VE %
7 U7 5I2iE, [[BE (Clear) 1% 7
Uy 7 LET, [ERA (Apply) 127U v
IJLTCITANEET 7T 4712, 7+
NWEMBE ST A R b EFRRLET,
[R7F (Save) 127 Vw7 L, #UISH
7 ANEERFELET, BERT 4V
Y —ZWET LT, [Froti
(Cancel) 127 Vv 7 LET,

e RAERE 2 FR LET,

7 URRNDLEE T 0V H BRI L
S

[t (Edit) 1227 U w27 LT, 741L¥
NI A—=Z e BELET, [HIR
(Remove) 1227 Vv 7 L, 74 VZ%
HIFrL £9, [F+¥>EJ (Cancel) ] %
7V v UTEEEMIEL, BEEREIC
R ET,
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Ta—IL K B

oEh [EBJERE (Deployment History) ]-X—3\ZA
N O EFRRLET,

AT4F7 2 FAO—5ONDFCEABRMYEBERE—F

CiscoNDFC U U — 2 11.1(1) LAF&, NDFC T pmn.read-only-mode.enabled ¥-—/3— 7" /37 ¢
EHEHATEET, 20T T 2T L5E NDECAT 47 2y ba—JDREMEZ, R
VIRV X ELTTERL, BHRAMORIHENTE XY, 207 v 7 11d, true £

Toidfalse (TR ETE £9, 7 74/ K TiX, pmn.read-only-mode.enabled ¥—/3— 7 12 /37 ¢
I false IZERE SALTWET,

pmn.read-only-mode.enabled #h—/3— 7' /X7 ¢ 288 L7265 appmgr restart DCNM =2+ >
RZfH L CNDFC # B L, 7r/ 37 s ZHICLET,

NDFC %A 7 4 7HA Y T v 7 Tid, V== 70T ¢ 77 A NVEERT HIEREN
FIEZHE D WERH Y £7,

1. server.properties 77 A /N TH—NR TFa 7 4 ZHTELET,

2. YHLHEY TFIAT A Tappmgrstopall =2~ > REHFEH LTS, 794~ 77
FTATUATHEHLET,

3. TanT A EAMIT LI, TTIA~Y TT T AT AT appmgr startall =~ > K%
AL, RICEDHY) TTIAT UV ATHMNILET,

CiscoNDFC U U —Z 113(1) LA, RA N RYv—, 7ua—RY— BLRITm—s3L 2
—a—IHHX, NDFC#tARY HEHE—RROAT 47 a2 hr—JRRICERIIET, NDFC
i, 777V I HNOEAL T NHHRARN R v—, 7r—FR)r— BT e— 1
REICET AEREISE L, BUG LR Z2R R LET, RSN HERIT. F£AA v FICHE
ATT,

LMY HHE— ROBHL > —S—F, FAL ANLEHNL v — SR A 55 5T, 7 —
HFR=ZWZANLER Ay A v F TR S NEHR L — =28+ 5120E, BEFD GET
#l) L o — 23— APL 2 19" % 7>, #7T L\ REST API GET
/pmn/switches/static-receiver-discovery/{switchlp} Zfi [l L T, FEDAA v FIPT KL A1 b
L o — NE S L ET,

NDFC OFHA A b — & FETT 5 & 2 1E, meAI0 5 (RO) £ 70137 A0 /& X IAL

RW)E— FOWTNNTNDFCEZEMT2NWE I NERET L LaBEIOLET, RN v—
BRE LK, 72038 Y U —2NDFCIZA VAR — b L7ztk, £EFR Y v—%2 AL v TFIZE
B L72#1%. NDFC % RO 7*5 RW (2, F£7213FOMIZET LN TL &V, &#IZ NDFC
BLOAAL v TFORY —REZHIFRL T 5, NDFCE— K% RO 721X RW IZEH# L £

T, OFD, BEHEZMREL (T 74NV BLUODAXLDFRANKRY —, T 74/ FBIO
HAZLDTa—R) o— BIRZT v — L E) . NDFCO2 LT X TOAIAX LR 2—
ZHIBRL 9, RIS, AA v F EONDFCIZ X > TR SNIZEFEORY) O —2HIBR L £
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3, NDFC 28 RO £— Rl o726, AA v FWCEER) U —4%2@HTEET, RWE—FT
FIEZH TS NDFC D4 . NDECGUI bR Y v —Z BB T&E £4,

WONWTNINDEAITE YT 584, = —HILNDFC % RO £ 721X RW &— RIZLEHd 25 8
xH Y FHA,

e NDFC |2 TIZHRY v—, 2DFY, FAF R —, 7a—KIJ— BT o—nN
IVERENEGEEN TV DIEHEE,

¢ NDFC £ V' A X UV ANAA wFITRY) U —Z B L TWAEA,

¢ NDFC THHENTVD AL v FITRY =N T TIZHESNTWVEEA,

HRAFARYS—: NDFCHEARMYERE—F

AA v FDRA L RY —%FRT A1, NDEC #t A0 HEHE— RT[AT47 A bk
A—> (MediaController) ]>[RX k (Host) ]1>[RR k 7R1J > — (Host Policies) ]2 E L
£, T 74N FTIE [RA4 Y FDEIR (Select Switch) | K v 7 X7 U A S OKRPID A
4 Y FOREREFRSNET, O KBy THYL U A Mnb, FlEERT SH0AL »F
EINTE £,

RI2:RRALRYS—F—TILDT 4 —)L K EEHEA

Z4—ILE Bl

VRF R —DNEREINTWAAAL YFDOVRFA LV AZ L A%
HBELET,

Sequence # RV —Do—r VAR FERELET, ZO7 4 —/L K
X, T 740 bOKRA R R Y —D 20000000 73 FoR S
nEJ,

RA N AARMNIDZBRELET,

Lo—n SZEMT AL AZADIPT FLAREELET,

<~ ILFFX¥y AKMIP/ VR RARDSILFXFXYARNIPT RLRAE AT HIBELE
KR

BEHE EEFOIPT RLABZETELET,

[ A b r—/1 (Host Role) ] RARTNA 2= VERELET, BA T A m—
iE, ROWVTNNTT,

R EE
o SZEF - #ME (Receiver-External)
e {534 - 1 — /L (Receiver-Local)

A 4 7 F Cisco Nexus 9000 > 'J—X NX-0SIP 77 J vy Yy ya—ar A4 K, J1)—ZX106(x) .



. AF 4732 FA—50 NDFC AR Y ERE— K

AF47avin—5 |

J4—ILF

Bl

FR_RL— g v

RAR R —DEENE O NERELET, NI —IZ
TR OBER BV F7,

T

- 5

RA N R =Nkl EH SN AR EZRELET,

HEFOFRIERIL Day MMM DD YYYY HH:MM:SS %A I
V' — (Timezone) T,

70— 7R1)<— : NDFC

SEAMUYERAE—F

NDFC i) € — R CT[AT 47 3> bO—5 (MediaController) 1>[Z 83— (Flow) ]
>[78— 7K1 — (Flow Policies) JIZBEI LT, AL vTFDT7r—RY o —%2FRrLET,

F 7 4V b T, [RA Y FDER (Select Switch) | K v 77X 7 U A FOKRPIDAAL v F
DIFERNFREINET, 2Oy T XTI VRN, EREFRTRT DHDAAL > F &8N

TEET,

£33:20—RYP—F—TILDT 1«—JL K EEHA

J4—ILF B

RN —4 Ju— R —4EHRELET,

~/LFF ¥ A b IP HipH NTT7 4T DRNVFHRXYAIPT L A%
FBELET,

s N7 4w 7B Y THNDHIRIEEZ R L
F9,

QoS/DSCP 2 v FEHZD QoS RV > —&RLET,

Policer 7a— R Y —EFNT DH0ERCT D
EHRELET,

A& HH 7 — R U NEREBICER SN H R FR
ELiTO

HBFDE RN pay MMM DD YYYY
HH:MM:SS %A L' —> (Timezone) T
j—o
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ALy F TA—NLRE - FARYERE—F

[AT 47 32> kA—3 (MediaController) >[4 B—/\)L (Global) ]>[E%%E (Config) ]I
BE)LC, NDFCa#tA 0 EHE— R TAL v TF DI/ a— LR EEZFRRLET, [R41YFD
R (SelectaSwitch) | kv 77X UAMNH AL v T ERIRL T, TOAAL v FITHALE
EBHINTWHERAL v TF D7 ua— " VREEZRRTEET, [VRF DER (SelectaVRF) ]
Oy 72y JRARNNLEED VRF 8 IRT 52 b TEET,

WAN ') > 5 : iHRYERE—F

[*T 47 3> bkaO—35 (MediaController) >[4 B—/\/L (Global) ]>[E%%E% (Configto) ]
WZBEH L, [WAN ) >4 (WANLinks) 142 VU w27 LT, NDFC #tAH Y HHE— KT WAN
Vo u2FRLET, [RA4 v F0DER (SelectaSwitch) 1 ke vy 7 XU URARNH AL v
FEZBIRL T, TOAL v FICBIERBEENTND WAN J 7 2 RRTEET,

WDOT—T L, [WAN U > 27 (WANLinks) | ¥ 7 D7 4 —/L RIZOWTHEH L E T,

RMU:WAN) > T—TIL 74—IL KE L VEREA

TJ4—ILF Bz

Interface Name TR FTNNAATWAN U 7 & L THERES
NTWHA L H—T oA AZHEELET,

Admin Status ERENIAT —Z AN ERS>TNBEZ EaR
LTWET, TREWEAT—FANTR-T
WAHZEERLET,

BERT— & A FRENIA v Z—T7 = A ZAOBEIREEDS F23 -
TWAZ LA RLTWET, FTRANZAT—
BANTFTNR-TNDHZ EEKRLET,

WAN VU > 7 Fay 77X YA R, WAN Y 7 &
LTCZDA U F—T 2 RAEERETHLIIZ
BRTEET,

o [IELY (Yes) 1 &R L, WAN U > 7 &
LAV E—T A AEEELET,

«[LWVZ (No) JZERL, WANY 7 &
LTA I =T = Z&HIFRLET,

BAT —H4 A A B =T A ANWANY 7 & LR X
NTWVAENEILEIRELET,
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1 A

Show a7 > KDY TILHE A

ZOfHRETIE. AT 4 T show <> FOIP 777U w7 O A2 R LET,

e show 2~ RO I (A81 2> U —T7EE) (189 ~—2)
« TN show avy R (H—DEFEY 2T 2 vF) (204 X—2)

show <> FOEHHI (RN 2 1) — T EEH)

ORI a TR, ALV —TRBEODAAL v F O ER L ET,

\}

GE)  vrfvrf-name 47> a V2L CVRE ZBELZRWEE, b0 a~y RiZT 74/ bD
VRF D &R LET,

&Iz, show nbm defaults vrfall =~ > RO A E2 R LE T,

switch# show nbm defaults vrf all

Default Flow Policy:

Bandwidth : 1000 Kbps
DSCP : 0

Queue ID 7

Policer : Enabled
Operation mode (cache) : EOR_PIM A
Operation mode : EOR_PIM A
Unicast Fabric Bandwidth : 1

Number of ASM groups 01

Group 1 : 224.0.0.0/8

Default Host Policies:

Sender : Permit
Local Receiver : Permit
External Receiver (PIM) : Permit
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Defaults for VRF red (3)

Default Flow Policy:
Bandwidth 1500 Kbps
DSCP 0
Queue ID 7
Policer Enabled
Operation mode (cache) EOR _PIM A
Operation mode EOR _PIM A

Unicast Fabric Bandwidth : 1

Number of ASM groups : 1

Group 1

224.

0.0.0/8

Default Host Policies:

Sender
Local Receiver

External Receiver

Permit
Permit

(PIM) Permit

&IZ, show nbm flow-policy vrfall =~ > RO 1z~ L E T,

switch# show nbm flow-policy vrf all
Flow Policy for VRFE '

Total Group Ranges Found

Flow Policy for VRF

Default
Default
Default
Default

BW
DS
Q0
Po

blue'

Show 2w > KDY TLdis |

L e e e e e T e o N e N

i e T T R R S e e e e L e e

O — — —

O O O OO OO0 0O0Oo0oooooo

=0
Total Policies Defined = 0
'default’
(Kbps) 1890

CP 36
S 7
licer Enabled
nge | BW (Kbps)
.1-235.1.2.255 | 30
.1-238.4.1.1 | 3000000
.2-238.4.1.10 | 3000000
.11-238.4.1.11 | 3000000
.12-238.4.1.100 | 3000000
.101-238.4.1.255 | 3000000
.2-239.1.1.2 | 100
.3-239.1.1.9 | 100
.10-239.1.1.10 | 100
.11-239.1.1.30 | 100
.1-239.1.1.1 | 200
.51-227.1.1.51 | 1000
.52-227.1.1.200 | 1000
.1-229.1.1.100 | 1000
.1-234.1.1.100 | 30
.101-234.1.1.200 | 30
.1-237.1.1.200 | 3000
.1-237.1.2.200 | 3000
.201-237.1.1.255 | 3000

R e B N N B B e N e R N N N |

Policer | Policy Name
Enabled | Dynamic IGMP
Enabled | NBM Static 2
Enabled | NBM Static 2
Enabled | NBM Static 2
Enabled | NBM Static 2
Enabled | NBM Static 2
Disabled | SVI 239
Disabled | SVI 239
Disabled | SVI 239
Disabled | SVI 239
Enabled | SVI 239.1.1.1
Enabled | Dynamic 227.1
Enabled | Dynamic 227.1
Disabled | NBM 229
Disabled | NBM 234
Disabled | NBM 234

| Disabled | NBM Static 237.1

| Disabled | NBM Static 237.1

Enabled

| NBM Static 237 2
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| showaw> kD4 TR
show 37> koyoTutn [

| 237.1.2.201-237.1.2.255 | 3000 | 0 | 7 | Enabled | NBM Static 237 2
| 237.1.3.201-237.1.3.255 | 3000 | 0 | 7 | Enabled | NBM Static 237 2
| 237.1.4.201-237.1.4.255 | 3000 | 0 | 7 | Enabled | NBM Static 237 2
| 232.1.1.9-232.1.1.200 | 200 | 0 | 7 | Enabled | NBM Static 232 2
| 232.1.1.5-232.1.1.7 | 200 | 0 | 7 | Enabled | NBM Static 232 2
| 232.1.1.8-232.1.1.8 | 200 | 0 | 7 | Enabled | NBM Static 232 2
| 235.2.2.2-235.2.2.10 | 3000000 | 24 | 7 | Disabled | Test RV

Total Group Ranges Found = 56
Total Policies Defined = 16

Iz, show nbm flows detail vifall =~ > FOH R L £9,

switch# show nbm flows detail vrf all

NBM Flows for VRF 'default'

Active Source-Group-Based Flow (s)

Mcast-Group Src-IP Uptime Src-Intf Nbr-Device LID Profile
Status Num Rx Bw Mbps CFG Bw Slot Unit Slice DSCP QOS Policed FHR Policy-name
Rcvr-Num Rcvr-slot Unit Num-Rcvrs Rcvr-ifidx IOD Rcvr-Intf Nbr-Device

Active Source-Group-Based Flow (s)

Mcast-Group Src-IP Uptime Src-Intf Nbr-Device LID Profile
Status Num Rx Bw Mbps CFG Bw Slot Unit Slice DSCP QOS Policed FHR Policy-name
Rcvr-Num Rcvr-slot Unit Num-Rcvrs Rcvr-ifidx IOD Rcvr-Intf Nbr-Device

225.1.1.11 10.1.4.2 00:00:11 V1anl00 not-applicable * *
ACTIVE 0 1.500 1.500 0 0 0 0 7 Yes Yes Default
225.1.7.228 10.1.4.2 00:00:12 V1anl00 not-applicable * *
ACTIVE 0 1.500 1.500 0 0 0 0 7 Yes Yes Default
225.1.6.193 10.1.4.2 00:00:12 V1anl00 not-applicable * *
ACTIVE 0 1.500 1.500 0 0 0 0 7 Yes Yes Default
225.1.19.52 10.2.3.2 00:02:13 Ethl/31 gretta-rl0O-eor2 349 962
ACTIVE 1 1.500 1.500 1 5 0 0 7 Yes Yes Default

1 0 0 1 0x09010064 2 Vl1anl00 not-applicable
225.1.23.31 10.2.3.2 00:35:04 Ethl/31 gretta-rl0-eor2 1119 962
ACTIVE 1 1.500 1.500 1 5 0 0 7 Yes Yes Default

1 0 0 1 0x09010064 2 Vl1anl00 not-applicable
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225.1.0.23 10.1.4.2 02:20:38 V1anl0O0 not-applicable * *
ACTIVE 1 1.500 1.500 0 0 0 0 7 Yes Yes Default

1 1 5 1 0x1a003c00 48 Ethl/31 gretta-rl0-eor?2
225.1.0.10 10.1.4.2 02:20:38 V1anl0O0 not-applicable * *
ACTIVE 1 1.500 1.500 0 0 0 0 7 Yes Yes Default

1 1 5 1 0x1a003e00 49 Ethl/32 gretta-rl0-eor?2
225.1.0.3 10.1.4.2 02:20:38 V1anl0O0 not-applicable * *
ACTIVE 1 1.500 1.500 0 0 0 0 7 Yes Yes Default

1 1 5 1 0x1a003c00 48 Ethl/31 gretta-rl0-eor?2

Iz, show nbm flows staticvrfall =~ > FOH IHlZ R L E7,

switch# show nbm flows static vrf all

B e e e e T +
| NBM Static Flow Table for VRF "default"

B e e e e T +
B e e e e T +
| NBM Static Flow Table for VRF "moon"

B e e e e T +
B e e e e T +
| Stitched Flows

B e e e e T +
| Source | Group | Egress Intf | Host IP

B e e e e T +
| 22.7.1.2 | 233.10.1.1 | |

| | | NulloO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

| 22.7.1.2 | 233.10.1.2 | |

| | | NullO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

| 22.7.1.2 | 233.10.1.3 | |

| | | NullO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

| 22.7.1.2 | 233.10.1.4 | |

| | | NullO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

| 0.0.0.0 | 233.80.1.149 | |

| | | NullO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

| 0.0.0.0 | 233.80.1.150 | |

| | | NullO | |
| | | eth6/20/3 | |
| | | eth6/20/3 | 21.7.1.2

B e e e e T +
B e e e e T +
| Unstitched Flows

B e e e e T +
| Source | Group | Egress Intf | Host IP

B e e e e T +
| 0.0.0.0 | 233.80.1.1 | |

| | | vlan851 |
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| showa<> ROH TR
show 37> koyoTumn [

Iz, show nbm flows statistics vrfall =< > FOH 2R L £,

switch# show nbm flows statistics vrf all

NBM Flow Statistics for VRF 'default'

Source-Group-Based Flow Statistics

Mcast-Group Src-IP Uptime Src-Intf Packets Bytes
Allow-Bytes Drop-Bytes

Source-Group-Based Flow Statistics

Mcast-Group Src-IP Uptime Src-Intf Packets Bytes
Allow-Bytes Drop-Bytes

225.1.2.47 10.2.3.2 02:29:53 Ethl/32 1124095 1124095000
1124095000 0

225.1.2.45 10.2.3.2 02:29:53 Ethl/31 1124096 1124096000
1124096000 0

225.1.2.44 10.2.3.2 02:29:53 Ethl/32 1124096 1124096000
1124096000 0

225.1.2.43 10.2.3.2 02:29:53 Ethl/31 1124096 1124096000
1124096000 0

225.1.2.2 10.2.2.2 02:29:53 Ethl/32 1124115 1124115000
1124115000 0

225.1.2.1 10.2.2.2 02:29:53 Ethl/31 1124114 1124114000
1124114000 0

225.1.0.2 10.1.4.2 02:30:13 V1anl00 1125105 1125105000
1125105000 0

225.1.0.1 10.1.4.2 02:30:13 V1anl00 1125104 1125104000
1125104000 0

225.1.0.24 10.1.4.2 02:30:13 V1anl00 1125104 1125104000
1125104000 0

225.1.0.23 10.1.4.2 02:30:13 V1anl00 1125103 1125103000
1125103000 0

225.1.0.22 10.1.4.2 02:30:13 V1anl00 1125104 1125104000
1125104000 0

225.1.0.21 10.1.4.2 02:30:13 V1anl00 1125103 1125103000
1125103000 0

225.1.0.20 10.1.4.2 02:30:13 V1anl00 1125104 1125104000
1125104000 0

225.1.0.19 10.1.4.2 02:30:13 V1anl00 1125103 1125103000
1125103000 0

225.1.0.5 10.1.4.2 02:30:13 V1anl00 1125102 1125102000
1125102000 0

225.1.0.4 10.1.4.2 02:30:13 V1anl00 1125103 1125103000
1125103000 0

225.1.0.3 10.1.4.2 02:30:13 V1anl00 1125102 1125102000
1125102000 0

switchl#

switch# show nbm flows statistics group 225.1.2.47 source 10.2.3.2 vrf red
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

Source-Group-Based Flow Statistics for Source 10.2.3.2 Group 225.1.2.47

Mcast-Group Src-IP Uptime Src-Intf Packets Bytes
Allow-Bytes Drop-Bytes

225.1.2.47 10.2.3.2 02:29:53 Ethl/32 1124095 1124095000
1124095000 0

&IZ, show nbm flows summary vrfall =2~ > NOHAFIZ R L ET,

switch# show nbm flows summary vrf all

NBM Flow Summary for VRF 'default'

IIF = Incoming Interface
OIF = Outgoing Interface

| Category | (*,G) | (S,G) | Total

| All Flows | 0 | 0 | 0

| Flows with No receivers | 0 | 0 | 0

| Flows with OIF | 0 | 0 | 0 |
| Flows with SVI IIF | 0 | 0 | 0

| Flows with PHY IIF | 0 | 0 | 0

| Flows (SVI) with Policing | 0 | 0 | 0

| Flows (PHY) with Policing | 0 | 0 | 0
NBM Flow Summary for VRFE 'red'

IIF = Incoming Interface

OIF = Outgoing Interface

| Category I (*,G) I (S,G) I Total |
| All Flows | 0 | 72 | 72|
| Flows with No receivers | 0 | 0 | 0

| Flows with OIF | 0 | 72 | 72|
| Flows with SVI IIF | 0 | 24 | 24

| Flows with PHY IIF | 0 | 48 | 48

| Flows (SVI) with Policing | 0 | 24 | 0

| Flows (PHY) with Policing | 0 | 48 | 0

| Incoming Interface Name | (*,G) | (S,G) | Total

| V1anl00 | 0 | 24 | 24 |
| Ethernetl/31 | 0 | 24 | 24 |
| Ethernetl/32 | 0 | 24 | 24 |

iz, show nbm flows vrfall =~ > FOH B R L F1,

switch# show nbm flows vrf all

NBM Flows for VRF 'default'
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| showa<> ROH TR
show 37> koyoTumn [

Active Source-Group-Based Flow(s)

Mcast-Group Src-IP Uptime Src-Intf Nbr-Device Num Rx Bw
Mbps Slot Unit Slice DSCP QOS Policed Policy-name

NBM Flows for VRF 'red'

Active Source-Group-Based Flow(s)

Mcast-Group Src-IP Uptime Src-Intf Nbr-Device Num Rx Bw

Mbps Slot Unit Slice DSCP QOS Policed Policy-name

225.1.2.48 10.2.3.2 02:16:27 Ethl/31 gretta-rl0-eor2 1 1.001
1 5 0 1 0 Yes poll

225.1.2.47 10.2.3.2 02:16:27 Ethl/32 gretta-rl0-eor2 1 1.500
1 5 0 0 7 Yes Default

225.1.2.46 10.2.3.2 02:16:27 Ethl/32 gretta-rl0-eor2 1 2.002
1 5 0 3 0 Yes pol2

225.1.2.45 10.2.3.2 02:16:27 Ethl/31 gretta-rl0-eor2 1 1.500
1 5 0 0 7 Yes Default

225.1.2.44 10.2.3.2 02:16:27 Ethl/32 gretta-rl0-eor2 1 1.500
1 5 0 0 7 Yes Default

225.1.2.43 10.2.3.2 02:16:27 Ethl/31 gretta-rl0-eor2 1 1.500
1 5 0 0 7 Yes Default

225.1.2.42 10.2.3.2 02:16:27 Ethl/32 gretta-rl0-eor2 1 1.500
1 5 0 0 7 Yes Default

225.1.0.2 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.1 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.24 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.23 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.22 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.21 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.20 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.19 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.18 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.17 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.16 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default

225.1.0.15 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.200
0 0 0 11 0 Yes bwl0

225.1.0.14 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.200
0 0 0 11 0 Yes bwl0

225.1.0.13 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.200
0 0 0 11 0 Yes bwl0

225.1.0.12 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.200
0 0 11 0 Yes bwl0

225.1.0.11 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.200
0 0 11 0 Yes bwl0

225.1.0.10 10.1.4.2 02:16:48 V1anl00 not-applicable 1 1.500
0 0 0 0 7 Yes Default
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

RIZ., show nbm host-policy all receiver external vrfall =~ > FOH 1%~ L E T,

switch# show nbm host-policy all receiver external vrf all

VRF 'blue': External Receiver Policy Table

Default External Receiver Policy: Deny

Seq Num Source Group Group Mask Permission
1 70.20.10.110 228.1.1.1 32 Allow
2 70.20.10.110 228.1.1.0 24 Deny
3 70.20.10.110 228.1.0.0 16 Deny
4 0.0.0.0 228.1.1.0 24 Allow
5 0.0.0.0 228.1.1.2 32 Deny
6 0.0.0.0 227.1.1.0 24 Allow
11 70.20.10.102 229.1.1.2 32 Deny

VRF 'default': External Receiver Policy Table

Seq Num Source Group Group Mask Permission
4096 70.30.1.103 235.1.1.121 32 Allow
4352 70.30.1.104 235.1.1.178 32 Allow
1 70.20.10.110 228.1.1.1 32 Deny
4097 70.30.1.103 235.1.1.122 32 Allow
4353 70.30.1.104 235.1.1.179 32 Allow
4094 70.30.1.103 235.1.1.119 32 Allow
4350 70.30.1.104 235.1.1.176 32 Allow
4095 70.30.1.103 235.1.1.120 32 Allow
4351 70.30.1.104 235.1.1.177 32 Allow

Total Policies Found = 601

Iz, show nbm host-policy all receiver local vrfall =~ > RO flZR L ET,
switch# show nbm host-policy all receiver local vrf all

VREF 'blue': Local Receiver Policy Table

Default Local Receiver Policy: Allow

Total Policies Found = 0
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| showaw> kD4 TR
show 37> koyoTutn [

VREF 'blue': Local Receiver Policy Table

Default Local Receiver Policy: Allow

Total Policies Found = 0

VRF 'default': Local Receiver Policy Table

Seqg Num Source Group Group Mask Reporter Permission
256 0.0.0.0 228.1.1.246 32 70.30.1.102 Allow
512 0.0.0.0 228.1.2.247 32 70.30.1.102 Allow
768 0.0.0.0 228.1.3.248 32 70.30.1.102 Allow
4864 0.0.0.0 228.1.2.30 32 100.1.1.101 Allow
100096 0.0.0.0 231.1.1.106 32 0.0.0.0 Deny
100352 0.0.0.0 236.1.1.112 32 0.0.0.0 Deny
257 0.0.0.0 228.1.1.247 32 70.30.1.102 Allow
513 0.0.0.0 228.1.2.248 32 70.30.1.102 Allow
769 0.0.0.0 228.1.3.249 32 70.30.1.102 Allow
511 0.0.0.0 228.1.2.246 32 70.30.1.102 Allow
767 0.0.0.0 228.1.3.247 32 70.30.1.102 Allow
4863 0.0.0.0 228.1.2.29 32 100.1.1.101 Allow
100095 0.0.0.0 231.1.1.105 32 0.0.0.0 Deny
100351 0.0.0.0 236.1.1.111 32 0.0.0.0 Deny

Total Policies Found = 1470

&IZ. show nbm host-policy all sender vrfall =< > RO I ZR L ET,

switch# show nbm host-policy all sender vrf all

VRF 'blue': Sender Policy Table

Default Sender Policy: Allow

Total Policies Found = 0

VRF 'default': Sender Policy Table

Seq Num Source Group Group Mask Permission
776 70.20.10.201 234.1.1.1 32 Allow
777 70.20.10.201 234.1.1.2 32 Allow
778 70.20.10.201 234.1.1.3 32 Allow
779 70.20.10.201 234.1.1.4 32 Allow
780 70.20.10.201 234.1.1.5 32 Allow
781 70.20.10.201 234.1.1.6 32 Allow
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

782 70.20.10.201 234.1.1.7 32 Allow
783 70.20.10.201 234.1.1.8 32 Allow
784 70.20.10.201 234.1.1.9 32 Allow
3970 70.20.10.215 234.1.1.195 32 Allow
3971 70.20.10.215 234.1.1.196 32 Allow
3972 70.20.10.215 234.1.1.197 32 Allow
3973 70.20.10.215 234.1.1.198 32 Allow
3974 70.20.10.215 234.1.1.199 32 Allow
3975 70.20.10.215 234.1.1.200 32 Allow

Total Policies Found = 3000

RIZ. show nbm host-policy applied receiver external vrfall =~ > FOH 1%~ L E T,

switch# show nbm host-policy applied receiver external vrf all

VRF 'blue': Applied External Receiver Policy Table

Default External Receiver Policy: Deny

Applied policy for interface 'ALL':

Seq Num Source Group Group Mask Permission Deny Counter
6 0.0.0.0 227.1.1.0 24 Allow 0

4 0.0.0.0 228.1.1.0 24 Allow 0

5 0.0.0.0 228.1.1.2 32 Deny 1116

11 70.20.10.102 229.1.1.2 32 Deny 0

3 70.20.10.110 228.1.0.0 16 Deny 0

2 70.20.10.110 228.1.1.0 24 Deny 6839

1 70.20.10.110 228.1.1.1 32 Allow 0

Default External Receiver Policy: Allow

Applied policy for interface 'ALL':

Seq Num Source Group Group Mask Permission Deny Counter
5 0.0.0.0 228.1.1.1 32 Deny 0
1 70.20.10.110 228.1.1.1 32 Deny 0
3976 70.30.1.103 235.1.1.1 32 Allow 0
3977 70.30.1.103 235.1.1.2 32 Allow 0
3978 70.30.1.103 235.1.1.3 32 Allow 0
4567 70.30.1.105 235.1.1.193 32 Allow 0
4568 70.30.1.105 235.1.1.194 32 Allow 0
4569 70.30.1.105 235.1.1.195 32 Allow 0
4570 70.30.1.105 235.1.1.196 32 Allow 0
4571 70.30.1.105 235.1.1.197 32 Allow 0
4572 70.30.1.105 235.1.1.198 32 Allow 0
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| showaw> kD4 TR
show 37> koyoTutn [

4573 70.30.1.105 235.1.1.199 32 Allow 0
4574 70.30.1.105 235.1.1.200 32 Allow 0

RIZ. show nbm host-policy applied receiver local all vifall =2~ > RO HHlZR L £7,

switch# show nbm host-policy applied receiver local all vrf all

VRF 'blue': Applied Local Receiver Policy Table

Default Local Receiver Policy: Allow

Total Policies Found = 0

Default Local Receiver Policy: Allow

Applied policy for interface 'V1anlOOl':

Seq Num Source Group Group Mask Permission Deny Counter
4831 0.0.0.0 228.1.2.1 32 Allow 0
4836 0.0.0.0 228.1.2.2 32 Allow 0
4837 0.0.0.0 228.1.2.3 32 Allow 0
4838 0.0.0.0 228.1.2.4 32 Allow 0
4839 0.0.0.0 228.1.2.5 32 Allow 0
4840 0.0.0.0 228.1.2.6 32 Allow 0
4841 0.0.0.0 228.1.2.7 32 Allow 0
4842 0.0.0.0 228.1.2.8 32 Allow 0
5086 0.0.0.0 228.1.2.252 32 Allow 0
5087 0.0.0.0 228.1.2.253 32 Allow 0
5088 0.0.0.0 228.1.2.254 32 Allow 0
5089 0.0.0.0 228.1.2.255 32 Allow 0

Applied policy for interface 'Wildcard':

Seq Num Source Group Group Mask Permission Deny Counter
10000 0.0.0.0 231.1.0.0 16 Deny 0
10001 0.0.0.0 231.1.1.1 32 Deny 0
10002 0.0.0.0 231.1.1.2 32 Allow 0
100001 0.0.0.0 231.1.1.11 32 Deny 0
100002 0.0.0.0 231.1.1.12 32 Deny 0
100003 0.0.0.0 231.1.1.13 32 Deny 0
100440 0.0.0.0 236.1.1.200 32 Deny 0
10300 0.0.0.0 237.1.0.0 16 Deny 0
10301 0.0.0.0 237.1.1.1 32 Allow 0
10401 0.0.0.0 238.1.0.0 16 Deny 0
10402 0.0.0.0 238.1.1.1 32 Allow 0
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

i, show nbm host-policy applied receiver local interface interface vrf vrf-name ==~ > KD Hi /)
Flzr~RLET,

switch# show nbm host-policy applied receiver local interface vlan 1001

VRF 'blue': Applied Local Receiver Policy Table

Default Local Receiver Policy: Allow

Applied policy for interface 'V1anlO001l':

Seq Num Source Group Group Mask Permission Deny Counter
4831 0.0.0.0 228.1.2.1 32 Allow 0
4836 0.0.0.0 228.1.2.2 32 Allow 0
4837 0.0.0.0 228.1.2.3 32 Allow 0
4838 0.0.0.0 228.1.2.4 32 Allow 0
4839 0.0.0.0 228.1.2.5 32 Allow 0
4840 0.0.0.0 228.1.2.6 32 Allow 0
4841 0.0.0.0 228.1.2.7 32 Allow 0
5087 0.0.0.0 228.1.2.253 32 Allow 0
5088 0.0.0.0 228.1.2.254 32 Allow 0
5089 0.0.0.0 228.1.2.255 32 Allow 0

KIZ, show nbm host-policy applied receiver local wildcard vrf default =~ > RO il Z= R~ L
i ‘j‘o

switch# show nbm host-policy applied receiver local wildcard vrf default

Default Local Receiver Policy: Allow

Applied policy for interface 'Wildcard':

Seq Num Source Group Group Mask Permission Deny Counter
10000 0.0.0.0 231.1.0.0 16 Deny 0
10001 0.0.0.0 231.1.1.1 32 Deny 0
10002 0.0.0.0 231.1.1.2 32 Allow 0
100001 0.0.0.0 231.1.1.11 32 Deny 0
100002 0.0.0.0 231.1.1.12 32 Deny 0
100003 0.0.0.0 231.1.1.13 32 Deny 0
100004 0.0.0.0 231.1.1.14 32 Deny 0
100005 0.0.0.0 231.1.1.15 32 Deny 0
100006 0.0.0.0 231.1.1.16 32 Deny 0
100439 0.0.0.0 236.1.1.199 32 Deny 0
100440 0.0.0.0 236.1.1.200 32 Deny 0
10300 0.0.0.0 237.1.0.0 16 Deny 0
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| showaw> kD4 TR
show 37> koyoTutn [

10301 0.0.0.0 237.1.1.1 32 Allow 0
10401 0.0.0.0 238.1.0.0 16 Deny 0
10402 0.0.0.0 238.1.1.1 32 Allow 0

RIZ. show nbm host-policy applied sender all vrfall =~ > FOH 152~ L E T,

switch# show nbm host-policy applied sender all vrf all

VRF 'default': Applied Sender Policy Table

Default Sender Policy: Allow

Total Policies Found = 0

Default Sender Policy: Allow

Applied policy for interface 'Ethernetl/32':

VRF 'blue': Applied Sender Policy Table

Default Sender Policy: Allow

Applied policy for interface 'Ethernetl/31':

Seq Num Source Group Group Mask Permission
10 10.1.31.10 228.31.1.1 32 Allow
11 10.1.31.10 228.31.1.2 32 Allow
12 10.1.31.10 228.31.1.3 32 Allow
13 10.1.31.10 228.31.1.4 32 Allow

Total Policies Found = 4

RIZ, show nbm host-policy applied sender interface interfacevrf vrf-name = < > N @ i 71l % 7~
LET,
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

switch# show nbm host-policy applied sender interface el/31

VRF 'blue': Applied Sender Policy Table

Default Sender Policy: Allow

Applied policy for interface 'Ethernetl/31':

Seq Num Source Group Group Mask Permission
10 10.1.31.10 228.31.1.1 32 Allow
11 10.1.31.10 228.31.1.2 32 Allow
12 10.1.31.10 228.31.1.3 32 Allow
13 10.1.31.10 228.31.1.4 32 Allow

Total Policies Found = 4

&IZ. show nbm host-policy applied sender wildcard vrfall =< > KO 1 2R L E 9,

switch# show nbm host-policy applied sender wildcard vrf all

VRF 'default': Applied Sender Policy Table

Default Sender Policy: Allow

Total Policies Found = 0

Default Sender Policy: Allow

Applied policy for interface 'Wildcard':

Seq Num Source Group Group Mask Permission
10 0.0.0.0 228.1.10.1 32 Allow

20 0.0.0.0 228.1.20.1 32 Deny

30 0.0.0.0 228.1.30.1 32 Deny

40 0.0.0.0 228.1.40.1 32 Deny

50 0.0.0.0 228.1.50.1 32 Allow

Total Policies Found = 5

WKOBNL, FH7e—7r ey a = 7 BRAENTH > TV D5 O show nbm flows static =<
v RO ElZRLTWET,

switch# show nbm flows static

| NBM Static API Flow Table for VRF default
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| showa<> ROH TR
show 37> koyoTumn [

Provisioned Static Flows

| Source | Group | Ingress Intf | BW (in Kbps) | Policed
| Is LHR | Egress Intf | Fault Reason
| 10.1.103.10 | 231.1.1.1 | V1anlO03 | 1000000 | Yes
| | | None |
| | | | |
| YES | Vlianl04 | None
| | | | |
| YES | V1anlO05 | None
| | | | |
| NO | Ethernetl/64 | None

ZOBNE, BT n— 7 r ey g = I RFENTR S TV 256 O show nbm flows static group
g~y RO DOHIZ R L TWET, BEEOHMBINIL, BEL-Z T —0HEARERENE
R

switch# show nbm flows static group 231.1.1.2

| NBM Static API Flow Table for VRF default

Provisioned Static Flows

| Source | Group | Ingress Intf | BW (in Kbps) | Policed
| Is LHR | Egress Intf | Fault Reason
| 10.1.103.10 | 231.1.1.2 | V1anlO03 | 1000000 | Yes
I | | None |
| | | | |
| YES | Vlianl04 | Intf down
| | | | |
| YES | V1anl05 | None
| | | | |
| NO | Ethernetl/64 | None

&IZ, show running-config nbm =2~ > ROHE LB Z R L ET,

switch# show running-config nbm

!Command: show running-config nbm

'Running configuration last done at: Fri Mar 29 05:21:38 2019
!Time: Fri Mar 29 10:09:24 2019

version 9.3 (1) Bios:version 08.35
feature nbm

nbm mode pim-active
nbm host-policy
sender
default permit
receiver
default permit
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Show 2w > KDY TLdis |
Yo F)Ishowav Y FHA(BE—DED215 XM YF)

pim
default permit

nbm reserve unicast fabric bandwidth 2

nbm flow asm range 225.0.0.0/8 234.80.0.0/16 232.6.0.0/16 233.80.0.0/16
nbm flow asm range 235.6.0.0/16 239.80.0.0/16 227.0.0.0/8 238.80.0.0/16
nbm flow asm range 238.100.0.0/16 239.100.0.0/16

nbm flow bandwidth 1002 kbps

nbm flow-policy

policy v2.leafl.1.225.50
bandwidth 1001 kbps
dscp 26
ip group-range 225.50.1.6 to 225.50.1.10
policy v2.leafl.1.225.80
bandwidth 1001 kbps
dscp 24
ip group-range 225.80.1.1 to 225.80.1.5
nbm vrf mars
nbm mode pim-active
nbm host-policy
sender
default permit
receiver
default permit
pim
default permit

nbm reserve unicast fabric bandwidth 1

nbm flow asm range 225.0.0.0/8 227.0.0.0/8 234.80.0.0/16 233.80.0.0/16
nbm flow asm range 235.6.0.0/16 239.80.0.0/16 232.6.0.0/16 238.80.0.0/16
nbm flow asm range 238.100.0.0/16 239.100.0.0/16

nbm flow bandwidth 1004 kbps

nbm flow-policy

policy static.v2.leaf3.1.238.80

bandwidth 1001

dscp 35

ip group-range
policy static.v2

bandwidth 1001

dscp 35

ip group-range

kbps

238.80.1.1 to 238.80.1.5

.leaf4.1.239.80

kbps

239.80.1.1 to 239.80.1.5

nbm flow-definition 233.80.1.1 0.0.0.0
egress-interface eth6/20/3
egress—-interface vlan851
stage-flow
egress-host 21.7.1.2

nbm flow-definition 233.80.1.2 0.0.0.0
egress-interface eth6/20/3
stage-flow
egress-host 21.7.1.2

“ O -~ NS s o~ —
H>TJ)Lshow AT FHEHAD(BE—DEFEDLS XA v F)
OB g TR Nexus Xy alR—R 777 Vw7 avyira—T ORVWE—OEFEY 2
FAA v TFOHRIMERLEST, o ba—7X—2ADREATIEL., HiHINexus ¥ v v 2K —
K777 Uy 7 arbe—7 GUI THEHTEET,

Iz, show nbm defaults =~ > KOV 7 HAHIZ R L E9,

switch# show nbm defaults
Default Flow Policy:
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| showa<> ROH TR
show 37> koyoTumn [

Bandwidth : 1000 Kbps
DSCP : 0
QID : 0

Default Host Policies:

Sender : Permit
Receiver : Permit
PIM : Permit

Default Unicast Fabric Bandwidth : 1

&Iz, show nbm flows =~ > ROH A2~ LET,

switch# show nbm flows

NBM Active Source-Group-Based Flows

Mcast-Group Src-IP Start-Time Src-Intf L4-S L4-D LID Status Num Rx Bw Mbps CFG Bw Mbps
Src-slot Unit Slice DSCP QOS

228.2.10.3 10.12.85.10 08/21 18:45:27.429 V1anl000 0 0 0 ACTIVE 7 66.000 66.000 1 0 O
48 7

228.1.3.3 10.10.85.10 08/21 18:45:27.324 V1anl000 0 0O O ACTIVE 8 18.000 18.000 1 0 0 24
7

228.1.4.1 10.10.85.10 08/21 18:45:27.068 V1anl000 0 O O ACTIVE 8 19.000 19.000 1 0 0 32
7

228.1.9.1 10.10.85.10 08/21 18:45:26.732 V1anl000 0 0 O ACTIVE 8 31.000 31.000 1 0 0 32
7

&Iz, show nbm flows group multicast-group ==~ > KOH > 7Vl 2R LET,

switch# show nbm flows group 228.2.10.3

NBM Active Source-Group-Based Flows

Mcast-Group Src-IP Start-Time Src-Intf L4-S L4-D LID Status Num Rx Bw Mbps CFG Bw Mbps
Src-slot Unit Slice DSCP QOS

228.2.10.3 10.12.85.10 08/21 18:45:27.429 V1anl000 0 0 O ACTIVE 7 66.000 66.000 1 0 O
48 7

i, show ip igmp groups ==~ > RO DB Z R L £,

switch# show ip igmp groups

IGMP Connected Group Membership for VRF "default" - 61520 total entries

Type: S - Static, D - Dynamic, L - Local, T - SSM Translated

Group Address Type Interface Uptime Expires Last Reporter
225.3.5.1 D Ethernet3/5 11:48:07 00:03:36 3.5.1.6
225.3.5.2 D Ethernet3/5 11:48:07 00:03:36 3.5.1.6
225.3.5.3 D Ethernet3/5 11:48:07 00:03:36 3.5.1.6
225.3.5.4 D Ethernet3/5 11:48:07 00:03:36 3.5.1.6

IZ. show ip igmp groups interface =2~ > RO B &~k L £ 9,

switch# show ip igmp groups eth3/5

IGMP Connected Group Membership for Interface "Eth3/5" - 1165 total entries
Type: S - Static, D - Dynamic, L - Local, T - SSM Translated

Group Address Type Interface Uptime Expires Last Reporter
225.3.5.1 D Ethernet3/5 11:51:22 00:02:24 3.5.1.6
225.3.5.2 D Ethernet3/5 11:51:22 00:02:24 3.5.1.6
225.3.5.3 D Ethernet3/5 11:51:22 00:02:24 3.5.1.6
225.3.5.4 D Ethernet3/5 11:51:22 00:02:24 3.5.1.6

I, show ip igmp groups multicast-group =~ > KO > 7 /L6 277 L £9,

switch# show ip igmp groups 225.3.5.1
IGMP Connected Group Membership for VRF "default" - matching Group "225.3.5.1"
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Show 2w > KDY TLdis |
B stowa~ rovoTnmn

Type: S - Static, D - Dynamic, L - Local, T - SSM Translated
Group Address Type Interface Uptime Expires Last Reporter
225.3.5.1 D Ethernet3/5 00:05:20 00:10:10 3.5.1.6

RIZ. show running-config nbm =2~ > KO NHIZ R L ET,

switch# show running-config nbm

!Command: show running-config nbm

'Running configuration last done at: Thu May 10 08:53:37 2018
!Time: Thu May 10 09:33:23 2018

version 9.2 (1) Bios:version 07.50
feature nbm

nbm mode pim-active
nbm host-policy
sender
default deny
receiver
default deny
5 host 1.0.0.5 source 1.2.3.4 group 232.1.2.0/24 permit
6 host 1.0.3.5 source 1.2.3.77 group 224.1.2.0/24 permit
7 host 1.0.0.5 source 1.2.3.88 group 224.1.2.0/24 permit
pim
default deny
nbm reserve unicast fabric bandwidth 10
nbm flow asm range 237.1.1.0/24
nbm flow bandwidth 123 kbps
nbm flow-policy
policy BLAH
policy POL
policy POL 1
bandwidth 123 kbps
dscp 10
ip group-range 237.1.1.0 to 238.1.1.0
policy POL A
policy flow
policy nbml 1
bandwidth 1000000 kbps
dscp 11
ip group-range 224.1.0.1 to 224.1.255.255
ip group-range 225.1.0.1 to 225.1.255.255
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% 5l

#=
4show flow rtp details 89

bandwidth 44, 61, 67

C
class 78,80

class-map type qos match-all 78-79
class-map type qos match-any 78-79

clear flow rtp detail 91
clear nbm flow statistics 83

D

default deny 41, 65
default permit 41, 65
dscp 44,67

E

egress-host 73

F

feature interface-vlan 55-56
feature nbm 40, 60, 77
feature netflow 89

flow priority 44, 62, 68

flow rtp timeout 92

H
host 42,65

interface vlan 55-56
ip access-list 78-79, 89
ip address 45, 47, 52-55, 57
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ip flowrtp 89

ip group 61

ip group-range 44, 62, 68

ip igmp immediate-leave 45, 47, 53-54
ip igmp snooping  55-56

ip igmp snooping fast-leave 55-56

ip igmp suppress v3-gsq 55, 57

ip igmp version 45, 47

ip igmp version 3 53-55, 57

ip ospf passive-interface 45, 47, 53-54
ip pim passive 55, 57

ip pim rp-address 4546

ip pim sparse mode 77

ip pim sparse-mode 45, 47, 52-55, 57
ip pim spt-threshold infinity group-list 45-46
ip pim ssm range none 45-46

ip router ospf 45, 47, 52-55, 57

ipv6 flow rtp 89

master ipv4 84
match access-group name 78-80
match ip multicast group 45-46

nbm external-link 77

nbm flow asm range 42, 66

nbm flow bandwidth 42, 60, 66

nbm flow dscp 43, 66

nbm flow reserve-bandwidth receiver-only 66
nbm flow-definition 73

nbm flow-policy 43, 60, 66

nbm host-policy 41, 65

nbm mode pim-active 64

nbm mode pim-passive 69

nbm reserve unicast fabric bandwidth 42, 65
nbm vrf 64, 69

no nbm flow policer 43, 60, 66

no policer 43, 61, 67

no shutdown 52-53, 55, 57-58



B =

P
permit 78-79
pim 41,65

policy 43, 60, 67

policy-map type qos 78, 80

ptp transport ipv4 ucast master 84
ptp ucast-source 84

route-map 45-46

S

service-policy type qos input 78, 81
set qos-group 78, 80

show flow rtp errors active 90
show flow rtp errors history 90
show ip mroute 82

show nbm defaults 82
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show nbm flow-policy 82

show nbm flows 82

show nbm flows static 82

show nbm flows static group 82
show nbm flows statistics 82

show nbm flows summary 83

show nbm host-policy 83

show nbm interface bandwidth 83
show ptp brief 85

show ptp counters interface ethernet 85
show running-config nbm 83

slave ipv4 84

stage-flow 73

switchport 55, 58

switchport access vlan 55, 58
switchport mode 55, 58

switchport trunk allowed vlan 55, 58

v

vlan configuration 55-56
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