
VXLAN EVPNトラフィックエンジニアリン
グ：マルチサイト出力ロードバランシン

グの構成

この章では、Cisco NX-OSデバイスでVXLAN EVPNトラフィックエンジニアリング（TE）：
マルチサイト出力ロードバランシング機能を構成する方法を説明します。

• VXLAN EVPN TE -マルチサイト出力ロードバランシング（1ページ）
• VXLAN EVPN TE -マルチサイト出力ロードバランシングの注意事項および制限事項 （3
ページ）

• VXLAN EVPN TE -マルチサイト出力ロードバランシング構成（4ページ）
• VXLAN EVPN TEの確認：マルチサイト出力ロードバランシング構成の確認（16ペー
ジ）

• VXLAN EVPN TEの構成例：マルチサイト出力ロードバランシング（17ページ）

VXLAN EVPN TE -マルチサイト出力ロードバランシング
VXLAN EVPN TE -マルチサイト出力ロードバランシング機能は、

•トラフィックステアリングを容易にし、

•マルチサイトリンクを介して異なるファブリック間で送信されるデータのロードバランシ
ングを有効にし、そして

•サイト間ネットワーク（ISN）とも呼ばれる IPベースのアンダーレイネットワークを介し
て動作し、アンダーレイを介したオーバーレイでカプセル化されたトラフィックの IPト
ラフィックエンジニアリングを提供するネットワークカテゴリのテクノロジーです。
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VXLAN EVPN TEのトポロジ-マルチサイト出力ロードバランシング

VXLAN EVPN TE -マルチサイト出力ロードバランシングにより、データセンター間リンク
の使用が強化されます。

•このトポロジでは、同じMulti-Siteドメインに属する 3つの VXLAN EVPNファブリック
が、リモートサイトのボーダーゲートウェイデバイス（BGW）のローカル階層を介して
ネットワークに接続します。

•エニーキャスト BGW、vPC BGWおよびボーダーゲートウェイスパインデバイスなどの
様々な BGWタイプの展開は、サポートされています。

•相互接続には、次のようなさまざまな接続オプションが許可されています。

•直接 BGW-to-BGWリンクを介して、または

•汎用コアインフラストラクチャ（ISN）を介してです。

•通常、オレンジ色で示されたパスは、サイト 1とサイト 2にあるエンドポイント間のサイ
ト通信のベストパスまたはマルチパスです。

• VXLANEVPNTEを有効にする：マルチサイト出力ロードバランシング機能は、トラフィッ
ク分散用の追加パスをベストパス以外をアクセスできるようにします。

•例えば、サイト3と呼ばれる中間の場所（青色で強調表示）を介する、または

•汎用コアインフラストラクチャ（緑色で強調表示）を介してです。

代替パスは、不等コストマルチパス（uECMP）または重み付け不等コストマルチパス
（wuECMP）の一部として利用可能です。
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VXLAN EVPN TE -マルチサイト出力ロードバランシングの
注意事項および制限事項

• Cisco NX-OSリリース 10.4(3)F以降、VXLAN EVPN TE -マルチサイト出力ロードバラン
シング機能がCiscoNexus 9300 FX/FX2/FX3/GX/GX2/H2R/H1スイッチ、および 9700-FX/GX
ラインカードでサポートされます。ただし、現在サポートされているのは BGPベースの
アンダーレイルーティングのみです。

• Cisco NX-OSリリース 10.5(2)F以降、VXLAN EVPN TE -マルチサイト出力ロードバラン
シング機能は、N9K-X9736C-FX3ラインカードを搭載した Cisco Nexus 9500シリーズス
イッチでサポートされます。

• VXLAN EVPN TE：マルチサイト出力ロードバランシング機能は、9500-FM-Eファブリッ
クモジュールを搭載した Cisco Nexus 9500モジュラスイッチではサポートされていませ
ん。

• VXLAN EVPN TE：マルチサイト出力ロードバランシングは、次の機能をサポートしま
す。

•リモートサイトへのすべてがベストパスではない可能性があるアンダーレイパス間
での出力トラフィックのロードバランシング（LB）。

•特定の「重み」（または負荷）を各マルチサイトパスに関連付けるための明示的およ
び自動 LBポリシー。これには、重み付け等コストマルチパス（wECMP）と重み付
け不等コストマルチパス（wuECMP）の 2つのオプションが付属しています。

• BGPベースアンダーレイルーティング構

• AS-Pathベースの uECMPパス選択。

•アンダーレイのレイヤ 3ユニキャスト uECMP/wuECMP。

•レイヤ 3（EVPNタイプ 5）およびレイヤ 2（EVPNタイプ 2）オーバーレイユニキャ
スト ECMP/wuECMP。

• BUM転送：

• BUMトラフィックは、出力ロードバランシングの対象になりません。

•ただし、入力複製がサイト間での BUM転送（DCI IR）に使用される場合、アン
ダーレイのネクストホップパスの選択は、マルチパスセットの出力ロードバラ

ンシングパスの一部から 1つを使用できるため、アンダーレイの uECMPの利点
があります。

•ソフトウェア転送：ソフトウェア転送のベースラインケースでは、レイヤ2とレイヤ
3の両方のトラフィックが EVPN VXLANマルチサイト設定で uECMP/wuECMPをサ
ポートします。

• CloudSec（PIPネクストホップ）。
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•ファイアウォールクラスタリング（PIPネクストホップ）。

• VNIをダウンストリームします。

ネクストホップとして（マルチサイト VIPではなく）PIPを使用
してタイプ 2およびタイプ 5 EVPNプレフィックスのアドバタイ
ズを開始するには、BGWで dci-advertise-pipコマンドが必要で
す。オーバーレイとアンダーレイの動的重み（wuECMP）、およ
びアンダーレイの AIGP（33ページ）セクションでは、不等コ
ストネクストホップPIPアドレス宛てのオーバーレイトラフィッ
クに対してwuECMPロードバランシングを実行する必要がある理
由について詳しく説明します。

（注）

• VXLAN OAM。

•ポリシーベースルーティング（PBR）

• VXLAN EVPN TE -マルチサイト出力ロードバランシングは、次の機能をサポートしてい
ません。

• IPv6アンダーレイを使用した VXLAN。

•重み付き ECMP/uECMPを使用した hardware profile ecmp resilient構成。

•マルチキャストオーバーレイトラフィック。

• wuECMPは、9700-FX/FX3ラインカードを搭載したCiscoNexus 9500シリーズスイッ
チではサポートされません。

• Cisco NX-OSリリース 10.4(3)Fから以前のリリースにダウングレードする場合、VXLAN
EVPN TE -マルチサイト出力ロードバランシング構成が削除されていることを確認しま
す。

VXLAN EVPN TE -マルチサイト出力ロードバランシング構
成

VXLAN EVPN TE -マルチサイト出力ロードバランシング機能の構成には、3つの主要な構成
が含まれます。

これらの構成を BGWにのみ適用します。（注）
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•フィルタポリシーの作成：これは、同じマルチパスセットのアンダーレイパス部分でト
ラフィックを分散するリモート宛先オーバーレイネクストホップ IPアドレスを識別しま
す。このアドレスは、リモート BGWの共通のマルチサイト VIPまたは一意の PIPである
可能性があります（dci-advertise-pipが構成されている場合）。

•マルチパスポリシーの作成：アンダーレイパスをマルチパスセットの一部として分類す
る基準を定義します。この定義により、静的または動的な重みを持つ uECMPやwuECMP
など、複数のユースケースのプロビジョニングが可能になります。具体的には、複数の

オーバーレイネクストホップが存在する場合（BGWの PIPアドレスなど）、ネクスト
ホップアドレスの選択を含めるように wuECMPを拡張して、「マルチレベル」の負荷分
散効果を作成できます。

• ELB VRFでの解決の有効化：デフォルトVRFのルーティングテーブルを使用するのでは
なく、宛先オーバーレイのネクストホップ IPアドレスに到達するための
egress-loadbalance-resolution- VRFのアンダーレイテーブルを使用して、アンダーレイパ
スの解決を有効にします。

出力ロードバランス解決 VRF

egress-loadbalance-resolution- VRFは、システムに自動的に作成される新しい内部VRFです。
この VRFは構成できず、削除できません。

VXLAN EVPN TE -マルチサイト出力ロードバランシング機能が構成されいる場合この新しい
VRFは、

•アンダーレイプロトコル（現在は BGPのみ）ルートをこのテーブルにインポートとイン
ストールし、

•オーバーレイのネクストホップ解決は、デフォルトのテーブルではなく、このテーブルを
介して実行されます。

•これにより、デフォルト VRFにインストールされたベストパスに加えて、より多くのア
ンダーレイパスがサイト間通信できます。

アンダーレイの出力ロードバランスフィルタポリシーの作成

対象のリモートVTEPなど、複数のアンダーレイパス間での出力ロードバランシングを必要と
するアンダーレイルートを識別するようにフィルタポリシーを構成できます。

BGWで出力ロードバランシングフィルタポリシーを構成するには、次の手順を実行します。

手順

ステップ 1 構成モードで ip prefix-list prefix-list-namevaluenexthop seq - permit ipaddress コマンドを実行し、リモート
ネクストホップと一致するようにプレフィックスリストを構成します。

例：
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switch# config terminal
switch(config)# ip prefix-list remote_nexthop seq 5 permit 10.10.112.1/32

ステップ 2 route-map route-map-name コマンドを実行して、ルートマップを作成します。

例：

switch(config)# route-map ROUTE_MAP_1
switch(config-route-map)#

出力ロードバランスロジックは、VTEPルートまたは、ルートマップを使用したフィルターポリシー内
に指定したネクストホップにのみ適用されます。

ステップ 3 コミュニティ属性またはプレフィックスリストのいずれかを使用してアンダーレイルートを一致させま
す。

例：

switch(config-route-map)# match ip address prefix-list remote_nexthop

または

switch(config-route-map)# match community BGPCommunity

• match ip address prefix-list prefix-list-name

または

• match community community-list

ステップ 4 router bgpグローバルコンフィギュレーションモードで as-numberコマンドを実行して、BGPルータコン
フィギュレーションモードを開始します。

例：

switch(config)# router bgp 65001
switch(config-router)#

ステップ 5 address-family ipv4 unicastコマンドを実行して、IPv4ユニキャストアドレスファミリを構成します。

例：

switch(config-router)# address-family ipv4 unicast
switch(config-router-af)#

ステップ 6 [no] load-balance egress filter-policy route-map route-map-name コマンドを実行して、フィルタポリシー
を有効にして、出力ロードバランス（ELB）を対象の VTEPルートに制限します。

例：

switch(config-router-af)# load-balance egress filter-policy route-map ROUTE_MAP_1

コミュニティ属性またはプレフィックスリストのいずれかでアンダーレイルートをタグ付けできます。ポ

リシーをフィルタするには、このコマンドの no形式を使用します。

（注）

•コミュニティでフィルタされる場合、アドバタイズする出力BGWは、同じコミュニティの指定のルー
トにすべてのパスをタグ付けする必要があります。
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•システムがプレフィックスのELBのパスを計算できるように、フィルターポリシーを設定してくださ
い。

アンダーレイの出力ロードバランス自動マルチパスポリシーの作成

計算するアンダーレイパスの最大数と、それらのアンダーレイパスを同じマルチパスセット

に割り当てる基準を指定するルートマップを使用して、自動マルチパスポリシーを構成できま

す。このポリシーは、ベストパスと比較した場合に、AIGPメトリックやAS-Pathの差など、1
つ以上の構成されたしきい値を照合できます。自動マルチパスポリシーがない場合は、ベスト

パスのみがインストールされます。

アンダーレイの出力ロードバランシング自動マルチパスポリシーを構成するには、次の手順

を実行します。

手順の概要

1. configure terminal
2. ip prefix-list prefix-list-name seq value permit nexthop-ipaddress

3. route-map route-map-name

4. exit
5. router bgp as-number

6. address-family ipv4 unicast
7. [no] load-balance egress multipath auto-policy route-map route-map-name

手順の詳細

手順

ステップ 1 configure terminal

例：

switch# config terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

（注）

プレフィックスリストが作成されていない場合にのみ、ステップ 2に進みます。

ステップ 2 ip prefix-list prefix-list-name seq value permit nexthop-ipaddress

例：

switch(config)# ip prefix-list remote_nexthop seq 5 permit 10.10.112.1/32

リモートネクストホップと一致するようにプレフィックスリストを構成します。
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ステップ 3 route-map route-map-name

このルートマップは、アンダーレイパスがベストパスに対して等しくない（下位の）場合でも、同じマル

チパスセットの一部としてグループ化します。これは、ベストパスのこれらの値と比較したときに、これ

らのアンダーレイパスの AIGPメトリックまたは ASパス長の構成された差に基づいて実行できます。

（注）

「match」および「set」コマンドを使用して、指定された要件に従ってシステムを構成します。

出力ロードバランシングの自動マルチパスポリシーは、以下のように有効にできます：

例：

switch(config-route-map)# route-map ROUTE_MAP_2

a) set maximum-paths max-path-value

例：

switch(config-route-map)# set maximum-paths 5

出力ロードバランシングのために計算およびインストールされるマルチパスの最大数を構成します。

範囲は、1～ 64です。

および

b) set as-path-length difference as-path-diff-value

例：

switch(config-route-map)# set as-path-length difference 5

不等コストロードバランスに対してアンダーレイパスで考慮する必要があるベストパスと比較して、

AS-Path-lengthの差を構成します。範囲は 1～ 255です。

c) set aigp-metric difference value

例：

switch(config-route-map)# set aigp-metric difference 100

不等コストロードバランスに対してアンダーレイパスで考慮する必要があるベストパスと比較して、

AIGPメトリック値の差を構成します。範囲は 1～ 4294967295です。

（注）

AIGPメトリック情報を構成および使用する方法の詳細については、「VXLANEVPNTEの構成例：マ
ルチサイト出力ロードバランシング（17ページ）」を参照してください。

ステップ 4 exit

例：

switch(config-route-map)# exit
switch(config)#

BGPルータコンフィギュレーションモードを開始します。

ステップ 5 router bgp as-number

例：
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switch(config)# router bgp 65001
switch(config-router)#

BGPルータコンフィギュレーションモードを開始します。

ステップ 6 address-family ipv4 unicast

例：

switch(config-router)# address-family ipv4 unicast
switch(config-router-af)#

IPv4ユニキャストアドレスファミリを構成します。

ステップ 7 [no] load-balance egress multipath auto-policy route-map route-map-name

例：

switch(config-router-af)# load-balance egress multipath auto-policy route-map ROUTE_MAP_2

BGPでの自動マルチパス選択とロードシェアリングを制御するパラメータ構成します。

パラメータ構成を削除するには、このコマンドの no形式を使用します。

自動マルチパスポリシーがない場合は、ベストパスのみがインストールされます。

（注）

コミュニティの一致を使用してプレフィックスを選択する場合、このプレフィックスのすべてのパスは、

BGPへの発信中にプレフィックスをタグ付けすることによって、出力BGWをアドバタイズすることによっ
て同じコミュニティでタグ付けされる必要があります。

アンダーレイのダイナミックの導出

前のセクションで説明した構成では、不均等なアンダーレイパスをベストパスと一緒に同じマ

ルチパスセットに追加して、これらすべてのパス間でトラフィックの均等なロードバランシン

グ（uECMP）を有効にすることができました。

ここでは、代わりに、同じマルチパスセットのアンダーレイパス部分に重みをスタティック

に割り当てて、オーバーレイトラフィックフローをより適切に分散する方法について説明し

ます。これには 2つのオプションがあります。1つ目は、ベストパスに異なるスタティック重
みを割り当て、ベストパスと等しくない（劣る）アンダーレイパスのセットに異なるスタティッ

ク重みを割り当てることです。は、特定の基準（ASパス長または AIGPメトリック）に基づ
いてマルチパスセットに追加されます。2番目のオプションでは、特定のアンダーレイパスに
スタティックな重みを明示的に割り当てることができます。

ロードシェア重みの計算

自動マルチパスポリシーに次のコマンドのいずれかまたは両方が含まれている場合、BGPは
ロードシェア重み計算（LSWC）を使用して重みを導出します。

• set load-share multipath-equal-group

• set load-share multipath-unequal-group
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• ASパス長に関してベストパスと同等のアンダーレイパスの
セットは、 multipath-equal-groupとして分類されます。

•ベストパスの品質には一致しないが、ASパス長の指定され
た差分しきい値内にあるアンダーレイパスのセットは、

multipath-unequal-groupとして分類されます。

（注）

次の例 1では、BGPは LSWCを使用して複数のアンダーレイパスの重みを取得します。等し
くないアンダーレイパスは、最適パスと比較したときに ASパス長が構成の差（4）を超えて
いる場合、 multipath-unequal-groupに追加されます。

route-map auto-multipath permit 10
match ip address prefix-list site_A_BGW2
set as-path length difference 4
set maximum-paths 64
set load-share multipath-equal-group 40
set load-share multipath-unequal-group 60

次の例 2では、最適パス AIGPメトリックと比較したときに、AIGPメトリックが構成の差
（10）に収まる場合に、等しくないアンダーレイパスのBGPが代わりにmultipath-unequal-group
に追加されます。

route-map auto-multipath permit 10
match ip address prefix-list site_A_BGW2
set aigp-metric difference 10
set maximum-paths 64
set load-share multipath-equal-group 40
set load-share multipath-unequal-group 60

前の例では、マルチパスグループの 1つ（load-share multipath-equal-groupまたは load-share
multipath-unequal-group）のみが構成されている場合、もう一方は BGPによって値 1に構成
されていると暗黙的に想定されます。

明示的な負荷分散重みの計算

明示的な負荷分散パスを使用するには、宛先 IPアドレスに関連付けられた特定のネクストホッ
プまたはパスに一致するルートマップを定義する必要があります。この構成には、次の特性が

あります。

•これらは、auto-multipath route-mapエントリよりも優先される特定の route-mapエントリで
す。

•自動マルチパスルールは、明示的な負荷分散ルールとともに存在する場合と存在しない場
合があります。

•宛先ごとに許可される明示パスエントリの最大数は 64です。これは、auto-multipathで指
定された最大パス属性とは無関係です。

•特定の宛先のパスと一致する明示的な負荷分散ルールの場合、そのパスは自動マルチパス
ルールによって含まれたり処理されたりしません（存在する場合）。これは、ECMPまた
は uECMPとして認定されないパスである可能性もあります。

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
10

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成

明示的な負荷分散重みの計算



•自動マルチパス（単独）では、最適パスである multipath-equal-groupに適合するパスが
常に存在します。宛先のベストパスに一致する明示的な負荷分散ルールがある場合、

multipath-equal-groupのパスが 0になる可能性があります。（これは、その宛先への他の
ECMPパスがない場合に発生します）。

•パスの明示的な負荷分散値は、自動マルチパス（存在する場合）で指定されたECMPまた
は uECMP負荷分散値に比例します。

•自動マルチパスでは、ECMPまたは uECMPグループ内のパスごとに個別の重みを生成す
るための計算が実行されます。この値は、各グループ内のパスの数と指定された負荷分散

値の関数です。

•明示的な負荷分散パスのみが定義されている場合（自動マルチパスなし）、コマンドで指
定された値が負荷分散の重みとして使用されます。

•明示的な負荷分散重みポリシーに指定された負荷分散がない場合、デフォルト値はなく、
ポリシーは効果がありません。

•「ベストパス」として識別されるパスには常に重みが割り当てられ、URIBにダウンロー
ドされます。これは、ベストパスに明示的な負荷分散ポリシーが指定されていない場合で

も発生します。ベストパスに明示的な負荷分散が指定されておらず、自動マルチパスポ

リシーが存在しない場合、ベストパスは URIBに重み 1で表示されます。

ロードバランシング出力明示ポリシーを有効にするには、次の手順を実行します。

手順の概要

1. configure terminal
2. router bgp as-number

3. route-map routemap-name permit value

4. match ip address prefix-list dest-IPaddress

5. match ip next-hop prefix-list path value

6. set load-share value

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# config terminal
switch(config)#

BGPルータコンフィギュレーションモードを開始
します。

router bgp as-number

例：

ステップ 2

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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目的コマンドまたはアクション

switch(config)# router bgp 100
switch(config-router)#

ルートマップを作成するか、ルートマップ構成モー

ドを開始します。

route-map routemap-name permit value

例：

ステップ 3

switch(config)# route-map load_distribute permit
6

アンダーレイルートは、プレフィックスリストを

使用して一致させます。

match ip address prefix-list dest-IPaddress

例：

ステップ 4

switch(config-route-map)# match ip address
prefix-list match_ip

明示的な負荷分散パスは、宛先 IPアドレスに関連付
けられた特定のネクストホップまたはパスと一致し

ます。

match ip next-hop prefix-list path value

例：

switch(config-route-map)# match ip next-hop
prefix-list path1

ステップ 5

コンフィギュレーションで指定された明示的なロー

ドシェアパスを設定します。

set load-share value

例：

ステップ 6

switch(config-route-map)# set load-share 199

例

set load-shareなどの明示的な負荷分散コマンドが、プレフィックスまたはネクストホッ
プの一致に基づいて自動マルチパスポリシー内で構成されている場合、ポリシーに 1
つ以上のLSWCマルチパスグループコマンドのいずれかが含まれている場合にのみ有
効になります。

次の例 1では、 set aigp-metric differenceが定義されていますが、BGPは LSWCを使
用して重みを取得します。この場合、一致するプレフィックスとネクストホップに対

して明示的な負荷分散が計算されます。

route-map auto-multipath permit 6
match ip address prefix-list match_ip
match ip next-hop prefix-list path1
set load-share 100

route-map auto-multipath permit 10
match ip address prefix-list site_A_BGW2
set as-path-length difference 4
set aigp-metric difference 100
set maximum-paths 64
set load-share multipath-equal-group 40
set load-share multipath-unequal-group 60

次の例 2では、BGPは AMWCを使用して重みを計算し、明示的な負荷分散は無視さ
れます。

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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route-map auto-multipath permit 6
match ip address prefix-list match_ip
match ip next-hop prefix-list path1
set load-share 100

route-map auto-multipath permit 10
match ip address prefix-list site_A_BGW2
set as-path-length difference 4
set aigp-metric difference 100
set maximum-paths 64

オーバーレイの出力ロードバランシングの有効化

アンダーレイで egress-loadbalance-resolution-vrfを使用してオーバーレイ（EVPN）プレフィッ
クスのネクストホップ解決を有効にするには、次の手順を実行します。

手順の概要

1. configure terminal
2. router bgp as-number

3. address-family l2vpn evpn
4. [no] nexthop load-balance egress multisite

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# config terminal
switch(config)#

BGPルータコンフィギュレーションモードを開始
します。

router bgp as-number

例：

ステップ 2

switch(config)# router bgp 100
switch(config-router)#

L2VPNアドレスファミリを設定します。address-family l2vpn evpn

例：

ステップ 3

switch(config-router)# address-family l2vpn evpn
switch((config-router-af)#

egress-loadbalance-resolution- VRFの対応する IPv4
または IPv6テーブルを使用して、オーバーレイ

[no] nexthop load-balance egress multisite

例：

ステップ 4

（EVPN）ネクストホップ解決を有効にします。出
switch(config-router-af)# nexthop load-balance
egress multisite 力ロードバランス解決VRFのテーブルの詳細につい

ては、 VXLAN EVPN TE -マルチサイト出力ロード

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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目的コマンドまたはアクション

バランシング構成（4ページ）を参照してくださ
い。

オーバーレイの出力ロードバランシング構成を削除

するには、このコマンドの no形式を使用します。

multisiteオプションは、この機能をマルチサイト
ネットワークから学習されたEVPNネクストホップ
のみに制限します。これは、さまざまなVRFにイン
ポートされたタイプ 2とタイプ 5の両方のルートに
適用されます。

（注）

この構成は、アンダーレイテーブルで出力ロード

バランスの計算を有効にした後に有効にする必要が

あります。

オーバーレイの uECMPまたはwuECMPロードバランシングの有効化
複数のオーバーレイネクストホップ間で不等コストまたは重み付けロードバランシングを有効

にできます。

この構成では、VIPネクストホップはサポートされません。（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# config terminal
switch(config)#

BGPルータコンフィギュレーションモードを開始
します。

router bgp as-number

例：

ステップ 2

switch(config)# router bgp 100
switch(config-router)#

L2VPNアドレスファミリを設定します。address-family l2vpn evpn

例：

ステップ 3

switch(config-router)# address-family l2vpn evpn
switch((config-router-af)#

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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目的コマンドまたはアクション

egress-loadbalance-resolution- VRFの対応する IPv4
または IPv6テーブルを使用して、オーバーレイ

nexthop load-balance egress multisite

例：

ステップ 4

（EVPN）ネクストホップ解決を有効にします。
switch(config-router-af)# nexthop load-balance
egress multisite egress-loadbalance-resolution- VRF'sのテーブルの詳

細については、VXLAN EVPN TE -マルチサイト出
力ロードバランシング構成（4ページ）を参照し
てください。

出力ロードバランシングに指定された最大パスを構

成します。

[no] maximum-path value

例：

ステップ 5

出力ロードバランシングの最大パスを削除するに

は、このコマンドの no形式を使用します。

switch(config-router-af)# maximum-path 64

（注）

指定された値が1より大きい場合、以下のコマンド
（maximum-paths unequal-cost）を使用すると、オー
バーレイネクストホップの wuECMPが有効にな
り、ネクストホップのネクストホップメトリック

に基づいて重みが自動的に導出されます。

オーバーレイで不等マルチパスを構成します。[no] maximum-paths unequal-cost

例：

ステップ 6

オーバーレイで不等マルチパスを無効にするには、

このコマンドの no形式を使用します。switch(config-router-af)# maximum-path
unequal-cost

（注）

• nexthop load-balance egress multisiteコマンド
がmaximum-pathおよびmaximum-path unequal
コマンドとともに構成されている場合、オー

バーレイネクストホップは、複数のオーバー

レイネクストホップがあり、それらのネクス

トホップの igp_metricsが異なる場合にのみ、
重みでプログラムされます。オーバーレイネ

クストホップは、 egress-loadbalance-resolution-
VRFテーブルを使用して解決されます。

• nexthop load-balance egress multisiteコマンド
が構成されていないが、 maximum-path、
maximum-path unequalコマンドが構成されて
いる場合、オーバーレイネクストホップは、

複数のオーバーレイネクストホップがあり、

それらのネクストホップの igp_metricsが異な
る場合にのみ、重みでプログラムされます。

オーバーレイのネクストホップは、デフォル

トのテーブルを使用して解決されます。
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目的コマンドまたはアクション

コマンドモードを終了します。exit

例：

ステップ 7

switch(config-router-af)# exit
switch(config-router)#

この構成により、オーバーレイのネクストホップの

igp_metricがベストパスによって無視されるため、
（任意） [no] bestpath igp-metric ignore

例：

ステップ 8

maximum-paths unequal-costが構成されている場合
switch(config-router)# bestpath igp-metric ignore

でもオーバーレイに（wuECMPからの）ECMPが構
成されます。

ECMP/wuECMPを無効にするには、このコマンドの
no形式を使用します。

VXLAN EVPN TEの確認：マルチサイト出力ロードバラン
シング構成の確認

VXLAN EVPN TE：マルチサイト出力ロードバランシングの構成情報を表示するには、次のい
ずれかのコマンドを入力します。

目的コマンド

自動的に作成される特別な内部VRFを表示し
ます。この VRFは、BGPで出力ロードバラ
ンス構成が有効になっているときに、内部で

暗黙的に使用されます。

BGPがELBフィルタポリシーと自動マルチパ
スポリシーで構成されている場合、デフォル

トテーブルからルートのベストパスを継承

し、ELBポリシーに基づいて追加のELBパス
を含めます。

detailオプションが有効になっている場合、
wuECMPが構成されている場合、BGPが RIB
に送信する重みが表示されます。

（注）

Cisco NX-OSリリース 10.4(3)F以降、
egress-loadbalance-resolution-VRFのテーブル
IDは、値 4089/0x0ff9でスタティックに割り
当てられ、割り当ての「limit-resource vrf」
プールの外になります。既存のユーザー構成

には影響しません。

show ip|ipv6 route [detail] vrf
egress-loadbalance-resolution-
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目的コマンド

デフォルトテーブルの代わりに

egress-loadbalance-resolution-tableを介してネ
クストホップが解決される EVPN-VXLANテ
ナントVRFのオーバーレイプレフィックスを
表示します。

detailオプションを有効にすると、wuECMP
が構成されている場合、BGPから RIBに送信
されるネクストホップに割り当てられた重み

が表示されます。

show ip|ipv6 route [detail] vrf tenant_vrf

AIGPがアンダーレイで構成されている場合
は、派生 AIGPメトリックを含む、アンダー
レイBGPルートとネクストホップを表示しま
す。wuECMPの場合、ダイナミックに（つま
り、AIGPメトリックまたはスタティックに構
成された負荷分散重みから）導出される重み

が表示されます。uECMPまたは ECMPの場
合、重みは表示されません。

show bgp ipv4 unicast ipaddress vrf
egress-loadbalance-resolution-

wuECMPが構成されている場合、MACルート
のネクストホップと重みを表示します。

show l2route evpn mac all detail

wuECMPが構成されている場合、EAD/ESルー
トのネクストホップに関連付けられた重みを

表示します。

show l2route evpn ead es detail

VXLAN EVPN TEの構成例：マルチサイト出力ロードバラ
ンシング

このセクションでは、VXLAN EVPN TEマルチサイト出力ロードバランシング機能の使用例
を構成および確認する方法について説明します。

•アンダーレイとオーバーレイプレフィックスの単一の EVPNネクストホップの uECMP。

•アンダーレイでの負荷分散と明示的な負荷分散を使用した静的 wuECMP、オーバーレイ
プレフィックスの単一 EVPNネクストホップ

•オーバーレイとアンダーレイの動的重み（wuECMP）、およびアンダーレイの AIGP

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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アンダーレイの uECMP、オーバーレイプレフィックスの単一の EVPN
ネクストホップ

次の図で強調表示されているように、この使用例では、DC-2からDC-1にアドバタイズされる
すべてのオーバーレイプレフィックスには、DC-2のすべての BGWデバイスによって共有さ
れるマルチサイトVIPアドレスで表される単一のEVPNネクストホップがあります（わかりや
すくするために、1つのデバイス（BGW2）のみが図に示されています）。

DC-1の BGW1デバイスから DC-2のマルチサイト VIPへのアンダーレイ到達可能性は、次の
2つのアンダーレイパスを使用して可能です。

1. 緑色のパス：BGW1を BGW2に接続するベストパス

2. 青色のパス：DC-3の BGW3を通過する好ましくないパス（または、最適ではない青色の
パスは、コアインフラストラクチャの 1つ以上のルータデバイス部分を通過する可能性
があります）。

この使用例の目的は、DC-1とDC2間のオーバーレイ通信に、緑と青の両方のアンダーレイパ
スを均等に使用できるようにすることです。これを可能にするには、2つのパスを同じマルチ
パスセットの uECMPパスの一部と見なす必要があり、DC-1の BGW1デバイスに適用される
次の構成手順でこの目的を達成できます。

アンダーレイでの VXLAN EVPN TE -マルチサイト出力ロードバランシング uECMPの有効化

次のすべてのコマンドは、DC-1の BGW1デバイスで構成する必要があります。

1. フィルタポリシーを作成します。

•アンダーレイルートを指定して、ELB uECMPを有効にします。この場合、アンダー
レイルートは DC-2のマルチサイト VIPアドレスであり、DC-1にアドバタイズされ
たオーバーレイプレフィックスのネクストホップを示します。

ip prefix-list site2_ms_vip seq 5 permit 10.10.112.1/32

•ルートマップを作成し、照合状態で以前構成されたプレフィックスリストを適用しま
す。

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
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route-map Filter-Policy permit 10
match ip address prefix-list site2_ms_vip

2. ELBフィルタポリシーを有効にします（ IPv4または IPv4 BGPアドレスファミリ下）。
router bgp 1
address-family ipv4 unicast
load-balance egress filter-policy route-map Filter-Policy

3. Egress-loadbalance-resolution-VRFテーブルでDC-2マルチサイトVIPルートのインストー
ルを確認します。この時点では、緑色のベストパスのみが宛先に到達すると見なされま

す。

BGW1# show ip route 10.10.112.1 vrf egress-loadbalance-resolution-

10.10.112.1/32, ubest/mbest: 1/0
*via 192.168.23.2%default, [20/0], 16:36:15, bgp-1, external, tag 2, uecmp ! Green
path

4. マルチパス自動ポリシーを作成します。

•不均等なアンダーレイパスをベストパスとともにマルチパスセットに割り当てる基
準を指定します。ASパス長などのBGP属性の違いは、同じマルチパスセットの一部
として不均等なアンダーレイパスをグループ化すると見なすことができます。

•「出力ロードバランシング」のために計算され、インストールされるマルチパスセッ
トの一部であるアンダーレイパスの最大数を指定します。

route-map Auto-Policy permit 10
set as-path-length difference 1 <1 to 255>
set maximum-paths 2 <1 to 64>

5. IPv4または IPv6 BGPアドレスファミリで ELBマルチパス自動ポリシーを有効にします。
router bgp 1
address-family ipv4 unicast
load-balance egress multipath auto-policy route-map Auto-Policy

6. URIBの Egress-loadbalance-resolution VRFテーブルのルートを確認します。DC-2のマルチ
サイトVIPアドレスに到達するための実行可能なオプションとして、青色の最適ではない
パスが緑色のベストパスに追加されました。

BGW1# show ip route 10.10.112.1 vrf egress-loadbalance-resolution-

10.10.112.1/32, ubest/mbest: 2/0
*via 192.168.23.2%default, [20/0], 00:44:17, bgp-1, external, tag 2, uecmp ! Green
path
*via 192.168.31.2%default, [20/0], 00:44:17, bgp-1, external, tag 3, uecmp ! Blue
path

オーバーレイでの uECMPの ELB VRFでの解決の有効化

1. 出力ロードバランシングuECMPアンダーレイパスを使用したオーバーレイネクストホッ
プ解決を有効にします。

•このコマンドは、Egress-loadbalance-resolution- VRFテーブルを使用した EVPNネク
ストホップの解決を有効にします。したがって、両方のアンダーレイパス（緑と青の
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等しくないパス）は、サイト間トラフィックの等コストロードバランシングに使用さ

れます。

•このコマンドは、アンダーレイテーブルで出力ロードバランシング計算を有効にし
た後、BGP L2VPN EVPNアドレスファミリで有効にする必要があります。

router bgp 1
address-family l2vpn evpn
nexthop load-balance egress multisite

2. テナント VRFテーブルでオーバーレイルートを確認します。次に示すように、DC-1の
BGW1デバイスから DC-2のオーバーレイプレフィックスへの到達可能性は、DC-2マル
チサイト VIPアドレス（10.10.112.1）を介して行われ、そのルックアップは
egress-loadbalance-resolution-で実行されます。その結果、トラフィックはインストールさ
れた 2つのアンダーレイパスに均等に分散されます。（上記参照）。
BGW1# show ip route 10.1.21.1 vrf 3001

10.1.21.1/32, ubest/mbest: 1/0
*via 10.10.112.1%egress-loadbalance-resolution-, [20/2000], 04:43:40, bgp-1,

external, tag 2,
eLB, segid: 3003001 tunnelid: 0x67027001 encap: VXLAN

uECMPルーティングの詳細

このセクションでは、アンダーレイの uECMP、オーバーレイプレフィックスの単一 EVPNネ
クストホップの使用例に関する詳細なトラブルシューティング情報を提供します。

1. アンダーレイルートプログラミング
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uECMPアンダーレイパスを介してリモート BGWから受信した DC-2マルチサイト VIP
ルートは、DC-1の BGW1デバイスで、出力ロードバランス解決 VRFの BGPルーティン
グテーブルとユニキャストルーティングテーブルにプログラムされます。

以下の例では、以下のコンポーネントの出力例を示します。

• BGP - uECMP：AS-Pathの差が 1であるため、2番目のパスがmultipath uecmpとして
ラベル付けされており、以前定義したアンダーレイパスを同じマルチパスセットの

一部とみなす基準と一致していることに注意してください。

BGW1# show bgp ipv4 unicast 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.2 (metric 0) from 192.168.23.2 (101.2.33.1)
Origin incomplete, MED 0, localpref 100, weight 0

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.2 (metric 0) from 192.168.31.2 (101.3.33.1)
Origin incomplete, MED not set, localpref 100, weight 0

• URIB - uECMP：次の例は、2つの uECMPパスが DC-2マルチサイト VIP宛先に到達
するために均等に活用される方法を示しています。

BGW1# show ip route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
10.10.112.1/32, ubest/mbest: 2/0

*via 192.168.23.2%default, [20/0], 17:58:44, bgp-1, external, tag 2, uecmp
! Green path

*via 192.168.31.2%default, [20/0], 17:58:44, bgp-1, external, tag 3, uecmp
! Green path

• FIB - uECMP：
BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.2 Ethernet1/6

192.168.31.2 Ethernet1/7

2. オーバーレイルートプログラミング

egress-loadbalance-resolution- VRFは、受信したオーバーレイルートに関連付けられたリ
モート VIPネクストホップを解決するために使用されます。

以下の例では、以下のコンポーネントの出力例を示します。

• BGP：
BGW1# show bgp l2vpn evpn 10.1.21.1
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, has esi_gw
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Imported to 3 destination(s)
Imported paths list: 3001 L3-3003001 L2-2001001

AS-Path: 2 , path sourced external to AS
10.10.112.1 (metric 0) from 101.2.33.1 (101.2.33.1)
Origin IGP, MED 2000, localpref 100, weight 0
Received label 2001001 3003001
Extcommunity: RT:1:2001001 RT:1:3003001 SOO:102.2.121.1:0

• URIB：
BGW1# show ip route 10.1.21.1 vrf 3001
<Truncated>
10.1.21.1/32, ubest/mbest: 1/0

*via 10.10.112.1%egress-loadbalance-resolution-, [20/2000], 00:28:03, bgp-1,
external,

tag 2, eLB, segid: 3003001 tunnelid: 0x67027001 encap: VXLAN

• FIB：
BGW1# show forwarding route 10.1.21.1 vrf 3001
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
10.1.21.1/32 10.10.112.1 nve1

BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.2 Ethernet1/6

192.168.31.2 Ethernet1/7

アンダーレイでの負荷分散と明示的な負荷分散を使用したスタティッ

クwuECMP、およびオーバーレイプレフィックスの単一 EVPNネクス
トホップ

アンダーレイでの負荷分散を使用した VXLAN EVPN TE -マルチサイト出力ロードバランシング
静的wuECMPの有効化

次の図で強調表示されているように、この使用例でも、DC-2からDC-1にアドバタイズされる
すべてのオーバーレイプレフィックスには、DC-2のすべての BGWデバイスによって共有さ
れるマルチサイト VIPアドレスで表される単一の EVPNネクストホップがあります。 DC-1の
BGW1デバイスからDC-2のMulti-Site VIPへのアンダーレイ到達可能性は、4つのアンダーレ
イパスを介して可能です。 BGW1と BGW2を結ぶ 2つの緑色の ECMPベストパスと、DC- 3
の BGW3を経由する 2つの不利なアンダーレイパス（または、最適ではない青色のパスは、
コアインフラストラクチャの1つ以上のルータデバイス部分を通過する可能性があります）。
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この使用例の目的は、DC-1と DC2間のオーバーレイ通信に緑色と青色の両方のアンダーレイ
パスを使用できるようにすることですが、トラフィックの負荷分散は異なります（トラフィッ

クの 75%は緑色のパスを使用し、青色のパスの 25%）。DC-1のBGW1デバイスに適用される
次の構成手順は、この目的を実現します。

1. フィルタポリシーを作成します。

•アンダーレイルートを指定して、ELBwuECMPを有効にします。この場合、アンダー
レイルートは DC-2のマルチサイト VIPアドレスであり、DC-1にアドバタイズされ
たオーバーレイプレフィックスのネクストホップを示します。

ip prefix-list site2_ms_vip seq 5 permit 10.10.112.1/32

•ルートマップを作成し、照合状態で以前構成されたプレフィックスリストを適用しま
す。

route-map Filter-Policy permit 10
match ip address prefix-list site2_ms_vip

2. ELBフィルタポリシーを有効にします（ IPv4または IPv4 BGPアドレスファミリ下）。
router bgp 1
address-family ipv4 unicast
load-balance egress filter-policy route-map Filter-Policy

3. Egress-loadbalance-resolution-VRFテーブルのルートを確認します。デフォルトでは、DC-2
のマルチサイト VIPアドレスに到達するために、2つの緑色の ECMPアンダーレイパスの
みがインストールされます。

BGW1# show ip route 10.10.112.1 vrf egress-loadbalance-resolution-

10.10.112.1/32, ubest/mbest: 1/0
*via 192.168.23.6%default, [20/0], 16:36:15, bgp-1, external, tag 2, uecmp ! Green
Path
*via 192.168.23.10%default, [20/0], 16:37:41, bgp-1, external, tag 2, uecmp ! Green
Path

4. マルチパス自動ポリシーを作成します。詳細については、ロードシェア重みの計算（9
ページ）を参照してください。

•同じマルチパスセットの一部としてアンダーレイパスをグループ化すると見なすこ
とができる AS-Path長などの BGP属性の違いを指定します。
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•「出力ロードバランシング」のために計算され、インストールされるマルチパスの最
大数を指定します。この場合、値は 4（2つの緑と 2つの青のパス）です。

•アンダーレイパスの ECMPパスセットおよび uECMPパスセットに関連付ける負荷分
散の重みを指定します。目標は、上の図に示すように、トラフィックの75%を緑色の
ベストパスアンダーレイリンクで送信し、25%を青色の等しくないアンダーレイリ
ンクで送信することです。

route-map Auto-Policy permit 10
set as-path-length difference 1 <1 to 255>
set maximum-paths 4 <1 to 64>
set load-share multipath-equal-group 3 <1 to 255>
set load-share multipath-unequal-group 1 <1 to 255>

5. IPv4または IPv6 BGPアドレスファミリで ELBマルチパス自動ポリシーを有効にします。
router bgp 1
address-family ipv4 unicast
load-balance egress multipath auto-policy route-map Auto-policy

6. URIBのEgress-loadbalance-resolutionVRFテーブルで負荷共有ルートを使用したwuECMP
を確認します。DC-2のマルチサイト VIPアドレスに到達するための実行可能なオプショ
ンとして、青色の準最適パスが緑色のベストパスに追加されましたが、重みは異なります

（1）。
BGW1# show ip route 10.10.112.1 detail vrf egress-loadbalance-resolution-

10.10.112.1/32, ubest/mbest: 4/0
*via 192.168.23.6%default, [20/0], 1w0d, bgp-1, weight:3, external, tag 2, uecmp

! Green Path
*via 192.168.23.10%default, [20/0], 1w0d, bgp-1, weight:3, external, tag 2, uecmp

! Green Path
*via 192.168.31.6%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3, uecmp

! Blue Path
*via 192.168.31.10%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3, uecmp

! Blue Path

ECMPパスとuECMPパスに適用される自動負荷分散構成により、2つの緑のパスには合計
重み 3（それぞれ 1.5）が割り当てられ、2つの青いパスには合計重み 1（それぞれ 0.5）が
割り当てられます。その結果、DC-1から DC-2へのオーバーレイトラフィックの 75%は
緑色のパスを介してルーティングされ、残りの 25%は青色のパスを通過します。

緑色のパス：(3 + 3) / (3+3+1+1) = 0.75

青色のパス：(1 + 1) / (3+3+0.5+0.5) = 0.25

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
24

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成

アンダーレイでの負荷分散と明示的な負荷分散を使用したスタティックwuECMP、およびオーバーレイプレフィックスの単一 EVPNネクスト
ホップ



負荷分散ルーティングの詳細を使用した静的wuECMP

1. アンダーレイルートプログラミング

uECMPアンダーレイパスを介してリモート BGWから受信した DC-2マルチサイト VIP
ルートは、DC-1のBGW1デバイスで、egress-loadbalance-resolution-VRFのBGPルーティ
ングテーブルとユニキャストルーティングテーブルにプログラムされます。

以下の例では、以下のコンポーネントの出力例を示します。

• BGP：実際には最初のベストパス 1を持つ ECMPパスであっても、2番目のパスが
「multipath uecmp」とラベル付けされていることに注意してください。AS-Pathの差
は1であり、先に定義した条件に一致するアンダーレイパスを、同じマルチパスセッ
トの一部とみなすため、他の2つのパスは適切な「multipath uecmp」です。さらに、
負荷分散構成のため、3:1の重み比が 2つのパスのセットに適用されます。
BGW1# show bgp ipv4 unicast 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.6 (metric 0) from 192.168.23.6 (101.2.33.1)
Origin incomplete, MED 0, localpref 100, weight 0, load share weight 3

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.10 (metric 0) from 192.168.23.10 (101.2.33.1)
Origin incomplete, MED 0, localpref 100, weight 0, load share weight 3

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.6 (metric 0) from 192.168.31.6 (101.3.33.1)
Origin incomplete, MED not set, localpref 100, weight 0, load share weight

1

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
25

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成

アンダーレイでの負荷分散と明示的な負荷分散を使用したスタティックwuECMP、およびオーバーレイプレフィックスの単一 EVPNネクスト
ホップ



Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.10 (metric 0) from 192.168.31.10 (101.3.33.1)
Origin incomplete, MED not set, localpref 100, weight 0, load share weight

1

• URIB：
BGW1# show ip route 10.10.112.1 detail vrf egress-loadbalance-resolution-
<Truncated>
10.10.112.1/32, ubest/mbest: 4/0

*via 192.168.23.6%default, [20/0], 1w0d, bgp-1, weight:3, external, tag 2,
uecmp ! Green Path
<Truncated>

*via 192.168.23.10%default, [20/0], 1w0d, bgp-1, weight:3, external, tag 2,
uecmp ! Green Path
<Truncated>

*via 192.168.31.6%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3,
uecmp ! Blue Path
<Truncated>

*via 192.168.31.10%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3,
uecmp ! Blue Path
<Truncated>

• FIB：
BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.6 Ethernet1/22 >> 24 Entries

192.168.23.6 Ethernet1/22
.....
192.168.23.10 Ethernet1/23 >> 24 Entries
192.168.23.10 Ethernet1/23
.....
192.168.31.6 Ethernet1/32 >> 8 Entries
192.168.31.6 Ethernet1/33
.....
192.168.31.10 Ethernet1/32 >> 8 Entries
192.168.31.10 Ethernet1/33
.....

次に、ECMP（3）および uECMP（1）パスセットの重みに基づいて作成されたFIB転
送エントリの概要を示します。

• ECMPパスセット：48エントリ

• uECMPパスセット：16エントリ

•トラフィック比率は 48 : 16 = 3 : 1

2. オーバーレイルートプログラミング

egress-loadbalance-resolution-VRFテーブルは、DC-2からDC-1にアドバタイズされるオー
バーレイプレフィックスの VIPネクストホップを解決するために使用されます。
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以下の例では、以下のコンポーネントの出力例を示します。

• BGP：
BGW1# show bgp l2vpn evpn 10.1.21.1
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, has esi_gw

Imported to 3 destination(s)
Imported paths list: 3001 L3-3003001 L2-2001001

AS-Path: 2 , path sourced external to AS
10.10.112.1 (metric 0) from 101.2.33.1 (101.2.33.1)
Origin IGP, MED 2000, localpref 100, weight 0
Received label 2001001 3003001
Extcommunity: RT:1:2001001 RT:1:3003001 SOO:102.2.121.1:0

• URIB：
BGW1# show ip route 10.1.21.1 vrf 3001
<Truncated>
10.1.21.1/32, ubest/mbest: 1/0

*via 10.10.112.1%egress-loadbalance-resolution-, [20/2000], 00:28:03, bgp-1,
external,

tag 2, eLB, segid: 3003001 tunnelid: 0x67027001 encap: VXLAN

• FIB：
BGW1# show forwarding route 10.1.21.1 vrf 3001
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
10.1.21.1/32 10.10.112.1 nve1

BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.6 Ethernet1/22 >> 24 Entries

192.168.23.6 Ethernet1/22
.....
192.168.23.10 Ethernet1/23 >> 24 Entries
192.168.23.10 Ethernet1/23
.....
192.168.31.6 Ethernet1/32 >> 8 Entries
192.168.31.6 Ethernet1/33
.....
192.168.31.10 Ethernet1/32 >> 8 Entries
192.168.31.10 Ethernet1/33
.....

次に、ECMP（3）および uECMP（1）パスセットの重みに基づいて作成されたFIB転
送エントリの概要を示します。

• ECMPパスセット：48エントリ

• uECMPパスセット：16エントリ

•トラフィック比率は 48 : 16 = 3 : 1です。
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オーバーレイでの負荷分散を使用した静的wuECMPの ELB VRFでの解決の有効化

上記の両方の使用例では、マルチサイト VIPネクストホップアドレスの解決が
Egress-loadbalance-resolution- VRFテーブルで行われるようにする必要があります。

1. 出力ロードバランシングuECMPアンダーレイパスを使用したオーバーレイネクストホッ
プ解決を有効にします。

•このコマンドは、Egress-loadbalance-resolution- VRFテーブルを使用した EVPNネク
ストホップの解決を有効にします。

•アンダーレイテーブルで出力ロードバランシング計算を有効にした後、このコマン
ドを有効にする必要があります。

router bgp 1
address-family l2vpn evpn
nexthop load-balance egress multisite

2. テナント VRFテーブルでオーバーレイルートを確認します。
BGW1# show ip route 10.1.21.1 vrf 3001

10.1.21.1/32, ubest/mbest: 1/0
*via 10.10.112.1%egress-loadbalance-resolution-, [20/2000], 04:43:40, bgp-1,

external, tag 2,
eLB, segid: 3003001 tunnelid: 0x67027001 encap: VXLAN

アンダーレイでの明示的な負荷分散を使用した VXLAN EVPN TE -マルチサイト出力ロードバラ
ンシング静的wuECMPの有効化

次の図は、前述の使用例をわずかに変更したものです。この使用例では、明示的な負荷分散構

成を 2つの緑色のパスのいずれかに適用できます。これにより、特定の緑色のパスが
multipath-equal-groupセットから除外され、緑色のパス間のトラフィック負荷の全体的な分散
が変更されます。

次の構成手順は BGW1に適用され、前の使用例で説明した手順と非常によく似ていますが、
明示的な負荷分散構成が追加されているだけです。

1. フィルタポリシーを作成します。
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•アンダーレイルートを指定して、ELB wuECMPを有効にします。またこの場合、ア
ンダーレイルートは、DC-1にアドバタイズされるオーバーレイプレフィックスのネ
クストホップを表す DC-2のマルチサイト VIPアドレスです。
ip prefix-list site2_ms_vip seq 5 permit 10.10.112.1/32

•ルートマップを作成し、照合状態で以前構成されたプレフィックスリストを適用しま
す。

route-map Filter-Policy permit 10
match ip address prefix-list site2_ms_vip

2. ELBフィルタポリシーを有効にします（ IPv4または IPv4 BGPアドレスファミリ下）。
router bgp 1
address-family ipv4 unicast
load-balance egress filter-policy route-map Filter-Policy

3. Egress-loadbalance-resolution- VRFテーブルのルートを確認します。
BGW1# show ip route 10.10.112.1 vrf egress-loadbalance-resolution-

10.10.112.1/32, ubest/mbest: 2/0
*via 192.168.23.6%default, [20/0], 16:36:15, bgp-1, external, tag 2, uecmp ! Green
Path
*via 192.168.23.10%default, [20/0], 16:37:41, bgp-1, external, tag 2, uecmp ! Green
Path

4. マルチパス自動ポリシーを作成します。詳細については、ロードシェア重みの計算（9
ページ）を参照してください。

•マルチパスを選択するときに考慮することができるASパス長などのBGP属性の違い
を指定します。

•「出力ロードバランシング」のために計算され、インストールされるマルチパスの最
大数を指定します。

•明示的負荷分散の場合、オーバーレイネクストホップに関連付けられた特定のネクス
トホップに一致する明示パスに負荷分散重みを割り当てることができます（この特定

の例では、ネクストホップが 192.168.23.6の緑色のパス）。
ip prefix-list MS_NH_S2_1 seq 5 permit 192.168.23.6/32

route-map Auto-Policy permit 5
match ip address prefix-list site2_ms_vip
match ip next-hop prefix-list MS_NH_S2_1
set load-share 3 <1 to 255>

route-map Auto-Policy permit 10
set as-path-length difference 1 <1 to 255>
set maximum-paths 4 <1 to 64>
set load-share multipath-equal-group 3 <1 to 255>
set load-share multipath-unequal-group 1 <1 to 255>

5. ELBマルチパス自動ポリシーを有効にします。
router bgp 1
address-family ipv4 unicast
load-balance egress multipath auto-policy route-map Auto-policy
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6. URIBの Egress-loadbalance-resolutionVRFテーブルで明示的な負荷共有ルートを使用して
wuECMPを確認します。DC-2のマルチサイト VIPアドレスに到達するための実行可能な
オプションとして、青色の準ベストパスが緑色のベストパスに追加されました。

BGW1# show ip route 10.10.112.1 detail vrf egress-loadbalance-resolution-
<Truncated>
10.10.112.1/32, ubest/mbest: 4/0

*via 192.168.23.6%default, [20/0], 1w0d, bgp-1, weight:6, external, tag 2, uecmp
! Green Path
<Truncated>

*via 192.168.23.10%default, [20/0], 1w0d, bgp-1, weight:6, external, tag 2, uecmp
! Green Path
<Truncated>

*via 192.168.31.6%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3, uecmp
! Blue Path
<Truncated>

*via 192.168.31.10%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3, uecmp
! Blue Path
<Truncated>

上記の出力を前の自動負荷分散の使用例で示したものと比較すると、主な違いは、明示的

な負荷分散構成により、緑色のリンクの 1つが multipath-equal-グループに含まれているた
め、個別に重み 3が割り当てられることです。もう一方の緑色のリンク
（multipath-equal-groupに 1つだけ残っている）にも個別の重み 3が割り当てられますが、
2つの青色のリンクには引き続き合計重み 1が割り当てられます。その結果、トラフィッ
クの86%が緑色のリンクを使用し（緑色のリンクごとに43%）、14%が青色のリンク（そ
れぞれ 7%）を使用します。

緑色のパス：(6 + 6) / (6+6+1+1) = 0.86

青色のパス：(1 + 1) / (6+6+1+1) = 0.14

明示的な負荷分散ルーティングの詳細を使用した静的wuECMP
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1. アンダーレイルートプログラミング

リモート BGWから受信したマルチパスを持つアンダーレイルートは、
egress-loadbalance-resolution- VRFの BGPルーティングテーブルとユニキャストルーティ
ングテーブルにプログラムされます。

以下の例では、以下のコンポーネントの出力例を示します。

• BGP：
BGW1# show bgp ipv4 unicast 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.6 (metric 0) from 192.168.23.6 (101.2.33.1)
Origin incomplete, MED 0, localpref 100, weight 0, explicit weight 6

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.10 (metric 0) from 192.168.23.10 (101.2.33.1)
Origin incomplete, MED 0, localpref 100, weight 0, load share weight 6

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.6 (metric 0) from 192.168.31.6 (101.3.33.1)
Origin incomplete, MED not set, localpref 100, weight 0, load share weight

1

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.112.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.10 (metric 0) from 192.168.31.10 (101.3.33.1)
Origin incomplete, MED not set, localpref 100, weight 0, load share weight

1

• URIB：
BGW1# show ip route 10.10.112.1 detail vrf egress-loadbalance-resolution-
<Truncated>
10.10.112.1/32, ubest/mbest: 4/0

*via 192.168.23.6%default, [20/0], 1w0d, bgp-1, weight:6, external, tag 2,
uecmp ! Blue Path
<Truncated>

*via 192.168.23.10%default, [20/0], 1w0d, bgp-1, weight:6, external, tag 2,
uecmp ! Green Path
<Truncated>

*via 192.168.31.6%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3,
uecmp ! Blue Path
<Truncated>

*via 192.168.31.10%default, [20/0], 1w0d, bgp-1, weight:1, external, tag 3,
uecmp ! Blue Path
<Truncated>

• FIB：
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BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.6 Ethernet1/22 >> 27 Entries

192.168.23.6 Ethernet1/22
.....
192.168.23.10 Ethernet1/23 >> 27 Entries
192.168.23.10 Ethernet1/23
.....
192.168.31.6 Ethernet1/32 >> 5 Entries
192.168.31.6 Ethernet1/33
.....
192.168.31.10 Ethernet1/32 >> 5 Entries
192.168.31.10 Ethernet1/33
.....

次に、明示的（3）、ECMP（3）、および uECMP（1）パスセットの重みに基づいて
作成された FIB転送エントリの概要を示します。

•明示パス：27エントリ

• ECMPパスセット：27エントリ

• uECMPパスセット：10エントリ

•トラフィック比率は 27:27:10 = 3:3:1です

2. オーバーレイルートプログラミング

オーバーレイルートは、 egress-loadbalance-resolution- VRFテーブルを使用して、ファブ
リック外部パスの VIP/PIPネクストホップを解決します。

以下の例では、以下のコンポーネントの出力例を示します。

• BGP：
BGW1# show bgp l2vpn evpn 10.1.21.1
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, has esi_gw

Imported to 3 destination(s)
Imported paths list: 3001 L3-3003001 L2-2001001

AS-Path: 2 , path sourced external to AS
10.10.112.1 (metric 0) from 101.2.33.1 (101.2.33.1)
Origin IGP, MED 2000, localpref 100, weight 0
Received label 2001001 3003001
Extcommunity: RT:1:2001001 RT:1:3003001 SOO:102.2.121.1:0

• URIB：
BGW1# show ip route 10.1.21.1 vrf 3001
<Truncated>
10.1.21.1/32, ubest/mbest: 1/0

*via 10.10.112.1%egress-loadbalance-resolution-, [20/2000], 00:28:03, bgp-1,
external,

tag 2, eLB, segid: 3003001 tunnelid: 0x67027001 encap: VXLAN
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• FIB：
BGW1# show forwarding route 10.1.21.1 vrf 3001
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
10.1.21.1/32 10.10.112.1 nve1

BGW1# show forwarding route 10.10.112.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.112.1/32 192.168.23.6 Ethernet1/22 >> 27 Entries

192.168.23.6 Ethernet1/22
.....
192.168.23.10 Ethernet1/23 >> 27 Entries
192.168.23.10 Ethernet1/23
.....
192.168.31.6 Ethernet1/32 >> 5 Entries
192.168.31.6 Ethernet1/33
.....
192.168.31.10 Ethernet1/32 >> 5 Entries
192.168.31.10 Ethernet1/33
.....

次に、明示的（3）、ECMP（3）、および uECMP（1）パスセットの重みに基づいて
作成された FIB転送エントリの概要を示します。

•明示パス：27エントリ

• ECMPパスセット：27エントリ

• uECMPパスセット：10エントリ

•トラフィック比率は 27:27:10 = 3:3:1です

オーバーレイとアンダーレイの動的重み（wuECMP）、およびアンダー
レイの AIGP

DC-2のBGWデバイスが「dci-advertise-pip」コマンドで構成されることで、すべてのオーバー
レイプレフィックスが、固有のマルチサイト PIPアドレスをネクストホップとして DC-1にア
ドバタイズされるシナリオを示しています。次に示す特定のトポロジのため、BGW1は DC-2
のBGWの各マルチサイト PIPアドレスに到達するための複数のアンダーレイパスがあり、一
部はより直接的に、一部はDC-3のBGWノード（通常通り、それらは単に代わりにコアのルー
タである可能性があります）を介して間接的に到達します。前述のスタティック重みの例とは

異なり、このセクションでは、AIGPメトリックの使用に基づき、よりダイナミックなアプロー
チを使用して、DC-2の 2つのマルチサイト PIPアドレス（10.10.33.1と10.10.34.1）に到達する
ために使用される異なるアンダーレイパスに異なる重みを割り当てる方法について説明しま

す。
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アンダーレイでの AIGPを使用したダイナミックwuECMP

1. AIGPメトリックを使用してアンダーレイルートを発信します。

•関連付けられた AIGPメトリックを使用してアドバタイズする必要があるアンダーレ
イルートを指定します。この使用例では、これらのルートは DC-2の BGWノードの
マルチサイト PIPアドレスになり、DC-1の BGW1にアドバタイズされるオーバーレ
イプレフィックスのネクストホップを表します。
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•発信元ノード（BGW2-1/BGW2-2）では、AIGPメトリックを使用してプレフィックス
を発信するために、次の 2つのオプションを使用できます。

• IGPコスト

•スタティックメトリック

ここで具体的に説明されるように、アドバタイズされたプレフィックスに AIGPメトリッ
クが含まれ、BGW PIPループバック IPアドレスを表す場合、IGPコストを使用すること
で、AIGPメトリック値 0のプレフィックスを近隣デバイスにアドバタイズすることが可
能です。または、特定のメトリック値を割り当てることもできます。

次の構成例は、DC-2の BGWノードに適用する必要があります。

BGW2-1：

interface loopback1
description #NVE_Source#
ip address 10.10.33.1/32 tag 54321

route-map RMAP-REDIST-DIRECT permit 10
match tag 54321
set aigp-metric igp-cost

router bgp 2
address-family ipv4 unicast
redistribute direct route-map RMAP-REDIST-DIRECT

BGW2-2：

interface loopback1
description #NVE_Source#
ip address 10.10.34.1/32 tag 54321

route-map RMAP-REDIST-DIRECT permit 10
match tag 54321
set aigp-metric 4 <0 to 4294967295>

router bgp 2
address-family ipv4 unicast
redistribute direct route-map RMAP-REDIST-DIRECT

set aigp-metric valueまたは set aigp-metric igp-costを使用して構成できます。ただし、両方の
バリアントを同時に共存させることはできません。

（注）

2. AIGPを有効にします。

•発信元BGW（BGW1/BGW3-1/BGW3-2、コアルータなど）を含むすべてのノードで、
BGPネイバーごとに BGP IPv4 AFで AIGPを有効にします。

router bgp 1
template peer BGP
address-family ipv4 unicast
aigp
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3. フィルタポリシーの作成

ステップ 3～ 5は、DC1の BGWに適用する必要があります。（注）

•アンダーレイルートを指定して、ELB wuECMPを有効にします。アンダーレイルー
トは、DC-1にアドバタイズされるオーバーレイプレフィックスのネクストホップを
表す、DC-2の BGWのマルチサイト PIPアドレスです。
ip prefix-list site2_ms_pip1 seq 5 permit 10.10.33.1/32
ip prefix-list site2_ms_pip2 seq 5 permit 10.10.34.1/32

•ルートマップを作成し、照合状態で以前構成されたプレフィックスリストを適用しま
す。

route-map Filter-Policy permit 10
match ip address prefix-list site2_ms_pip1 site2_ms_pip2

4. ELBフィルタポリシーを有効にします（ IPv4または IPv4 BGPアドレスファミリ下）。
router bgp 1
address-family ipv4 unicast
load-balance egress filter-policy route-map Filter-Policy

5. Egress-loadbalance-resolution- VRFテーブルのルートを確認します。次の出力に示すよう
に、BGW1はデフォルトで直接アンダーレイパスを使用して DC-2の各 PIPアドレスに到
達します。

BGW1# show ip route 10.10.33.1 vrf egress-loadbalance-resolution-

10.10.33.1, ubest/mbest: 1/0
*via 192.168.23.6%default, [20/4], 1d04h, bgp-1, external, tag 2, uecmp ! Green

path
BGW1# show ip route 10.10.34.1 vrf egress-loadbalance-resolution-
10.10.34.1/32, ubest/mbest: 1/0
*via 192.168.24.26%default, [20/8], 1d04h, bgp-1, external, tag 2, uecmp ! Green

Path

6. マルチパス自動ポリシーを作成します。

•マルチパスを選択するときに考慮することができる AS-Path長や AIGPメトリックな
どの BGP属性の違いを提供します。

•「出力ロードバランシング」のために計算され、インストールされるアンダーレイ
パスの最大数を指定します。

route-map Auto-Policy permit 10
set as-path-length difference 1 <1 to 255>
set aigp-metric difference 10 <1 to 4294967295>
set maximum-paths 8 <1 to 64>

ベストパスと非ベストパスの間で導出された AIGPメトリックの差が 10未満の場合、宛先
PIPアドレスに到達するために使用されるアンダーレイリンクのマルチパスセットに非最適パ
スが追加されます。

（注）
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7. ELBマルチパス自動ポリシーの有効化
router bgp 1
address-family ipv4 unicast
load-balance egress multipath auto-policy route-map Auto-policy

8. URIB Egress-loadbalance-resolution VRFテーブルのルートを確認します。次の出力に示す
ように、DC-2の各マルチサイト PIPアドレスに到達するために 2つの uECMPルートがイ
ンストールされています。受信したプレフィックスについてBGW1で計算されたAIGPメ
トリック情報に基づいて、各パスに異なる重みが関連付けられます。

BGW1# show ip route 10.10.33.1 vrf egress-loadbalance-resolution-

10.10.33.1/32, ubest/mbest: 4/0
*via 192.168.23.6%default, [20/4], 23:19:35, bgp-1, weight:2, external, tag 2,

uecmp ! Green path
*via 192.168.31.6%default, [20/4], 23:23:59, bgp-1, weight:1, external, tag 3,

uecmp ! Blue path

BGW1# show ip route 10.10.34.1 vrf egress-loadbalance-resolution-

10.10.34.1/32, ubest/mbest: 4/0
*via 192.168.24.26%default, [20/8], 1d00h, bgp-1, weight:3, external, tag 2,

uecmp ! Green path
*via 192.168.32.26%default, [20/8], 1d00h, bgp-1, weight:2, external, tag 3,

uecmp ! Blue path

オーバーレイでの AIGPを使用した動的wuECMP

1. 出力ロードバランシングuECMPアンダーレイパスを使用したオーバーレイネクストホッ
プ解決を有効にします。

•このコマンドは、Egress-loadbalance-resolution- VRFテーブルを使用した EVPNネク
ストホップの解決を有効にします。

•アンダーレイテーブルで出力ロードバランシング計算を有効にした後、このコマン
ドを有効にする必要があります。

router bgp 1 !BGW1
address-family l2vpn evpn
nexthop load-balance egress multisite

2. オーバーレイ wuECMPを有効にします。オーバーレイプレフィックスがネクストホップ
として PIPでアドバタイズされるようにするために、このコマンドはDC2の BGWノード
で必要です。

evpn multisite border-gateway 11 !BGW2-1/BGW2-2
dci-advertise-pip

router bgp 1 !BGW1
address-family l2vpn evpn
maximum-paths 8
maximum-paths unequal-cost

vrf 3001
address-family ipv4 unicast
maximum-paths 8
maximum-paths unequal-cost
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3. BGW1でテナント VRFテーブルでオーバーレイルートを確認します。オーバーレイプレ
フィックスは、両方のMulti-SitePIPアドレスをネクストホップとして使用して学習されま
す。上記の出力に基づいて、各 PIPアドレス宛てのトラフィックは、緑色と青色のパスを
使用して（異なる重みで）不等にロードバランシングされることがわかります。さらに、

次の出力に示すように、アンダーレイ AIGPメトリック情報は、ネクストホップ PIPアド
レスに異なるメトリックを割り当てるためにも活用されます。それにより、どのリモート

BGWノードトラフィックをカプセル化する必要があるか決定するときに、（異なる重み
で）不等ロードバランシングを適用することもできます。

BGW1# show ip route 10.1.21.1 vrf 3001

10.1.21.1/32, ubest/mbest: 2/0
*via 10.10.33.1%egress-loadbalance-resolution-, [20/2000], 1d02h, bgp-1, weight:2,

external,
tag 2, eLB, segid: 3003001 tunnelid: 0x66022101 encap: VXLAN
*via 10.10.34.1%egress-loadbalance-resolution-, [20/2000], 1d02h, bgp-1, weight:1,

external,
tag 2, eLB, segid: 3003001 tunnelid: 0x66022201 encap: VXLAN

オプションの構成

1. bestpath aigp ignoreを有効にします。

• 1つのパスに AIGPメトリックがない状態で、2つのパス間のベストパス選択プロセ
スで AIGPメトリックを評価しないように、BFPを実行しているデバイスを構成する
方法：

router bgp 1
bestpath aigp ignore

2. reference-bandwidthを有効にします。

• 2つの eBGPピア R1と R2には、IGPが実行されていない直接リンクが存在する可能
性があります。このようなリンクのコストを導出するには、次のコマンドを使用して

参照帯域幅を構成する必要があります。

router bgp 1
reference-bandwidth ?
<1-4000000> Rate in Mbps (bandwidth) (Default)

*Default value is 40000
<1-4000> Rate in Gbps (bandwidth)
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AIGPルーティングの詳細とダイナミックwuECMP

1. AIGPアンダーレイルートプログラミングを使用したダイナミック wuECMP

DC-2のリモート BGWから受信したマルチパスを持つアンダーレイルートは、BGW1の
egress-loadbalance-resolution- VRFの BGPルーティングテーブルとユニキャストルーティ
ングテーブルにプログラムされます。

以下の例では、以下のコンポーネントの出力例を示します。詳細については、ロードシェ

ア重みの計算（9ページ）を参照してください。
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• BGP：
BGW1# show bgp ipv4 unicast 10.10.33.1 vrf egress-loadbalance-resolution-
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib

Imported from 10.10.33.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.23.6 (metric 0) from 192.168.23.6 (10.10.33.1)
Origin incomplete, MED 0, localpref 100, weight 0, aigp metric weight 2,

aigp 0 derived aigp = 4

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
no labeled nexthop, in rib

Imported from 10.10.33.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.33.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.31.6 (metric 0) from 192.168.31.6 (10.10.33.1)
Origin incomplete, MED not set, localpref 100, weight 0, aigp metric weight

1, aigp 4 derived aigp = 8

BGW1# show bgp ipv4 unicast 10.10.34.1 vrf egress-loadbalance-resolution-
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib

Imported from 10.10.34.1/32 (VRF default)
AS-Path: 2 , path sourced external to AS
192.168.24.26 (metric 0) from 192.168.24.26 (10.10.34.1)
Origin incomplete, MED 0, localpref 100, weight 0, aigp metric weight 3,

aigp 4 derived aigp = 8

Path type: external, path is valid, not best reason: newer EBGP path, multipath,
uecmp, no labeled nexthop, in rib

Imported from 10.10.34.1/32 (VRF default)
AS-Path: 3 2 , path sourced external to AS
192.168.32.26 (metric 0) from 192.168.32.26 (10.10.34.1)
Origin incomplete, MED not set, localpref 100, weight 0, aigp metric weight

2, aigp 8 derived aigp = 12

• URIB：
BGW1# show ip route 10.10.33.1 detail vrf egress-loadbalance-resolution-
<Truncated>
10.10.33.1/32, ubest/mbest: 4/0

*via 192.168.23.6%default, [20/4], 23:19:35, bgp-1, weight:2, external, tag
2, uecmp ! Green path
<Truncated>

*via 192.168.31.6%default, [20/4], 23:23:59, bgp-1, weight:1, external, tag
3, uecmp ! Blue path
<Truncated>

BGW1# show ip route 10.10.34.1 detail vrf egress-loadbalance-resolution-
<Truncated>
10.10.34.1/32, ubest/mbest: 4/0

*via 192.168.24.26%default, [20/8], 1d00h, bgp-1, weight:3, external, tag 2,
uecmp ! Green path
<Truncated>

*via 192.168.32.26%default, [20/8], 1d00h, bgp-1, weight:2, external, tag 3,

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
40

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成

オーバーレイとアンダーレイの動的重み（wuECMP）、およびアンダーレイの AIGP



uecmp ! Blue path
<Truncated>

• FIB：
BGW1# show forwarding route 10.10.33.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.33.1/32 192.168.23.6 Ethernet1/22 ! 21 Entries

192.168.23.6 Ethernet1/22
.....
192.168.31.6 Ethernet1/32 ! 11 Entries
192.168.31.6 Ethernet1/33
.....

次に、ECMP（2）および uECMP（1）パスセットの重みに基づいて作成されたFIB転
送エントリの概要を示します。

• ECMPパスセット：21エントリ

• uECMPパスセット：11エントリ

•トラフィック比率は 21 : 11 = 2 : 1

BGW1# show forwarding route 10.10.34.1 vrf egress-loadbalance-resolution-
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
*10.10.34.1/32 192.168.24.26 Ethernet1/27 ! 19 Entries

192.168.24.26 Ethernet1/27
.....
192.168.32.26 Ethernet1/37 ! 13 Entries
192.168.32.26 Ethernet1/37
.....

次に、ECMP（3）および uECMP（2）パスセットの重みに基づいて作成されたFIB転
送エントリの概要を示します。

• ECMPパスセット：19エントリ

• uECMPパスセット：13エントリ

•トラフィック比率は 19 : 13 = 3 : 2です。

2. AIGPオーバーレイルートプログラミングを使用したダイナミック wuECMP

オーバーレイルートは、BGW1の egress-loadbalance-resolution- VRFテーブルを使用し
て、DC-2から受信したオーバーレイプレフィックスのPIPネクストホップを解決します。

以下の例では、以下のコンポーネントの出力例を示します。詳細については、アンダーレ

イのダイナミックの導出（9ページ）を参照してください。

• BGP：

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成
41

VXLAN EVPNトラフィックエンジニアリング：マルチサイト出力ロードバランシングの構成

オーバーレイとアンダーレイの動的重み（wuECMP）、およびアンダーレイの AIGP



BGW1# show bgp l2vpn evpn 10.1.21.1
<Truncated>
Advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, has esi_gw

Imported to 3 destination(s)
Imported paths list: 3001 L3-3003001 L2-2001001

AS-Path: 2 , path sourced external to AS
10.10.33.1 (metric 4) from 10.10.33.1 (10.10.33.1)

<Truncated>
Path type: external, path is valid, not best reason: NH metric, multipath, no
labeled nexthop, has esi_gw

Imported to 3 destination(s)
Imported paths list: 3001 L3-3003001 L2-2001001

AS-Path: 2 , path sourced external to AS
10.10.34.1 (metric 8) from 10.10.34.1 (10.10.34.1)

BGW1# show bgp ipv4 unicast 10.1.21.1 vrf 3001
<Truncated>
Advertised path-id 1, VPN AF advertised path-id 1
Path type: external, path is valid, is best path, no labeled nexthop, in rib,
has esi_gw

Imported from
21:2001001:[2]:[0]:[0]:[48]:[0010.0100.2101]:[32]:[10.1.21.1]/272
AS-Path: 2 , path sourced external to AS
10.10.33.1 (metric 4) from 10.10.33.1 (10.10.33.1)
Origin IGP, MED 2000, localpref 100, weight 0, igp metric weight 2

<Truncated>
Path type: external, path is valid, not best reason: NH metric, multipath, no
labeled nexthop, in rib, has esi_gw

Imported from
21:2001001:[2]:[0]:[0]:[48]:[0010.0100.2101]:[32]:[10.1.21.1]/272
AS-Path: 2 , path sourced external to AS
10.10.34.1 (metric 8) from 10.10.34.1 (10.10.34.1)
Origin IGP, MED 2000, localpref 100, weight 0, igp metric weight 1

• URIB：
BGW1# show ip route 10.1.21.1 detail vrf 3001
<Truncated>
10.1.21.1/32, ubest/mbest: 2/0

*via 10.10.33.1%egress-loadbalance-resolution-, [20/2000], 1d02h, bgp-1,
weight:2, external,

tag 2, eLB, segid: 3003001 tunnelid: 0x66022101 encap: VXLAN
<Truncated>

*via 10.10.34.1%egress-loadbalance-resolution-, [20/2000], 1d02h, bgp-1,
weight:1, external,

tag 2, eLB, segid: 3003001 tunnelid: 0x66022201 encap: VXLAN

• FIB：
BGW1# show forwarding route 10.1.21.1 vrf 3001
<Truncated>
------------------+---------------------+----------------+-----------------+----------------
Prefix | Next-hop | Interface | Labels |
Partial Install
------------------+---------------------+----------------+-----------------+----------------
10.1.21.1/32 10.10.33.1 nve1 ! 21 Entries

10.10.33.1 nve1
.....
10.10.34.1 nve1 ! 11 Entries
10.10.34.1 nve1
.....
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• L2RIB：重み付きのMacルート（EVPNタイプ 2）：

Cisco NX-OSリリース 10.5(3)F以降、ラベル付きネクストホップと非対称 VNIフラグ
が図のように追加されました。対称 VNIの場合、ラベルとフラグは EADと PLのネ
クストホップの一部として表示されません。

switch# show l2route evpn mac evi 1001 detail

Flags -(Rmac):Router MAC (Stt):Static (L):Local (R):Remote (V):vPC link
(Dup):Duplicate (Spl):Split (Rcv):Recv (AD):Auto-Delete (D):Del Pending
(S):Stale (C):Clear, (Ps):Peer Sync (O):Re-Originated (Nho):NH-Override
(Pf):Permanently-Frozen, (Orp): Orphan

Topology Mac Address Prod Flags Seq No Next-Hops

----------- -------------- ------ ------------- ----------
---------------------------------------
100 abcd.ef12.3456 BGP Rcv 0 10.10.33.1 (Label:
20000)(Flags: Asy)

10.10.34.1 (Label:
10000)(Flags: Asy)

Route Resolution Type: ESI
Forwarding State: Resolved (PL)
Resultant PL: 10.10.33.1(Wt: 2) (Label: 20000)(Flags: Asy)

10.10.34.1(Wt: 1) (Label: 10000)(Flags: Asy)
Sent To: L2FM
ESI : aaaa.aaaa.aaaa.aaaa.99aa

BGW1# show l2route evpn path-list all detail
(R) = Remote Global EAD NH Peerid resolved,
(UR) = Remote Global EAD NH Peerid unresolved
Flags - (A):All-Active (Si):Single-Active

NH Flags: Asy = Asymmetric VNI
Topology ID Prod ESI ECMP Label Flags Client
Ctx MACs Sent To
------------ ------ ------------------------- ---------- ------ -----------
---------- ----------
100 UFDM aaaa.aaaa.aaaa.aaaa.99aa 0 A 0

1 UFDM
CP Next-Hops: 5.5.5.5, 6.6.6.6
Gbl EAD Next-Hops: 10.10.33.1 (5,R)

10.10.34.1 (6,R)
Res Next-Hops: 10.10.33.1(Wt: 2) (Label: 20000)(Flags: Asy)

10.10.34.1(Wt: 1) (Label: 10000)(Flags: Asy)

Bkp Next-Hops:
Res Next-Hops from UFDM: 10.10.33.1(Wt: 2) (Label:

20000)(Flags: Asy)
10.10.34.1(Wt: 1) (Label:

10000)(Flags: Asy)

•重み付き L2FM - Macルート（EVPNタイプ 2）：
BGW1# show mac address-table vlan 1001 address 0010.0100.2101
<Truncated>
VLAN MAC Address Type age Secure NTFY Ports
---------+-----------------+--------+---------+------+----+------------------
C 1001 0010.0100.2101 dynamic NA F F nve1(10.10.33.1[Wt:
2] 10.10.34.1[Wt: 1])
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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