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IPv4アドレス
IPアドレスは、デバイスの各ネットワークインターフェイスに割り当てられる一意の識別子
であり、ネットワークを介して他のホストと通信できるようにします。ネットワークインター

フェイスに IPアドレスを設定することにより、これらのインターフェイスがネットワーク内
でパケットを送受信できるようになります。

インターフェイスには、デバイスが生成するパケットの主な送信元と接続先である1つのプラ
イマリ IPアドレスを設定できます。複数のサブネットまたはネットワーク要件をサポートす
るために、複数のセカンダリ IPアドレスをインターフェイスに割り当てることもできます。
発信パケットは、常にこのプライマリアドレスを送信元として使用するため、同じインター

フェイス上のすべてのデバイスは、同じプライマリ IPアドレスを共有する必要があります。
各 IPv4パケットには、設定された IPアドレスから取得した送信元と接続先の情報が含まれて
います。詳細については、「複数 IPv4アドレス」の項を参照してください。

サブネットマスクは、IPアドレスをネットワークとホストの部分に分割する 32ビット値で
す。サブネットマスクを適用することで、IPアドレスが属するネットワークを指定し、ホス
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トコンポーネントを分離します。サブネットマスクは、IPネットワークがネットワーク IDと
ホスト IDを区別して、効果的なルーティングとアドレッシングを促進します。

デバイスの IP機能は、ユニキャストおよびマルチキャストルートルックアップ、ソフトウェ
アベースのアクセスコントロールリスト（ACL）転送、および重複アドレスルックアップを
含む、IPv4パケットの処理と転送を管理します。また、ネットワークインターフェイスの IP
アドレス設定、スタティックルート管理、および IPクライアントによるパケット送受信も監
視します。

Nexusスイッチは、null0インターフェイスに送信されたパケットをドロップします。IPv4また
は IPv6パケットが null0インターフェイスに送信された場合、Cisco Nexus 9000スイッチは
ICMPまたは ICMPv6で応答しません。

（注）

複数の IPv4アドレス
Cisco NX-OS、では、インターフェイスごとに複数のIPアドレスを設定できます。さまざまな
要件を満たすために、任意の数のセカンダリアドレスを設定できます。一般的なシナリオに

は、以下のものがあります：

•単一のサブネットで許可されているよりも多くのホスト IPアドレスが必要な場合。たと
えば、サブネット化スキームが論理的なサブネットあたり最大254のホストをサポートし
ているものの、単一の物理サブネット上に300のホストが必要な場合は、ルータまたはア
クセスサーバーにセカンダリ IPアドレスを適用できます。これにより、2つの論理的な
サブネットを 1つの物理サブネットにマッピングできます。

•同じネットワークの2つのサブネットが別のネットワークによって物理的に分離されてい
る場合は、セカンダリアドレスを使用してそれらを統一することができます。この場合、

1つのネットワークが別のネットワークよりも効果的に拡張されます。1つのサブネット
は、同時に複数のアクティブなインターフェイス上に表示できないことに注意してくださ

い。

ネットワークセグメント上のいずれかのデバイスがセカンダリ IPv4アドレスを使用している
場合は、同じインターフェイス上の他のすべてのデバイスは、同じネットワークまたはサブ

ネットからのセカンダリアドレスを使用する必要があります。セグメント内のセカンダリア

ドレスを一貫性のない仕方で適用すると、ただちにルーティングループが発生する可能性があ

ります。

（注）

LPMルーティングモード
デフォルトでは、Cisco NX-OSは、デバイス上で最長プレフィックス一致（LPM）を許可する
ように階層的にルーティングします。ただし、より多くの LPMルートエントリをサポートす
るために、異なるルーティングモード用にデバイスを設定できます。
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次の表に、Cisco Nexus 9000シリーズスイッチでサポートされている LPMルーティングモー
ドを示します。

Cisco Nexus 9200シリーズスイッチ用の LPMルーティングモード

表 1 : Cisco Nexus 9200シリーズスイッチ用の LPMルーティングモード

CLIコマンドLPMルーティングモード

デフォルトのシステムルーティングモード

system routing template-dual-stack-host-scaleLPMデュアルホストルーティングモード

system routing template-lpm-heavyLPMヘビールーティングモード

Cisco Nexus 9200プラットフォームスイッチは、IPv4マルチキャストルートの system routing
template-lpm-heavyモードをサポートしていません。LPMの上限を 0にリセットしてくださ
い。

（注）

Cisco Nexus 9300シリーズスイッチ用の LPMルーティングモード

表 2 : Cisco Nexus 9300シリーズスイッチ用の LPMルーティングモード

CLIコマンドBroadcom T2モードLPMルーティングモード

3デフォルトのシステムルー

ティングモード

system routing max-mode l34ALPMルーティングモード

Cisco Nexus 9300-EX/FX/FX2/FX3/GXプラットフォームスイッチ用の LPMルーティングモード

表 3 : Cisco Nexus 9300-EX/FX/FX2/FX3/GXプラットフォームスイッチ用の LPMルーティングモード

CLIコマンドLPMルーティングモード

system routing template-dual-stack-host-scaleLPMデュアルホストルーティングモード

system routing template-lpm-heavyLPMヘビールーティングモード

system routing template-internet-peeringLPMインターネットピアリングモード
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Cisco Nexus 9300-FXプラットフォームスイッチ用の LPMルーティングモード

Cisco Nexus 9300-FX2プラットフォームスイッチ用の LPMルーティングモード

Cisco Nexus 9300-GXプラットフォームスイッチ用の LPMルーティングモード

9700-EXおよび 9700-FXラインカードを搭載した Cisco Nexus 9500プラットフォームスイッチ用
LPMルーティングモード

表 4 : 9700-EXおよび 9700-FXラインカードを搭載した Cisco Nexus 9500プラットフォームスイッチ用 LPMルーティング
モード

CLIコマンドBroadcom T2モードLPMルーティングモード

3（ラインカード用）。

4（ファブリックモジュール
用）

デフォルトのシステムルー

ティングモード

system routing max-mode host2（ラインカード用）。

3（ファブリックモジュール
用）

最大-ホストルーティングモー
ド

system routing
non-hierarchical-routing
[max-l3-mode]

3（ラインカード用）。

max-l3-modeオプション付き4
（ラインカード用）

非階層ルーティングモード

system routing mode
hierarchical 64b-alpm

モード4のサブモード（ファブ
リックモジュール用）

64ビットALPMルーティング
モード

system routing
template-lpm-heavy

（注）

このモードは、9732C-EXラ
インカードを搭載した Cisco
Nexus 9508スイッチでのみサ
ポートされます。

LPMヘビールーティング
モード
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CLIコマンドBroadcom T2モードLPMルーティングモード

system routing
template-internet-peering

（注）

このモードは、次の Cisco
Nexus 9500プラットフォーム
スイッチでのみサポートされ

ています。

• 9700-EXラインカード搭
載の Cisco Nexus 9500プ
ラットフォームスイッチ

• Cisco Nexus 9500-FXプ
ラットフォームスイッチ

（Cisco NX-OSリリース
7.0(3)I7(4)以降）

• Cisco 9500-Rプラット
フォームスイッチ（Cisco
NX-OSリリース 9.3(1)以
降）

LPMインターネットピアリン
グモード

LPMデュアルホストルーティ
ングモード

9600-Rラインカードを搭載した Cisco Nexus 9500-Rプラットフォームスイッチの LPMルーティ
ングモード

表 5 : 9600-Rラインカードを搭載した Cisco Nexus 9500-Rプラットフォームスイッチの LPMルーティングモード

CLIコマンドLPMルーティングモード

system routing template-internet-peering

（Cisco NX-OSリリース 9.3(1)以降）

LPMインターネットピアリングモード

ホストから LPMへのスピルオーバー（コンセプト）

Cisco NX-OSリリース 7.0(3)I5(1)以降では、ホストルートを LPMテーブルに保存して、より
大きなホストスケールを実現できます。ALPMモードでは、スイッチはより少ないホストルー
トをサポートします。サポートされるスケールよりも多くのホストルートを追加すると、ホス

トテーブルからあふれたルートは、LPMテーブルのスペースを使用します。そのため、利用
可能な LPMルートの総数は減少します。この機能は、Cisco Nexus 9300および 9500プラット
フォームスイッチではサポートされていません。
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デフォルトのシステムルーティングモードでは、Cisco Nexus 9300プラットフォームスイッ
チは、より高いホストスケールとより少ない LPMルート用に設定されているため、付加的な
ホストルートを保存するために LPMスペースを使用できます。Cisco Nexus 9500プラット
フォームスイッチでは、デフォルトのシステムルーティングモードと非階層型ルーティング

モードのみがラインカードでこの機能をサポートします。ファブリックモジュールはこの機

能をサポートしていません。

アドレス解決プロトコル

ネットワーキングデバイスおよびレイヤ3スイッチはARPを使用して、IP（ネットワーク層）
アドレスを物理（Media Access Control（MAC）レイヤ）アドレスにマッピングし、IPパケッ
トがネットワーク上に送信されるようにします。デバイスは、他のデバイスにパケットを送信

する前に自身の ARPキャッシュを調べて、MACアドレスまたは対応する宛先デバイスの IP
アドレスがないかを確認します。エントリがまったくない場合、送信元のデバイスは、ネット

ワーク上の全デバイスにブロードキャストメッセージを送信します。

各デバイスは、問い合わせられた IPアドレスを自身のアドレスと比較します。一致する IPア
ドレスを持つデバイスだけが、デバイスのMACアドレスを含むパケットとともにデータを送
信したデバイスに返信します。送信元デバイスは、あとで参照できるよう、宛先デバイスの

MACアドレスをそのARPテーブルに追加し、データリンクヘッダーおよびトレーラを作成し
てパケットをカプセル化し、データの転送へと進みます。次の図は、ARPブロードキャストと
応答プロセスを示しています。

図 1 : ARP処理

宛先デバイスが、別のデバイスを挟んだリモートネットワーク上にあるときは、同じ処理が行

われますが、データを送信するデバイスが、デフォルトゲートウェイのMACアドレスを求め
る ARP要求を送信する点が異なります。アドレスが解決され、デフォルトゲートウェイがパ
ケットを受信した後に、デフォルトゲートウェイは、接続されているネットワーク上で宛先の

IPアドレスをブロードキャストします。宛先デバイスのネットワーク上のデバイスは、ARP
を使用して宛先デバイスのMACアドレスを取得し、パケットを配信します。ARPはデフォル
トでイネーブルにされています。

デフォルトでシステム定義された CoPPポリシーレートは、スーパーバイザモジュールにバ
インドされたARPブロードキャストパケットを制限します。デフォルトのシステム定義CoPP
ポリシーは、ARPブロードキャストストームによるコントロールプレーントラフィックへの
影響を防止し、ブリッジドパケットに影響しません。
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ARPキャッシング
ARPキャッシングにより、ブロードキャストが最小になり、ネットワークリソースの浪費が
抑制されます。IPアドレスのMACアドレスへのマッピングは、ネットワーク間でパケットが
送信されるたびに、ネットワーク上の各ホップ（デバイス）で行われるため、ネットワークの

パフォーマンスに影響する場合があります。

• ARPキャッシングでは、ネットワークアドレスとそれに関連付けられたデータリンクア
ドレスが一定の期間メモリ内に保存されるため、パケットが送信されるたびに同じアドレ

スにブロードキャストするための貴重なネットワークリソースの使用が最小限に抑えられ

ます。

•キャッシュエントリは、定期的に失効するよう設定されているため、保守が必要です。こ
れは、古い情報が無効となる場合があるためです。

•ネットワーク上のすべてのデバイスは、アドレスのブロードキャストに従ってアドレス
テーブルを更新します。

ARPキャッシュのスタティックおよびダイナミックエントリ

スタティックルーティング

スタティックルーティングは、手動で各デバイスの各インターフェイスに対応する IPアドレ
ス、サブネットマスク、ゲートウェイ、および対応するMACアドレスを設定する必要があり
ます。スタティックルーティングでは、ルートテーブルを維持するために、より多くの処理

が必要です。ルートを追加または変更するたびに、テーブルの更新が必要となるためです。

ダイナミックルーティング

ダイナミックルーティングは、ネットワーク上のデバイスが相互にルーティングテーブル情

報を交換できるプロトコルを使用します。ダイナミックルーティングは、キャッシュに制限時

間を追加しない限り、ルートテーブルが自動更新されるため、スタティックルーティングよ

り効率的です。デフォルトの制限時間は 25分ですが、キャッシュから追加および削除される
ルートがネットワークに数多く存在する場合は、制限時間を変更できます。

ARPを使用しないデバイス
ネットワークが2つのセグメントに分割されると、ブリッジによりセグメントが結合され、各
セグメントへのトラフィックがMACアドレスに基づいてフィルタリングされます。ブリッジ
はMACアドレスだけを使用する独自のアドレステーブルを作成します。デバイスが IPアド
レスおよび対応するMACアドレスの両方を含む ARPキャッシュを持っています。

パッシブハブは、ネットワーク内の他のデバイスを物理的に接続する集中接続デバイスです。

パッシブハブはそのすべてのポートでデバイスにメッセージを送信し、レイヤ1で動作します
が、アドレステーブルを保持しません。
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レイヤ2スイッチは、デバイス上のどのポートがそのポートだけに送信されたメッセージを受
信するかを決定します。ただし、レイヤ3スイッチは、ARPキャッシュ（テーブル）を作成す
るデバイスです。

Reverse ARP
RFC 903で定義されたReverseARP（RARP）は、ARPと同じように動作しますが、RARP要求
パケットはMACアドレスではなく IPアドレスを要求する点が異なります。RARPは多くの場
合、ディスクレスワークステーションで使用されます。これは、このタイプのデバイスには、

起動時に使用する IPアドレスを格納する手段がないためです。認識できるアドレスはMACア
ドレスだけで、これはハードウェアに焼き付けられているためです。

RARPを使用するには、ルータインターフェイスとして、同じネットワークセグメント上に
RARPサーバが必要です。次の図に、RARPの仕組みを示します。

図 2 : Reverse ARP

RARPには、いくつかの制限があります。これらの制限により、ほとんどのビジネスでは、
DHCPを使用してダイナミックに IPアドレスを割り当てています。DHCPは、RARPよりコス
ト効率が高く、必要な保守作業も少ないためです。最も重要な制限は次のとおりです。

• RARPはハードウェアアドレスを使用するため、多くの物理ネットワークを含む大規模な
ネットワークの場合は、各セグメント上に、冗長性のための追加サーバを備えた RARP
サーバが必要です。各セグメントに 2台のサーバを保持すると、コストがかかります。

•各サーバは、ハードウェアアドレスと IPアドレスのスタティックマッピングのテーブル
で設定する必要があります。IPアドレスの保守は困難です。

• RARPは、ホストの IPアドレスだけを提供し、サブネットマスクもデフォルトゲートウェ
イも提供しません。

プロキシ ARP
プロキシ ARPを使用すると、物理的に 1つのネットワーク上に存在するデバイスが、論理的
に、同じデバイスまたはファイアウォールに接続された別の物理ネットワークの一部として表

示されます。プロキシARPで、プライベートネットワーク上のパブリック IPアドレスを持つ
デバイスをルータの背後に隠すと同時に、このデバイスを、ルータの前のパブリックネット

ワーク上に表示できます。ルータはそのアイデンティティを隠すことにより、実際の宛先まで

パケットをルーティングする役割を担います。プロキシ ARPを使用すると、サブネット上の
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デバイスは、ルーティングもデフォルトゲートウェイも設定せずにリモートサブネットまで

到達できます。

複数のデバイスが同じデータリンク層のネットワークでなく、同じ IPネットワーク内にある
場合、これらのデバイスは相互に、ローカルネットワーク上にあるかのようにデータを送信し

ようとします。ただし、これらのデバイスを隔てるルータは、ブロードキャストメッセージを

送信しません。これは、ルータがハードウェアレイヤのブロードキャストを渡さず、アドレス

が解決されないためです。

デバイスでプロキシ ARPをイネーブルにし、ARP要求を受信すると、プロキシ ARPはこれ
を、ローカル LAN上にないシステムに対する要求と見なします。デバイスは、ブロードキャ
ストの宛先であるリモートの宛先であるかのように、自身のMACアドレスをリモートの宛先
の IPアドレスに関連付ける ARP応答で応答します。ローカルデバイスは、自身が宛先に直
接、接続されていると認識していますが、実際には、そのパケットは、ローカルデバイスによ

りローカルサブネットワークから宛先のサブネットワークへと転送されています。デフォルト

では、プロキシ ARPはディセーブルになっています。

ローカルプロキシ ARP
ローカルプロキシARPを使用して、通常はルーティングが不要なサブネット内の IPアドレス
を求める ARP要求に対して、デバイスが応答できるようにすることができます。ローカルプ
ロキシ ARPを有効にすると、ARPは、サブネット内の IPアドレスを求めるすべての ARP要
求に応答し、サブネット内のホスト間ですべてのトラフィックを転送します。この機能は、ホ

ストが接続されているデバイスの設定により意図的に、ホストの直接通信が禁止されているサ

ブネットだけで使用してください。

Gratuitous ARP
Gratuitous ARPは、送信元 IPアドレスと宛先 IPアドレスが同じである要求を送信し、重複す
る IPアドレスを検出します。Cisco NX-OSは、 Gratuitous ARPまたは ARPキャッシュ更新の
有効化または無効化をサポートします。

MAC削除時の定期的な ARP更新
ARPプロセスはMACの削除を追跡し、設定されたカウントの設定された時間間隔でL3VLAN
インターフェイスに定期的なARP更新を送信します。MACが学習されると、ARPプロセスは
定期的な ARP更新の送信を停止します。

詳細については、「SVIのMAC削除での定期的な ARPリフレッシュの構成（29ページ）」
を参照してください。

MAC削除時の ARP更新
インターフェイスフラップ、MACアドレステーブルのクリア、または、STPTCN通知などの
トリガーが発生すると、MACアドレスは削除またはフラッシュされます。これらのMACア
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ドレスが削除されると、ARPプロセスは、これらのMACアドレスに関連した全ての隣接関係
に対して、ARP更新を開始します。これらのARPリフレッシュは、CoPP制限の影響を受けま
す。これにより、ARPプロセスがすべてのARPエントリを効果的に再学習できなくなります。

Cisco NX-OSリリース 10.5（3）Fから、ARPプロセスは 2、4、8秒後に更新を再試行し、16秒
後（応答がない場合）に削除する代わりに、2、4、8、および 8秒後に更新を送信し、さらに
8秒後に削除します（1回余分に更新する）。この変更によって、一部のARP応答パケットが
CoPP制限の対象となる場合でも、拡張済みの ARPエントリによる ARP学習が向上します。

収集スロットル

着信 IPパケットがラインカードに転送されたときに、ネクストホップのアドレス解決プロト
コル（ARP）の要求が解決されない場合、ラインカードはパケットをスーパーバイザに転送し
ます（収集スロットル）。スーパーバイザはネクストホップのMACアドレスを解決し、ハー
ドウェアをプログラミングします。

ARP要求が送信されると、ソフトウェアは、同じネクストホップ IPアドレスへのパケットが
スーパーバイザに転送されないようにするために、ハードウェア内に /32ドロップ隣接関係を
追加します。ARPが解決されると、そのハードウェアエントリは正しいMACアドレスで更新
されます。タイムアウト期間が経過するまでに ARPエントリが解決されない場合、そのエン
トリはハードウェアから削除されます。

Gleanスロットリングは IPv4および IPv6でサポートされますが、IPv6リンクローカルアドレ
スはサポートされません。

（注）

パスMTUディスカバリ
パス最大伝送ユニット（MTU）ディスカバリは、TCP接続のエンドポイント間のネットワー
ク内で使用可能な帯域幅の使用を最大化するための方法です。これは RFC 1191で規定されて
います。この機能を有効または無効にしても、既存の接続に影響しません。

ICMP
Internet Control Message Protocol（ICMP）を使用して、IP処理に関連するエラーおよびその他
の情報を報告するメッセージパケットを提供できます。ICMPは、ICMP宛先到達不能メッセー
ジ、ICMPエコー要求（2つのホスト間でパケットを往復送信する）、およびエコー返信メッ
セージなどのエラーメッセージを生成します。ICMPは多くの診断機能も備えており、ホスト
へのエラーパケットの送信およびリダイレクトが可能です。デフォルトでは、ICMPがイネー
ブルにされています。

次に示すのは、ICMPメッセージタイプの一部です。

•ネットワークエラーメッセージ

•ネットワーク輻輳メッセージ

IPv4アドレス
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•トラブルシューティング情報

•タイムアウト告知

• ICMPリダイレクトは、ローカルプロキシ ARP機能がイネーブルになっているインター
フェイスではディセーブルになります。

• ICMPリダイレクト機能は、CiscoN93-C64E-SG2-Qスイッチプラットフォームではサポー
トされません。ICMPリダイレクトがCiscoN93-C64E-SG2-Qスイッチで現在有効になって
いる場合は、無効にする必要があります。

（注）

IPv4の仮想化のサポート
IPv4は、仮想ルーティング/転送（VRF）インスタンスをサポートします。

IPv4の前提条件
IPv4には、次の前提条件があります。

• IPv4はレイヤ 3インターフェイス上だけで設定可能です。

IPv4の注意事項および制約事項
IPv4設定時の注意事項および制約事項は、次のとおりです。

•インターネットピアリングモードに設定された Cisco Nexus 9300-EXおよび Cisco Nexus
9300-FX2プラットフォームスイッチには、完全な IPv4および IPv6インターネットルー
トを同時にインストールするための十分なハードウェア容量がない場合があります。

•セカンダリ IPアドレスは、プライマリ IPアドレスの設定後にだけ設定できます。

•ローカルプロキシ ARPは、複数のサブネットに属する複数の HSRPグループを持つイン
ターフェイスではサポートされません。

• ip proxy-arp コマンドは、 fabric forwarding mode anycast-gatewayで有効になっている
SVIの VXLAN EVPNファブリックではサポートされていません。

• -Rラインカードを搭載した Cisco Nexus 9500-Rプラットフォームスイッチの場合、イン
ターネットピアリングモードは、グローバルインターネットルーティングテーブルで配

信されるプレフィックスパターンでのみ使用されます。このモードでは、他のプレフィッ

クス配布/パターンは動作できますが、予測できません。その結果、プレフィックスパター
ンが実際のインターネットプレフィックスパターンである場合にのみ、達成可能な最大

IPv4アドレス
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LPM/LEMスケールが信頼できます。インターネットピアリングモードでは、グローバル
インターネットルーティングテーブル内のルートプレフィックスパターン以外のルート

プレフィックスパターンが使用されている場合、スイッチは文書化されたスケーラビリ

ティの数値を正常に達成できない可能性があります。

• system routing template-internet-peeringを設定した場合、マルチキャストトラフィックは
サポートされません。ただし、スイッチに機能 PIMおよび PIMを設定することは引き続
き可能です。

• LPMの重いルーティングモードは、9700-EX、-FX、および-GXシリーズモジュールを搭
載した Cisco Nexus 9500シリーズスイッチでサポートされます。

• Cisco NX-OSリリース 10.2(3)F以降、設定された間隔に基づいて IPv4リダイレクトメッ
セージがトリガーされると、syslogが出力されます。

• Cisco NX-OSリリース 10.3(1)F以降、スタティックルーティングが Cisco Nexus 9808ス
イッチでサポートされます。

• Cisco NX-OSリリース 10.4(1)F以降、スタティックルーティングは次のスイッチおよびラ
インカードでサポートされています。

• Cisco Nexus 9804スイッチ。

• 9804および 9808プラットフォームスイッチを搭載した Cisco Nexus X98900CD-Aお
よび X9836DM-Aラインカード。

• Cisco NX-OSリリース 10.3(1)F以降、ダイナミックルーティングが Cisco Nexus 9808プ
ラットフォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4(1)F以降、ダイナミックルーティングは、9808および 9804ス
イッチを搭載した Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカードでサポート
されます。

• Cisco NX-OSリリース 10.4(2)F以降、スタティックルーティングは Cisco Nexus 9232E-B1
スイッチでサポートされます。

• Cisco NX-OSリリース 10.2(4)M以降、MAC削除サポートの定期的な ARPリフレッシュ
は、次の制限付きで Cisco Nexus 9000シリーズプラットフォームスイッチで提供されま
す。

• ip arp refresh-adj-on-mac-delete retry コマンドの設定中に、ARPが学習されてMAC
が学習されていなくても、ARPプロセスはリフレッシュをトリガーしません。これ
は、MAC削除/フラッシュ時に定期的な ARPリフレッシュを送信しようとします。

• ip arp refresh-adj-on-mac-delete retryコマンドの設定後、MACを削除すると、定期的
な ARPリフレッシュ動作がトリガーされます。

•この定期的なARPリフレッシュのトリガーは、MAC削除です。この機能は、バース
トパケット受信時のMAC学習ミスには対処しません。

•構成中に、規模/ネットワーク要件に基づいて適切な数と間隔を選択する必要がありま
す。

IPv4アドレス
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• CiscoNX-OSリリース 10.4(1)F以降、サブネット外のARP解決のサポートは、CiscoNexus
9000シリーズプラットフォームスイッチで次の L3インターフェイスに提供されます。

•イーサネット

•サブインターフェイス

•ポートチャネル

• FEX

• IPアンナンバードインターフェイス

•サブネット外 ARP解決機能は、SVI L3インターフェイス、
および VPC、HSRP、または VXLAN展開ではサポートされ
ません。

（注）

• Cisco NX-OSリリース 10.4(2)F以降では、次の機能を使用して、Cisco NX-OSデバイスの
インターフェイスごとに ARPキャッシュエントリを制限する ip arp cache intf-limit 設定
がサポートされています。

•グローバルモードとインターフェイスモードでサポートされます。ただし、インター
フェイスモードの構成は、グローバルモードよりも優先されます。

•次の L3インターフェイスでのみサポートされます。

• SVI

• SVIアンナンバードインターフェイス

•次の L3インターフェイスではサポートされていません。

•イーサネット

•サブインターフェイス

•ポートチャネル

•アンナンバードインターフェイス

•構成がサポートされていないインターフェイスに適用される場合、この構成はグロー
バルモードに適用されます。

• Cisco NX-OSリリース 10.4(2)F以降では、次の IPv4レイヤ 3機能が Cisco Nexus 9232E-B1
スイッチでサポートされています。

• ARP

• ECMP

• IPv4ユニキャストルート

IPv4アドレス
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• IPv4ホストルート

• CiscoNX-OSリリース 10.4(2)F以降では、クラスE IPアドレスを使用してすべてのNX-OS
機能を構成できます。IPv4アドレス空間が不足している場合は、クラス Eの IPアドレス
を使用して機能を構成できます。クラス E IPアドレスでは、次のスイッチおよびライン
カードがサポートされています。

• Cisco Nexus 92348GC-X

• Cisco Nexus 9300-EX/FX/FX2/FX3/H2R/H1/GX/GX2

• Cisco Nexus 9300C

• Cisco Nexus 9700-EX/FX/GXラインカード

• Cisco NX-OSリリース 10.4(2)F以降では、次の IPv4レイヤ 3機能が N9336C-SE1スイッチ
でサポートされています。

• IPv4ユニキャストルート

• IPv4ホストルート

• IPv4ネイバー探索

• ARP

• IPダイレクトブロードキャスト

•非 SVI IPアンナンバードインターフェイス

• Cisco NX-OSリリース 10.6(2)F以降では、IPダイレクテッドブロードキャスト設定で新し
い hw-assistキーワードを使用して、IPダイレクテッドブロードキャストのハードウェア
転送を設定できます。

•この機能は L3トポロジでのみサポートされています。

•この機能は VXLANではサポートされていません。

•キーワード hw-assistは SVIでのみサポートされています

•この機能は、Cisco Nexus 9300-FX/FX2/FX3/GX/GX2/HXベースの TORでサポートさ
れています。EORではサポートされていません。

デフォルト設定
次の表に、IPパラメータのデフォルト設定値を示します。

デフォルトパラメータ

1500秒ARPタイムアウト

IPv4アドレス
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デフォルトパラメータ

無効化『Proxy ARP』

IPv4の設定

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

IPv4アドレスを設定する
ネットワークインターフェイスにプライマリ IPアドレスを割り当てることができます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 ip address ip-address/length [secondary]

例：

switch(config-if)# ip address
192.2.1.1 255.0.0.0

インターフェイスに対するプライマリ IPv4アドレスまたはセカンダリ IPv4アドレスを指定します。

• 4分割ドット付き 10進表記のアドレスでネットワークマスクを指定します。たとえば、255.0.0.0は、
1に等しい各ビットが、ネットワークアドレスに属した対応するアドレスビットを意味することを示
します。

•ネットワークマスクは、スラッシュ（/）および数字、つまり、プレフィックス長として示される場合
もあります。プレフィックス長は、アドレスの高次の連続ビットのうち、何個がプレフィックス（ア
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ドレスのネットワーク部分）を構成しているかを指定する 10進数値です。スラッシュは 10進数値の
前に置かれ、IPアドレスとスラッシュの間にスペースは入りません。

ステップ 4 （任意） show ip interface

例：

switch(config-if)# show ip interface

IPv4に設定されたインターフェイスを表示します。

ステップ 5 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config
startup-config

実行コンフィギュレーションを、スタートアップコンフィギュレーションにコピーします。

複数の IPアドレスの設定
セカンダリ IPアドレスは、プライマリ IPアドレスの設定後にのみ追加できます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 ip address ip-address/length [secondary]

例：

switch(config-if)# ip address
192.168.1.1 255.0.0.0 secondary

設定したアドレスをセカンダリ IPv4アドレスとして指定します。

ステップ 4 （任意） show ip interface

IPv4アドレス
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例：

switch(config-if)# show ip interface

IPv4用に設定されたインターフェイスを表示します。

ステップ 5 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config
startup-config

この設定変更を保存します。

最大ホストルーティングモードの構成

デフォルトでは、Cisco NX-OSは階層方式で（モード 4になるように設定されたファブリック
モジュールとモード3になるように設定されたラインカードモジュールで）ルートをプログラ
ミングし、デバイス上での最長プレフィクス照合（LPM）とホストスケールが可能になりま
す。

デフォルトの LPMおよびホストスケールを変更してシステム内のホストをさらにプログラミ
ングできます。これは、ノードをレイヤ 2～レイヤ 3の境界ノードとして位置付けるときに必
要になる場合があります。

LPMテーブルのエントリをさらに拡大したい場合は、「非階層ルーティングモードの構成
（Configuring Nonhierarchical Routing Mode（Cisco Nexus 9500シリーズスイッチのみ）」の項
を参照して、ラインカード上のレイヤ 3 IPv4および IPv6ルートすべてをプログラミングして
ファブリックモジュール上のルートはそのままにするようデバイスを設定します。

（注）

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）

最大ホストルーティングモードのスケール数については、『Cisco Nexus 9000 Series NX-OS
Verified Scalability Guide』を参照してください。

（注）

手順

ステップ 1 configure terminal

例：
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switch# configure terminal
switch(config)#

グローバル設定モードを開始します。

ステップ 2 [no] system routing max-mode host

例：

switch(config)# system routing max-mode host

ラインカードを Broadcom T2モード 2に、ファブリックモジュールを Broadcom T2モード 3にして、サ
ポートされるホスト数を増やします。

ステップ 3 （任意） show forwarding route summary

例：

switch(config)# show forwarding route summary

LPMルーティングモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。

非階層ルーティングモードの設定（Cisco Nexus 9500プラットフォー
ムスイッチのみ）

ホストの規模が小さい場合（純粋なレイヤ3配置の場合など）、コンバージェンスパフォーマ
ンスを向上させるために、ラインカードの最長プレフィクス照合（LPM）のルートをプログラ
ミングすることを推奨します。そうすることによって、ラインカードのルートおよびホストが

プログラミングされ、ファブリックモジュールのルートはプログラミングされません。

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 [no] system routing non-hierarchical-routing [max-l3-mode]

例：

switch(config)# system routing
non-hierarchical-routing max-l3-mode

ラインカードを Broadcom T2モード 3（またはmax-l3-modeオプションを使用している場合は Broadcom T2
モード 4）にし、より大きな LPMスケールをサポートします。その結果、IPv4および IPv6ルートのすべ
てが、ファブリックモジュールではなくラインカードでプログラミングされます。

ステップ 3 （任意） show forwarding route summary

例：

switch(config)# show forwarding route
summary
Mode 3:
120K IPv4 Host table
16k LPM table (> 65 < 127 1k entry
reserved)
Mode 4:
16k V4 host/4k V6 host
128k v4 LPM/20K V6 LPM

LPMモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。
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64ビット ALPMルーティングモードの設定（Cisco Nexus 9500プラッ
トフォームスイッチのみ）

64ビットアルゴリズム最長プレフィックス一致（ALPM）機能を使用して、IPv4および IPv6
ルートテーブルエントリを管理できます。64ビット ALPMルーティングモードでは、デバイ
スに保存できるルートエントリの数が増加します。このモードでは、次のいずれかをプログラ

ムできます。

• 80,000 IPv6エントリ、IPv4エントリなし

• IPv6エントリなし、128,000の IPv4エントリ

• x個の IPv6エントリと IPv4エントリ。ここで 2x + y <= 128,000

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）

64ビット ALPMルーティングモードのスケール数については、『Cisco Nexus 9000シリーズ
NX-OS検証済みスケーラビリティガイド』を参照してください。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバル設定モードを開始します。

ステップ 2 [no] system routing mode hierarchical 64b-alpm

例：

switch(config)# system routing mode
hierarchical 64b-alpm

マスク長が 64以下のすべての IPv4および IPv6 LPMルートをファブリックモジュールにプログラミングし
ます。IPv4および IPv6のすべてのホストルート、およびマスク長が 65～ 127であるすべての LPMルー
トがラインカードでプログラミングされます。

ステップ 3 （任意） show forwarding route summary

例：

switch(config)# show forwarding route
summary
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LPMモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。

ALPMルーティングモードの設定（Cisco Nexus 9300プラットフォーム
スイッチのみ）

Cisco Nexus 9300プラットフォームスイッチは、多数の LPMルートエントリをサポートする
ように設定できます。

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。

• ALPMルーティングモードのスケール数については、『Cisco Nexus 9000シリーズNX-OS
検証済みスケーラビリティガイド』を参照してください。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバル設定モードを開始します。

ステップ 2 [no] system routing max-mode l3

例：

switch(config)# system routing max-mode l3

デバイスを Broadcom T2モード 4にして、より大きな LPMスケールをサポートします。

ステップ 3 （任意） show forwarding route summary

例：
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switch(config)# show forwarding
route summary

LPMモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。

LPMヘビールーティングモードの構成（CiscoNexus9200および9300-EX
プラットフォームスイッチおよび 9732C-EXラインカードのみ）

Cisco NX-OSリリース 7.0(3)I4(4)以降では、より多くの LPMルートエントリをサポートする
ためにLPMのヘビールーティングモードを設定できます。このルーティングモードをサポー
トするのは、Cisco Nexus 9200および 9300-EXプラットフォームスイッチと、9732C-EXライ
ンカードを搭載した Cisco Nexus 9508スイッチだけです。

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）

LPMヘビールーティングモードのスケール数については、『Cisco Nexus 9000 Series NX-OS
Verified Scalability Guide』を参照してください。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバル設定モードを開始します。
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ステップ 2 [no] system routing template-lpm-heavy

例：

switch(config)# system routing template-lpm-heavy

デバイスを LPMヘビールーティングモードにして、より大きな LPMスケールをサポートします。

ステップ 3 （任意） show system routing mode

例：

switch(config)# show system routing mode
Configured System Routing Mode: LPM Heavy
Applied System Routing Mode: LPM Heavy

LPMルーティングモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。

LPMインターネットピアリングルーティングモードの設定
Cisco NX-OSリリース7.0(3)I6(1)以降では、IPv4および IPv6 LPMインターネットルートエン
トリをサポートするために LPMインターネットピアリングルーティングモードを設定でき
ます。このモードは、IPv4プレフィックス（/32までのプレフィックス長）および IPv6プレ
フィックス（/83までのプレフィックス長）のダイナミックトライ（ツリービットルックアッ
プ）をサポートします。

Cisco NX-OSリリース 9.3(1)以降、Cisco Nexus 9500-Rプラットフォームスイッチはこのルー
ティングモードをサポートします。

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）
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LPMインターネットピアリングルーティングモードのスケール数については、『CiscoNexus
9000 Series NX-OS Verified Scalability Guide』を参照してください。LPMインターネットピア
リングモードの Cisco Nexus 9500-Rプラットフォームスイッチは、インターネットピアリン
グプレフィックスを使用する場合にのみ、予測どおりにスケールアウトします。Cisco Nexus
9500-Rプラットフォームスイッチが他のプレフィックスパターンを使用している場合は、文
書化されたスケーラビリティの数値を達成できない可能性があります。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバル設定モードを開始します。

ステップ 2 [no] system routing template-internet-peering

例：

switch(config)# system routing template-internet-peering

デバイスを LPMインターネットピアルーティングモードにして、IPv4および IPv6 LPMインターネット
ルートエントリをサポートします。

ステップ 3 （任意） show system routing mode

例：

switch(config)# show system routing mode
Configured System Routing Mode: Internet Peering
Applied System Routing Mode: Internet Peering

LPMルーティングモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。
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LPMデュアルホストルーティングモードの構成
Cisco NX-OSリリース 7.0(3)I5(1)以降では、ARP/NDスケールをデフォルトモード値の 2倍に
増やすために LPMデュアルホストルーティングモードを設定できます。このルーティング
モードをサポートするのは、Cisco Nexus 9200および 9300-EXプラットフォームスイッチだけ
です。

Cisco NX-OSリリース 10.3(1)F以降、system routing template-dual-stack-host-scaleプロファイ
ルは、Cisco Nexus 9300-FX3/GX/GX2B ToRスイッチおよび Nexus 9408スイッチでマルチキャ
ストと VXLANをサポートします。

system routing template-dual-stack-host-scaleプロファイルが BGWで使用されていないことを
確認します。

（注）

この設定は、IPv4および IPv6両方のアドレスファミリに影響を及ぼします。（注）

LPMルーティングモードのスケール数については、『』『Cisco Nexus 9000シリーズ NX-OS
検証済みスケーラビリティガイド』を参照してください。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバル設定モードを開始します。

ステップ 2 [no] system routing template-dual-stack-host-scale

例：

switch(config)# system routing template-dual-stack-host-scale
Warning: The command will take effect after next reload.
Note: This requires copy running-config to startup-config before switch

reload.

デバイスを LPMデュアルホストルーティングモードにして、より大きな ARP/NDスケールをサポートし
ます。

ステップ 3 （任意） show system routing mode

例：
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switch(config)# show system routing mode

LPMルーティングモードを表示します。

ステップ 4 copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

ステップ 5 reload

例：

switch(config)# reload

デバイス全体をリブートします。

スタティック ARPエントリの構成
デバイス上でスタティック ARPエントリを設定して、IPアドレスをスタティックマルチキャ
ストMACアドレスを含むMACハードウェアアドレスにマッピングできます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 ip arp address ip-address mac-address

例：

switch(config-if)# ip arp 192.168.1.1
0019.076c.1a78

IPアドレスをMACアドレスにスタティックエントリとして関連付けます。

ステップ 4 （任意） copy running-config startup-config
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例：

switch(config-if)# copy running-config
startup-config

この設定変更を保存します。

プロキシ ARPの構成
デバイス上でプロキシ ARPを設定して、他のネットワークまたはサブネット上のホストのメ
ディアアドレスを決定します。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 ip proxy arp

例：

switch(config-if)# ip proxy arp

インターフェイス上でプロキシ ARPを有効にします。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config
startup-config

この設定変更を保存します。

イーサネットインターフェイスでのローカルプロキシ ARPの構成
イーサネットインターフェイス上でローカルプロキシ ARPを設定することができます。
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 [no] ip local-proxy-arp

例：

switch(config-if)# ip local-proxy-arp

インターフェイス上でローカルプロキシ ARPをイネーブルにします。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config

この設定変更を保存します。

SVIでのローカルプロキシ ARPの設定
SVIでローカルプロキシARPを設定できます。CiscoNX-OSリリース 7.0(3)I7(1)以降では、対
応する VLANで ARPブロードキャストを抑制することができます。

始める前に

ARPブロードキャストを抑制する場合は、hardware access-list tcam region arp-ether 256 double-wide
コマンドを使用して、ARP/レイヤ 2 Ethertypeの倍幅ACLTCAMリージョンサイズを設定し、
設定を保存して、スイッチをリロードします。（詳細については『Cisco Nexus 9000シリーズ
NX-OSセキュリティ設定ガイド』の「ACL TCAMリージョンサイズの設定」のセクションを
参照してください。）

IPv4アドレス
28

IPv4アドレス

SVIでのローカルプロキシ ARPの設定

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x_chapter_01001.html#task_05981BEEC92441AF9F4BBC5E097B51CE
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x_chapter_01001.html#task_05981BEEC92441AF9F4BBC5E097B51CE
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x.html


手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface vlan vlan-id

例：

switch(config)# interface vlan 5
switch(config-if)#

VLANインターフェイスを作成し、SVIの設定モードを開始します。

ステップ 3 [no] ip local-proxy-arp [no-hw-flooding]

例：

switch(config-if)# ip local-proxy-arp no-hw-flooding

SVIでローカルプロキシ ARPをイネーブルにします。no-hw-floodingオプションは、対応する VLANでの
ARPブロードキャストを抑制します。

（注）

no-hw-floodingオプションを設定し、SVIで ARPブロードキャストを許可するように設定を変更する場合
は、まず no ip local-proxy-arp no-hw-floodingコマンドを使用してこの機能を無効にして、ip local-proxy-arp
コマンドを開始する必要があります。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config

実行コンフィギュレーションを、スタートアップコンフィギュレーションにコピーします。

SVIのMAC削除での定期的な ARPリフレッシュの構成
Cisco NX-OSリリース 10.2(4)M以降、SVIのMAC削除時に定期的なARPリフレッシュを行う
よう構成できます。

デフォルトでは、このコマンドは無効になっています。このコマンドは、定期的な ARPリフ
レッシュの SVIで設定して、MAC削除/フラッシュでサイレントホストの ARP応答パケット
からMACを学習する必要があります。
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface vlan vlan-id

例：

switch(config)# interface vlan 5
switch(config-if)#

VLANインターフェイスを作成し、SVIの設定モードを開始します。

ステップ 3 [no] ip arp refresh-adj-on-mac-delete retry [count <frequency count>] [interval <interval in sec>]

例：

switch(config-if)# ip arp refresh-adj-on-mac-delete retry count 3 interval 15
switch(config-if)#

MAC削除/フラッシュでサイレントホストのARP応答パケットからMACを学習するようにARPリフレッ
シュを構成します。

• <frequency count>：範囲は 1～ 3です。デフォルトは 3です。

• <interval in sec>：範囲は 1～ 60秒です。デフォルトは 15秒です。

（注）

間隔がARPリフレッシュ時間の 3/4 より大きい場合、このコマンドは拒否され、次のメッセージが表示さ
れます：

ARP タイムアウト構成により、ARP リフレッシュはこの間隔よりも早く送信されます。この構成は役に

立ちません。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config
switch(config-if)#

実行コンフィギュレーションを、スタートアップコンフィギュレーションにコピーします。

Gratuitous ARPの設定
インターフェイス上で Gratuitous ARPを設定できます。
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface ethernet number

例：

switch(config)# interface ethernet 2/3
switch(config-if)#

インターフェイス設定モードを開始します。

ステップ 3 ip arp gratuitous {request | update]

例：

switch(config-if)# ip arp gratuitous
request

インターフェイス上で無償 ARPをイネーブルにします。無償 ARPはデフォルトで有効になっています。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config-if)# copy running-config
startup-config

この設定変更を保存します。

サブネット外の ARP解決の構成
Cisco NX-OSリリース 10.4(1)F以降では、ip arp outside-subnetコマンドを使用してサブネット
外 ARP解決を有効または無効にできます。

このコマンドは、グローバルモードとインターフェイスモードの両方で使用できます。この

コマンドが有効になっている場合、config-replaceおよびデュアルステージコミットには影響
しません。

このコマンドを有効にすると、Cisco NX-OSリリース 10.4(1)Fからのダウングレードが制限さ
れ、ダウングレードを続行する前に、サブネット外 ARP解決構成を削除するように求めるエ
ラーメッセージがユーザーに表示されます。

（注）
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 [no] ip arp outside-subnet

例：

switch(config)# ip arp outside-subnet

接続されたホストのサブネットパケットトランザクションからの ARPを有効または無効にします。

ステップ 3 （任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

SVIインターフェイスごとの ARPキャッシュ制限の設定
Cisco NX-OSリリース 10.4(2)F以降では、Cisco NX-OSデバイスの SVIインターフェイスごと
に許可される ARPキャッシュエントリの最大数を設定できます。この構成は、グローバル
モードとインターフェイスモードの両方でサポートされます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface vlan vlan-id

例：

switch(config)# interface vlan 5
switch(config-if)#

VLANインターフェイスを作成し、SVIの設定モードを開始します。
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ステップ 3 [no] ip arp cache intf-limit value

例：

switch(config-if)# ip arp cache intf-limit 50000
switch(config-if)#

SVIインターフェイスの ARPキャッシュエントリの制限を構成します。有効な ARPエントリの範囲は 1
～ 128000です。

intf-limit：インターフェイスごとの有効なダイナミック ARPエントリの数を指定します。

構成を削除するには、この noコマンドの no形式を使用します。

ステップ 4 （任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

この設定変更を保存します。

パスMTUディスカバリの構成
パスMTUディスカバリを設定できます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 ip tcp path-mtu-discovery

例：

switch(config)# ip tcp
path-mtu-discovery

パスMTUディスカバリをイネーブルにします。

ステップ 3 （任意） copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。
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IPダイレクテッドブロードキャストの設定
IPダイレクテッドブロードキャスト機能は、 IPルーティング後の接続先サブネットのリンク
層で、接続先サブネットの一部ではないノードからのパケットを転送します

宛先サブネットに直接接続されていないデバイスは、そのサブネット上のホストを宛先とする

ユニキャスト IPパケットを転送する場合と同じ方法で IPダイレクテッドブロードキャストを
転送します。ダイレクテッドブロードキャストパケットが、宛先サブネットに直接接続され

たデバイスに到着すると、そのパケットはその宛先サブネット上でブロードキャストされま

す。

接続先MACアドレスはブロードキャストアドレスとして書き換えられ、パケットはリンク層
のブロードキャストとして転送されます。

あるインターフェイスでダイレクテッドブロードキャストがイネーブルになっている場合、着

信した IPパケットが、そのアドレスに基づいて、そのインターフェイスが接続されているサ
ブネットを対象とするダイレクテッドブロードキャストとして識別されると、そのパケットは

そのサブネット上でブロードキャストされます。アクセスリストを通じて渡すこれらパケット

のみがサブネット上でブロードキャストされるように、IPアクセスリストを通じてこれらブ
ロードキャストを任意でフィルタリングすることができます。

CiscoNX-OSリリース 10.6(2)F以降、 IPダイレクテッドブロードキャストのハードウェアウェ
ア転送を可能にする新しいキーワード hw-assistが導入されました。

IPダイレクテッドブロードキャストをイネーブルにするには、インターフェイスコンフィギュ
レーションモードで次のコマンドを使用します。

手順

ip directed-broadcast[acl | hw-assist]

例：

switch(config-if) # ip directed-broadcast

ダイレクテッドブロードキャストの物理ブロードキャストへの変換をイネーブルにします。IPアクセスリ
スト上のこれらのブロードキャストを任意でフィルタリングできます。

CLI ipdirected-broadcastを使用すると、 IPダイレクテッドブロードキャストのソフトウェア転送がイネー
ブルになります。

• acl：指定された IPアクセスリストでIPダイレクテッドブロードキャストパケットをフィルタリング
します。

• hw-assist： IPダイレクテッドブロードキャストのハードウェアウェア転送を有効にします。

インターフェイスで ip directed-broadcast aclコマンドまたは ip directed-broadcast hw-assistコマンドを使
用できます。両方のコマンドを設定すると、最新の設定が優先されます。
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IP収集スロットルの設定
IP収集スロットルを設定して、到達できないかまたは存在しないネクストホップの ARP解決
のためにスーパーバイザに送信される不要な収集パケットをフィルタリングすることを推奨し

ます。IP収集スロットルは、ソフトウェアのパフォーマンスを向上させ、トラフィックをより
効率的に管理します。

Gleanスロットリングは IPv4および IPv6でサポートされますが、IPv6リンクローカルアドレ
スはサポートされません。

（注）

手順の概要

1. configure terminal
2. [no] hardware ip glean throttle

3. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

IP収集スロットルをイネーブルにします。[no] hardware ip glean throttle

例：

ステップ 2

switch(config) # hardware ip glean
throttle

この設定変更を保存します。（任意） copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config
startup-config

ハードウェア IP収集スロットルの最大値の構成
転送情報ベース（FIB）にインストールされている隣接関係の最大ドロップ数を制限できます。
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 [no] hardware ip glean throttle maximum count

例：

switch(config) # hardware ip glean
throttle maximum 2134

FIBにインストールされるドロップ隣接関係の数を設定します。

ステップ 3 （任意） copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。

ハードウェア IP収集スロットルのタイムアウトの設定
インストールされたドロップ隣接関係が FIB内に残る時間のタイムアウトを設定できます。

手順の概要

1. configure terminal
2. [no] hardware ip glean throttle maximum timeout timeout-in-seconds

3. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

インストールされたドロップ隣接関係が FIB内に残
る時間のタイムアウトを設定します。

[no] hardware ip glean throttle maximum timeout
timeout-in-seconds

例：

ステップ 2

範囲は 300秒（5分）～ 1800秒（30分）です。
switch(config)# hardware ip glean
throttle maximum timeout 300 （注）

タイムアウト期間を超えた後、ドロップ隣接関係は

FIBから削除されます。

この設定変更を保存します。（任意） copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config
startup-config

ICMP送信元 IPフィールドのインターフェイス IPアドレスの構成
ICMPエラーメッセージを処理するように ICMPソース IPフィールドのインターフェイス IP
アドレスを設定できます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します。

ステップ 2 [no] ip source {ethernet slot/port | loopback number | port-channel number} icmp-errors

例：

switch(config)# ip source loopback 0
icmp-errors

ICMP送信元 IPフィールドのインターフェイス IPアドレスを設定し、ICMPエラーメッセージをルーティ
ングします。

ステップ 3 （任意） copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

この設定変更を保存します。
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IPv4リダイレクト Syslogの構成
IPv4リダイレクト Syslogを有効/無効にするか、ログ間隔を変更するには、次の CLIを使用し
ます。

デフォルトでは、syslogのリダイレクトが有効になっています。（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します

ステップ 2 ip redirect syslog [<value>]

例：

switch(config)# ip redirect syslog 60
switch(config)#

過剰な IPリダイレクトメッセージの syslogを設定します。

• ip redirect syslog: IPv4リダイレクトメッセージの syslogを有効にします。

• value:ログ間隔を設定します。範囲は最小 30秒から最大 1800秒です。デフォルトインターバルは 60
秒です。

ステップ 3 （任意） no ip redirect syslog

例：

switch(config)# no ip redirect syslog

過剰な IPv4リダイレクトメッセージの syslogを無効にします。

IPv4設定の確認
IPv4の設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

隣接関係テーブルを表示します。show ip adjacency
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目的コマンド

スロットル隣接関係の数のサマリーを表示し

ます。

show ip adjacency summary

ARPテーブルを表示します。show ip arp

スロットル隣接関係の数のサマリーを表示し

ます。

show ip arp summary

IPに関連するインターフェイス情報を表示し
ます。

show ip interface

ARP統計情報を表示します。show ip arp statistics [vrf vrf-name]

設定されたカウントと間隔を表示しますshow ip arp internal info interface
<interface-name>

その他の参考資料

IPv4の関連資料
マニュアルタイトル関連項目

詳細については『Cisco Nexus 9000シリーズセキュリティ設定ガイド』の
「ACL TCAMリージョンサイズの設定」のセクションを参照してくださ
い。

TCAMリージョ
ン
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https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x_chapter_01001.html#task_05981BEEC92441AF9F4BBC5E097B51CE
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x.html
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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