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はじめに

この前書きは、次の項で構成されています。

•対象読者（xiページ）
•表記法（xiページ）
• Cisco Nexus 9000シリーズスイッチの関連資料（xiiページ）
•マニュアルに関するフィードバック（xiiページ）
•通信、サービス、およびその他の情報（xiiiページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 9000シリーズスイッチの関連資料
Cisco Nexus 9000シリーズスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。
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通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、Cisco Servicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール
シスコバグ検索ツール（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリス
トを管理するシスコバグ追跡システムへのゲートウェイです。BSTは、製品とソフトウェアに
関する詳細な障害情報を提供します。

マニュアルに関するフィードバック

シスコのテクニカルドキュメントに関するフィードバックを提供するには、それぞれのオンラ

インドキュメントの右側のペインにあるフィードバックフォームを使用してください。
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https://developer.cisco.com/
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https://connectthedots.cisco.com/connectdots/serviceWarrantyFinderRequest?fl=wf
https://bst.cloudapps.cisco.com/bugsearch/


Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
xiv

はじめに

マニュアルに関するフィードバック



第 1 章

新機能と更新情報

•新機能と更新情報（1ページ）

新機能と更新情報
この表では、Cisco Nexus 9000 Series NX-OSトラブルシューティングガイド、リリース 10.6(x)
に記載されている新機能および変更機能をまとめています。

表 1 :新機能および変更された機能

参照先変更が行われたリ

リース

説明特長

パケットトレーサのサポー

トされているリリースとプ

ラットフォーム（119ペー
ジ）

10.6(1)FCisco N9336C-SE1スイッ
チでパケットトレーサの

サポートが追加されまし

た。

Cisco N9336C-SE1
スイッチでのパ

ケットトレーサの

サポート
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第 2 章

概要

•ソフトウェアイメージ（3ページ）
•サポートされるプラットフォーム（3ページ）
•トラブルシューティングプロセスについて（3ページ）
• Symptoms（6ページ）
•ログによるトラブルシューティング（8ページ）
•モジュールのトラブルシューティング（9ページ）
• NVRAMログの表示（9ページ）
•カスタマーサポートへの問い合わせ（10ページ）

ソフトウェアイメージ
Cisco NX-OSソフトウェアは、1つの NXOSソフトウェアイメージで構成されています。

サポートされるプラットフォーム
Nexusスイッチプラットフォームサポートマトリックスには、次のものがリストされていま
す。

•サポートされている Cisco Nexus 9000および 3000スイッチモデル

• NX- OSソフトウェアリリースバージョン

プラットフォームと機能の完全なマッピングについては、『Nexus Switch Platform Support
Matrix』を参照してください。

トラブルシューティングプロセスについて
ネットワークに関するトラブルシューティングの一般的な手順は、次のとおりです。

•すべてのデバイスで、Cisco NX-OSリリースの一貫性を保持します。

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
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• Cisco NX-OSリリースの Cisco NX-OSリリースノートを参照して、最新の機能、制限事
項、および注意事項を確認します。

•システムメッセージロギングをイネーブルにします。

•変更を実装したら、新しい設定変更のトラブルシューティングを実施します。

•特定の現象に関する情報を収集します。

•デバイスとエンドデバイス間の物理接続を確認します。

•レイヤ 2接続を確認します。

•エンドツーエンドの接続とルーティング設定を確認します。

•トラブルシューティングを行っても問題を解決できなかった場合は、Cisco TACまたはテ
クニカルサポート担当者にお問い合わせください。

ここでは、ネットワークにおける問題のトラブルシューティングで一般的に使用されるツール

について説明します。

問題領域を絞り込むためには、ネットワークの正確なトポロジを把握している必要もありま

す。この情報については、ネットワークアーキテクトにお問い合わせください。デバイスの一

般情報を収集するには、次のコマンドを使用します。

（注）

• show module

• show version

• show running-config

• show logging log

• show interfaces brief

• show vlan

• show spanning-tree

• show {ip | ipv6} route

• show processes | include ER

• show accounting log

ポートの確認

次の質問に答えて、ポートが正しく接続され、動作していることを確認します。

•正しいメディア（銅線、光、ファイバタイプ）を使用していることを確認します。

•メディアが故障または破損していないことを確認します。
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•モジュールのポート LEDはグリーンですか。

•なぜインターフェイスは動作していないのでしょうか。

ポートのトラブルシューティングのヒントについては、「ポートのトラブルシューティング」

を参照してください。

レイヤ 2接続の確認
レイヤ 2接続を確認するには、次の質問に回答します。

• show vlan all-portsコマンドを使用し、必要なすべてのインターフェイスが同じ VLANに
あることを確認します。VLANのステータスがアクティブになっている必要があります。

• show port-channel compatibility-parametersコマンドを使用し、コマンドを使用して、速
度、デュプレックス、トランクの各モードについて、ポートチャネル内のすべてのポート

の設定が同じであることを確認します。

• show running-config spanning-treeコマンドを使用し、コマンドを使用して、スパニング
ツリープロトコル（STP）がネットワーク内のすべてのデバイスで同じように設定されて
いることを確認します。

• show processes | include ERを使用します。必須ではないレイヤ 2プロセスがエラー状態
であることを確認します。

• show mac address-table dynamic vlanコマンドを使用し、コマンドを使用して、学習また
はエージングが各ノードで発生しているかどうかを判断します。

レイヤ 3接続の確認
レイヤ 3接続を確認するには、次の点をチェックします。

•デフォルトゲートウェイを設定したか。

•ルーティングドメイン全体で同じダイナミックルーティングプロトコルパラメータを設
定したか、またはスタティックルートを設定したか。

• IPアクセスリスト、フィルタ、ルートマップによって、ルートアップデートがブロック
されていないことを確認します。

ルーティング設定を確認するには、次のコマンドを使用します。

• show ip arp

• show {ip | ipv6}

• show ipv6 neighbor

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
5

概要

レイヤ 2接続の確認



Symptoms
このドキュメントでは、ネットワークで観察された症状と各章に記載されている症状を比較す

ることで、Cisco NX-OSの問題を診断して解決できる症状ベースのトラブルシューティングア
プローチを使用します。

資料の症状を自分のネットワークで観察した症状と比較することにより、最小限のネットワー

クの中断で問題を解決するには、ソフトウェアの設定の問題や操作不可能なハードウェアコン

ポーネントを診断して修正できることが重要です。次に、問題と対処方法を示します。

•主要な Cisco NX-OSトラブルシューティングツールを特定します。

• CLIで SPANまたは Ethanalyzerを使用し、プロトコルトレースを取得して分析します。

•物理ポートの問題を識別または除外します。

•スイッチモジュールの問題を識別または除外します。

•レイヤ 2の問題を診断および修正します。

•レイヤ 3の問題を診断および修正します。

•スイッチをアップグレードの障害から復旧します。

• Cisco TACまたはカスタマーサポート担当者が使用するコアダンプおよびその他の診断
データを取得します。

システムメッセージ

システムメッセージは、システムソフトウェアからコンソール（および任意で別のシステム

のロギングサーバ）に送信されます。すべてのメッセージがデバイスの問題を示しているわけ

ではありません。一部のメッセージは単に情報を示すだけですが、リンク、内蔵ハードウェ

ア、またはデバイスソフトウェアに関する問題の診断に役立つメッセージもあります。

システムメッセージテキストは、状況を説明する文字列です。メッセージのこの部分には、

イベントについての詳細な情報が含まれている場合があります。含まれる情報は、端末ポート

番号、ネットワークアドレス、またはシステムメモリのアドレス空間内での位置に対応する

アドレスです。この可変フィールドの情報はメッセージごとに異なるので、ここでは角カッコ

（[ ]）で囲んだ短い文字列で示します。たとえば 10進数は [dec]などで表します。

PORT-3-IF_UNSUPPORTED_TRANSCEIVER：インターフェイス [chars]のトランシーバはサ
ポートされていません。

各システムメッセージのあとには、説明と推奨処置が記載されています。アクションは「アク

ションは必要ありません（No action is required）」のような簡単なものであることもあります。
次の例のように、修正方法に関するものやテクニカルサポートへの連絡を推奨するものもあり

ます。
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Error Message PORT-3-IF_UNSUPPORTED_TRANSCEIVER：インターフェイス [chars]
のトランシーバはサポートされていません。

Explanationトランシーバ（SFP）が認定ベンダーのものではありません。

Recommended Actionを入力します。show interface transceiver使用されているトラン
シーバを判別する CLIコマンドまたは同様の DCNMコマンド。認定トランシーバベ
ンダーのリストについては、カスタマーサポート担当者にお問い合わせください。

Syslogサーバの実装
Syslogファシリティを使用して、デバイスからメッセージログのコピーをホストに送信する
と、ログ用により多くの永続的ストレージを確保できます。この機能は、長期間にわたってロ

グを調べたり、デバイスにアクセスできない場合に使用できます。

次に、Solarisプラットフォーム上でSyslogファシリティを使用するようにデバイスを設定する
例を示します。ここでは Solarisホストを使用しますが、すべてのUNIXおよびLinuxシステム
における Syslogの設定は非常によく似ています。

Syslogでは、ファシリティを使用して、Syslogサーバ上でのメッセージの処理方法とメッセー
ジの重大度が決定されます。Syslogサーバでは、異なるメッセージの重大度を異なる方法で処
理できます。たとえば、メッセージを別々のファイルに記録することや、特定のユーザに電子

メールで送信することもできます。syslogサーバでの重大度レベルを指定すると、syslogサー
バで設定できるため、そのレベル以上の重大度（より低い数値）のすべてのメッセージに対し

て処置が行われます。

syslogサーバを設定する必要があります。Cisco NX-OSメッセージは、他社の Syslogメッセー
ジと競合しないように、標準Syslogファイルとは別のファイルに記録される必要があります。/
fileシステムでログファイルを見つけないでください。ログメッセージで/ファイルシステム
がいっぱいになるのは望ましくありません。この例では、次の値を使用します。

• syslog client: switch1

• syslog server: 172.22.36.211

• (Solaris) syslog facility: local1

• syslog severity: notifications (level 5, the default)

• Cisco NX-OSメッセージを記録するログファイル：/var/adm/nxos_logs

（注）

Cisco NX-OSで syslog機能を設定するには、これらの手順に従います。

1. switch# config terminal

2. switch(config)# logging server 192.0.2.1 6 facility local1

show logging serverコマンドを使用し、コマンドを使用して、syslog設定を確認します。
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switch1# show logging server
Logging server: enabled
{172.22.36.211}

server severity: notifications
server facility: local1
server VRF: management

Syslogサーバを設定するには、次の手順に従います。

1. local1のメッセージを処理するように、/etc/syslog.confを変更します。Solarisの場合は、
facility.severityと処置（/var/adm/nxos_logs）の間に少なくとも 1つのタブが必要です。
local1.notice /var/adm/nxos_logs

2. ログファイルを作成します。

touch /var/adm/nxos_logs

3. syslogプロセスを再起動します。
/etc/init.d/syslog stop
/etc/init.d/syslog start

syslog service starting.

4. syslogプロセスが開始されたことを確認します。
ps -ef |grep syslogd

Cisco NX-OSでイベントを作成して、Syslogサーバをテストします。この場合、ポート e1/2は
シャットダウンおよび再度有効化され、Syslogサーバ上で次のように表示されます。デバイス
の IPアドレスは角カッコで囲まれています。
tail -f /var/adm/MDS_logs
Sep 17 11:07:41 [172.22.36.142.2.2] : 2013 Sep 17 11:17:29 pacific:
PORT-5-IF_DOWN_INITIALIZING: %$VLAN 1%$ Interface e 1/2 is down (Initializing)

Sep 17 11:07:49 [172.22.36.142.2.2] : 2013 Sep 17 11:17:36 pacific: %PORT-5-IF_UP: %$VLAN
1%$ Interface e 1/2 is up in mode access

Sep 17 11:07:51 [172.22.36.142.2.2] : 2013 Sep 17 11:17:39 pacific:
%VSHD-5-VSHD_SYSLOG_CONFIG_I: Configuring console from pts/0 (dhcp-171-71-49-125.cisco.com

ログによるトラブルシューティング
Cisco NX-OSでは、デバイス上でさまざまなタイプのシステムメッセージを生成して、Syslog
サーバに送信します。これらのメッセージを確認することにより、現在発生している問題の原

因となった可能性のあるイベントを判別できます。

Cisco NX-OSのログにアクセスして表示するには、次のコマンドを使用します。
switch# show logging ?
console Show console logging configuration
info Show logging configuration
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internal syslog syslog internal information
ip IP configuration
last Show last few lines of logfile
level Show facility logging configuration
logfile Show contents of logfile
loopback Show logging loopback configuration
module Show module logging configuration
monitor Show monitor logging configuration
nvram Show NVRAM log
onboard show logging onboard
server Show server logging configuration
source-interface Show logging source-interface configuration
timestamp Show logging timestamp configuration

次は、show logging serverの出力例を示しています。コマンドに対して表示されます。

switch# show logging server
Logging server: enabled
{172.28.254.254}

server severity: notifications
server facility: local7
server VRF: management

モジュールのトラブルシューティング
ユーザはモジュールのコンソールポートに直接接続して、モジュールの起動時の問題をトラブ

ルシューティングすることができます。attach console moduleコマンドを使用し、して、モ
ジュールのコンソールポートに接続します。

ブートフラッシュのスペースの問題が原因で、Cisco Nexus End-of-Rack（EoR）スイッチが起
動に失敗することがあります。このような場合は、コンソールの bashシェルから空き領域を
確認し、不要なファイルを削除して、ブートフラッシュに十分な空きディスク領域を確保しま

す。これにより、EoRスイッチのスムーズな起動が保証されます。

NVRAMログの表示
プライオリティ0、1、または2のシステムメッセージは、スーパーバイザモジュールのNVRAM
に記録されます。スイッチの再起動後、show logging nvramを使用して、NVRAMにこれらの
syslogメッセージを表示できます。コマンドに対して表示されます。
switch# show logging nvram
2013 Sep 10 15:51:58 switch %$ VDC-1 %$ %SYSMGR-2-NON_VOLATILE_DB_FULL: System n
on-volatile storage usage is unexpectedly high at 99%.
2013 Sep 10 15:52:13 switch %$ VDC-1 %$ %PLATFORM-2-PFM_SYSTEM_RESET: Manual sys
tem restart from Command Line Interface
2013 Sep 10 15:57:49 switch %$ VDC-1 %$ %KERN-2-SYSTEM_MSG: Starting kernel... -
kernel
2013 Sep 10 15:58:00 switch %$ VDC-1 %$ %CARDCLIENT-2-REG: Sent
2013 Sep 10 15:58:01 switch %$ VDC-1 %$ %USER-1-SYSTEM_MSG: R2D2: P1 SUP NO GMTL
FOR P1 SUP - r2d2
2013 Sep 10 15:58:01 switch %$ VDC-1 %$ %USER-1-SYSTEM_MSG: R2D2: P1 SUP NO GMTL
FOR P1 SUP - r2d2
2013 Sep 10 15:58:05 switch %$ VDC-1 %$ %USER-1-SYSTEM_MSG: R2D2: P1 SUP: Reset
Tx/Rx during QOS INIT - r2d2
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2013 Sep 10 15:58:16 switch %$ VDC-1 %$ %USER-2-SYSTEM_MSG: can't dlsym ssnmgr_i
s_session_command: please link this binary with ssnmgr.so! - svi
2013 Sep 10 15:58:16 switch %$ VDC-1 %$ %CARDCLIENT-2-SSE: LC_READY sent
2013 Sep 10 15:58:17 switch %$ VDC-1 %$ snmpd: load_mib_module :Error, while loa
ding the mib module /isan/lib/libpmsnmp_common.so (/isan/lib/libpmsnmp_common.so
: undefined symbol: sme_mib_get_if_info)
2013 Sep 10 15:58:17 switch %$ VDC-1 %$ %CARDCLIENT-2-SSE: MOD:6 SUP ONLINE

カスタマーサポートへの問い合わせ
このマニュアルのトラブルシューティング情報を使用しても問題を解決できない場合には、カ

スタマーサービス担当者に連絡して、支援および詳細な指示を受けてください。担当者ができ

る限りすばやいサポートを行えるように、連絡する前に次の情報を用意してください。

•装置の納品日

•シャーシのシリアル番号（シャーシの背面パネルの右側にあるラベルに記載されていま
す）

•ソフトウェアの種類とリリース番号

•メンテナンス契約書または保証情報

•問題の概要

•問題を切り分けし解決するために、すでに実行している手順の要約

テクニカルサポートへ問い合わせる前に実施する手順の詳細については、 TACに連絡する前
に実行する手順（151ページ）を参照してください。
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第 3 章

インストール、アップグレード、リブート

のトラブルシューティング

•アップグレードとリブートについて（11ページ）
•アップグレードとリブートのチェックリスト（11ページ）
•ソフトウェアアップグレードの確認（12ページ）
•中断を伴わないアップグレードの確認（12ページ）
•ソフトウェアのアップグレードとダウングレードのトラブルシューティング（14ページ）
•ソフトウェアシステムのリブートのトラブルシューティング（16ページ）
•管理者パスワードの変更（36ページ）

アップグレードとリブートについて
アップグレードとリブートは、継続的なネットワークメンテナンスアクティビティです。実

稼働環境でこれらの操作を実行するときは、ネットワークを中断するリスクを最小限に抑え、

何か問題が発生したときに迅速に回復する方法を理解する必要があります。

このマニュアルでは、Cisco NX-OSのアップグレードとダウングレードの両方を指すアップグ
レードという用語を使用します。

（注）

アップグレードとリブートのチェックリスト
次のチェックリストを使用して、アップグレードまたはリブートの準備をします。

Doneチェックリスト

アップグレードまたはダウングレードするリリースのリリースノートを参照してく

ださい。
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Doneチェックリスト

FTPまたは TFTPサーバがソフトウェアイメージをダウンロードできることを確認
します。

bootflash:または slot0:のスーパーバイザモジュールに新しいイメージをコピーしま
す。

show install all impactコマンドを使用して、新しいイメージが正常であること、およ
び新しいロードが互換性に関してハードウェアに与える影響を確認します。互換性

を確認します。

startup-configファイルを NVRAMのスナップショットコンフィギュレーションにコ
ピーします。この手順では、スタートアップコンフィギュレーションファイルの

バックアップコピーを作成します。

Running Configurationを Startup Configurationに保存します。

設定のコピーをリモート TFTPサーバにバックアップします。

ネットワークの適切なメンテナンス期間中にアップグレードをスケジュールします。

チェックリストを完了すると、ネットワーク内のシステムをアップグレードまたはリブートす

る準備が整います。

アップグレード中にアクティブスーパーバイザがスタンバイスーパーバイザになるのは正常

な動作です。

（注）

重大度が Critical以下（レベル 0、1、2）の最大 100個のログメッセージが NVRAMに保存さ
れます。このログは、show logging nvramコマンドを入力することでいつでも表示できます。

（注）

ソフトウェアアップグレードの確認
show install all statusコマンドを使用すればコマンドを使用してソフトウェアアップグレード
の進行状況を確認したり、進行中の install allコマンドまたは最後にインストールされた install
allコマンド（コンソール、SSH、または Telnetセッションから）のログをを表示したりしま
す。このコマンドは、コンソール端末に接続していない場合でも、アクティブスーパーバイザ

モジュールとスタンバイスーパーバイザモジュールの両方の install all出力を表示します。

中断を伴わないアップグレードの確認
中断のないアップグレードが開始されると、Cisco NX-OSによりアップグレードが開始される
ことがすべてのサービスに通知され、アップグレードを進められるかどうかが判断されます。
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サービスがアップグレードを続行できない場合、サービスはアップグレードを中止し、アップ

グレードを続行できない理由を特定する show install all failure-reasonコマンドを入力するよう
に求められます。

Do you want to continue with the installation (y/n)? [n] y
Install is in progress, please wait.
Notifying services about the upgrade.
>[# ] 0% -- FAIL. Return code 0x401E0066 (request timed out).
Please issue "show install all failure-reason" to find the cause of the failure.<---prompt
failure-reason
Install has failed. Return code 0x401E0066 (request timed out).
Please identify the cause of the failure, and try 'install all' again.

switch# show install all failure-reason
Service: "xxx" failed to respond within the given time period.

アップグレードの後で何らかの理由（ランタイム状態の保存の失敗、モジュールのアップグ

レードの失敗など）で障害が生じた場合、変更をロールバックできないため、デバイスが中断

を伴って再起動されます。このような場合、アップグレードは失敗しました。

アップグレードが失敗した理由を特定するためにさらに支援が必要な場合は、テクニカルサ

ポート担当者に連絡する前に、show tech-support [issu]コマンドの出力とインストールのコン
ソール出力（使用可能な場合）から詳細を収集する必要があります。
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ソフトウェアのアップグレードとダウングレードのトラ

ブルシューティング

ソフトウェアアップグレードがエラーで終了する

ソリューション考えられる原因問題

deleteコマンドを使用し、し
て、不要なファイルを削除し

ます。

スタンバイ状態のスーパーバ

イザモジュールの bootflash:
ファイルシステムに、更新さ

れたイメージを入れるだけの

スペースがない。

アップグレードがエラーで終

了する

コマンドは、アクティブ状態

のスーパーバイザモジュール

でのみ入力してください。

この項で説明している install
allコマンドが、スタンバイ状
態のスーパーバイザモジュー

ルで入力された。

インストールを再開します。アップグレードの進行中にモ

ジュールが挿入された。

インストールを再開します。アップグレードの進行中にシ

ステムの電源が切断された。

リモートロケーションへのパ

ス全体を正確に指定します。

誤ったソフトウェアイメージ

パスが指定された。

すべての段階でシステムの状

態を確認し、10秒後にアップ
グレードを再開します。10秒
以内にアップグレードを再開

すると、コマンドは拒否され

ます。アップグレードが現在

進行中であることを示すエ

ラーメッセージが表示されま

す。

別のアップグレードがすでに

進行中。

アップグレードを再起動する

か、 install moduleコマンドを
使用して、失敗したモジュー

ルをアップグレードします。

モジュールのアップグレード

に失敗した。
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Cisco NX-OSソフトウェアのアップグレード
どのシステムでも、CLIで自動ソフトウェアアップグレードを実行できます。

イメージのファイル名は「nxos」（Cisco NX-OSリリース 7.0(3)I2(1)以降）または「n9000」で
始まります（たとえば、nxos.7.0.3.I2.1.bin、n9000-dk9.7.0.3.I1.1.binなど）。

始める前に

アクティブスーパーバイザのコンソール、Telnet、またはSSHポートを介してスイッチにログ
インします。

必要に応じて、既存のコンフィギュレーションファイルのバックアップを作成します。

手順の概要

1. install all [nxos bootflash:filename]
2. show module

手順の詳細

手順

目的コマンドまたはアクション

アップグレードを実行します。install all [nxos bootflash:filename]ステップ 1

（注）

install allコマンドの使用時に設定がすべてのガイ
ドラインを満たしている場合は、すべてのモジュー

ル（スーパーバイザおよびスイッチング）がアップ

グレードされます。

（注）

ファイル名を指定しないで install allコマンドを入
力した場合は、コマンドにより互換性チェックが実

行され、アップグレードされるモジュールが通知さ

れます。さらに、インストールを続行するかどうか

の確認が求められます。続行を選択すると、スイッ

チで現在実行されているNXOSソフトウェアイメー
ジがインストールされ、必要に応じて、実行中のイ

メージのさまざまなモジュールのBIOSがアップグ
レードされます。

システムコンソールを終了し、新しいターミナル

セッションを開いて、アップグレードされたスー

パーバイザモジュールを表示します。

show moduleステップ 2
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ソフトウェアシステムのリブートのトラブルシューティ

ング

電源投入またはスイッチのリブートがハングする

ソリューション考えられる原因問題

破損したブートフラッシュの回復（16ペー
ジ）を参照してください。

ブートフラッ

シュが破損して

います。

デュアルスーパーバイザ構

成で電源投入またはスイッ

チのリブートがハングする

このモジュールを交換してください。障害の

あるモジュールを返品するために、シスコの

カスタマーサポート担当者に連絡してくださ

い。

BIOSが破損して
います。

必要に応じてスイッチの電源を再投入し、ス

イッチに「Loading Boot Loader」メッセージが
表示されたら Ctrl-Cを押して、>ローダプロ
ンプトでブートプロセスを中断します。

nx-osイメージが
破損していま

す。

ブートパラメータを確認して修正し、リブー

トします。

ブートパラメー

タが正しくあり

ません。

破損したブートフラッシュの回復

すべてのデバイス設定は、内部ブートフラッシュにあります。内部ファイルシステムが壊れる

と、設定が失われるおそれがあります。設定ファイルは定期的に保存し、バックアップしてく

ださい。通常のシステムブートは、次の順序で実行されます。

1. 基本入出力システム（BIOS）がローダをロードします。

2. ローダは nx-osイメージを RAMにロードし、イメージを起動します。

3. nx-osイメージは、スタートアップ設定ファイルを読み取ります。

システムの nx-osイメージが破損しており、続行できない（エラー状態）場合は、次の項で説
明するBIOS設定ユーティリティを入力して、システムブートシーケンスを中断し、イメージ
を復旧できます。破損した内部ディスクを復旧する必要がある場合にのみ、このユーティリ

ティにアクセスしてください。
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この項で説明する BIOSの変更は、破損したブートフラッシュを復旧する場合にのみ必要なも
のです。

注意

復旧手順では、通常のシーケンスを中断する必要があります。内部シーケンスは、システムの

電源をオンにしてから、システムプロンプトが端末に表示されるまでの3つのフェーズ（BIOS、
ブートローダ、および nx-osイメージ）を通過します。次の表に、リカバリ中断プロセスの手
順を示します。

表 2 :リカバリの中断

説明リカバリプロンプト

（システムが次の

フェーズに進まない

場合に表示されま

す）

通常のプロンプト

（各フェーズの終

了時に表示されま

す）

フェーズ

BIOSは、電源投入時自己診断テスト、
メモリテスト、およびその他のオペ

レーティングシステムアプリケーショ

ンを開始します。テストの進行中に、

Ctrl-Cを押して BIOS設定ユーティリ
ティを起動し、netbootオプションを使
用します。

ブート可能なデバイ

スがありません

loader>BIOS

ブートローダは、ロードされたソフト

ウェアを展開し、そのファイル名を参

照として使用してイメージをブートし

ます。イメージはブートフラッシュを

介して使用可能になります。メモリテ

ストが終了したら、Escを押してブー
トローダプロンプトを開始します。

loader>nx-osの開始ブート

ローダ
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説明リカバリプロンプト

（システムが次の

フェーズに進まない

場合に表示されま

す）

通常のプロンプト

（各フェーズの終

了時に表示されま

す）

フェーズ

ブートローダフェーズが終了したら、

Ctrl-]（Ctrlキーと右ブラケットキー）
を押して、switch（boot）＃ プロンプ
トを入力します。Telnetクライアント
によっては、これらのキーが予約され

ている場合があり、キーストロークの

再マッピングが必要となることがあり

ます。Telnetクライアントが提供する
マニュアルを参照してください。破損

によってコンソールがこのプロンプト

で停止した場合は、nx-osイメージをコ
ピーしてシステムをリブートします。

nx-osイメージは、最後に保存された実
行設定の設定ファイルをロードし、ス

イッチのログインプロンプトを返しま

す。

switch(boot)#システムの圧縮解

除

nx-osイ
メージ

ローダーからの回復 >プロンプト
helpコマンドを使用し、コマンドを使用して、ローダー >プロンプトでこのプロンプトで使
用可能なコマンドのリストを表示するか、そのリスト内の特定のコマンドに関する詳細情報を

取得します。

始める前に

この手順では、 init systemコマンドを使用して、デバイスのファイルシステムを再フォーマッ
トします。この手順を開始する前に、コンフィギュレーションファイルのバックアップを作成

してください。

ローダー >プロンプトは、通常の switch＃ または switch(boot)#プロンプトとは異なります。
CLIコマンド補完機能は loader >プロンプトでは機能せず、望ましくないエラーが発生する可
能性があります。コマンドを表示するには、コマンドを正確に入力する必要があります。

ローダー >プロンプトからTFTP経由でブートする場合は、リモートサーバ上のイメージへの
フルパスを指定する必要があります。

手順の概要

1. loader> set ip ip-address

2. loader> set gw gw-address
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3. ローダー cmdline recoverymode=1
4. loader> boot tftp: tftp-path

5. switch(boot)# init system
6. switch(boot)# load-nxos

手順の詳細

手順

目的コマンドまたはアクション

システムのローカル IPアドレスおよびサブネット
マスクを指定します。

loader> set ip ip-address

例：

ステップ 1

loader> set ip 172.21.55.213 255.255.255.224

デフォルトゲートウェイの IPアドレスを指定しま
す。

loader> set gw gw-address

例：

ステップ 2

loader> set gw 172.21.55.193

switch(boot)#プロンプトで、ブートプロセスが停止
するように設定します。

ローダー cmdline recoverymode=1

例：

ステップ 3

loader> cmdline recoverymode=1

必要なサーバから nx-os iイメージファイルを起動し
ます。

loader> boot tftp: tftp-path

例：

ステップ 4

switch(boot)#プロンプトは、使用可能な nx-osイメー
ジがあることを示します。

loader> boot
tftp://172.28.255.18/tftpboot/n9000-dk9.6.1.2.I1.1.bin

nx-osシステムを開始します。switch(boot)# init system

例：

ステップ 5

注意

このコマンドを入力する前に、コンフィギュレー

ションファイルのバックアップが作成されている

ことを確認してください。

switch(boot)# init system

nx-osイメージファイルのアップロードを完了しま
す。

switch(boot)# load-nxos

例：

ステップ 6

switch(boot)# load-nxos

例

システムのローカル IPアドレスとサブネットマスクを設定する例を示します。

loader> set ip 172.21.55.213 255.255.255.224
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set ip 172.21.55.213 255.255.255.224
Correct - ip addr is 172.21.55.213, mask is 255.255.255.224
Found Intel 82546GB [2:9.0] at 0xe040, ROM address 0xf980
Probing...[Intel 82546GB]
Management interface
Link UP in 1000/full mode
Ethernet addr: 00:1B:54:C1:28:60
Address: 172.21.55.213
Netmask: 255.255.255.224
Server: 0.0.0.0
Gateway: 172.21.55.193

次に、デフォルトゲートウェイの IPアドレスを設定する例を示します。

loader> set gw 172.21.55.193
Correct gateway addr 172.21.55.193
Address: 172.21.55.213
Netmask: 255.255.255.224
Server: 0.0.0.0
Gateway: 172.21.55.193

次に、サーバから nx-osイメージを起動する例を示します。

loader> boot tftp://172.28.255.18/tftpboot/n9000-dk9.6.1.2.I1.1.bin
Address: 172.21.55.213
Netmask: 255.255.255.224
Server: 172.28.255.18
Gateway: 172.21.55.193
Filesystem type is tftp, using whole disk
Booting: /tftpboot/n9000-dk9.6.1.2.I1.1.gbin console=ttyS0,9600n8nn quiet loader
_ver="3.17.0"....
.............................................................................Im
age verification OK

Starting kernel...
INIT: version 2.85 booting
Checking all filesystems..r.r.r.. done.
Setting kernel variables: sysctlnet.ipv4.ip_forward = 0
net.ipv4.ip_default_ttl = 64
net.ipv4.ip_no_pmtu_disc = 1
.
Setting the System Clock using the Hardware Clock as reference...System Clock set. Local
time: Wed Oct 1
11:20:11 PST 2013
WARNING: image sync is going to be disabled after a loader netboot
Loading system software
No system image Unexporting directories for NFS kernel daemon...done.
INIT: Sending processes the KILL signal
Cisco Nexus Operating System (NX-OS) Software
TAC support: http://www.cisco.com/tac
Copyright (c) 2013, Cisco Systems, Inc. All rights reserved.
The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain components of this software are licensed under
the GNU General Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1. A copy of each
such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://www.opensource.org/licenses/lgpl-2.1.php
switch(boot)#
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システムまたはプロセスの再起動

回復可能または回復不可能なエラーが発生すると、システムまたはシステム上のプロセスがリ

セットされることがあります。次の表に、考えられる原因と解決策を示します。

ソリューション考えられる原因問題

システムは自動的に問題から回復し

ました。システムの再起動の回復

（21ページ）を参照してください。

システムまたはシステムのプロ

セスで回復可能なエラーが発生

しました。

システムまたはシス

テム上のプロセスが

リセットされた。

システムは問題から自動的に回復で

きません。原因を特定するには、シ

ステムの再起動の回復（21ページ）
を参照してください。

システムで回復不能なエラーが

発生した。

クロックモジュールに障害が発生し

ていることを確認します。障害が発

生したクロックモジュールを次のメ

ンテナンス時間帯に交換します。

クロックモジュールに障害が発

生した。

システムの再起動の回復

プロセスを再起動するたびに、syslogメッセージと Call Homeイベントが生成されます。イベ
ントがサービスに影響を与えない場合でも、今後発生することでサービスの中断が発生する可

能性があるため、すぐに状態を特定して解決する必要があります。

手順を実行した後、テクニカルサポート担当者に連絡し、コアダンプの確認を依頼すること

で、再起動状態の原因と解決策を特定します。

（注）

始める前に

次の条件が適用されます。

•システムは、4分ごとにコアファイルを TFTPサーバに自動的にコピーします。この間隔
は設定できません。

• TFTPサーバへの特定のコアファイルのコピーは、copy core://module#/pid#
tftp://tftp_ip_address/file_nameを使用して手動でトリガできます。コマンドを使用する必要
があります。

•スーパーバイザフェールオーバーが発生した場合、コアはプライマリログフラッシュで
はなくセカンダリログフラッシュにある可能性があります。

•プロセスを再起動できる最大回数は、すべてのプロセスの高可用性（HA）ポリシーの一
部です。（このパラメータは設定できません。）プロセスが最大回数を超えて再起動する

と、古いコアファイルが上書きされます。

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
21

インストール、アップグレード、リブートのトラブルシューティング

システムまたはプロセスの再起動



•任意のプロセスで保存できるコアファイルの最大数は、任意のプロセスのHAポリシーの
一部です。（このパラメータは設定できず、3に設定されます）。

手順の概要

1. switch# show log | include error
2. switch# show processes
3. switch# show process log
4. switch# show process log pid pid

5. switch# show system uptime
6. switch# show cores
7. switch# copy core: core path

8. switch# show processes log pid pid

9. switch# system cores tftp: tftp-path

手順の詳細

手順

目的コマンドまたはアクション

syslogファイルを表示して、再起動したプロセスと
再起動した理由を確認できるようにします。

switch# show log | include error

例：

ステップ 1

switch# show log logfile | include error
Sep 10 23:31:31 dot-6 %
LOG_SYSMGR-3-SERVICE_TERMINATED: Service "sensor"
(PID 704) has finished with error
code SYSMGR_EXITCODE_SY.
switch# show logging logfile | include fail
Jan 27 04:08:42 88 %LOG_DAEMON-3-SYSTEM_MSG:
bind() fd 4, family 2, port 123, ad
dr 0.0.0.0, in_classd=0 flags=1 fails: Address
already in use
Jan 27 04:08:42 88 %LOG_DAEMON-3-SYSTEM_MSG:
bind() fd 4, family 2, port 123, ad
dr 127.0.0.1, in_classd=0 flags=0 fails: Address
already in use
Jan 27 04:08:42 88 %LOG_DAEMON-3-SYSTEM_MSG:
bind() fd 4, family 2, port 123, ad
dr 127.1.1.1, in_classd=0 flags=1 fails: Address
already in use
Jan 27 04:08:42 88 %LOG_DAEMON-3-SYSTEM_MSG:
bind() fd 4, family 2, port 123, ad
dr 172.22.93.88, in_classd=0 flags=1 fails:
Address already in use
Jan 27 23:18:59 88 % LOG_PORT-5-IF_DOWN: Interface
fc1/13 is down (Link failure
or not-connected)
Jan 27 23:18:59 88 % LOG_PORT-5-IF_DOWN: Interface
fc1/14 is down (Link failure
or not-connected)
Jan 28 00:55:12 88 % LOG_PORT-5-IF_DOWN: Interface
fc1/1 is down (Link failure
or not-connected)
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目的コマンドまたはアクション

Jan 28 00:58:06 88 % LOG_ZONE-2-ZS_MERGE_FAILED:
Zone merge failure, Isolating
port fc1/1 (VSAN 100)
Jan 28 00:58:44 88 % LOG_ZONE-2-ZS_MERGE_FAILED:
Zone merge failure, Isolating
port fc1/1 (VSAN 100)
Jan 28 03:26:38 88 % LOG_ZONE-2-ZS_MERGE_FAILED:
Zone merge failure, Isolating
port fc1/1 (VSAN 100)
Jan 29 19:01:34 88 % LOG_PORT-5-IF_DOWN: Interface
fc1/1 is down (Link failure
or not-connected)
switch#

実行中のプロセスと各プロセスのステータスを表示

します。

switch# show processes

例：

ステップ 2

次のコードは、状態（プロセス状態）のシステム出

力で使用されます。

switch# show processes
PID State PC Start_cnt TTY Process
----- ----- -------- ----------- ----
------------- • D =中断なしで休止（通常 I/O）1 S 2ab8e33e 1 - init

2 S 0 1 - keventd
• R =実行可能（実行キュー上）

3 S 0 1 -
• S =休止中ksoftirqd_CPU0

4 S 0 1 - kswapd

• T =トレースまたは停止5 S 0 1 - bdflush

6 S 0 1 - kupdated • Z = defunct (「ゾンビ」)プロセス
71 S 0 1 - • NR =実行されていないkjournald
136 S 0 1 -

• ER =実行されているべきだが、現在は実行され
ていない

kjournald
140 S 0 1 -
kjournald
431 S 2abe333e 1 - httpd

（注）443 S 2abfd33e 1 - xinetd

ERは通常、何度も再起動され、システムによって
障害が検出されて無効にされた場合に、プロセスが

開始する状態です。

446 S 2ac1e33e 1 - sysmgr
452 S 2abe91a2 1 - httpd
453 S 2abe91a2 1 - httpd
456 S 2ac73419 1 S0 vsh
469 S 2abe91a2 1 - httpd
470 S 2abe91a2 1 - httpd

異常終了したプロセスと、スタックトレースまたは

コアダンプがあるかどうかを表示します。

switch# show process log

例：

ステップ 3

switch# show process log
Process PID Normal-exit Stack-trace Core
Log-create-time
------- --- ----------- ----------- ----
---------------
ntp 919 N N N Jan 27
04:08
snsm 972 N Y N Jan 24
20:50
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目的コマンドまたはアクション

再起動している特定のプロセスの詳細情報を表示し

ます。

switch# show process log pid pid

例：

ステップ 4

switch# show processes log pid 898
Service: idehsd
Description: ide hotswap handler Daemon
Started at Mon Sep 16 14:56:04 2013 (390923 us)
Stopped at Thu Sep 19 14:18:42 2013 (639239 us)
Uptime: 2 days 23 hours 22 minutes 22 seconds
Start type: SRV_OPTION_RESTART_STATELESS (23)
Death reason: SYSMGR_DEATH_REASON_FAILURE_SIGTERM
(3)
Exit code: signal 15 (no core)
CWD: /var/sysmgr/work
Virtual Memory:
CODE 08048000 - 0804D660

DATA 0804E660 - 0804E824
BRK 0804E9A0 - 08050000
STACK 7FFFFD10

Register Set:
EBX 00000003 ECX 0804E994 EDX
00000008

ESI 00000005 EDI 7FFFFC9C EBP
7FFFFCAC

EAX 00000008 XDS 0000002B XES
0000002B

EAX 00000003 (orig) EIP 2ABF5EF4 XCS
00000023

EFL 00000246 ESP 7FFFFC5C XSS
0000002B
Stack: 128 bytes. ESP 7FFFFC5C, TOP 7FFFFD10
0x7FFFFC5C: 0804F990 0804C416 00000003 0804E994
................
0x7FFFFC6C: 00000008 0804BF95 2AC451E0 2AAC24A4
.........Q.*.$.*
0x7FFFFC7C: 7FFFFD14 2AC2C581 0804E6BC 7FFFFCA8
.......*........
0x7FFFFC8C: 7FFFFC94 00000003 00000001 00000003
................
0x7FFFFC9C: 00000001 00000000 00000068 00000000
........h.......
0x7FFFFCAC: 7FFFFCE8 2AB4F819 00000001 7FFFFD14
.......*........
0x7FFFFCBC: 7FFFFD1C 0804C470 00000000 7FFFFCE8
....p...........
0x7FFFFCCC: 2AB4F7E9 2AAC1F00 00000001 08048A2C
...*...*....,...
PID: 898
SAP: 0
UUID: 0
switch#

再起動が最近発生したかどうかを表示します。switch# show system uptime

例：

ステップ 5

再起動が繰り返し発生するのか、1回だけ発生する
のかを判断するには、システムが稼働している時間

の長さを各再起動のタイムスタンプと比較します。

switch# show system uptime
Start Time: Fri Sep 13 12:38:39 2013
Up Time: 0 days, 1 hours, 16 minutes, 22
seconds
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目的コマンドまたはアクション

アクティブスーパーバイザから現在アップロードに

使用可能なすべてのコアを表示します。

switch# show cores

例：

ステップ 6

switch# show cores
Module Instance Process-name PID
Date(Year-Month-Day Time)
------ -------- ------------ ----
-------------------------
28 1 bgp-64551 5179 2013-09-13
23:51:26

FSPFコアダンプを IPアドレスを使用してTFTPサー
バにコピーします。

switch# copy core: core path

例：

ステップ 7

switch# copy core://5/1524 tftp::/1.1.1.1/abcd

ログディレクトリに zone_server_log.889という名前
のファイルを表示します。

switch# show processes log pid pid

例：

ステップ 8

switch# '''show processes log pid 1473'''

======================================================

Service: ips
Description: IPS Manager

Started at Tue Jan 8 17:07:42 2013 (757583 us)
Stopped at Thu Jan 10 06:16:45 2013 (83451 us)
Uptime: 1 days 13 hours 9 minutes 9 seconds

Start type: SRV_OPTION_RESTART_STATELESS (23)
Death reason: SYSMGR_DEATH_REASON_FAILURE_SIGNAL
(2)
Exit code: signal 6 (core dumped)
CWD: /var/sysmgr/work

Virtual Memory:

CODE 08048000 - 080FB060
DATA 080FC060 - 080FCBA8
BRK 081795C0 - 081EC000
STACK 7FFFFCF0
TOTAL 20952 KB

Register Set:

EBX 000005C1 ECX 00000006
EDX 2AD721E0

ESI 2AD701A8 EDI 08109308
EBP 7FFFF2EC

EAX 00000000 XDS 0000002B
XES 0000002B

EAX 00000025 (orig) EIP 2AC8CC71
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目的コマンドまたはアクション

XCS 00000023
EFL 00000207 ESP 7FFFF2C0

XSS 0000002B

Stack: 2608 bytes. ESP 7FFFF2C0, TOP 7FFFFCF0

0x7FFFF2C0: 2AC8C944 000005C1 00000006 2AC735E2
D..*.........5.*
0x7FFFF2D0: 2AC8C92C 2AD721E0 2AAB76F0 00000000
,..*.!.*.v.*....
0x7FFFF2E0: 7FFFF320 2AC8C920 2AC513F8 7FFFF42C
... ..*...*,...
0x7FFFF2F0: 2AC8E0BB 00000006 7FFFF320 00000000
...*.... .......
0x7FFFF300: 2AC8DFF8 2AD721E0 08109308 2AC65AFC
...*.!.*.....Z.*
0x7FFFF310: 00000393 2AC6A49C 2AC621CC 2AC513F8
.......*.!.*...*
0x7FFFF320: 00000020 00000000 00000000 00000000
...............
0x7FFFF330: 00000000 00000000 00000000 00000000
................
0x7FFFF340: 00000000 00000000 00000000 00000000
................
0x7FFFF350: 00000000 00000000 00000000 00000000
................
0x7FFFF360: 00000000 00000000 00000000 00000000
................
0x7FFFF370: 00000000 00000000 00000000 00000000
................
0x7FFFF380: 00000000 00000000 00000000 00000000
................
0x7FFFF390: 00000000 00000000 00000000 00000000
................
0x7FFFF3A0: 00000002 7FFFF3F4 2AAB752D 2AC5154C
.
... output abbreviated ...
Stack: 128 bytes. ESP 7FFFF830, TOP 7FFFFCD0

TFTPサーバを使用してコアダンプを TFTPサーバ
に送信するように設定します。

switch# system cores tftp: tftp-path

例：

ステップ 9

このコマンドにより、システムは TFTPサーバへの
コアファイルの自動コピーを有効にします。

switch(config)# system cores tftp://10.1.1.1/cores

回復不能なシステムの再起動

以下の場合には、回復不能なシステム再起動が発生する可能性があります。

•重要なプロセスが失敗し、再起動できない。

•プロセスがシステム設定で許可されている回数を超えて再起動した。

•プロセスは、システム設定で許可されているよりも頻繁に再起動した。
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プロセスリセットの影響は、プロセスごとに設定されたポリシーによって決まります。回復不

能なリセットにより、機能が失われたり、アクティブなスーパーバイザが再起動したり、スー

パーバイザがスイッチオーバーしたり、システムが再起動したりすることがあります。

この項で説明している showsystemreset-reasonコマンドにより、以下の情報が表示されます。

•特定のスロット、特定のモジュールでの、最後の4つのリセット理由。モジュールが存在
しない場合には、そのモジュールのリセット理由コードは表示されません。

•予期されたリロードおよび予期しないリロードが発生したタイミングと理由の全体での履
歴。

•リセットまたはリロードが発生したときのタイムスタンプ。

•モジュールのリセットまたはリロードの理由。

•リセットまたはリロードの原因となったサービス（常に使用できるわけではない）。

•リセットまたはリロード時に実行されていたソフトウェアのバージョン。

switch# show system reset-reason module 27
----- reset reason for Supervisor-module 27 (from Supervisor in slot 27) ---
1) At 281000 usecs after Wed Jun 26 20:16:34 2013

Reason: Reset Requested by CLI command reload
Service:
Version: 6.1(2)I1(1)

2) At 791071 usecs after Wed Jun 26 20:04:50 2013
Reason: Reset Requested by CLI command reload
Service:
Version: 6.1(2)I1(1)

3) At 70980 usecs after Wed Jun 26 19:55:52 2013
Reason: Reset Requested by CLI command reload
Service:
Version: 6.1(2)I1(1)

4) At 891463 usecs after Wed Jun 26 23:44:48 2013
Reason: Reset Requested by CLI command reload
Service:
Version: 6.1(2)I1(1)

スタンバイスーパーバイザが起動に失敗する

スタンバイスーパーバイザは、アップグレード後に起動しません。次のシステムメッセージ

が表示されることがあります。

SYSMGR-2-STANDBY_BOOT_FAILED

このメッセージは、ローダが BIOSによってロードされた後 3～ 6分でスタンバイスーパーバ
イザがブート手順を完了できない（ローカルコンソールのログインプロンプトに到達できな

い）場合に出力されます。このメッセージは、通常、スタンバイスーパーバイザに適切に設定

されていないブート変数によって発生します。このメッセージは、ローダプロンプトでユーザ

が意図的に（Escキーを押して）起動手順を中止した場合も発生する可能性があります。

スタンバイスーパーバイザのローカルコンソールに接続します。スーパーバイザがローダプ

ロンプトにいる場合は、 bootコマンドを使用して、ブート手順を続行します。それ以外の場
合は、reloadコマンドをアクティブスーパーバイザの VSHセッションからスタンバイスー
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パーバイザに対して入力します。その際に force-dnldオプションを指定します。スタンバイが
オンラインになったら、ブート変数を適切に設定して問題を解決します。

ソリューション考えられる原因症状

bootflash:からアクティブスーパー
バイザをリロードします。

TFTPからブートされたアクティブ
スーパーバイザ nx-osイメージ。

スタンバイスーパー

バイザが起動しませ

ん。

管理者パスワードの回復

管理者パスワードの回復方法については 、『Password Recovery Procedure for Cisco NX-OS』の
「Recovering the Administrator Password」のトピックを参照してください。

• network admin権限を持つユーザ名で CLIから回復する

•デバイスの電源を再投入する

•デバイスをリロードする

ネットワーク管理者権限でのCLIの使用による管理者パスワードの回復

手順の概要

1. switch# show user-account
2. switch# config terminal
3. switch(config)# username admin password new-password

4. switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

ユーザ名に network admin権限があるかどうかを確
認します。

switch# show user-account

例：

ステップ 1

switch# show user-account
user:admin

this user account has no expiry date
roles:network-admin

user:dbgusr
this user account has no expiry date
roles:network-admin network-operator

グローバルコンフィギュレーションモードを開始

します。

switch# config terminal

例：

ステップ 2
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目的コマンドまたはアクション

switch# config terminal
switch(config)#

ユーザ名に network admin権限がある場合は、新し
いネットワーク管理者パスワードを割り当てます。

switch(config)# username admin password new-password

例：

ステップ 3

（注）switch(config)# username admin password egBdf

new-passwordでは、$文字は使用できません。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

switch(config)# copy running-config startup-config

例：

ステップ 4

switch(config)# copy running-config startup-config

管理者パスワードを回復するためのデバイスの電源再投入

network-admin権限のあるデバイス上でセッションを開始できない場合は、デバイスの電源を
再投入してネットワーク管理者パスワードを回復することができます。

パスワード回復手順を実行すると、デバイス上のすべてのトラフィックが中断されます。デバ

イスとの接続はすべて 2～ 3分間切断されます。
注意

管理インターフェイスとの Telnetまたはセキュアシェル（SSH）セッションから管理者パス
ワードを回復することはできません。ローカルコンソール接続を使用できる必要があります。

（注）

パスワードの回復によって更新されるのは、ローカルユーザデータベース内の新しい管理者

パスワードのみです。リモート AAAサーバのパスワードは更新されません。新しいパスワー
ドは、ローカル認証がイネーブルの場合にのみ有効になり、リモート認証の場合は有効になり

ません。パスワードが回復すると、コンソールからのログインに対するローカル認証がイネー

ブルになり、管理ユーザはコンソールから新しいパスワードでログインできるようになりま

す。

（注）

copy configuration-file startup-configの実行時にユーザ名がコンフィギュレーションファイルで
指定されなかったためにパスワードを回復する必要がある場合 fast-reloadまたは reloadコマ
ンドを実行し、ステップ 12で write eraseを実行する必要があります。

（注）
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始める前に

2つのスーパーバイザモジュールを搭載したデバイスの場合は、回復手順の完了後にアクティ
ブモジュールになるスーパーバイザモジュールでパスワード回復手順を実行する必要があり

ます。他方のスーパーバイザモジュールがアクティブにならないようにするには、次の作業の

いずれかを実行します。

•他方のスーパーバイザモジュールをシャーシから取り外します。

•回復手順が完了するまで、他方のスーパーバイザモジュールのコンソールプロンプトを
次の 2つのプロンプトのいずれかに変更します。

• loader >

• switch(boot)#

手順

目的コマンドまたはアクション

—アクティブなスーパーバイザモジュールのコンソー

ルポートで端末セッションを確立します。

ステップ 1

（注）

USキーマップ以外のキーマップを使用している場
合は、ブレイクシーケンスの生成のために必要な

キーシーケンスを押しても動作しない可能性があ

ります。この場合、ご使用の端末を USキーマッ
プに設定することを推奨します。キーボードマッ

ピングのため、Ctrl-Cを Ctrl-]の代わりに入力で
きます。

—SSHまたは端末エミュレータを使用してコンソー
ルポートにアクセスする場合は、ステップ 6に進
みます。

ステップ 2

—Telnetを使用してコンソールポートにアクセスす
る場合、Ctrl-]（右角カッコ）を押して、Telnetエ
スケープシーケンスと競合しないようにします。

ステップ 3

（注）

Cisco NX-OSログインプロンプトがそのままの状
態で、Telnetプロンプトが表示されない場合は、
手順 6に進みます。

例：

switch login: Ctrl-]

次に、Microsoft Telnetで Ctrl+\をエスケープキー
シーケンスとして設定する例を示します。

Telnetプロンプトが表示される場合は、Telnetエス
ケープシーケンスをCtrl-]（右角カッコ）以外の文
字シーケンスに変更します。

ステップ 4

（注）

例： Cisco NX-OSログインプロンプトがそのままの状
態で、Telnetプロンプトが表示されない場合は、
手順 6に進みます。

telnet> set escape ^\
Escape Character is 'CTRL+\'
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目的コマンドまたはアクション

—Enterを 1回または複数回押して Cisco NX-OSログ
インプロンプトに戻ります。

ステップ 5

例：

telnet> <Enter>
switch login:

—デバイスの電源を一度切ってから再投入します。ステップ 6

—Ctrl-Cを押して、ローダー >プロンプトにアクセ
スします。

ステップ 7

例：

Ctrl-C
loader>

リカバリモードに切り替えます。ローダー cmdline recoverymode=1

例：

ステップ 8

loader> cmdline recoverymode=1

スイッチブートプロンプトに到達するには、nx-os
イメージだけでデバイスを再起動します。

ローダー> boot n9000-dk9.x.x.x.bin

例：

ステップ 9

loader> boot n9000-dk9.x.x.x.bin
Booting iash
Trying diskboot
Filesystem type is ext2fs, partition type 0x83
Image valid
MD5Sum mismatch

INIT: Loading IGB driver ... Signature
Envelope.(36)Invalid Tag in Signature Envelope
Installing SSE module ... done
Creating the sse device node ... done
Installing CCTRL driver for card_type 3 ...

Checking all filesystems.......
Installing SPROM driver ...
Installing default sprom values ...
done.Configuring network ...
Installing psdev ...
Installing veobc ...
Installing OBFL driver ...
Starting portmap daemon...
creating NFS state directory: done
starting 8 nfsd kernel threads: done
starting mountd: done
starting statd: done
Loading system software
No system image is specified
INIT: Sending processes the TERM signal
INIT: Sending processes the KILL signal
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目的コマンドまたはアクション

Bad terminal type: "linux". Will assume vt100.
Cisco Nexus Operating System (NX-OS) Software
TAC support: http://www.cisco.com/tac
Copyright (c) 2002-2013, Cisco Systems, Inc. All
rights reserved.
The copyrights to certain works contained in this
software are owned by other third parties and
used
and distributed under license. Certain components
of this software are licensed under the GNU
General
Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1.
A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php
and
http://www.opensource.org/licenses/lgpl-2.1.php
switch(boot)#

—Enterを 1回または複数回押して Cisco NX-OSログ
インプロンプトに戻ります。

ステップ 10

例：

telnet> <Enter>
switch login:

ブートコンフィギュレーションモードを開始しま

す。ｓ
switch(boot)# config terminal

例：

ステップ 11

switch(boot)# config terminal
Enter configuration commands, one per line. End
with CNTL/Z.
switch(boot)(config)#

ネットワーク管理者パスワードを再設定します。switch(boot)(config)# admin-password new-password

例：

ステップ 12

（注）

copyconfiguration-filestartup-configの実行時にユー
ザ名がコンフィギュレーションファイルで指定さ

switch(boot)(config)# admin-password egBdf
WARNING! Remote Authentication for login through
console has been disabled

れなかったためにパスワードを回復する必要があ

る場合 fast-reloadまたは reloadコマンドを実行
し、この手順はスキップし、write eraseコマンド
を入力して、次の手順に進みます。

重要

スイッチで Cisco NX-OSリリース 7.0(3)I2(2)が実
行されている場合は、ステップ 12〜 14をスキッ
プして、write eraseを実行し、デバイスをリロード
します。パスワード回復を試行する前に、設定が

バックアップされていることを確認します。この
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目的コマンドまたはアクション

回避策は、Cisco NX-OSリリース 7.0(3)I2(2)にの
み関係します。

ブートコンフィギュレーションモードを終了しま

す。

switch(boot)(config)# exit

例：

ステップ 13

switch(boot)(config)# exit
switch(boot)#

nx-osイメージをロードします。load-nxosコマンド
は、示されているとおりに入力する必要がありま

switch(boot)# load-nxos

例：

ステップ 14

す。このコマンドでは、イメージファイル名を入

力しないでください。
switch(boot)# load-nxos

実行コンフィギュレーションにより、コンソールか

らのログインに対してローカル認証がイネーブルに

新しい管理者パスワードを使用してデバイスにロ

グインします。

ステップ 15

なっていることが示されます。新しいパスワードを
例：

今後のログインでも有効にするため、実行コンフィ
switch login: admin
Password: egBdf ギュレーションは変更しないでください。AAAサー

バ上で設定した管理者パスワードを再設定して記憶

したら、リモート認証をイネーブルにできます。

switch# show running-config aaa
!Command: show running-config aaa
!Time: Fri Jun 7 02:39:23 2013
version 6.1(2)I1(1)
logging level aaa 5
aaa authentication login ascii-authentication

グローバルコンフィギュレーションモードを開始

します。

switch# config terminal

例：

ステップ 16

switch# config terminal
switch(config)#

新しいパスワードを再設定して、簡易ネットワーク

管理プロトコル（SNMP）パスワードとしても使用
できるようにします。

switch(config)# username admin password
new-password

例：

ステップ 17

switch(config)# username admin password egBdf

グローバルコンフィギュレーションモードを終了

します。

switch(config)# exit

例：

ステップ 18

switch(config)# exit
switch#
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目的コマンドまたはアクション

—必要に応じて、前に取り外したスタンバイスーパー

バイザモジュールをシャーシに取り付けます。

ステップ 19

—必要に応じて、スタンバイスーパーバイザモジュー

ルで nx-osイメージを起動します。
ステップ 20

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

switch(config)# copy running-config startup-config

例：

ステップ 21

switch(config)# copy running-config
startup-config

管理者パスワードを回復するためのデバイスのリロード

デバイスの電源を再投入してネットワーク管理者パスワードを再設定できます。

この手順を実行すると、デバイス上のすべてのトラフィックが中断されます。デバイスとの接

続はすべて 2～ 3分間切断されます。
注意

管理インターフェイスとの Telnetまたはセキュアシェル（SSH）セッションから管理者パス
ワードを回復することはできません。ローカルコンソール接続を使用できる必要があります。

（注）

パスワードの回復によって更新されるのは、ローカルユーザデータベース内の新しい管理者

パスワードのみです。リモート AAAサーバのパスワードは更新されません。新しいパスワー
ドは、ローカル認証がイネーブルの場合にのみ有効になり、リモート認証の場合は有効になり

ません。パスワードが回復すると、コンソールからのログインに対するローカル認証がイネー

ブルになり、管理ユーザはコンソールから新しいパスワードでログインできるようになりま

す。

（注）

手順の概要

1. アクティブなスーパーバイザモジュールのコンソールポートで端末セッションを確立し

ます。

2. switch# reload

3. ローダー> cmdline recoverymode=1

4. ローダー> boot n9000-dk9.x.x.x.bin

5. 管理者パスワードを回復するためのデバイスの電源再投入（29ページ）のステップ 6～
20を実行して、ネットワーク管理者パスワードを再設定します。
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手順の詳細

手順

目的コマンドまたはアクション

—アクティブなスーパーバイザモジュールのコンソー

ルポートで端末セッションを確立します。

ステップ 1

ローダプロンプトに到達するようにデバイスをリ

ロードします。次のメッセージが表示されたら、

Ctrl-Cを押す必要があります。

Booting nx-os image:
bootflash:/n9000-dk9.x.x.x.bin....

switch# reload

例：

switch# reload
This command will reboot the system. (y/n)? [n]
Y
2013 Jun 7 13:09:56 switch %$ VDC-1 %$

ステップ 2

%PLATFORM-2-PFM_SYSTEM_RESET:
Manual system restart from Command Line Interface

writing reset reason 9,
..
..

GNU GRUB version 0.97
Autobooting bootflash:/n9000-dk9.x.x.x.bin
bootflash:/n...
Filesystem type is ext2fs, partition type 0x83
Booting nx-os image:
bootflash:/n9000-dk9.x.x.x.bin....(---->
Press Ctrl + C)
....Aborting Image Boot

GNU GRUB version 0.97
Loader Version 3.22.0

loader>

switch(boot)#プロンプトで、ブートプロセスが停止
するように設定します。

ローダー> cmdline recoverymode=1

例：

ステップ 3

loader> cmdline recoverymode=1

スイッチブートプロンプトに到達するには、nx-os
イメージだけでデバイスを再起動します。

ローダー> boot n9000-dk9.x.x.x.bin

例：

ステップ 4

loader> boot n9000-dk9.x.x.x.bin
Filesystem type is ext2fs, partition type 0x83
Booting nx-os image: n9000-dk9.6.1.2.I1.1.gbin....
................................................
.....................Image verification OK
..
..
Lesser General Public License (LGPL) Version 2.1.
A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php
and
http://www.opensource.org/licenses/lgpl-2.1.php
switch(boot)#
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目的コマンドまたはアクション

—管理者パスワードを回復するためのデバイスの電源

再投入（29ページ）のステップ 6～ 20を実行し
ステップ 5

て、ネットワーク管理者パスワードを再設定しま

す。

管理者パスワードの変更
ネットワーク管理者パスワードを変更するには、adminとしてログインする必要があります。

管理者パスワードの変更に関するガイドラインと制限事項

管理者パスワードを変更するには、次の注意事項と制約事項に従ってください。

• CLIコマンド no service password-recoveryを有効または無効にするには、管理者である必要
があります。

•管理者パスワードを変更するには、管理者としてログインする必要があります。

•前回のブートで管理者が CLIを無効にした場合、ブートプロンプトから管理者パスワー
ドを変更することはできません。

管理者としてログインしていない場合は、エラーが表示されます。（注）

管理者ユーザのみへの変更管理者パスワードの付与

手順の概要

1. switch# show user-account
2. switch# configure terminal
3. switch(config)# no service password-recovery

手順の詳細

手順

目的コマンドまたはアクション

ユーザ名に network admin権限があるかどうかを確
認します。

switch# show user-account

例：

ステップ 1
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目的コマンドまたはアクション

switch# show user-account
user:admin

this user account has no expiry date
roles:network-admin

user:dbgusr
this user account has no expiry date
roles:network-admin network-operator

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminal

例：

ステップ 2

switch# configure terminal
switch(config)#

パスワード回復を有効または無効にします。switch(config)# no service password-recovery

例：

ステップ 3

（注）

別のユーザが管理者パスワードを変更できるように

するには、ネットワーク管理者権限を持つ管理者と

switch(config)# no service password-recovery
WARNING: executing this command will disable the
password recovery mechanism. Do not execute this

してログインしたときに service password-recovery
を実行します。

command without another plan for password
recovery. Are you sure you want to continue? (y/n)
: [y] y
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第 4 章

ライセンスの問題のトラブルシューティン

グ

•ライセンスの問題のトラブルシューティングに関する情報 （39ページ）
•ライセンスの注意事項および制約事項（39ページ）
•ライセンスのトラブルシューティングの初期チェックリスト（40ページ）
• CLIを使用したライセンス情報の表示（41ページ）
•ライセンスのインストールの問題（42ページ）

ライセンスの問題のトラブルシューティングに関する情

報
Cisco NX-OSでは、一部の機能にライセンスが必要です。ライセンスは、システムでこれらの
機能を有効にします。ライセンス機能を有効にするシステムごとにライセンスを購入する必要

があります。

シャーシのシリアル番号

ライセンスは、ライセンスファイルがインストールされるシャーシのシリアル番号を使用して

作成されます。シャーシのシリアル番号に基づいてライセンスを注文すると、このライセンス

を他のシステムで使用することはできません。

シャーシの交換

ライセンスを含むシャーシを交換する場合は、TACに連絡して新しいライセンスを生成する必
要があります。古いライセンスはシャーシのシリアル番号に基づいており、新しいシャーシで

は機能しません。

ライセンスの注意事項および制約事項
Cisco NX-OSのライセンスを扱う場合は、次のガイドラインに従ってください。
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•ライセンスが必要な機能に基づいて、必要なライセンスを慎重に決定します。

•次のように、ライセンスを正確に注文します。

•システムに付属の購入証明書に記載されている製品認証キーを入力します。

•ライセンスを注文する際は、正しいシャーシシリアル番号を入力してください。シリ
アル番号は、ライセンスをインストールするシャーシと同じである必要があります。

show license host-idコマンドを使用し、コマンドを入力して、シャーシのシリアル番
号を取得します。

•シリアル番号を正確に入力します。シリアル番号には、ゼロの代わりに文字「O」を
使用しないでください。

•シャーシに固有のライセンスを注文します。

•ライセンスファイルをリモートの安全な場所にバックアップします。ライセンスファイ
ルをアーカイブすると、システムで障害が発生した場合にライセンスが失われることがな

くなります。

•システムのシリアル番号を使用して注文したライセンスを使用して、各システムに正しい
ライセンスをインストールします。ライセンスは、シリアル番号とプラットフォームに固

有です。

• show license usageを使用コマンドは、インストールの確認に使用されます。

•ライセンスファイルを変更したり、注文していないシステムで使用したりしないでくださ
い。シャーシを返却する場合は、カスタマーサポート担当者に連絡して、新しいシャーシ

の交換ライセンスを注文してください。

ライセンスのトラブルシューティングの初期チェックリ

スト
ライセンスの問題をトラブルシューティングする際は、まず次のことを確認します。

Doneチェックリスト

注文したすべてのライセンスのシャーシシリアル番号を確認します。

注文したすべてのライセンスのプラットフォームまたはモジュールタイプを

確認します。

ライセンスの注文に使用した製品認証キーが、シャーシのシリアル番号を取

得したのと同じシャーシからのものであることを確認します。

有効にする機能のライセンスを必要とするすべてのシステムに、すべてのラ

イセンスがインストールされていることを確認します。
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CLIを使用したライセンス情報の表示

手順の概要

1. show license [host-id | usage [package]]

手順の詳細

手順

目的コマンドまたはアクション

このシステムに設定されているライセンス情報を表

示します。ライセンスのホスト IDを表示するには、
show license [host-id | usage [package]]

例：

ステップ 1

host-idキーワードを使用します。すべてのライセン
switch# show license usage
LAN_ENTERPRISE_SERVICES_PKG ス済み機能のリストまたは指定したパッケージ内の

機能のリストを表示するには、usageキーワードを
使用します。

例

次に、インストールされているすべてのライセンスキーファイルと内容を表示する例

を示します。

switch# show license
entp.lic:
SERVER this_host ANY
VENDOR cisco
INCREMENT LAN_ENTERPRISE_SERVICES_PKG cisco 1.0 permanent uncounted \

VENDOR_STRING=<LIC_SOURCE>MDS_SWIFT</LIC_SOURCE><SKU>N95-LAN1K9=</SKU> \
HOSTID=VDH=TBC10412106 \ >
NOTICE="<LicFileID>20071025133322456</LicFileID>LicLineID>1/LicLineID>

\

この例では、現在のライセンスの使用状況に関する情報を表示します。

switch# show license usage
Feature Ins Lic Status Expiry Date Comments Count
------------------------------------------------------------------------------------------

LAN_ENTERPRISE_SERVICES_PKG No - In use
------------------------------------------------------------------------------------------

次に、指定したパッケージの機能のリストを表示する例を示します。

switch# show license usage LAN_ENTERPRISE_SERVICES_PKG
Application
-----------
bgp
pim
msdp
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ospf
ospfv3
-----------

次に、ライセンスのホスト IDを表示する例を示します。
switch# show license host-id
License hostid: VDH=FOX0646S017

コロン（:）記号の後に表示される ID全体を使用します。VHDはベンダーホスト ID
です。

（注）

ライセンスのインストールの問題

シリアル番号の問題

ライセンスを注文する際は、正しいシャーシシリアル番号を使用するようにしてください。

show license host-idコマンドを使用して、CLIを使用しているシステムの適切なシャーシシリ
アル番号を入手します。

別のシャーシ用のライセンスを使用すると、次のシステムメッセージが表示されることがあり

ます。

Error Message: LICMGR-3-LOG_LIC_INVALID_HOSTID: Invalid license hostid VDH=[chars]
for feature [chars].

Explanation: The feature has a license with an invalid license Host ID. This can
happen if a supervisor module with licensed features for one system is installed on
another system.

Recommended Action: Reinstall the correct license for the chassis where the supervisor
module is installed.

ライセンスの注文プロセスでシャーシのシリアル番号を入力する場合は、シリアル番号にゼロ

の代わりに文字「O」を使用しないでください。
（注）

システム間の RMAシャーシエラーまたはライセンス転送
ライセンスは発行されたシステムに対して固有であり、その他のシステムでは無効です。ライ

センスをシステム間で移動する場合は、テクニカルサポートの担当者にお問い合わせくださ

い。
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欠落しているとリストされたライセンス

ライセンスがインストールされ、正常に動作した後、システムハードウェアを変更したり、

bootflash:の問題が発生したりすると、ライセンスがないとして表示されることがあります。

対処方法考えられる原因症状

破損した bootflash:から回復するに
は、破損したブートフラッシュの回

復（16ページ）を参照してくださ
い。ライセンスを再インストールし

ます。

スーパーバイザモジュールは、ライ

センスのインストール後に交換され

ました。

ライセンスは欠落

しているとリスト

されています。

スーパーバイザbootflash:が破損して
います。
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第 5 章

ポートのトラブルシューティング

•ポートのトラブルシューティングについて（45ページ）
•ポートのトラブルシューティングの注意事項と制約事項（45ページ）
•ポートのトラブルシューティングの初期チェックリスト（46ページ）
•ポート情報の表示（46ページ）
• CLIからのポート統計情報のトラブルシューティング（47ページ）
•ポートインターフェイスの問題のトラブルシューティング（48ページ）

ポートのトラブルシューティングについて
デバイスで1つのデータリンクから別のデータリンクへのフレームリレーを行うには、フレー
ムが送受信されるインターフェイスの特性を定義する必要があります。設定されているイン

ターフェイスは、イーサネットインターフェイス、VLANインターフェイス（SVI）、または
管理インターフェイス（mgmt0）です。

各インターフェイスには、次のように管理設定と動作ステータスが関連付けられています。

•管理設定は、修正を加えない限り変更されません。この設定には、管理モードで設定でき
る各種の属性があります。

•動作ステータスは、インターフェイス速度のような指定された属性の現在のステータスを
表します。このステータスは変更できず、読み取り専用です。インターフェイスがダウン

しているときは、一部の値（動作速度など）が有効にならない場合があります。

ポートモード、管理状態、および動作状態の詳細については、『Cisco Nexus 9000シリーズ

NX-OSインターフェイス設定ガイド』を参照してください。

ポートのトラブルシューティングの注意事項と制約事項
ポートインターフェイスを設定する場合は、次のガイドラインに従ってください。
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•デバイスの設定を始める前に、シャーシのモジュールが設計どおりに機能していることを
確認してください。show moduleコマンドを使用し、して、設定を続行する前にモジュー
ルが正常またはアクティブであることを確認します。

•ポートグループに専用ポートを設定する場合は、次のポートモードの注意事項に従って
ください。

•専用モードでは、4ポートグループごとに 1つのポートのみを設定できます。他の 3
つのポートは使用できず、シャットダウンされたままになります。

•他の3つのポートのいずれかがイネーブルの場合、残りのポートを専用モードに設定
することはできません。その他の3つのポートは、引き続きイネーブル状態になりま
す。

• Cisco NX-OSのポート設定のライセンス要件はありません。

ポートのトラブルシューティングの初期チェックリスト
トラブルシューティングを始める際は、まず次のことを確認します。

Doneチェックリスト

物理メディアをチェックして、損傷した部分がないことを確認します。

使用中のSFP（Small Form-Factor Pluggable）デバイスがシスコによって承認された
ものであり、故障していないことを確認します。

ポートが有効になっていることを、no shutdownコマンドを使用する必要があり
ます。

show interfaceコマンドを使用し、して、インターフェイスの状態を確認します。
ポートが動作的なダウン状態になる理由については、『Cisco Nexus 9000 Series
NX-OS Interfaces Configuration Guide』を参照してください。

ポートを専用として設定したこと、ポートグループ内の他の 3つのポートに接続
していないことを確認します。

ポート情報の表示
show interface countersコマンドを使用すればポートカウンタを表示するためのコマンド通常
は、アクティブなトラブルシューティング中にのみカウンタを確認します。この場合、まずカ

ウンタをクリアしてベースラインを作成する必要があります。長期間にわたってアクティブに

なっていたポートの場合、カウンタに格納されている値は意味を持たないことがあります。カ

ウンタをクリアすることにより、現時点での実際のリンクの動作をより正確に把握できます。

すべてのポートカウンタまたは指定したインターフェイスのカウンタをクリアするには、次の

いずれかのコマンドを使用します。
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• clear counters interface all

• clear counters interface range

カウンタを使用して受信フレーム数と送信フレーム数の有意差を表示することにより、同期の

問題を識別できます。

ポートに関する詳細情報を収集するには、次のコマンドを使用します。

• show interface status

• show interface capabilities

• show udld

• show tech-support udld

CLIからのポート統計情報のトラブルシューティング
インターフェイスの完全な情報を表示するには、 show interfaceコマンドを使用します。この
コマンドは、ポートの状態に加えて、次の情報を表示します。

• Speed

•トランク VLANのステータス

•送受信されたフレームの数

•伝送エラー（破棄、エラー、不正なフレームなど）

switch# show interface ethernet 2/45
Ethernet2/45 is down (Administratively down)
Hardware is 10/100/1000 Ethernet, address is 0019.076c.4dd8 (bia 0019.076c.4dd8)
MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec,

reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA
auto-duplex, auto-speed
Beacon is turned off
Auto-Negotiation is turned on
Input flow-control is off, output flow-control is off
Auto-mdix is turned on
Last clearing of "show interface" counters never
1 minute input rate 0 bytes/sec, 0 packets/sec
1 minute output rate 0 bytes/sec, 0 packets/sec
L3 Switched:
input: 0 pkts, 0 bytes - output: 0 pkts, 0 bytes

Rx
0 input packets 0 unicast packets 0 multicast packets
0 broadcast packets 0 jumbo packets 0 storm suppression packets
0 bytes

Tx
0 output packets 0 multicast packets
0 broadcast packets 0 jumbo packets
0 bytes
0 input error 0 short frame 0 watchdog
0 no buffer 0 runt 0 CRC 0 ecc
0 overrun 0 underrun 0 ignored 0 bad etype drop
0 bad proto drop 0 if down drop 0 input with dribble
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0 output error 0 collision 0 deferred
0 late collision 0 lost carrier 0 no carrier
0 babble
0 Rx pause 0 Tx pause 0 reset

Receive data field Size is 2112

ポートインターフェイスの問題のトラブルシューティン

グ

インターフェイス設定が消えました

インターフェイス設定が消える問題が発生している可能性があります。

ソリューション考えられる原因Symptoms

Cisco NX-OSは、レイヤ 2ポー
トモードとレイヤ 3ポート
モードを切り替えるときにイ

ンターフェイス設定を削除し

ます。インターフェイスを再

設定する必要があります。

インターフェイスモードがス

イッチポートモードに変更さ

れました。

インターフェイス設定が消え

ました。

インターフェイスを有効にできない

インターフェイスを有効にするときに問題が発生する可能性があります。
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ソリューション考えられる原因問題

1つのポートが専用ポートである場
合、ポートグループ内の他の3つの
ポートを有効にすることはできませ

ん。show running-config interfaceコ
マンドを使用し、CLIコマンドを使
用して、レートモード設定を確認し

ます。

インターフェイスは専用ポート

グループの一部です。

インターフェイスを有

効にできません。

show interface capabilitiesコマンド
を使用し、コマンドを使用して、

両方のポートに同じ機能があるかど

うかを確認します。必要に応じて設

定を変更し、ポートの互換性を確保

します。

インターフェイス設定にリモー

トポートとの互換性がありませ

ん。

show interface briefコマンドを使用
し、コマンドを使用して、VLAN
内でインターフェイスが設定されて

いるかどうかを調べます。showvlan
briefコマンドを使用し、コマンド
を使用して、VLANのステータスを
調べます。state activeコマンドを使
用し、コマンドを VLANコンフィ
ギュレーションモードで使用して、

VLANの状態をアクティブに設定し
ます。

レイヤ 2ポートがアクセス
VLANに関連付けられていな
い、または VLANが一時停止状
態にあります。

show interface briefコマンドを使用
し、コマンドを使用して、誤った

トランシーバを使用しているかどう

かを確認します。シスコがサポート

する SFPと交換します。

誤った SFPがポートに接続され
ています。

専用ポートを設定できない

ポートを専用として設定しようとすると、問題が発生する可能性があります。
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ソリューション考えられる原因問題

shutdownコマンドを使用し、コマ
ンドをインターフェイスコンフィ

ギュレーションモードで使用して、

ポートグループ内の他の 3つのポー
トを無効にします。

ポートグループ内の他の 3つの
ポートはシャットダウンされま

せん。

専用ポートを設定で

きません。

ポートグループの最初のポートのみ

を専用モードに設定できます。

ポートは、ポートグループの最

初のポートではありません。

ポートがリンク障害または接続されていない状態のままになっている

ポートまたはリンクが動作可能にならない問題が発生する可能性があります。

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
50

ポートのトラブルシューティング

ポートがリンク障害または接続されていない状態のままになっている



ソリューション考えられる原因問題

show port internal infoコマンドを使
用し、して、ポートがリンク障害状

態であるかを確認します。

使用中のメディアのタイプを確認し

ます。光、シングルモード（SM）、
またはマルチモード（MM）か

shutdownコマンドを使用し、
command followed by the no shutdown
コマンドを使用して、ポートを無効

にしてから有効にします。これで問

題が続く場合は、同じモジュールの

別のポートまたは他のモジュールの

ポートに接続を移動してみます。

ポート接続が不良である。ポートが link-failure
状態のままになって

いる。

この問題が発生すると、ポートはト

ランジットポートステートのままに

なり、信号は表示されません。MAC
レベルで同期しない。この問題は、

ポート速度の設定または自動ネゴシ

エーションに関連している可能性が

あります。インターフェイスに SFP
が正しく取り付けられていることを

確認します。SFPを取り付け直して
も問題が解決しない場合は、SFPを
交換するか、スイッチの別のポート

を試してください。

Small Form-Factor Pluggable
（SFP）の中継障害が原因で信
号がないか、SFPに障害がある
可能性があります。

show loggingコマンドを使用し、し
て、「Link Failure, Not Connected」シ
ステムメッセージが出力されるかど

うかを調べます。

shutdownコマンドを使用し、
command followed by the no shutdown
コマンドを使用して、ポートを無効

にしてから有効にします。これで問

題が続く場合は、同じモジュールの

別のポートまたは他のモジュールの

ポートに接続を移動してみます。

リンクが初期化状態で停止して

いる。または、リンクがポイン

トツーポイント状態になってい

る。
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予期しないリンクフラッピングが発生する

ポートでフラッピングが発生すると、ポート状態が次の順序で変化し、一巡すると、最初の状

態に戻って繰り返します。

1. Initializing：リンクを初期化しています。

2. Offline：ポートはオフライン状態です。

3. Link failure or not connected：物理層リンクが動作不能で、アクティブなデバイス接続があ
りません。

予期しないリンクフラッピングのトラブルシューティング時には、次の情報を把握することが

重要です。

•リンクフラッピングを発生させたユーザ

•実際のリンクダウンの理由。

ソリューション考えられる原因問題

shutdownコマンドを使用し、
command followed by the no shutdown
コマンドでポートが通常の状態に戻

ります。

ビットレートがしきい値を超え

たために、ポートが errDisable
ステートになっています。

予期しないリンクフ

ラッピングが発生しま

す。

MACドライバによって示されるリ
ンクフラップの理由を判別します。

エンドデバイス上のデバッグ機能を

使用して、問題のトラブルシュー

ティングを行います。外部デバイス

では、エラーが発生すると、リンク

の再初期化が選択されることがあり

ます。このような場合、リンクを再

初期化する方法はデバイスによって

異なります。

スイッチの問題により、エンド

デバイスでリンクフラップ動作

が発生しています。原因の一部

は次のとおりです。

•ハードウェア障害または断
続的なハードウェアエラー

により、スイッチでパケッ

トが廃棄されました。

•ソフトウェアエラーによっ
てパケットが廃棄されまし

た。

•制御フレームが誤ってデバ
イスに送信された。

ポートが ErrDisable状態にある
errDisabled状態とは、スイッチがポートの問題を検出して、そのポートをディセーブルにした
ことを示します。この状態は、ポートのフラッピングにより生じていて、メディアの問題を示

している可能性があります。
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ソリューション考えられる原因問題

SFP、ケーブル、および接続を確認
するには、 CLIを使用した
ErrDisable状態の確認（53ページ）
を参照してください。

ポートがフラッピングしていま

す。

ポートがErrDisable状
態にある

CLIを使用した ErrDisable状態の確認

手順の概要

1. switch# show interface interface slot/port

2. switch# show system internal etphm event-history interface interface slot/port

3. switch# show logging logfile

手順の詳細

手順

目的コマンドまたはアクション

デバイスが問題を検出し、ポートをディセーブルに

したことを確認します。

switch# show interface interface slot/port

例：

ステップ 1

（注）switch# show interface ethernet 1/14
e1/7 is down (errDisabled) ポートがディセーブルになっていることを確認した

ら、ケーブル、SFP、および光ファイバを確認しま
す。

ポートの内部状態遷移の情報を表示します。switch# show system internal etphm event-history
interface interface slot/port

ステップ 2

例：

switch# show system internal ethpm event-history
interface
ethernet 1/7

スイッチのログファイルを表示し、ポート状態の変

化のリストを確認します。

switch# show logging logfile

例：

ステップ 3

switch# show logging logfile

例

この例は、ポートの内部状態遷移の情報を表示する方法を示してています。ポートイー

サネット 1/7は、機能の不一致つまり「CAP MISMATCH」が原因で ErrDisabled状態
になりました。
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switch# show system internal ethpm event-history interface
ethernet 1/7
>>>>FSM: <e1/7> has 86 logged transitions<<<<<
1) FSM:<e1/7> Transition at 647054 usecs after Tue Jan 1 22:44..

Previous state: [ETH_PORT_FSM_ST_NOT_INIT]
Triggered event: [ETH_PORT_FSM_EV_MODULE_INIT_DONE]
Next state: [ETH_PORT_FSM_ST_IF_INIT_EVAL]

2) FSM:<e1/7> Transition at 647114 usecs after Tue Jan 1 22:43..
Previous state: [ETH_PORT_FSM_ST_INIT_EVAL]
Triggered event: [ETH_PORT_FSM_EV_IE_ERR_DISABLED_CAP_MISMATCH]
Next state: [ETH_PORT_FSM_ST_IF_DOWN_STATE]

この例は、スイッチのログファイルを表示して、ポート状態変化のリストを確認する

方法を示しています。誰かがポート e1/7をポートチャネル 7に追加しようとしたとき
に、エラーが記録されました。このポートがポートチャネル 7とまったく同じように
設定されていなかったため、試行が失敗しました。

switch# show logging logfile
. . .
Jan 4 06:54:04 switch %PORT_CHANNEL-5-CREATED: port-channel 7 created
Jan 4 06:54:24 switch %PORT-5-IF_DOWN_PORT_CHANNEL_MEMBERS_DOWN: Interface
port-channel 7 is down (No operational members)
Jan 4 06:54:40 switch %PORT_CHANNEL-5-PORT_ADDED: e1/8 added to port-channel 7
Jan 4 06:54:56 switch %PORT-5-IF_DOWN_ADMIN_DOWN: Interface e1/7 is down
(Admnistratively down)
Jan 4 06:54:59 switch %PORT_CHANNEL-3-COMPAT_CHECK_FAILURE:
speed is not compatible
Jan 4 06:55:56 switch%PORT_CHANNEL-5-PORT_ADDED: e1/7 added to port-channel 7
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第 6 章

vPCのトラブルシューティング

• vPCのトラブルシューティングに関する詳細（55ページ）
• vPCの初期トラブルシューティングのチェックリスト（55ページ）
• CLIを使用した vPCの確認（56ページ）
•受信したタイプ 1設定要素の不一致（58ページ）
• vPC機能を有効にできない（58ページ）
•ブロッキング状態の vPC（59ページ）
•中断状態に移行した vPC上の VLAN（59ページ）
• HSRPゲートウェイを持つホストが VLANを超えてアクセスできない（59ページ）

vPCのトラブルシューティングに関する詳細
vPCは、2つの異なるデバイスに物理的に接続されたリンクを、その他のデバイスから単一の
ポートチャネルとして見えるようにします。

vPCの初期トラブルシューティングのチェックリスト
vPCの問題をトラブルシューティングする際は、まず次のことを確認します。

Doneチェックリスト

vPCキープアライブリンクは別のVRFにマッピングされますか。そうでない場
合は、デフォルトで管理VRFにマッピングされます。この場合、両方のvPCピ
アデバイスの管理ポートに管理スイッチが接続されていますか。

ピアキープアライブメッセージに使用される送信元 IPアドレスと宛先 IPアド
レスがどちらもそのvPCピアキープアライブリンクに関連付けられているVRF
から到達可能であることを確認してください。

ピアキープアライブリンクがアップしていることを確認します。そうしない

と、vPCピアリンクが起動しません。
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Doneチェックリスト

vPCピアリンクが、vPC VLANのみを許可するレイヤ 2ポートチャネルトラ
ンクとして設定されていることを確認します。

vPCピアデバイスからダウンストリームデバイスに接続するためにポートチャ
ネルに割り当てる vPC番号は、両方の vPCピアデバイスで同じである必要があ
ります。

システム優先順位を手動で設定する場合は、両方の vPCピアデバイス上で同じ
プライオリティ値を割り当てていることを確認します。

show vpc consistency-parametersが設定されており、コマンドで両方の vPCピ
アデバイスに同じタイプ 1パラメータがあることを確認します。

プライマリ vPCがプライマリ STPルートであり、セカンダリ vPCがセカンダリ
STPルートであることを確認します。

CLIを使用した vPCの確認
CLIを使用して vPCを確認するには、次のいずれかのタスクを実行します。

目的コマンド

vPC設定の確認show running-config vpc

vPCのステータスを確認します。show vpc

vPC peer-keepaliveリンクのステータスを表示
します。

show vpc peer-keepalive

vPCピアに同じタイプ 1パラメータがあるこ
とを確認します。

show vpc consistency-parameters

vPCのテクニカルサポートの詳細情報が表示
されます。

show tech-support vpc

ポートチャネルのメンバーが vPCにマッピン
グされていることを確認します。

show port-channel summary
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目的コマンド

STPが有効な場合、次の STPパラメータが同
一であることを確認します。

• BPDUフィルタ

• BPDUガード

•コスト

•リンクタイプ

•プライオリティ

• VLAN（PVRST+）

show spanning-tree

次の例は、show vpcコマンドのサンプル出力を示しています。コマンドに対して表示されま
す。

Legend:
(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id : 1
Peer status : peer link is down

vPC keep-alive status : Suspended (Destination IP not reachable)
Configuration consistency status : failed
Per-vlan consistency status : success

Configuration inconsistency reason: Consistency Check Not Performed
Type-2 inconsistency reason : Consistency Check Not Performed
vPC role : none established

Number of vPCs configured : 2
Peer Gateway : Enabled
Dual-active excluded VLANs : -
Graceful Consistency Check : Disabled (due to peer configuration)
Auto-recovery status : Disabled

vPC Peer-link status
-------------------------------------------------------
id Port Status Active vlans
-- ---- ------ ------------------------------------
1 Po10 down -

vPC status
-------------------------------------------------------
id Port Status Consistency Reason Active vlans
-- ---- ------ ----------- ------ ------------
2 Po20 down failed Peer-link is down -

50 Po50 down failed Peer-link is down -
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受信したタイプ 1設定要素の不一致
タイプ1の設定要素の不一致が原因でvPCリンクを起動できないという問題が発生する場合が
あります。

ソリューション考えられる原因症状

show vpc consistency-parameters
interfaceコマンドを使用し、コマ
ンドを使用して、設定の不一致が発

生する場所を特定します。

vPCピアポートまたはメンバー
シップポートの設定が同一で

はありません。

タイプ1の設定要素の不
一致を受信しました。

次に、ポートチャネルの vPC整合性パラメータを表示する例を示します。

switch# show vpc consistency-parameters interface po 10
Legend:

Type 1 : vPC will be suspended in case of mismatch
Name Type Local Value Peer Value
------------- ---- ---------------------- -----------------------
STP Mode 1 Rapid-PVST Rapid-PVST
STP Disabled 1 None None
STP MST Region Name 1 "" ""
STP MST Region Revision 1 0 0
STP MST Region Instance to 1
VLAN Mapping
STP Loopguard 1 Disabled Disabled
STP Bridge Assurance 1 Enabled Enabled
STP Port Type 1 Normal Normal
STP MST Simulate PVST 1 Enabled Enabled
Allowed VLANs - 1-10,15-20,30,37,99 1-10,15-20,30,37,99

vPC機能を有効にできない
vPC機能を有効にすると、エラーが表示されることがあります。

ソリューション考えられる原因症状

show moduleコマンドを使用し、コマ
ンドを使用して、各イーサネットモ

ジュールのハードウェアバージョン

を確認します。

ハードウェアがvPCと互換性が
ありません。

vPC機能を有効にし
ます。

次に、モジュールハードウェアバージョンを表示する例を示します。

switch# show module
Mod Ports Module-Type Model Status
--- ----- ----------------------------------- ------------------ ----------
22 0 Fabric Module N9K-C9508-FM ok
24 0 Fabric Module N9K-C9508-FM ok
26 0 Fabric Module N9K-C9508-FM ok
27 0 Supervisor Module N9K-SUP-A active *
29 0 System Controller N9K-SC-A active
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30 0 System Controller N9K-SC-A standby

Mod Sw Hw
--- ---------------- ------
22 6.1(2)I1(1) 0.4040
24 6.1(2)I1(1) 0.4040
26 6.1(2)I1(1) 0.4040
27 6.1(2)I1(1) 0.4080
29 6.1(2)I1(1) 0.2170
30 6.1(2)I1(1) 0.2170

ブロッキング状態の vPC
Bridge Assurance（BA）が原因で、vPCがブロッキング状態になることがあります。

ソリューション考えられる原因症状

vPCではBAを有効にしないでくだ
さい。

BPDUは、ポートチャネルの単
一リンクでのみ送信します。BA
の拮抗が検出されると、vPC全
体がブロッキング状態になりま

す。

vPCがブロッキング状
態。

中断状態に移行した vPC上の VLAN
vPC上の VLANが中断状態になることがあります。

ソリューション考えられる原因症状

vPCで許可されているすべての
VLANは、vPCピアリンクでも許可
される必要があります。また、vPC
ピアリンク上では、vPC VLANのみ
を許可することを推奨します。

vPCで許可されている VLANが
vPCピアリンクで許可されてい
ない。

vPC上の VLANが中
断状態に移行した。

HSRPゲートウェイを持つホストがVLANを超えてアクセ
スできない

VLAN上の vPCピアデバイスとその VLAN上のホストの両方で HSRPが有効になっている場
合、それらのデバイスは自身の VLANの外部に到達できない可能性があります。
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ソリューション考えられる原因症状

ホストゲートウェイのMACアド
レスを、いずれかの vPCピアデバ
イスの物理MACアドレスではな
く、HSRP MACアドレスにマッピ
ングします。ピアゲートウェイ

は、このシナリオの回避策になり

ます。実装する前に、ピアゲート

ウェイの詳細についてコンフィギュ

レーションガイドを参照してくだ

さい。

ホストゲートウェイのMACアド
レスがvPCピアデバイスのいずれ
かの物理MACアドレスにマッピ
ングされている場合、vPCのルー
プ防止メカニズムが原因でパケッ

トがドロップされることがありま

す。

HSRPゲートウェイを
持つホストは、VLAN
を超えてアクセスで

きません。
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第 7 章

VLANのトラブルシューティング

• VXLANの問題のトラブルシューティング（61ページ）
• Broadcomシェルテーブルについて（71ページ）
• GPORTと前面パネルのポート番号マッピングの取得（75ページ）
•入力ポートのためにどのインターフェイストラフィックが使用されるかを特定する（76
ページ）

• VLANのフラッドリストの検索（76ページ）
•カプセル化ポートがフラッドリストの一部であるかどうかの判別（77ページ）

VXLANの問題のトラブルシューティング
VXLANデータパスには、次のパスが含まれます。

•マルチキャストカプセル化パス：ネイティブレイヤ 2パケットは、ネットワーク（レイ
ヤ 2からレイヤ 3）方向へのアクセスで VXLANにカプセル化されます。

•マルチキャストカプセル化解除パス：ネイティブレイヤ 2パケットはネットワークの
VXLANでカプセル化解除され、（レイヤ 3からレイヤ 2へ）方向にアクセスします。

•ユニキャストカプセル化パス：ネイティブレイヤ 2パケットは、ネットワーク（レイヤ
2からレイヤ 3）方向へのアクセスで VXLANにカプセル化されます。

•ユニキャストカプセル化解除パス：ネイティブのレイヤ 2パケットがネットワークの
VXLANでカプセル化解除され、（レイヤ 3からレイヤ 2へ）方向にアクセスします。

これらのデータパスを理解すると、VXLANの問題のトラブルシューティングに役立ちます。

VXLANの問題をトラブルシューティングするには、Broadcomシェルコマンドを実行する必
要があります。Broadcomシェルコマンドは、シスコのサポート担当者の直接監督下または要
求された場合のみ注意して使用してください。

注意

Cisco Nexus 9300シリーズスイッチは、VXLANをサポートしています。Cisco Nexus 9500シ
リーズスイッチはサポートしていません。

（注）
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マルチキャストカプセル化パスでドロップされたパケット

ネットワークにアクセスする方向にデバイスで ARP要求またはマルチキャストパケットがド
ロップされている場合は、次の手順に従います。

手順の概要

1. Broadcomシェルにアクセスします。
2. stg showコマンドの出力を調べて、特定のVLANのポートが STP転送状態になっているか
どうかを確認します。

3. ポートが VLANの一部であるかどうかを確認します。
4. mc showコマンドの出力を調べて、ローカルVLANポートとカプセル化ポートがカプセル
化フラッドリストに含まれているかどうかを確認します。

5. mc showコマンドの出力が正しくない場合は、Broadcomシェルモードを終了し、
showtech-support pixm、show tech-support pixm-all、show tech-support pixmc-allコマンド
を実行し、出力を表示します。

手順の詳細

手順

ステップ 1 Broadcomシェルにアクセスします。

例：

switch# bcm-shell module 1
Warning: BCM shell access should be used with caution
Entering bcm shell on module 1
Available Unit Numbers: 0

ステップ 2 stg showコマンドの出力を調べて、特定のVLANのポートが STP転送状態になっているかどうかを確認し
ます。

例：

bcm-shell.0> stg show
STG 6: contains 1 VLAN (3)
Disable: xe56-xe95
Block: xe0-xe22,xe24-xe55

Forward: xe23,hg

この例では、VLAN 3に eth1/24があり、アップリンクトンネルポートが eth2/2であるため、出力に xe23
（1/24）と hgが表示されます。

ステップ 3 ポートが VLANの一部であるかどうかを確認します。

例：

bcm-shell.0> vlan show
vlan 3 ports xe23
(0x0000000000000000000000000000000000000000000000000000000100000000), untagged
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none (0x0000000000000000000000000000000000
000000000000000000000000000000) MCAST_FLOOD_UNKNOWN

この例では、xe23は VLAN 3の一部である必要があります。

ステップ 4 mc showコマンドの出力を調べて、ローカルVLANポートとカプセル化ポートがカプセル化フラッドリス
トに含まれているかどうかを確認します。

a) カプセル化フラッドリストを取得します。

例：

bcm-shell.0> d chg vfi 3
Private image version: R
VFI.ipipe0[3]:
<VP_1=0xc01,VP_0=0x1803,UUC_INDEX=0x1803,UMC_INDEX=0x1803,RSVD_VP_0=1,BC_INDEX=0x1803>

この例では、0x1803がカプセル化フラッドリストです。

b) カプセル化フラッドリストを mc showコマンドに入力します。

例：

bcm-shell.0> mc show 0x1803
Group 0xc001803 (VXLAN)

port hg7, encap id 400053
port xe23, encap id 400057

この例では、hg7はアップリンクトンネルポートで、xe23は VLANのローカルポートです。

アップリンクがポートチャネルの場合、ポートチャネルのすべてのメンバーが出力に表示されます。

出力に重複エントリが含まれている場合、対応するパケットレプリケーションがあります。

ステップ 5 mc showコマンドの出力が正しくない場合は、Broadcomシェルモードを終了し、showtech-support pixm、
show tech-support pixm-all、show tech-support pixmc-allコマンドを実行し、出力を表示します。

例：

bcm-shell.0> exit
switch# show tech-support pixm
switch# show tech-support pixm-all
switch# show tech-support pixmc-all

マルチキャストカプセル化解除パスでドロップされたパケット

ネットワークがアクセスする方向にデバイスで ARP要求またはマルチキャストパケットがド
ロップされている場合は、次の手順に従います。

手順の概要

1. パケットがスーパーバイザに送信されたかどうか、およびリモートVXLANトンネルエン
ドポイント（VTEP）の検出が行われたかどうかを確認します。
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2. ハードウェアに mpls_entryが存在する場合は、vlan_xlateテーブルを確認します。
3. vlan_xlateテーブルにマルチキャスト DIPの正しいエントリがある場合は、VLANフラッ
ディングリストに正しいメンバー（カプセル化トンネルポートを除くVLANのメンバー）
が表示されているかどうかを確認します。

手順の詳細

手順

ステップ 1 パケットがスーパーバイザに送信されたかどうか、およびリモート VXLANトンネルエンドポイント
（VTEP）の検出が行われたかどうかを確認します。

a) リモートピアがソフトウェアで学習されたかどうかを確認します。

例：

switch# show nve peers
Interface Peer-IP VNI Up Time
---------------- --------------- -------- -----------
nve1 100.100.100.5 10000 00:02:23

b) mpls_entryテーブルを確認して、リモートピアがハードウェアで学習されたかどうかを確認します。

例：

switch# bcm-shell module 1
bcm-shell.0> d chg mpls_entry | grep SVP
MPLS_ENTRY.ipipe0[12368]:
<VXLAN_SIP:SVP=0x1751,VXLAN_SIP:SIP=0x66666666,VXLAN_SIP:KEY=0x666666668,VXLAN_SIP:HASH_LSB=0x666
VXLAN_SIP:DATA=0
x1751,VALID=1,KEY_TYPE=8,>

c) mpls_entryがなく、送信元仮想ポート（SVP）がない場合は、パケットがスーパーバイザに送信されて
いるかどうかを確認し、IPFIBエラーがないかどうかを確認します。

例：

bcm-shell.0> show c cpu0
bcm-shell.0> exit
switch# attach module 1
module-1# show system internal ipfib errors

ステップ 2 ハードウェアに mpls_entryが存在する場合は、vlan_xlateテーブルを確認します。

例：

module-1# exit
switch# bcm-shell module 1
bcm-shell.0> d chg vlan_xlate | grep 0xe1000003
VLAN_XLATE.ipipe0[8464]:
<VXLAN_DIP:KEY=0x7080000192,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=3,VXLAN_DIP:DIP=0xe1000003,
XLAN_DIP
:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>
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vlan_xlateテーブルには、パケットのマルチキャスト宛先 IPアドレス（DIP）のエントリが 1つ必要です。
この例では、マルチキャストパケットが 225.0.0.3に送信される場合を示しています。

ステップ 3 vlan_xlateテーブルにマルチキャスト DIPの正しいエントリがある場合は、VLANフラッディングリスト
に正しいメンバー（カプセル化トンネルポートを除くVLANのメンバー）が表示されているかどうかを確
認します。

a) VLANフラッディングリストを確認します。

例：

bcm-shell.0> d chg vfi 3
Private image version: R
VFI.ipipe0[3]:
<VP_1=0xc01,VP_0=0x1803,UUC_INDEX=0x1803,UMC_INDEX=0x1803,RSVD_VP_0=1,BC_INDEX=0x1803>

0x1803のカプセル化フラッドリストの場合、対応するカプセル化解除フラッドリストは 0x1c03にな
ります。

b) ローカルポートがカプセル化解除フラッドリストに含まれているかどうかを確認します。

例：

bcm-shell.0> mc show
Group 0xc001c03 (VXLAN)

port xe23, encap id 400057

xe23はカプセル化解除フラッドリストの一部である必要があります。

c) ポートがフォワーディングステートであり、VLANの一部であることを確認します。

例：

bcm-shell.0> stg show
bcm-shell.0> vlan show

ユニキャストカプセル化パスでドロップされたパケット

単一のネクストホップで VTEPに到達でいる場合にドロップユニキャストパケット

アクセスからネットワーク方向のデバイスでユニキャストパケットがドロップされ、VTEPが
ECMPパスを介して到達可能である場合は、次の手順に従います。

手順の概要

1. リモートピアがハードウェアで検出されたかどうかを確認します。

2. ネクストホップへの送信元仮想ポート（SVP）のマッピングを取得します。
3. ネクストホップインデックスからポート番号を取得します。

4. ポート番号からチップ上の物理ポートへのマッピングを取得します。

5. 出力ポートからネクストホップインデックスへのマッピングを取得します。
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6. トンネルパラメータをチェックして、EGR IPトンネルのSIPフィールドに正しいローカル
VTEP IPアドレスが表示されていることを確認します。

7. トンネル DIPがプログラムされていることを確認します。

手順の詳細

手順

ステップ 1 リモートピアがハードウェアで検出されたかどうかを確認します。

例：

switch# bcm-shell module 1
bcm-shell.0> d chg mpls_entry | grep SVP
MPLS_ENTRY.ipipe0[12368]:
<VXLAN_SIP:SVP=0x1751,VXLAN_SIP:SIP=0x66666666,VXLAN_SIP:KEY=0x666666668,VXLAN_SIP:HASH_LSB=0x666
VXLAN_SIP:DATA=0
x1751,VALID=1,KEY_TYPE=8,>

有効な送信元 IPアドレス（SIP）が存在することを確認します。

この例では、102.102.102.102がリモート VTEP IPアドレスです。

ステップ 2 ネクストホップへの送信元仮想ポート（SVP）のマッピングを取得します。

例：

bcm-shell.0> d chg ing_dvp_table 0x1751
Private image version: R
ING_DVP_TABLE.ipipe0[5969]:
<VP_TYPE=3,NEXT_HOP_INDEX=0x18,NETWORK_PORT=1,ECMP_PTR=0x18,DVP_GROUP_PTR=0x18,>

この例では、ネクストホップインデックスは 0x18です。

ステップ 3 ネクストホップインデックスからポート番号を取得します。

例：

bcm-shell.0> d chg ing_l3_next_hop 0x18
Private image version: R
ING_L3_NEXT_HOP.ipipe0[24]:
<VLAN_ID=0xfff,TGID=0x88,PORT_NUM=8,MTU_SIZE=0x3fff,MODULE_ID=1,L3_OIF=0x1fff,ENTRY_TYPE=2
ENTRY_INFO_UPPER=3,DV
P_RES_INFO=0x7f,>

この例では、ポート番号は8です。

ステップ 4 ポート番号からチップ上の物理ポートへのマッピングを取得します。

例：

bcm-shell.0> phy info
Phy mapping dump:

port id0 id1 addr iaddr name timeout
hg0( 1) 600d 8770 1b1 1b1 TSC-A2/31/4 250000
hg1( 2) 600d 8770 81 81 TSC-A2/00/4 250000
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hg2( 3) 600d 8770 1ad 1ad TSC-A2/30/4 250000
hg3( 4) 600d 8770 85 85 TSC-A2/01/4 250000
hg4( 5) 600d 8770 189 189 TSC-A2/23/4 250000
hg5( 6) 600d 8770 ad ad TSC-A2/08/4 250000
hg6( 7) 600d 8770 185 185 TSC-A2/22/4 250000
hg7( 8) 600d 8770 b1 b1 TSC-A2/09/4 250000
xe0( 9) 600d 84f9 0 89 BCM84848 250000
xe1( 10) 600d 84f9 1 8a BCM84848 250000
xe2( 11) 600d 84f9 2 8b BCM84848 250000
xe3( 12) 600d 84f9 3 8c BCM84848 250000

この例では、ポート番号 8は hg7です。

ステップ 5 出力ポートからネクストホップインデックスへのマッピングを取得します。

例：

bcm-shell.0> g chg egr_port_to_nhi_mapping
EGR_PORT_TO_NHI_MAPPING.hg7[2][0x4001808]=0x18: <NEXT_HOP_INDEX=0x18>

この例では、ネクストホップインデックス 0x18は hg7を指しています。

ステップ 6 トンネルパラメータをチェックして、EGR IPトンネルの SIPフィールドに正しいローカルVTEP IPアドレ
スが表示されていることを確認します。

例：

bcm-shell.0> d chg egr_ip_tunnel
Private image version: R
EGR_IP_TUNNEL.epipe0[1]:
<TUNNEL_TYPE=0xb,TTL=0xff,SIP=0x65656565,L4_DEST_PORT=0x2118,ENTRY_TYPE=1,DSCP_SEL=1,>

この例では、SIPはローカル VTEP IPアドレス（101.101.101.101）で、L4_DEST_PORTは 0x2118（ポート
8472）で、DSCP_SEL = 1は内部DSCPパケットが外部DSCPパケットにコピーされることを意味します。

ステップ 7 トンネル DIPがプログラムされていることを確認します。

例：

bcm-shell.0> d chg egr_dvp_attribute 0x1751
Private image version: R
EGR_DVP_ATTRIBUTE.epipe0[5969]:
<VXLAN:TUNNEL_INDEX=1,VXLAN:DVP_IS_NETWORK_PORT=1,VXLAN:DIP=0x66666666,VP_TYPE=2,>

VTEPが ECMPパスを介して到達可能な場合にドロップされるユニキャストパケット

ネットワーク方向にアクセスするデバイスでユニキャストパケットがドロップされ、VTEPが
ECMPパスを介して到達可能である場合は、次の手順に従います。

手順の概要

1. 特定のリモートピア仮想ポート（VP）の ECMPネクストホップを取得します。
2. ECMP_PTRを 10進数に変換し、200000を追加してポート番号を取得します。
3. ECMPネクストホップセット内のインターフェイスのリストを取得します。
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4. ポートチャネルのメンバーを検索します。

5. 特定のネクストホップインデックスの物理ネクストホップインターフェイスを検索しま

す。

手順の詳細

手順

ステップ 1 特定のリモートピア仮想ポート（VP）の ECMPネクストホップを取得します。

例：

bcm-shell.0> d chg ing_dvp_table 0x1751
Private image version: R
ING_DVP_TABLE.ipipe0[5969]:
<VP_TYPE=3,NEXT_HOP_INDEX=0x108,NETWORK_PORT=1,ECMP_PTR=0x108,ECMP=1,DVP_GROUP_PTR=0x108,>

この例では、0x1751は、d chg mpls_entry出力を使用して取得されたリモートピア IPアドレスの VP番号
です。

（注）

リモートVTEPが ECMPパスを介して到達可能である場合、出力に ECMP=1が存在する必要があります。

ステップ 2 ECMP_PTRを 10進数に変換し、200000を追加してポート番号を取得します。

例：

0x108 (264) + 200000 = 200264

この例では、ポート番号は 200264です。

ステップ 3 ECMPネクストホップセット内のインターフェイスのリストを取得します。

例：

bcm-shell.0> d chg l3 multipath show 200264
Multipath Egress Object 200264
Interfaces: 100606 100607 100608
Reference count: 2
bcm-shell.0> l3 egress show | grep 100606
100606 00:22:bd:f5:1a:60 4095 4101 1t 0 -1 no no
bcm-shell.0> l3 egress show | grep 100607
100607 00:22:bd:f5:1a:60 4095 4102 2t 0 -1 no no
bcm-shell.0> l3 egress show | grep 100608
100608 00:22:bd:f5:1a:60 4095 4103 3t 0 -1 no no

この例では、ネクストホップインターフェイスはポートチャネルである 1t、2t、および 3tです。

ステップ 4 ポートチャネルのメンバーを検索します。

例：

bcm-shell.0> trunk show
Device supports 1072 trunk groups:
1024 front panel trunks (0..1023), 256 ports/trunk
48 fabric trunks (1024..1071), 64 ports/trunk
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trunk 0: (front panel, 0 ports)
trunk 1: (front panel, 1 ports)=hg6 dlf=any mc=any ipmc=any psc=portflow (0x9)
trunk 2: (front panel, 1 ports)=hg4 dlf=any mc=any ipmc=any psc=portflow (0x9)
trunk 3: (front panel, 1 ports)=hg7 dlf=any mc=any ipmc=any psc=portflow (0x9)

ステップ 5 特定のネクストホップインデックスの物理ネクストホップインターフェイスを検索します。

例：

bcm-shell.0> g chg egr_port_to_nhi_mapping
EGR_PORT_TO_NHI_MAPPING.hg4[2][0x4001805]=0x5f7: <NEXT_HOP_INDEX=0x5f7>
EGR_PORT_TO_NHI_MAPPING.hg6[2][0x4001807]=0x9b3: <NEXT_HOP_INDEX=0x9b3>
EGR_PORT_TO_NHI_MAPPING.hg7[2][0x4001808]=0x5f8: <NEXT_HOP_INDEX=0x5f8>

この例では、ネクストホップインデックス 0x5f7は hg4を指し、0x9b3は hg6を指し、0x5f8は hg7を指し
ます。

ユニキャストカプセル化解除パスでドロップされたパケット

方向にアクセスするために、ネットワーク内のデバイスでユニキャストパケットがドロップさ

れる場合は、次の手順に従います。

手順の概要

1. パケットがスーパーバイザに送信されたかどうか、およびリモートVXLANトンネルエン
ドポイント（VTEP）の検出が行われたかどうかを確認します。

2. ハードウェアに mpls_entryが存在する場合は、vlan_xlateテーブルを確認します。
3. ユニキャスト DIPエントリが vlan_xlateテーブルに存在するかどうかを確認します。
4. ユニキャスト DIPエントリが vlan_xlateテーブルに存在するかどうかを確認します。
5. 宛先MACアドレスがレイヤ 2 MACアドレステーブルに表示されていることを確認しま
す。

手順の詳細

手順

ステップ 1 パケットがスーパーバイザに送信されたかどうか、およびリモート VXLANトンネルエンドポイント
（VTEP）の検出が行われたかどうかを確認します。

a) リモートピアがソフトウェアで学習されたかどうかを確認します。

例：

switch# show nve peers
Interface Peer-IP VNI Up Time
---------------- --------------- -------- -----------
nve1 100.100.100.5 10000 00:06:54
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b) mpls_entryテーブルを確認して、リモートピアがハードウェアで学習されたかどうかを確認します。

例：

switch# bcm-shell module 1
bcm-shell.0> d chg mpls_entry | grep SVP
MPLS_ENTRY.ipipe0[12368]:
<VXLAN_SIP:SVP=0x1751,VXLAN_SIP:SIP=0x66666666,VXLAN_SIP:KEY=0x666666668,VXLAN_SIP:HASH_LSB=0x666
VXLAN_SIP:DATA=0
x1751,VALID=1,KEY_TYPE=8,>

c) mpls_entryがなく、送信元仮想ポート（SVP）がない場合は、パケットがスーパーバイザに送信されて
いるかどうかを確認し、IPFIBエラーがないかどうかを確認します。

例：

bcm-shell.0> show c cpu0
bcm-shell.0> exit
switch# attach module 1
module-1# show system internal ipfib errors

ステップ 2 ハードウェアに mpls_entryが存在する場合は、vlan_xlateテーブルを確認します。

例：

module-1# exit
switch# bcm-shell module 1
bcm-shell.0> d chg vlan_xlate | grep 0xe1000003
VLAN_XLATE.ipipe0[8464]:
<VXLAN_DIP:KEY=0x7080000192,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=3,VXLAN_DIP:DIP=0xe1000003,
XLAN_DIP
:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

vlan_xlateテーブルには、パケットのマルチキャスト宛先 IPアドレス（DIP）のエントリが 1つ必要です。
この例では、マルチキャストパケットが 225.0.0.3に送信される場合を示しています。

ステップ 3 ユニキャスト DIPエントリが vlan_xlateテーブルに存在するかどうかを確認します。

例：

bcm-shell.0> d chg vlan_xlate | grep 0x65656565
VLAN_XLATE.ipipe0[14152]:
<VXLAN_DIP:KEY=0x32b2b2b292,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=0x565
VXLAN_DIP:DIP=0x65656565,VXLAN_DIP:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

エントリが存在する場合は、カプセル化が解除されます。

ステップ 4 ユニキャスト DIPエントリが vlan_xlateテーブルに存在するかどうかを確認します。

例：

bcm-shell.0> d chg vlan_xlate | grep 0x65656565
VLAN_XLATE.ipipe0[14152]:
<VXLAN_DIP:KEY=0x32b2b2b292,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=0x565
VXLAN_DIP:DIP=0x65656565,VXLAN_DIP:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

エントリが存在する場合は、カプセル化が解除されます。
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ステップ 5 宛先MACアドレスがレイヤ 2 MACアドレステーブルに表示されていることを確認します。

例：

bcm-shell.0> l2 show
mac=00:00:bb:01:00:03 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:cc:01:00:0a vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:05 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:aa:01:00:0a vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:07 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:cc:01:00:01 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:08 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:aa:01:00:01 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:cc:01:00:07 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:cc:01:00:02 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:04 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:cc:01:00:04 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:02 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:cc:01:00:09 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:09 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:06 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:cc:01:00:06 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:06 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:09 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:bb:01:00:04 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:bb:01:00:02 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:aa:01:00:08 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:07 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:cc:01:00:08 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:01 vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:cc:01:00:05 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:03 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:bb:01:00:0a vlan=28772 GPORT=0x80000215Unknown GPORT format
mac=00:00:cc:01:00:03 vlan=28772 GPORT=0x80003401Unknown GPORT format
mac=00:00:aa:01:00:05 vlan=28772 GPORT=0x80003401Unknown GPORT format

宛先MACアドレスが存在する場合、レイヤ 2転送が発生します。それ以外の場合、パケットはカプセル
化解除フラッディングリストを使用してフラッディングされます。

Broadcomシェルテーブルについて
このセクションでは、VXLANに関する Broadcomシェルテーブルについて説明します。

MPLSエントリテーブル
MPLSエントリ（mpls_entry）テーブルには、次の情報が含まれます。

•リモート VTEP（SIP）の IPアドレス

•トンネルカプセル化ポート（SVP）

• VLANと VNID（VFI、VN_ID）間のマッピング
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SIPエントリがmpls_entryテーブルにない場合、パケットはVTEP学習のためにスーパーバイザ
に送信されます。エントリがハードウェアにインストールされると、パケットはスーパーバイ

ザに送信されなくなります。

一部のパケットは、ソフトウェア転送が VXLANパケットに対して実行されないため、学習
フェーズ中にドロップされます。

（注）

スーパーバイザに送信されるパケットは、class-defaultCPUキューを使用します。現在、VxLAN
専用の COPPクラスはありません。

（注）

次の例は、リモート VTEP IPアドレスが 100.100.100.1で、VLAN 100が VNID 10000にマッピ
ングされるテーブルを示しています。

bcm-shell.0> d chg mpls_entry
Private image version: R
MPLS_ENTRY.ipipe0[6816]:
<VXLAN_SIP:SVP=8,VXLAN_SIP:SIP=0x64646401,VXLAN_SIP:KEY=0x646464018
VXLAN_SIP:HASH_LSB=0x401,VXLAN_SIP:DATA=8,VALID=1,KEY_TYPE=8,>
MPLS_ENTRY.ipipe0[8680]:
<VXLAN_VN_ID:VN_ID=0x2710,VXLAN_VN_ID:VFI=0x64,VXLAN_VN_ID:KEY=0x27109
VXLAN_VN_ID:HASH_LSB=0x710,VXLAN_VN_ID:DATA=0x64,VALID=1,KEY_TYPE=9,>

出力では、VLAN-VNIDマッピングごとに1つのエントリが検索されます。この例では、VN_ID
= 0x2710は 16進表記の VNID、VFI = 0x64は 16進表記のマッピング VLAN、0x64 = 100は
0x2710 VNID 10000にマッピングされます。

MACアドレスラーニング
VXLAN VLANで学習されたMACアドレスは、内部変換 VLANで学習されたものとして表示
されます（たとえば、VLAN 100は VLAN 28772として表示されます）。

GPORTは、MACアドレスが学習されたポートまたは仮想ポートを参照します。ローカルMAC
アドレスの場合、GPORT＃と前面パネルの port＃ の間にマッピングがあります。リモート
MACアドレスは、トンネルポートを指している SVPに対して学習する必要があります。

このテーブルのミスは、VLANのローカルポートおよびトンネルポートにパケットをフラッ
ディングすることを意味します。このテーブルのヒットは、パケットを対応する GPORTに転
送することを意味します。GPORTがトンネルポートの場合は、パケットを VXLANにカプセ
ル化する必要があります。GPORTがローカルポートの場合、通常のレイヤ 2学習MACアド
レス転送が発生します。

GPORTと前面パネルのポート番号の間のマッピングを取得するには、GPORTと前面パネルの
ポート番号マッピングの取得（75ページ）セクションを参照してください。

（注）
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入力 DVPテーブル
入力 DVPテーブルは、仮想ポートをネクストホップインデックスにマッピングします。これ
はユニキャストカプセル化パスで使用され、仮想ポートによってインデックスが作成されま

す。ECMPの場合は、ECMP = 1フィールドが必要です。

次の例は、VP 0x1751のネクストホップインデックスが0x35であることを示しています。
bcm-shell.0> d chg ing_dvp_table 0x1751
Private image version: R
ING_DVP_TABLE.ipipe0[5969]:
<VP_TYPE=3,NEXT_HOP_INDEX=0x35,NETWORK_PORT=1,ECMP_PTR=0x35,DVP_GROUP_PTR=0x35,>

入力レイヤ 3ネクストホップ
入力レイヤ 3ネクストホップは、特定のネクストホップインデックスのポート番号を示しま
す。ユニキャストカプセル化パスで使用されます。phy_infoを使用すれば、ポート番号と実際
の前面パネルのポート番号の間のマッピングを取得できます。

bcm-shell.0> d chg ing_l3_next_hop
ING_L3_NEXT_HOP.ipipe0[16]:
<VLAN_ID=0xfff,TGID=0x9f,PORT_NUM=0x1f,MTU_SIZE=0x3fff,MODULE_ID=1,L3_OIF=0x1fff,ENTRY_TYPE=2
ENTRY_INFO_UPPER=3,DVP_RES_INFO=0x7f,>

VLAN変換テーブル
VLAN変換テーブルは、VXLANマルチキャストとユニキャストの両方のカプセル化解除パス
で使用されます。次の 3種類のエントリが含まれます。

•外部マルチキャストグループごとに 1つのエントリ（マルチキャスト DIP）

•ローカル VTEP（ユニキャスト DIP）の 1つのエントリ

•ポートごとに VLANごとに 1つのエントリ

次の例は、マルチキャスト DIPエントリを示しています。
bcm-shell.0> d chg vlan_xlate | grep 0xe1000003
VLAN_XLATE.ipipe0[8464]:
<VXLAN_DIP:KEY=0x7080000192,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=3
VXLAN_DIP:DIP=0xe1000003,VXLAN_DIP:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

次の例は、ユニキャスト DIPエントリを示しています。
bcm-shell.0> d chg vlan_xlate | grep 0x65656565
VLAN_XLATE.ipipe0[14152]:
<VXLAN_DIP:KEY=0x32b2b2b292,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=0x565
VXLAN_DIP:DIP=0x65656565,VXLAN_DIP:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

次の例は、VLANごと、ポートごとに 1つのエントリを示しています。
bcm-shell.0> d chg vlan_xlate | grep VLAN_ID=3
VLAN_XLATE.ipipe0[3216]:
<XLATE:VLAN_ID=3,XLATE:TGID=0xa0,XLATE:SVP_VALID=1,XLATE:SOURCE_VP=0x201,XLATE:SOURCE_FIELD=0xa0
XLATE:PORT_NUM=0x20,XLATE:OVID=3,XLATE:OTAG=3,XLATE:OLD_VLAN_ID=3,XLATE:MPLS_ACTION=1
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XLATE:MODULE_ID=1,XLATE:KEY=0x1805024,XLATE:ITAG=3,XLATE:INCOMING_VIDS=3,XLATE:HASH_LSB=3
XLATE:GLP=0xa0,XLATE:DISABLE_VLAN_CHECKS=1,XLATE:DATA=0x100a000000000000000001,VLAN_ID=3
VALID=1,TGID=0xa0,SVP_VALID=1,SOURCE_VP=0x201,SOURCE_TYPE=1,SOURCE_FIELD=0xa0,PORT_NUM=0x20,OVID=3
OTAG=3,OLD_VLAN_ID=3,MPLS_ACTION=1,MODULE_ID=1,KEY_TYPE=4,KEY=0x1805024,ITAG=3,INCOMING_VIDS=3
HASH_LSB=3,GLP=0xa0,DISABLE_VLAN_CHECKS=1,DATA=0x100a000000000000000001>

EGRポートから NHIへのマッピング
EGRポートから NHIへのマッピングは、ネクストホップインデックスを出力ポートにマッピ
ングします。ユニキャストカプセル化パスで使用されます。

bcm-shell.0> g chg egr_port_to_nhi_mapping
EGR_PORT_TO_NHI_MAPPING.hg7[2][0x4001808]=0x36: <NEXT_HOP_INDEX=0x36>

VLANフラッドインデックステーブル
VLANフラッドインデックス（VFI）テーブルには、特定のVLANまたはVFIのBC/UUC/UMC
インデックスが表示されます。mcshowコマンドの出力でフラッディングインデックスを使用
して、トンネルカプセル化ポートを含む VLANのメンバーを検索できます。

次の例は、ポート番号を取得する例を示しています。

bcm-shell.0> d chg vfi 3
Private image version: R
VFI.ipipe0[3]:
<VP_1=0xc01,VP_0=0x1803,UUC_INDEX=0x1803,UMC_INDEX=0x1803,RSVD_VP_0=1,BC_INDEX=0x1803>

次の例は、このポート番号をphy_infoに入力して、前面パネルのポート番号を取得する方法を
示しています。

bcm-shell.0> d chg ing_l3_next_hop
ING_L3_NEXT_HOP.ipipe0[16]:
<VLAN_ID=0xfff,TGID=0x9f,PORT_NUM=0x1f,MTU_SIZE=0x3fff,MODULE_ID=1,L3_OIF=0x1fff,ENTRY_TYPE=2
ENTRY_INFO_UPPER=3,DVP_RES_INFO=0x7f,

bcm-shell.0> phy info
Phy mapping dump:

port id0 id1 addr iaddr name timeout
hg0( 1) 600d 8770 1b1 1b1 TSC-A0/31/4 250000
hg1( 2) 600d 8770 81 81 TSC-A0/00/4 250000
hg2( 3) 600d 8770 1ad 1ad TSC-A0/30/4 250000
hg3( 4) 600d 8770 85 85 TSC-A0/01/4 250000
hg4( 5) 600d 8770 1a9 1a9 TSC-A0/29/4 250000
hg5( 6) 600d 8770 89 89 TSC-A0/02/4 250000
hg6( 7) 600d 8770 195 195 TSC-A0/26/4 250000
hg7( 8) 600d 8770 a1 a1 TSC-A0/05/4 250000
hg8( 9) 600d 8770 191 191 TSC-A0/25/4 250000

次の例は、カプセル化解除ルートを示しています。

bcm-shell.0> d chg vlan_xlate
Private image version: R
VLAN_XLATE.ipipe0[768]:
<VXLAN_DIP:NETWORK_RECEIVERS_PRESENT=1,VXLAN_DIP:KEY=0x7080000092,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1
VXLAN_DIP:HASH_LSB=1,VXLAN_DIP:DIP=0xe1000001,VXLAN_DIP:DATA=0x400001,VALID=1,KEY_TYPE=0x12,>
VLAN_XLATE.ipipe0[1472]:
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<VXLAN_DIP:KEY=0x3232320112,VXLAN_DIP:IGNORE_UDP_CHECKSUM=1,VXLAN_DIP:HASH_LSB=0x402
VXLAN_DIP:DIP=0x64646402,VXLAN_DIP:DATA=0x400000,VALID=1,KEY_TYPE=0x12,>

NETWORK_RECEIVERS_PRESENTは 0に設定する必要があります。（注）

GPORTと前面パネルのポート番号マッピングの取得
次の手順に従って、GPORTから前面パネルのポート番号へのマッピングを取得します。

手順の概要

1. GPORT＃からローカルターゲットロジック（LTL）を取得するには、次の式を使用しま
す：LTL＃= 0x10000 - 512 + GPORT＃

2. 対象とする LTLの ifindexを取得します。
3. 前面パネルポートの ifindexを取得します。
4. GPORTから前面パネルポート番号へのマッピングを表示します。

手順の詳細

手順

ステップ 1 GPORT＃からローカルターゲットロジック（LTL）を取得するには、次の式を使用します：LTL＃= 0x10000
- 512 + GPORT＃

GPORTが 0x201の場合、LTLは 0x10000 + 0x201 (513) - 0x200 (512) = 0x10001です。

ステップ 2 対象とする LTLの ifindexを取得します。

例：

switch# attach module 1
module-1# show system internal pixmc info sdb ltl 0x10001

ステップ 3 前面パネルポートの ifindexを取得します。

例：

module-1# exit
switch# show int snmp-ifindex | grep 0x1a002e00
Eth1/24 436219392 (0x1a002e00)

ステップ 4 GPORTから前面パネルポート番号へのマッピングを表示します。

例：

switch# bcm-shell module 1
bcm-shell.0> l2 show
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mac=00:00:00:00:00:00 vlan=0 GPORT=0xc000000 Trunk=0^M
mac=00:00:bb:01:00:03 vlan=28772 GPORT=0x80001751Unknown GPORT format ^M
mac=00:00:cc:01:00:0a vlan=28772 GPORT=0x80000201Unknown GPORT format ^M
mac=00:00:bb:01:00:05 vlan=28772 GPORT=0x80001751Unknown GPORT format ^M
mac=00:00:aa:01:00:0a vlan=28772 GPORT=0x80000202Unknown GPORT format ^M

この例では、MACアドレス 00:00:bb:01:00:05はトンネルを通して学習されるので、GPORT 0x1751はトン
ネル SVPに対応します。MACアドレス 00:00:aa:01:00:0aはローカルに学習されるので、GPORT 0x202は
前面パネルポートに対応します。

入力ポートのためにどのインターフェイストラフィック

が使用されるかを特定する
次に、特定の出力ポートでトラフィックが使用するインターフェイスを検索する例を示しま

す。

switch# show system internal ethpm info interface ethernet 2/3 | grep ns_pid
IF_STATIC_INFO:

port_name=Ethernet2/3,if_index:0x1a006400,ltl=2543,slot=0,nxos_port=50,dmod=1,dpid=9,unit=0
queue=2064,xbar_unitbmp=0x0
ns_pid=8

- dpid=9 is higig8

switch# bcm-shell module 1
bcm-shell.0> g chg egr_port_to_nhi_mapping
EGR_PORT_TO_NHI_MAPPING.hg7[2][0x4001808]=0x36: <NEXT_HOP_INDEX=0x36>
bcm-shell.0> d chg egr_l3_next_hop 0x36
Private image version: R
EGR_L3_NEXT_HOP.epipe0[54]:
<OVID=0x65,MAC_ADDRESS=0x60735cde6e41,L3MC:VNTAG_P=1,L3MC:VNTAG_FORCE_L=1,L3MC:VNTAG_DST_VIF=0x18
L3MC:RSVD_DVP=1,L3MC:INTF_NUM=0x1065,L3MC:FLEX_CTR_POOL_NUMBER=3,L3MC:FLEX_CTR_OFFSET_MODE=3
L3MC:FLEX_CTR_BASE_COUNTER_IDX=0xe41,L3MC:ETAG_PCP_DE_SOURCE=3,L3MC:ETAG_PCP=1
L3MC:ETAG_DOT1P_MAPPING_PTR=1,L3MC:DVP=0x2b9b,L3:OVID=0x65,L3:MAC_ADDRESS=0x60735cde6e41
L3:IVID=0xc83,L3:INTF_NUM=0x1065,IVID=0xc83,INTF_NUM=0x1065,>

VLANのフラッドリストの検索
次に、特定の VLANのフラッドリストを検索する例を示します。
bcm-shell.0> d chg vfi 3
Private image version: R
VFI.ipipe0[3]:
<VP_1=0xc01,VP_0=0x1803,UUC_INDEX=0x1803,UMC_INDEX=0x1803,RSVD_VP_0=1,BC_INDEX=0x1803>
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カプセル化ポートがフラッドリストの一部であるかどう

かの判別
次に、ネットワーク方向へのアクセスにおいて、カプセル化ポートがフラッドリストの一部で

あるかどうかを確認する例を示します。

bcm-shell.0> mc show 0x1803
Group 0xc001803 (VXLAN)

port hg7, encap id 400053
port xe23, encap id 400057

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
77

VLANのトラブルシューティング

カプセル化ポートがフラッドリストの一部であるかどうかの判別



Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
78

VLANのトラブルシューティング

カプセル化ポートがフラッドリストの一部であるかどうかの判別



第 8 章

STPのトラブルシューティング

•

• STPのトラブルシューティング（79ページ）
• STPの初期トラブルシューティングのチェックリスト（79ページ）
• STPデータループのトラブルシューティング（80ページ）
•過剰なパケットフラッディングのトラブルシューティング（84ページ）
•コンバージェンス時間の問題のトラブルシューティング（86ページ）
•フォワーディングループに対するネットワークの保護（86ページ）

STPのトラブルシューティング
STPは、レイヤ 2レベルで、ループのないネットワークを実現します。レイヤ 2 LANポート
は定期的に STPフレームを送受信します。ネットワークデバイスは、これらのフレームを転
送せずに、フレームを使用してループフリーパスを構築します。レイヤ2の詳細については、
『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照してください。

STPの初期トラブルシューティングのチェックリスト
STPの問題のトラブルシューティングでは、個々のデバイスおよびネットワーク全体の設定と
接続に関する情報を収集する必要があります。

STPの問題をトラブルシューティングする際は、まず次のことを確認します。

Doneチェックリスト

デバイスで設定されているスパニングツリーのタイプを確認します。

すべての相互接続ポートとスイッチを含む、ネットワークトポロジを確認し

ます。ネットワーク上のすべての冗長パスを特定し、冗長パスはブロック状

態であることを確認します。
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Doneチェックリスト

show spanning-tree summary totalsコマンドを使用し、して、アクティブ状
態の論理インターフェイスの総数が、最大許容数を下回っていることを確認

します。これらの限界値の詳細については、『Cisco Nexus 9000 Series NX-OS
Layer 2 Switching Configuration Guide』を参照してください。

プライマリおよびセカンダリルートブリッジと、設定されているCisco拡張
機能を確認します。

STP設定と動作の詳細を表示するには、次のコマンドを使用します。

• show running-config spanning-tree

• show spanning-tree summary

• show spanning-tree detail

• show spanning-tree bridge

• show spanning-tree mst

• show spanning-tree mst configuration

• show spanning-tree interface interface-type slot/port [detail]

• show tech-support stp

• show spanning-tree vlan

STPによってブロックされているポートを表示するには、show spanning-tree blockedportsコ
マンドを使用します。

各ノードで学習またはエージングが発生するかどうかを確認するには、show mac address-table
dynamic vlanコマンドを使用します。

STPデータループのトラブルシューティング
データループは、STPネットワークでよく見られる問題です。データループの症状の一部は
次のとおりです。

•高いリンク使用率、最大 100％

•高い CPUおよびバックプレーントラフィック使用率

•一定のMACアドレスの再学習とフラッピング

•インターフェイスでの過剰な出力ドロップ

l2fmロギングレベルが 4以上の場合、スイッチはホストMACアドレスフラッピングの発生
をログに記録し、STPデータループの特定に役立ちます。1秒以内にMACアドレスの移動が
検出され、10回連続して移動すると、スイッチはMACアドレスが移動しているポートの 1つ
のVLANで学習を無効にします。学習は120秒間無効になり、自動的に再度有効になります。
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Syslogは、学習が無効または有効になっている間に生成されます。logging level l2fm log-level
コマンドを使用して、ログレベルを設定できます。

手順の概要

1. switch# show interface interface-type slot/port include rate
2. switch(config)# interface interface-type slot/port

3. switch(config-if)# shutdown
4. switch(config-if)# show spanning-tree vlan vlan-id

5. （任意） switch(config-if)# show spanning-tree interface interface-type slot/port detail

6. （任意） switch(config-if)# show system internal pktmgr interface interface-type slot/port

7. （任意） switch(config-if)# show system internal pktmgr client client-id

8. （任意） switch(config-if)# show interface counters errors

手順の詳細

手順

目的コマンドまたはアクション

リンク使用率が高いインターフェイスを調べること

で、ループに関与するポートを特定します。

switch# show interface interface-type slot/port include
rate

例：

ステップ 1

switch# show interface ethernet 2/1 include rate

1 minute input rate 19968 bits/sec, 0 packets/sec

1 minute output rate 3952023552 bits/sec, 957312
packets/sec

インターフェイスタイプと位置を設定します。switch(config)# interface interface-type slot/port

例：

ステップ 2

switch(config)# interface ethernet 2/1

影響を受けるポートをシャットダウンまたは切断し

ます。

switch(config-if)# shutdown

例：

ステップ 3

影響を受けるポートを切断した後、ネットワークト

ポロジ図を使用して冗長パス内のすべてのスイッチ

を特定します。

switch(config-if)# shutdown

スイッチが、影響を受けないその他のスイッチと同

じ STPルートブリッジをリストすることを確認し
ます。

switch(config-if)# show spanning-tree vlan vlan-id

例：

switch(config-if)# show spanning-tree vlan 9
VLAN0009

ステップ 4

Spanning tree enabled protocol rstp
Root ID Priority 32777''
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目的コマンドまたはアクション

Address 0018.bad7.db15''
Cost 4

...

ルートポートおよび代替ポートがBPDUを定期的に
受信していることを確認します。

（任意） switch(config-if)# show spanning-tree
interface interface-type slot/port detail

例：

ステップ 5

switch(config-if)# show spanning-tree interface
ethernet 3/1 detail
Port 385 (Ethernet3/1) of VLAN0001 is root
forwarding

Port path cost 4, Port priority 128, Port
Identifier 128.385

Designated root has priority 32769, address
0018.bad7.db15

Designated bridge has priority 32769, address
0018.bad7.db15
Designated port id is 128.385, designated path

cost 0
Timers: message age 16, forward delay 0, hold

0
Number of transitions to forwarding state: 1
The port type is network by default
Link type is point-to-point by default
BPDU: sent 1265, received 1269

内部パケットマネージャがBPDUを受信したかどう
かを確認します。

（任意） switch(config-if)# show system internal
pktmgr interface interface-type slot/port

例：

ステップ 6

switch(config-if)# show system internal pktmgr
interface ethernet 3/1
Ethernet3/1, ordinal: 36
SUP-traffic statistics: (sent/received)
Packets: 120210 / 15812
Bytes: 8166401 / 1083056
Instant packet rate: 5 pps / 5 pps
Average packet rates(1min/5min/15min/EWMA):
Packet statistics:
Tx: Unicast 0, Multicast 120210

Broadcast 0
Rx: Unicast 0, '' Multicast 15812''

Broadcast 0

クライアントがBPDUを受信したかどうかを確認し
ます。

（任意） switch(config-if)# show system internal
pktmgr client client-id

例：

ステップ 7

switch(config-if)# show system internal pktmgr
client 303
Client uuid: 303, 2 filters

Filter 0: EthType 0x4242, Dmac 0180.c200.0000
Filter 0: EthType 0x010b, Snap 267, Dmac

0100.0ccc.cccd
Options: TO 0, Flags 0x1, AppId 0, Epid 0
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目的コマンドまたはアクション

Ctrl SAP: 171, Data SAP 177 (1)
Rx: 28356632, Drop: 0, Tx: 35498365, Drop: 0

ハードウェアパケット統計情報（エラードロップ）

カウンタをチェックします。

（任意） switch(config-if)# show interface counters
errors

例：

ステップ 8

switch(config-if)# show interface counters errors

--------------------------------------------------------------
Port Align-Err FCS-Err Xmit-Err Rcv-Err UnderSize
OutDiscards
--------------------------------------------------------------
mgmt0 -- -- -- -- --

--
Eth1/1 0 0 0 0 0

0
Eth1/2 0 0 0 0 0

0
Eth1/3 0 0 0 0 0

0
Eth1/4 0 0 0 0 0

0
Eth1/5 0 0 0 0 0

0
Eth1/6 0 0 0 0 0

0
Eth1/7 0 0 0 0 0

0
Eth1/8 0 0 0 0 0

0

例

次に、指定ポートが定期的に BPDUを送信している例を示します。
switch# show spanning-tree interface ethernet 3/1 detail
Port 385 (Ethernet3/1) of VLAN0001 is root forwarding

Port path cost 4, Port priority 128, Port Identifier 128.385
Designated root has priority 32769, address 0018.bad7.db15
Designated bridge has priority 32769, address 0018.bad7.db15
Designated port id is 128.385, designated path cost 0
Timers: message age 16, forward delay 0, hold 0
Number of transitions to forwarding state: 1
The port type is network by default
Link type is point-to-point by default
BPDU: sent 1265, received 1269

次に、BPDUがパケットマネージャによって送信されているかどうかを確認する例を
示します。

switch# show system internal pktmgr interface ethernet 3/1
Ethernet3/1, ordinal: 36

SUP-traffic statistics: (sent/received)
Packets: 120210 / 15812
Bytes: 8166401 / 1083056
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Instant packet rate: 5 pps / 5 pps
Average packet rates(1min/5min/15min/EWMA):
Packet statistics:
Tx: Unicast 0, M'' ulticast 120210''

Broadcast 0
Rx: Unicast 0, Multicast 15812

Broadcast 0

switch# show system internal pktmgr client 303
Client uuid: 303, 2 filters

Filter 0: EthType 0x4242, Dmac 0180.c200.0000
Filter 0: EthType 0x010b, Snap 267, Dmac 0100.0ccc.cccd
Options: TO 0, Flags 0x1, AppId 0, Epid 0
Ctrl SAP: 171, Data SAP 177 (1)
Rx: 28356632, Drop: 0, Tx: 35498365, Drop: 0

次に、ハードウェアパケット統計カウンタでBPDUエラードロップの可能性をチェッ
クする例を示します。

switch# show interface counters errors
--------------------------------------------------------------
Port Align-Err FCS-Err Xmit-Err Rcv-Err UnderSize OutDiscards
--------------------------------------------------------------
mgmt0 -- -- -- -- -- --
Eth1/1 0 0 0 0 0 0
Eth1/2 0 0 0 0 0 0
Eth1/3 0 0 0 0 0 0
Eth1/4 0 0 0 0 0 0
Eth1/5 0 0 0 0 0 0
Eth1/6 0 0 0 0 0 0
Eth1/7 0 0 0 0 0 0
Eth1/8 0 0 0 0 0 0

過剰なパケットフラッディングのトラブルシューティン

グ
STPトポロジが不安定になると、STPネットワークで過剰なパケットフラッディングが発生す
る可能性があります。Rapid STPまたはMultiple STP（MST）では、ポートの状態が転送に変
更され、ロールが指定からルートに変更されると、トポロジが変更されることがあります。

Rapid STPは、レイヤ 2転送テーブルをただちにフラッシュします。802.1Dはエージングタイ
ムを短縮します。転送テーブルの即時フラッシュにより、接続はより高速に復元されますが、

フラッディングが増加します。

安定したトポロジでは、トポロジを変更しても過剰なフラッディングは発生しません。リンク

フラップはトポロジの変更を引き起こす可能性があるため、継続的なリンクフラップはトポロ

ジの変更とフラッディングを繰り返す可能性があります。フラッディングはネットワークパ

フォーマンスを低下させ、インターフェイスでパケットドロップを引き起こす可能性がありま

す。

手順の概要

1. switch# show spanning-tree vlan vlan-id detail
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2. switch# show spanning-tree vlan vlan-id detail

手順の詳細

手順

目的コマンドまたはアクション

過剰なトポロジ変更の原因を判別します。switch# show spanning-tree vlan vlan-id detail

例：

ステップ 1

switch# show spanning-tree vlan 9 detail
VLAN0009 is executing the rstp compatible Spanning
Tree protocol
Bridge Identifier has priority 32768, sysid 9,

address 0018.bad8.27ad
Configured hello time 2, max age 20, forward

delay 15
Current root has priority 32777, address

0018.bad7.db15
Root port is 385 (Ethernet3/1), cost of root

path is 4
Topology change flag not set, detected flag

not set
'' Number of topology changes 8 last change

occurred 1:32:11 ago''
'' from Ethernet3/1''

Times: hold 1, topology change 35, notification
2
...

トポロジ変更が発生したインターフェイスを特定し

ます。

switch# show spanning-tree vlan vlan-id detail

例：

ステップ 2

トポロジの変更を開始したデバイスを分離できるよ

うになるまで、インターフェイスに接続されている

デバイスでこの手順を繰り返します。

switch# show spanning-tree vlan 9 detail
VLAN0009 is executing the rstp compatible Spanning
Tree protocol
Bridge Identifier has priority 32768, sysid 9,

address 0018.bad8.27ad
このデバイスのインターフェイスのリンクフラップ

を確認します。

Configured hello time 2, max age 20, forward
delay 15

Current root has priority 32777, address
0018.bad7.db15

Root port is 385 (Ethernet3/1), cost of root
path is 4

Topology change flag not set, detected flag
not set

Number of topology changes 8 last change
occurred 1:32:11 ago

'' from Ethernet3/1''
Times: hold 1, topology change 35, notification

2
...
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コンバージェンス時間の問題のトラブルシューティング
STPのコンバージェンスに予想よりも長い時間がかかるか、予期しない最終的なネットワーク
トポロジが発生する可能性があります。

コンバージェンスの問題をトラブルシューティングするには、次の問題を確認します。

•文書化されたネットワークトポロジ図のエラー。

•タイマーの設定ミス、直径、ブリッジ保証、ルートガード、BPDUガードなどのシスコ拡
張機能など。

•推奨論理ポート（ポート VLAN）の制限を超えたコンバージェンス中のスイッチ CPUの
過負荷。

• STPに影響するソフトウェア障害。

フォワーディングループに対するネットワークの保護
STPが特定の障害に正しく対処できないことを処理するために、シスコでは、ネットワークを
転送ループから保護するための多数の機能と拡張機能を開発しました。

STPのトラブルシューティングは、特定の障害の原因を切り分けて見つけるのに役立ちます
が、これらの拡張機能の実装は、ネットワークを転送ループから保護する唯一の方法です。

始める前に

•すべてのスイッチ間リンクでシスコ独自の単方向リンク検出（UDLD）プロトコルを有効
にします。詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』
を参照してください。

•すべてのスイッチ間リンクをスパニングツリーネットワークポートタイプとして設定し
て、ブリッジ保証機能を設定します。

リンクの両側でブリッジ保証機能をイネーブルにする必要があり

ます。そうでない場合は、Cisco NX-OSはブリッジ保証の不整合
のためにポートがブロック状態になります。

（注）

•すべてのエンドステーションポートをスパニングツリーエッジポートタイプとして設定
します。

STPエッジポートを設定して、ネットワークのパフォーマンスに影響を与える可能性のあ
るトポロジ変更通知および後続のフラッディングの量を制限する必要があります。このコ

マンドは、エンドステーションに接続するポートでのみ使用します。そうしないと、偶発
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的なトポロジループによってデータパケットループが発生し、デバイスとネットワーク

の動作が中断される可能性があります。

•ポートチャネルのLink Aggregation Control Protocol（LACP）をイネーブルにして、ポート
チャネルの設定ミスの問題を回避します。詳細については、『CiscoNexus9000SeriesNX-OS
Interfaces Configuration Guide』を参照してください。

スイッチ間リンクで自動ネゴシエーションをディセーブルにしないでください。自動ネゴ

シエーションメカニズムは、リモート障害情報を伝達できます。これは、リモート側で障

害を検出する最も迅速な方法です。リモート側で障害が検出されると、リンクがまだパル

スを受信している場合でも、ローカル側はリンクをダウンさせます。

STPタイマーを変更する場合は注意してください。STPタイマー
は相互に依存しており、変更はネットワーク全体に影響を与える

可能性があります。

注意

手順の概要

1. （任意） switch(config)# spanning-tree loopguard default
2. switch(config)# spanning-tree bpduguard enable
3. switch(config)# vlan vlan-range

4. switch(config)# spanning-tree vlan vlan-range root primary
5. switch(config)# spanning-tree vlan vlan-range root secondary

手順の詳細

手順

目的コマンドまたはアクション

ルートガードを使用してネットワーク STP境界を
保護します。ルートガードとBPDUガードを使用す
ると、外部からの影響から STPを保護できます。

（任意） switch(config)# spanning-tree loopguard
default

例：

ステップ 1

switch(config)# spanning-tree loopguard default

STPエッジポートでBPDUガードをイネーブルにし
て、ポートに接続されている不正なネットワークデ

switch(config)# spanning-tree bpduguard enable

例：

ステップ 2

バイス（ハブ、スイッチ、ブリッジングルータな

ど）の影響を受けないようにします。
switch(config)# spanning-tree bpduguard enable

ルートガードは、STPが外部の影響を受けないよう
にします。BPDUガードは、BPDU（上位 BPDUだ
けでなく）を受信しているポートをシャットダウン

します。

（注）
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目的コマンドまたはアクション

2つの STPエッジポートが直接またはハブ経由で
接続されている場合、短期間のループはルートガー

ドまたは BPDUガードによって防止されません。

個別の VLANを設定し、管理 VLANでのユーザト
ラフィックを回避します。管理 VLANは、ネット

switch(config)# vlan vlan-range

例：

ステップ 3

ワーク全体ではなくビルディングブロックに含まれ

ます。
switch(config)# vlan 9

予測可能な STPルートを設定します。switch(config)# spanning-tree vlan vlan-range root
primary

ステップ 4

例：

switch(config)# spanning-tree vlan 9 root primary

予測可能なバックアップSTPルート配置を設定しま
す。

switch(config)# spanning-tree vlan vlan-range root
secondary

例：

ステップ 5

コンバージェンスが予測可能な方法で行われ、すべ

てのシナリオで最適なトポロジが構築されるようswitch(config)# spanning-tree vlan 12 root
secondary

に、STPルートとバックアップ STPルートを設定す
る必要があります。STPプライオリティをデフォル
ト値のままにしないでください。
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第 9 章

ルーティングのトラブルシューティング

•ルーティングの問題のトラブルシューティングについて（89ページ）
•トラブルシューティングルートの初期チェックリスト（89ページ）
•ルーティングのトラブルシューティング（90ページ）
•ポリシーベースルーティングのトラブルシューティング（93ページ）
•ダイナミックロードバランシングのトラブルシュート（94ページ）

ルーティングの問題のトラブルシューティングについて
レイヤ3ルーティングには、最適なルーティングパスの決定とパケットの交換の決定という、
2つの基本的動作があります。ルーティングアルゴリズムを使用すると、ルータから宛先まで
の最適なパス（経路）を計算できます。この計算方法は、選択したアルゴリズム、ルートメト

リック、そしてロードバランシングや代替パスの探索などの考慮事項により異なります。

Cisco NX-OSは、複数の仮想ルーティングおよび転送 (VRF)インスタンス、および複数のルー
ティング情報ベース (RIB)をサポートしており、複数のアドレスドメインをサポートします。
各VRFはRIBに関連付けられており、この情報が転送情報ベース（FIB）によって収集されま
す。

ルーティングの詳細については、以下のドキュメントを参照してください。

•『Cisco Nexus 9000 Series NX-OS Unicast Routing Configuration Guide』

•『Cisco Nexus 9000 Series NX-OS Multicast Routing Configuration Guide』

トラブルシューティングルートの初期チェックリスト
最初に次の項目を確認することで、ルーティングの問題をトラブルシューティングできます。

Doneチェックリスト

ルーティングプロトコルが有効になっていることを確認します。

必要に応じて、アドレスファミリが設定されていることを確認します。
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Doneチェックリスト

ルーティングプロトコルに適切なVRFが設定されていることを確認します。

ルーティング情報を表示するには、次のコマンドを使用します。

• show ip arp

• show ip traffic

• show ip static-route

• show ip client

• show ip fib

• show ip process

• show ip route

• show vrf

• show vrf interface

ルーティングのトラブルシューティング

手順の概要

1. switch# show ospf
2. switch# show running-config eigrp all
3. switch# show running-config eigrp
4. switch# show processes memory | include isis
5. switch# show ip client pim
6. switch# show ip interface loopback-interface

7. switch# show vrf interface loopback -interface

8. switch# show routing unicast clients
9. switch# show forwarding distribution multicast client

手順の詳細

手順

目的コマンドまたはアクション

ルーティングプロトコルが有効になっていることを

確認します。

switch# show ospf

例：

ステップ 1

この機能が有効になっていない場合は、CiscoNX-OS
によりコマンドが無効であると報告されます。

switch# show ospf
^

% invalid command detected at '^' marker.
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目的コマンドまたはアクション

このルーティングプロトコルの設定を確認します。switch# show running-config eigrp all

例：

ステップ 2

switch# show running-config eigrp all

このルーティングプロトコルの VRF設定を確認し
ます。

switch# show running-config eigrp

例：

ステップ 3

switch# show running-config eigrp
version 6.1(2)I1(1)
feature eigrp
router eigrp 99
address-family ipv4 unicast
router-id 192.0.2.1

vrf red
stub

このルーティングプロトコルのメモリ使用率を

チェックします。

switch# show processes memory | include isis

例：

ステップ 4

switch# show processes memory | include isis
8913 9293824 bffff1d0/bffff0d0 isis
32243 8609792 bfffe0c0/bfffdfc0 isis

ルーティングプロトコルがパケットを受信している

ことを確認します。

switch# show ip client pim

例：

ステップ 5

switch# show ip client pim
Client: pim, uuid: 284, pid: 3839, extended pid:
3839
Protocol: 103, client-index: 10, routing VRF

id: 255
Data MTS-SAP: 1519
Data messages, send successful: 2135, failed:

0

インターフェイスでルーティングプロトコルが有効

になっていることを確認します。

switch# show ip interface loopback-interface

例：

ステップ 6

switch# show ip interface loopback0
loopback0, Interface status:
protocol-up/link-up/admin-up, iod: 36,
Context:"default"
IP address: 1.0.0.1, IP subnet: 1.0.0.0/24
...
IP multicast groups locally joined:

224.0.0.2 224.0.0.1 224.0.0.13
...

インターフェイスが正しいVRFにあることを確認し
ます。

switch# show vrf interface loopback -interface

例：

ステップ 7

switch# show vrf interface loopback 99
Interface VRF-Name

VRF-ID
loopback99 default

1
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目的コマンドまたはアクション

ルーティングプロトコルがRIBに登録されているこ
とを確認します。

switch# show routing unicast clients

例：

ステップ 8

switch# show routing unicast clients

RIBが転送プレーンと通信していることを確認しま
す。

switch# show forwarding distribution multicast client

例：

ステップ 9

switch# show forwarding distribution multicast
client
Number of Clients Registered: 3
Client-name Client-id Shared Memory Name
igmp 1 N/A
mrib 2 /procket/shm/mrib-mfdm

例

次に、EIGRPルーティングプロトコル設定を表示する例を示します。

switch# show running-config eigrp all
version 6.1(2)I1(1)
feature eigrp
router eigrp 99
log-neighbor-warnings
log-neighbor-changes
log-adjacency-changes
graceful-restart
nsf
timers nsf signal 20
distance 90 170
metric weights 0 1 0 1 0 0
metric maximum-hops 100
default-metric 100000 100 255 1 1500
maximum-paths 16
address-family ipv4 unicast
log-neighbor-warnings
log-neighbor-changes
log-adjacency-changes
graceful-restart
router-id 192.0.2.1
nsf
timers nsf signal 20
distance 90 170
metric weights 0 1 0 1 0 0
metric maximum-hops 100
default-metric 100000 100 255 1 1500
maximum-paths 16

次に、ユニキャストルーティングプロトコルが RIBに登録されていることを表示す
る例を示します。

switch# show routing unicast clients
CLIENT: am
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index mask: 0x00000002
epid: 3908 MTS SAP: 252 MRU cache hits/misses: 2/1
Routing Instances:
VRF: management table: base
Messages received:
Register : 1 Add-route : 2 Delete-route : 1
Messages sent:
Add-route-ack : 2 Delete-route-ack : 1

CLIENT: rpm
index mask: 0x00000004
epid: 4132 MTS SAP: 348 MRU cache hits/misses: 0/0
Messages received:
Register : 1
Messages sent:
...
CLIENT: eigrp-99
index mask: 0x00002000
epid: 3148 MTS SAP: 63775 MRU cache hits/misses: 0/1
Routing Instances:
VRF: default table: base notifiers: self
Messages received:
Register : 1 Delete-all-routes : 1
Messages sent:
...

ポリシーベースルーティングのトラブルシューティング
• ACLが着信トラフィックと一致することを確認します。

•ルートが使用可能であることを確認します。

• IPネットワークルートの場合は、show ip routeを使用しますコマンドを使用して、
set ip next-hopで指定されたネクストホップで IPネットワークルートが使用可能で
あることを確認しますコマンドを使用する必要があります。

• IPホストルートの場合は、show ip arpを使用しますコマンドを使用して、set ip
next-hopで指定されたネクストホップで IPホストルートが使用可能であることを確
認しますコマンドを使用する必要があります。

• IPv6ネットワークルートの場合は、show ipv6 routeを使用しますコマンドを使用し
て、set ipv6 next-hopで指定されたネクストホップで IPv6ネットワークルートが使
用可能であることを確認しますコマンドを使用する必要があります。

• IPv6ホストルートの場合は、show ipv6 neighborを使用しますコマンドを使用して、
set ipv6 next-hopで指定されたネクストホップで IPv6ホストルートが使用可能であ
ることを確認しますコマンドを使用する必要があります。

•ポリシーがシステムでアクティブになっていることを確認します（show ip policyを使用
コマンドを通して）。

•エントリの統計情報を確認します（show route-map map-name pbr-statisticsを使用コマン
ドを通して）。
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ダイナミックロードバランシングのトラブルシュート
整合性チェッカーは、次のように、DLBECMPを使用するルートをトラブルシュートするため
に使用できます。

•グローバル整合性チェッカー

• test consistency-checker forwarding ipv4 unicast

• show consistency-checker forwarding ipv4 unicast

サンプル出力

Leaf1# test consistency-checker forwarding ipv4 unicast
Consistency check started.
Leaf1#
Leaf1#
Leaf1# show consistency-checker forwarding ipv4 unicast
IPV4 Consistency check : table_id(0x1)
Execution time : 28 ms ()
No inconsistent adjacencies.
No inconsistent routes.
Consistency-Checker: PASS for ALL

•シングルルート整合性チェッカー

• show consistency-checker forwarding single-route ipv4 ipv4 address vrf vrf

サンプル出力

Leaf1# show consistency-checker forwarding single-route ipv4 64.60.60.0/24 vrf default

Consistency checker passed for 64.60.60.0/24
Leaf1#
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第 10 章

メモリのトラブルシューティング

•メモリのトラブルシューティングに関する詳細情報（95ページ）
•プラットフォームメモリ使用率の一般/高レベルの評価（96ページ）
•プラットフォームのメモリ使用率の詳細な評価（97ページ）
•ユーザプロセス（101ページ）
•組み込みプラットフォームのメモリモニタリング（104ページ）
• LPSS共有メモリ監視（106ページ）

メモリのトラブルシューティングに関する詳細情報
ダイナミックランダムアクセスメモリ（DRAM）は、すべてのプラットフォームで限られた
リソースであり、使用率がチェックされるように制御またはモニタする必要があります。

Cisco NX-OSは、次の 3つの方法でメモリを使用します。

• Page cache：永続ストレージ（CompactFlash）からファイルにアクセスすると、カーネル
はデータをページキャッシュに読み取ります。これは、将来データにアクセスするとき

に、ディスクストレージに関連する遅いアクセス時間を回避できることを意味します。他

のプロセスがメモリを必要とする場合、キャッシュされたページはカーネルによって解放

されます。一部のファイルシステム（tmpfs）は、純粋にページキャッシュ内に存在しま
す（たとえば、/dev/sh, /var/sysmgr, /var/tmp）。これは、このデータの永続的なストレージ
がなく、データが削除されたときを意味します。ページキャッシュからは復元できませ

ん。 tmpfs-cachedファイルは、削除された場合にのみページキャッシュされたページを解
放します。

• Kernel：カーネルには、独自のテキスト、データ、およびカーネルロード可能モジュール
（KLM）を保存するためのメモリが必要です。KLMは、（個別のユーザプロセスではな
く）カーネルにロードされるコードの一部です。カーネルメモリの使用例として、インバ

ンドポートドライバがパケットを受信するためにメモリを割り当てる場合があります。

• User processesCisco NX-OS：このメモリは、カーネルに統合されていない Linuxプロセス
（テキスト、スタック、ヒープなど）によって使用されます。
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高いメモリ使用率をトラブルシューティングする場合は、まず使用率の高いタイプ（プロセ

ス、ページキャッシュ、またはカーネル）を判別する必要があります。使用率のタイプを特定

したら、追加のトラブルシューティングコマンドを使用して、この動作の原因となっているコ

ンポーネントを特定できます。

プラットフォームメモリ使用率の一般/高レベルの評価
次の 2つの基本的なCLIコマンドを使用して、プラットフォームのメモリ使用率の全体的なレ
ベルを評価できます。 show system resourcesおよび show processes memory.

これらのコマンド出力から、プラットフォームの使用率が通常/予想よりも高いことがわかり
ますが、どのタイプのメモリ使用率が高いかはわかりません。

（注）

show system resourcesコマンドの出力に空きメモリの減少が示されている場合は、Linuxカーネ
ルキャッシングが原因である可能性があります。システムがより多くのメモリを必要とするた

びに、Linuxカーネルはキャッシュされたメモリを解放します。showsystem internal kernelmeminfo
コマンドは、システムのキャッシュメモリを表示します。

（注）

この項で説明している show system resourcesコマンドは、プラットフォームのメモリ統計情報
を表示します。

switch# show system resources
Load average: 1 minute: 0.70 5 minutes: 0.89 15 minutes: 0.88
Processes : 805 total, 1 running
CPU states : 7.06% user, 5.49% kernel, 87.43% idle

CPU0 states : 9.67% user, 6.45% kernel, 83.87% idle
CPU1 states : 10.41% user, 7.29% kernel, 82.29% idle
CPU2 states : 5.20% user, 4.16% kernel, 90.62% idle
CPU3 states : 5.15% user, 2.06% kernel, 92.78% idle

Memory usage: 16399900K total, 6557936K used, 9841964K free
Kernel vmalloc: 36168240K total, 18446744039385981489K free >>>>>>>>>>>>
Kernel buffers: 10860132K Used>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>.>>>>>>>
Kernel cached : 120072K Used >>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> seeing these extra
logs
Current memory status: OK

switch# show system resources
Load average: 1 minute: 0.43 5 minutes: 0.30 15 minutes: 0.28
Processes : 884 total, 1 running
CPU states : 2.0% user, 1.5% kernel, 96.5% idle
Memory usage: 4135780K total, 3423272K used, 712508K free
0K buffers, 1739356K cache
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この出力は、/proc/meminfoの Linuxメモリ統計情報から取得されます。

• total：プラットフォーム上の物理 RAMの量。

• free：未使用または使用可能なメモリの量。

• used：割り当てられた（永続的な）メモリとキャッシュされた（一時的な）メモリの量。

キャッシュとバッファは、カスタマーモニタリングには関係ありません。

（注）

この情報は、プラットフォームの使用率の一般的な表現のみを提供します。メモリ使用率が高

い理由をトラブルシューティングするには、より多くの情報が必要です。

show processes memoryコマンドは、プロセスごとのメモリ割り当てを表示します。

switch# show processes memory
Load average: 1 minute: 0.43 5 minutes: 0.30 15 minutes: 0.28
Processes : 884 total, 1 running
CPU states : 2.0% user, 1.5% kernel, 96.5% idle
PID MemAlloc MemLimit MemUsed StackBase/Ptr Process
---- -------- --------- --------- ----------------- ----------------
4662 52756480 562929945 150167552 bfffdf00/bfffd970 netstack

プラットフォームのメモリ使用率の詳細な評価
show system internal memory-alerts-logコマンドを使用し、また show system internal kernelコ
マンドを使用して、Cisco NX-OSでメモリ使用率の詳細を表示します。
switch# show system internal kernel meminfo
MemTotal: 4135780 kB
MemFree: 578032 kB
Buffers: 5312 kB
Cached: 1926296 kB
RAMCached: 1803020 kB
Allowed: 1033945 Pages
Free: 144508 Pages
Available: 177993 Pages
SwapCached: 0 kB
Active: 1739400 kB
Inactive: 1637756 kB
HighTotal: 3287760 kB
HighFree: 640 kB
LowTotal: 848020 kB
LowFree: 577392 kB
SwapTotal: 0 kB
SwapFree: 0 kB
Dirty: 0 kB
Writeback: 0 kB
Mapped: 1903768 kB
Slab: 85392 kB
CommitLimit: 2067888 kB
Committed_AS: 3479912 kB
PageTables: 20860 kB
VmallocTotal: 131064 kB
VmallocUsed: 128216 kB
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VmallocChunk: 2772 kB

上記の出力で、最も重要なフィールドは次のとおりです。

• MemTotal (kB)：システムのメモリの総量。

• Cached (kB)：ページキャッシュ（tmpfsマウント内のファイルと永続ストレージ /bootflash
からキャッシュされたデータを含む）で使用されるメモリの量。

• RamCached (kB)：解放できないページキャッシュで使用されているメモリの量（永続ス
トレージによってバックアップされていないデータ）。

• Available (Pages)：ページの空きメモリの量（ページキャッシュと空きリストで使用可能
にできる領域を含む）。

• Mapped (Pages)：ページテーブルにマッピングされたメモリ（非カーネルプロセスで使
用されているデータ）。

• Slab (Pages)：カーネルメモリ消費量の大まかな指標。

1ページのメモリは 4 kBのメモリに相当します。（注）

この項で説明している show system internal kernel memory globalコマンドは、ページキャッ
シュとカーネル/プロセスメモリのメモリ使用量を表示します。
switch# show system internal kernel memory global
Total memory in system : 4129600KB
Total Free memory : 1345232KB
Total memory in use : 2784368KB
Kernel/App memory : 1759856KB
RAM FS memory : 1018616KB

Cisco NX-OSでは、Linuxカーネルが使用されているメモリの割合（存在するRAM全体に対す
る）をモニタし、使用率がデフォルトまたは設定されたしきい値を超えると、プラットフォー

ムマネージャがアラートを生成します。アラートが発生した場合は、プラットフォームマネー

ジャによってキャプチャされたログを現在の使用率と照らし合わせて確認すると便利です。

（注）

これらのコマンドの出力を確認すると、ページキャッシュ、メモリを保持しているプロセス、

またはカーネルの結果として使用率が高いかどうかを判断できます。

ページキャッシュ

Cached値または RAMCached値が高い場合は、ファイルシステムの使用率を確認し、どの種
類のファイルがページキャッシュを占有しているかを判断する必要があります。

この項で説明している show system internal flashコマンドは、ファイルシステムの使用率を表
示します（出力はメモリアラートログに含まれる df -hTと同様です）。
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switch# show system internal flash
Mount-on 1K-blocks Used Available Use% Filesystem
/ 409600 43008 367616 11 /dev/root
/proc 0 0 0 0 proc
/sys 0 0 0 0 none
/isan 409600 269312 140288 66 none
/var/tmp 307200 876 306324 1 none
/var/sysmgr 1048576 999424 49152 96 none
/var/sysmgr/ftp 307200 24576 282624 8 none
/dev/shm 1048576 412672 635904 40 none
/volatile 204800 0 204800 0 none
/debug 2048 16 2032 1 none
/dev/mqueue 0 0 0 0 none
/mnt/cfg/0 76099 5674 66496 8 /dev/hda5
/mnt/cfg/1 75605 5674 66027 8 /dev/hda6
/bootflash 1796768 629784 1075712 37 /dev/hda3
/var/sysmgr/startup-cfg 409600 27536 382064 7 none
/mnt/plog 56192 3064 53128 6 /dev/mtdblock2
/dev/pts 0 0 0 0 devpts
/mnt/pss 38554 6682 29882 19 /dev/hda4
/slot0 2026608 4 2026604 1 /dev/hdc1
/logflash 7997912 219408 7372232 3 /dev/hde1
/bootflash_sup-remote 1767480 1121784 555912 67
127.1.1.6:/mnt/bootflash/
/logflash_sup-remote 7953616 554976 6994608 8 127.1.1.6:/mnt/logflash/

この出力を確認する際、[Filesystem]列の値がnoneの場合は、tmpfsタイプであることを意味し
ます。

（注）

この例では、/var/sysmgr（またはサブフォルダ）が多くの領域を使用しているため、使用率が
高くなります。/var/sysmgrは tmpfsマウントです。つまり、ファイルは RAMにのみ存在しま
す。パーティションを占有しているファイルのタイプと、それらのファイルの由来（コア/デ
バッグ/など）を判別する必要があります。ファイルを削除すると使用率は低下しますが、ど
のタイプのファイルが領域を占有しているか、そしてどのプロセスがそれらのファイルを tmpfs
に残しているかを判断する必要があります。

次のコマンドを使用して、CLIで問題のファイルを表示し、削除します。

• show system internal dir full directory pathコマンドは、指定されたパスのすべてのファイル
とサイズをリスト表示します（隠しコマンド）。

• filesys delete full file pathコマンドは、特定のファイルを削除します（隠しコマンド）。

カーネル

カーネルの問題はそれほど一般的ではありませんが、 show system internal kernel meminfoコ
マンドの出力でスラブの使用状況を確認することで問題を特定できます。一般に、カーネルの

トラブルシューティングでは、使用率が増加している理由を切り分けるために、シスコのカス

タマーサポートが必要です。

時間の経過とともにスラブのメモリ使用量が増加する場合は、次のコマンドを使用して詳細情

報を収集します。
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•この項で説明している show system internal kernel malloc-statsコマンドは、現在ロードさ
れているすべての KLM、malloc、および空きカウントを表示します。

switch# show system internal kernel malloc-stats
Kernel Module Memory Tracking
-------------------------------------------------------------
Module kmalloc kcalloc kfree diff
klm_usd 00318846 00000000 00318825 00000021
klm_eobcmon 08366981 00000000 08366981 00000000
klm_utaker 00001306 00000000 00001306 00000000
klm_sysmgr-hb 00000054 00000000 00000049 00000005
klm_idehs 00000001 00000000 00000000 00000001
klm_sup_ctrl_mc 00209580 00000000 00209580 00000000
klm_sup_config 00000003 00000000 00000000 00000003
klm_mts 03357731 00000000 03344979 00012752
klm_kadb 00000368 00000000 00000099 00000269
klm_aipc 00850300 00000000 00850272 00000028
klm_pss 04091048 00000000 04041260 00049788
klm_rwsem 00000001 00000000 00000000 00000001
klm_vdc 00000126 00000000 00000000 00000126
klm_modlock 00000016 00000000 00000016 00000000
klm_e1000 00000024 00000000 00000006 00000018
klm_dc_sprom 00000123 00000000 00000123 00000000
klm_sdwrap 00000024 00000000 00000000 00000024
klm_obfl 00000050 00000000 00000047 00000003

このコマンドの複数の反復を比較することで、一部の KLMが大量のメモリを割り当てて
いるが、メモリを解放/返却していないかどうかを確認できます（差分値は通常と比較し
て非常に大きくなります）。

•この項で説明している show system internal kernel skb-statsコマンドは、SKB（KLMがパ
ケットを送受信するために使用するバッファ）の消費量を表示します。

switch# show system internal kernel skb-stats
Kernel Module skbuff Tracking
-------------------------------------------------------------
Module alloc free diff
klm_shreth 00028632 00028625 00000007
klm_eobcmon 02798915 02798829 00000086
klm_mts 00420053 00420047 00000006
klm_aipc 00373467 00373450 00000017
klm_e1000 16055660 16051210 00004450

このコマンドの複数の反復の出力を比較して、差分値が増加しているかどうかを確認しま

す。

•この項で説明している show hardware internal proc-info slabinfoコマンドは、すべてのス
ラブ情報（カーネル管理に使用されるメモリ構造）をダンプします。出力は、大きくなる

こともあります。
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ユーザプロセス
ページキャッシュとカーネルの問題が除外されている場合は、一部のユーザプロセスが大量の

メモリを使用しているか、実行中のプロセス数が多いため（使用可能な機能の数が多いため）、

使用率が高くなっているという可能性があります。

Cisco NX-OSは、ほとんどのプロセスのメモリ制限を定義しています（rlimit）。この rlimitを
超えると、sysmgrによってプロセスがクラッシュし、通常はコアファイルが生成されます。
rlimitに近いプロセスは、プラットフォームの使用率に大きな影響を与えない可能性がありま
すが、クラッシュが発生すると問題になる可能性があります。

（注）

大量のメモリを使用しているプロセスの特定

次のコマンドは、特定のプロセスが大量のメモリを使用しているかどうかを確認するのに役立

ちます。

• The show process memoryコマンドは、プロセスごとのメモリ割り当てを表示します。

switch# show processes memory
PID MemAlloc MemLimit MemUsed StackBase/Ptr Process
----- -------- ---------- ---------- ----------------- ---------
4662 52756480 562929945 150167552 bfffdf00/bfffd970 netstack

show process memoryの出力コマンドの出力は、現在の使用率の
完全に正確な図を提供しない可能性があります（割り当てられて

いることを意味しません）。このコマンドは、プロセスが制限に

近づいているかどうかを判断するのに役立ちます。

（注）

•この項で説明している show system internal processes memoryコマンドは、メモリアラー
トログにプロセス情報を表示します（イベントが発生した場合）。

プロセスが実際に使用しているメモリ量を確認するには、Resident Set Size（RSS）を確認
します。この値は、プロセスによって消費されているメモリの量（KB単位）の大まかな
指標となります。この情報は、 show system internal processes memoryコマンドを使用し
てこの収集できます。

switch# show system internal processes memory
PID TTY STAT TIME MAJFLT TRS RSS VSZ %MEM COMMAND
4811 ? Ssl 00:00:16 0 0 49772 361588 0.3 /isan/bin/routing-sw/clis
-cli /isan/etc/routing-sw/cli
4928 ? Ssl 00:18:41 0 0 44576 769512 0.2
/isan/bin/routing-sw/netstack /isan/etc/routing-sw/pm.cfg
4897 ? Ssl 00:00:18 0 0 42604 602216 0.2 /isan/bin/routing-sw/arp
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4791 ? Ss 00:00:00 0 0 34384 318856 0.2 /isan/bin/pixm_vl
4957 ? Ssl 00:00:26 0 0 30440 592348 0.1 /isan/bin/snmpd -f -s
udp:161 udp6:161 tcp:161 tcp6:161
5097 ? Ssl 00:06:53 0 0 28052 941880 0.1 /isan/bin/routing-sw/pim
-t
5062 ? Ss 00:01:00 0 0 27300 310596 0.1 /isan/bin/diag_port_lb
5087 ? Ssl 00:03:53 0 0 24988 992756 0.1 /isan/bin/routing-sw/bgp
-t 65001
4792 ? Ss 00:00:00 0 0 24080 309024 0.1 /isan/bin/pixm_gl
5063 ? Ss 00:00:01 0 0 21940 317440 0.1 /isan/bin/ethpm
5044 ? Ss 00:00:00 0 0 21700 304032 0.1 /isan/bin/eltm
5049 ? Ss 00:00:14 0 0 20592 306156 0.1 /isan/bin/ipqosmgr
5042 ? Ssl 00:00:05 0 0 20580 672640 0.1 /isan/bin/routing-sw/igmp

5082 ? Ssl 00:00:25 0 0 19948 914088 0.1 /isan/bin/routing-sw/mrib
-m 4
5091 ? Ssl 00:01:58 0 0 19192 729500 0.1 /isan/bin/routing-sw/ospfv3
-t 8893
5092 ? Ssl 00:01:55 0 0 18988 861556 0.1 /isan/bin/routing-sw/ospf
-t 6464
5083 ? Ss 00:00:06 0 0 18876 309516 0.1 /isan/bin/mfdm
remaining output omitted

特定のプロセスの使用率が時間の経過とともに増加する場合は、プロセスの使用率に関す

る追加情報を収集する必要があります。

特定のプロセスがメモリを使用している方法の特定

プロセスが予想よりも多くのメモリを使用していると判断した場合は、プロセスがメモリをど

のように使用しているかを調査すると役立ちます。

• show system internal sysmgr service pid PID-in-decimalコマンドを使用して、指定された
PIDを実行しているサービス情報をダンプします。
switch# show system internal sysmgr service pid 4727
Service "pixm" ("pixm", 109):
UUID = 0x133, PID = 4727, SAP = 176
State: SRV_STATE_HANDSHAKED (entered at time Fri May 10 01:42:01 2013).
Restart count: 1
Time of last restart: Fri May 10 01:41:11 2013.
The service never crashed since the last reboot.
Tag = N/A
Plugin ID: 1

上記の出力の UUIDを 10進数に変換し、次のコマンドで使用します。

ラボでトラブルシューティングを行う場合は、次の隠しコマンド

を使用してCisco NX-OS 16進数/10進数変換を使用できます。

• hex<decimal to convert>

• dec<hexadecimal to convert>

（注）
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• show system internal kernel memory uuid uuid-in-decimalコマンドを使用して、システム内
の特定の UUIDのライブラリを含む詳細なプロセスメモリ使用量を表示します（sysmgr
サービスの出力から UUIDを変換します）。
switch# show system internal kernel memory uuid 307
Note: output values in KiloBytes
Name rss shrd drt map heap ro dat bss stk
misc
---- --- ---- ---- --- ---- -- --- --- ---
----
/isan/bin/pixm 7816 5052 2764 1 0 0 0 0 52

0
/isan/plugin/1/isan/bin/
pixm 115472 0 115472 0 109176 752 28 6268 0
24

/lib/ld-2.3.3.so 84 76 8 2 0 76 0 0 0
8

/usr/lib/libz.so.1.2.1.1 16 12 4 1 0 12 4 0 0
0

/usr/lib/libstdc++.so.6.0.3 296 272 24 1 0 272 20 4 0
0

/lib/libgcc_s.so.1 1824 12 1812 1 1808 12 4 0 0
0

/isan/plugin/1/isan/lib/
libtmifdb.so.0 12 8 4 1 0 8 4 0 0

0
/isan/plugin/0/isan/lib
libtmifdb_stub 12 8 4 1 0 8 4 0 0

0
/dev/mts 0 0 0 0 1 0 0 0 0

0
/isan/plugin/1/isan/lib/
libpcm_sdb.so. 16 12 4 1 0 12 4 0 0

0
/isan/plugin/1/isan/lib/
libethpm.so.0. 76 60 16 1 0 60 16 0 0

0
/isan/plugin/1/isan/lib
/libsviifdb.so. 20 4 16 1 12 4 4 0 0

0
/usr/lib/libcrypto.so.0.9.7 272 192 80 1 0 192 76 4 0

0
/isan/plugin/0/isan/lib/
libeureka_hash 8 4 4 1 0 4 4 0 0

0
remaining output omitted

この出力は、プロセスが特定のライブラリにメモリを保持しているかどうかを判断するの

に役立ち、メモリリークの識別に役立ちます。

• show system internal service mem-stats detailコマンドを使用して、特定のサービスのライ
ブラリを含む詳細なメモリ使用率を表示します。

switch# show system internal pixm mem-stats detail
Private Mem stats for UUID : Malloc track Library(103) Max types: 5
-----------------------------------------------------------------------------
TYPE NAME ALLOCS BYTES

CURR MAX CURR MAX
2 MT_MEM_mtrack_hdl 35 35 132132 149940
3 MT_MEM_mtrack_info 598 866 9568 13856
4 MT_MEM_mtrack_lib_name 598 866 15860 22970

-----------------------------------------------------------------------------
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Total bytes: 157560 (153k)
-----------------------------------------------------------------------------

Private Mem stats for UUID : Non mtrack users(0) Max types: 157
-----------------------------------------------------------------------------
TYPE NAME ALLOCS BYTES

CURR MAX CURR MAX
1 [0x41000000]ld-2.15.so 283 283 48255 48256
2 [0x41024000]libc-2.15.so 142 144 4979 5587
8 [0x41241000]libglib-2.0.so.0.3200.3 500 771 10108 15588
39 [0xf68af000]libindxobj.so 7 7 596 596
45 [0xf68ca000]libavl.so 73 73 1440 1440
67 [0xf71b3000]libsdb.so 56 58 3670 73278
75 [0xf7313000]libmpmts.so 35 37 280 380
86 [0xf7441000]libutils.so 23 28 3283 5766
89 [0xf74bf000]libpss.so 59 60 8564 483642
90 [0xf750b000]libmts.so 7 8 816 828
92 [0xf754c000]libacfg.so 0 4 0 51337

-----------------------------------------------------------------------------
Total bytes: 82817 (80k)
--------------------------------------------------------------------------------
remaining output omitted

これらの出力は通常、プロセスまたはそのライブラリの潜在的なメモリリークを調査する

際に、シスコカスタマーサポート担当者によって要求されます。

組み込みプラットフォームのメモリモニタリング
Cisco NX-OSには、システムのハング、プロセスのクラッシュ、およびその他の望ましくない
動作を回避するために、カーネルによる、メモリ使用量のモニタリング機構が組み込まれてい

ます。プラットフォームマネージャは、（搭載されているRAMの総量を基準とする）メモリ
の使用率を定期的にチェックし、使用率が設定されたしきい値を超えると、自動的にアラート

イベントを生成します。アラートレベルに達すると、カーネルは不要になったページ（たとえ

ば、アクセスされなくなった永続ファイルのページキャッシュ）を解放することでメモリを解

放しようとします。または、クリティカルレベルに達すると、カーネルは、メモリ使用率が最

も高いプロセスを強制終了します。Cisco NX-OSの他のコンポーネントには、ボーダーゲート
ウェイプロトコル（BGP）のグレースフルローメモリハンドリングなどのメモリアラート処
理が導入されており、プロセスがそれ自身の動作を調整してメモリの使用率を制御できるよう

なっています。

メモリしきい値

多くの機能が展開されている場合、ベースラインのメモリでは、次のしきい値が必要です。

• MINOR

• SEVERE

• CRITICAL
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デフォルトのしきい値は DRAMサイズに応じて起動時に計算されるため、その値はプラット
フォームで使用されている DRAMサイズによって異なります。しきい値は、system
memory-thresholds minorパーセンテージ severeパーセンテージ criticalパーセンテージを使用
して設定できます。コマンドを使用する必要があります。

Cisco NX-OSリリース 10.2(4)M以降、デフォルトのシステムメモリしきい値は次のとおりで
す。

Cisco NX-OSリリース 10.3(1)F以降、デフォルトのシステムメモリのしきい値は次のとおりで
す。

•クリティカル：91

•重大：89

•マイナー：88

この項で説明している show system internal memory-statusコマンドを使用すると、現在のメモ
リアラートステータスを確認できます。

switch# show system internal memory-status
MemStatus: OK

拡張 BGP EVPN VxLAN VNI（サポートされている拡張については、Cisco Nexus 9000シリーズ

NX-OS検証済み拡張性ガイドを参照）を含む拡張導入を実行しているスイッチでは、デフォル
トのシステムメモリしきい値が Cisco NX-OSリリース 10.3（3）Fリリースでサポートされて
います。システムがクリティカルメモリアラートに反応しないようにするには、アップグレー

ドする前に、システムメモリのしきい値をより高い値に構成します。たとえば、システムメ

モリのしきい値をマイナーの場合は 90、重大な場合は 94、クリティカルの場合は 95に設定し
ます。

メモリアラート

メモリしきい値が渡されると（[OK]-> [MINOR]、[MINOR]-> [SEVERE]、[SEVERE]、
[CRITICAL]）、Cisco NX-OSプラットフォームマネージャはメモリ使用率のスナップショッ
トをキャプチャし、アラートをsyslogに記録します。このスナップショットは、メモリ使用率
が高い理由（プロセス、ページキャッシュ、またはカーネル）を判断するのに役立ちます。ロ

グはLinuxルートパス（/）で生成され、可能な場合はコピーがOBFL（/mnt/plog）に移動され
ます。このログは、ページキャッシュ、カーネル、またはCisco NX-OSユーザプロセスによっ
て消費されたメモリが原因でメモリ使用率が高いかどうかを判断するのに非常に役立ちます。

この項で説明している show system internal memory-alerts-logコマンドにより、メモリアラー
トログを表示します。

メモリアラートログは、次の出力で構成されます。

説明コマンド

メモリアラートが発生したときのタイムスタンプのログを提供

します。

cat /proc/memory_events
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説明コマンド

RAMの合計、ページキャッシュによって消費されたメモリ、
スラブ（カーネルヒープ）、マッピングされたメモリ、使用可

能な空きメモリなどの全体的なメモリ統計情報を表示します。

cat /proc/meminfo

KLM（カーネルメモリで実行中のCisco NX-OSプロセス）の割
り当て/割り当て解除カウントを表示します。

cat /proc/memtrack

ファイルシステム使用率情報を（タイプとともに）表示しま

す。

df -hT

/tmpにあるすべてのファイル情報を表示します（/var/tmpへの
シンボリックリンク）。

du --si -La /tmp

データ収集中に使用率が変更されたかどうかを判断するため、

2回目にダンプされます。
cat /proc/memory_events

データ収集中に使用率が変更されたかどうかを判断するため、

2回目にダンプされます。
cat /proc/meminfo

LPSS共有メモリ監視
Cisco NX-OS 10.5（1）F以降、LPSS（Lightweight Persistent Storage Service）共有メモリ監視機
能が導入されました。ユーザーはこの機能を使用して、LPSSによる共有メモリの使用状況を
モニターできます。この機能は自動的にイネーブルになります。この機能は、すべてのNexus
および 3000シリーズスイッチでサポートされています。

LPSS共有メモリ監視の無効化

手順の概要

1. configure

2. （オプション）system lpss monitor

3. （オプション）frequency frequency

4. （オプション）threshold threshold

5. no system lpss monitor

手順の詳細

手順

目的コマンドまたはアクション

構成モードに入ります。configure

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure
switch(config)#

LPSSモニタリングの構成（オプション）system lpss monitor

例：

ステップ 2

switch(config)# system lpss monitor

モニタリング頻度の構成指定した頻度に達すると、

syslogが生成されます。
（オプション）frequency frequency

例：

ステップ 3

頻度のデフォルト：10（500ミリ秒の倍数）
switch(config-lpss)# frequency 8

周波数の範囲：1-10

モニタリングしきい値を構成します。しきい値に達

すると、syslogが生成されます。
（オプション）threshold threshold

例：

ステップ 4

しきい値のデフォルト：100（パーセント単位）
switch(config-lpss)# threshold 80

しきい値範囲：共有メモリの 70〜 100

この機能をディセーブルにします。no system lpss monitor

例：

ステップ 5

この機能は自動的にイネーブルになります。

switch(config-lpss)# system lpss monitor

LPSS共有メモリ監視構成の確認
LPSSの使用状況の詳細を表示するには、次のコマンドを使用します。
switch# show system lpss monitor usage
Total SHM size: 6400 MB
Total LPSS Shared memory usage: 756 MB (11%)
Monitoring Frequency: 8
Total Threshold: 80
switch#
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第 11 章

パケットフローの問題のトラブルシュー

ティング

•パケットフローの問題（109ページ）
•インバンドパケット統計の監視（110ページ）
•ファブリック接続コマンド（111ページ）
•パケットトレーサでパケットフローをトラブルシューティング（114ページ）

パケットフローの問題
パケットは次の理由でドロップされる可能性があります。

•ソフトウェアスイッチのパケットは、コントロールプレーンのポリシー設定（CoPP）が
原因でドロップされる可能性があります。

•ハードウェアスイッチのパケットは、帯域幅の制限により、ハードウェアによってドロッ
プされる可能性があります。

Cisco NX-OSリリース 10.3(1)F以降、以下の CLIが、 Cisco Nexus 9300および 9500 Cloud Scale
スイッチでサポートされます。

• show hardware internal statistics module-all all：アクティブなモジュールの統計を表示しま
す。

• show hardware internal statistics module <module-no> allスーパーバイザからの特定のアク
ティブモジュールの統計情報を表示します。

レート制限によってドロップされたパケット

show hardware rate-limitコマンドを使用し、レート制限のためにパケットがドロップされて
いるかどうかを確認します。

switch(config)# show hardware rate-limit module 1

Units for Config: packets per second

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
109



Allowed, Dropped & Total: aggregated since last clear counters

Rate Limiter Class Parameters
------------------------------------------------------------
access-list-log Config : 100

Allowed : 0
Dropped : 0
Total : 0

CoPPのためにドロップされたパケット
show policy-map interface control-planeコマンドを使用し、コマンドを使用して、パケットが
CoPPによってドロップされているかどうかを確認します。
switch# show policy-map interface control-plane

class-map copp-system-p-class-exception (match-any)
match exception ip option
match exception ip icmp unreachable
match exception ttl-failure
match exception ipv6 option
match exception ipv6 icmp unreachable
match exception mtu-failure
set cos 1
police cir 200 pps , bc 32 packets

module 27 :
transmitted 0 packets;
dropped 0 packets;

module 28 :
transmitted 0 packets;
dropped 0 packets;

インバンドパケット統計の監視
show hardware internal cpu-mac inband countersコマンドを使用し、コマンドを使用して、
スーパーバイザモジュール、ファブリックモジュール、およびラインカードのインバンドパ

ケット統計情報を表示します。

switch# show hardware internal cpu-mac inband counters
eth2 counters:
eth2 Link encap:Ethernet HWaddr 00:00:00:01:1b:01

BROADCAST MULTICAST MTU:9400 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

eth3 counters:
eth3 Link encap:Ethernet HWaddr 00:00:00:01:1b:01

inet6 addr: fe80::200:ff:fe01:1b01/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9400 Metric:1
RX packets:425432 errors:0 dropped:0 overruns:0 frame:0
TX packets:352432 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:253284953 (241.5 MiB) TX bytes:249647978 (238.0 MiB)
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ps-inb counters:
ps-inb Link encap:Ethernet HWaddr 00:00:00:01:1b:01

inet6 addr: fe80::200:ff:fe01:1b01/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9400 Metric:1
RX packets:128986 errors:0 dropped:0 overruns:0 frame:0
TX packets:129761 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:221538103 (211.2 MiB) TX bytes:227158091 (216.6 MiB)

switch# slot 22 show hardware internal cpu-mac inband counters
inband0 counters:
inband0 Link encap:Ethernet HWaddr 00:00:00:01:16:03

inet addr:127.2.2.22 Bcast:127.2.255.255 Mask:255.255.0.0
inet6 addr: fe80::200:ff:fe01:1603/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9676 Metric:1
RX packets:147425 errors:0 dropped:0 overruns:0 frame:0
TX packets:147470 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:532
RX bytes:15479625 (14.7 MiB) TX bytes:14898335 (14.2 MiB)
Interrupt:10

knet0_0 counters:
knet0_0 Link encap:Ethernet HWaddr 02:10:18:e1:6f:50

inet6 addr: fe80::10:18ff:fee1:6f50/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9400 Metric:1
RX packets:36 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:6 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:3816 (3.7 KiB) TX bytes:0 (0.0 B)

knet0_1 counters:
knet0_1 Link encap:Ethernet HWaddr 02:10:18:e1:6f:51

inet6 addr: fe80::10:18ff:fee1:6f51/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9400 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:6 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B)

ファブリック接続コマンド
Cisco NX-OSには、ファブリック接続に関連する情報と統計を表示する次のコマンドがありま
す。

• show system internal fabric connectivity [module module-number]：すべてのファブリックモ
ジュールまたは単一モジュールの接続情報を表示します。

switch# show system internal fabric connectivity
HiGIG Link-info Linecard slot:4
--------------------------------------------------------------
LC-Slot LC-Unit LC-HGLink FM-Slot FM-Unit FM-HGLink
--------------------------------------------------------------

4 0 HG02 22 0 HG09
4 0 HG03 22 1 HG09
4 0 HG06 24 0 HG09
4 0 HG07 24 1 HG09
4 1 HG02 22 0 HG10
4 1 HG03 22 1 HG10
4 1 HG06 24 0 HG10
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4 1 HG07 24 1 HG10
4 2 HG02 22 0 HG11
4 2 HG03 22 1 HG11
4 2 HG06 24 0 HG11
4 2 HG07 24 1 HG11

HiGIG Link-info Fabriccard slot:22
--------------------------------------------------------------
FM-Slot FM-Unit FM-HGLink LC-Slot LC-Unit LC-HGLink
--------------------------------------------------------------

22 0 HG09 4 0 HG02
22 0 HG10 4 1 HG02
22 0 HG11 4 2 HG02
22 1 HG09 4 0 HG03
22 1 HG10 4 1 HG03
22 1 HG11 4 2 HG03

HiGIG Link-info Fabriccard slot:24
--------------------------------------------------------------
FM-Slot FM-Unit FM-HGLink LC-Slot LC-Unit LC-HGLink
--------------------------------------------------------------

24 0 HG09 4 0 HG06
24 0 HG10 4 1 HG06
24 0 HG11 4 2 HG06
24 1 HG09 4 0 HG07
24 1 HG10 4 1 HG07
24 1 HG11 4 2 HG07

• show system internal interface counters module module-number [nz]：モジュール上の HGま
たはファブリックリンクのレートを表示します。nzオプションは 0以外のカウンタだけ
を表示します。

switch# show system internal interface counters module 22 nz
Internal Port Counters (150 secs rate) for Slot: 22
====================================================

Interface ASIC ASIC BCM TxBitRate(BwUtil) TxPktRate RxBitRate(BwUtil) RxPktRate
Port Inst Port (bps) (pps) (bps) (pps)

----------------------------------------------------------------------------------
ii22/1/10 HG9 0 10 0( 0.00) 0 33064( 0.00) 17

switch# show system internal interface counters module 22
Internal Port Counters (150 secs rate) for Slot: 22
====================================================

Interface ASIC ASIC BCM TxBitRate(BwUtil) TxPktRate RxBitRate(BwUtil) RxPktRate
Port Inst Port (bps) (pps) (bps) (pps)

----------------------------------------------------------------------------------
ii22/1/1 HG0 0 1 0( 0.00) 0 0( 0.00) 0
ii22/1/2 HG1 0 2 0( 0.00) 0 0( 0.00) 0
ii22/1/3 HG2 0 3 0( 0.00) 0 0( 0.00) 0
ii22/1/4 HG3 0 4 0( 0.00) 0 0( 0.00) 0
ii22/1/5 HG4 0 5 0( 0.00) 0 0( 0.00) 0
ii22/1/6 HG5 0 6 0( 0.00) 0 0( 0.00) 0
ii22/1/7 HG6 0 7 0( 0.00) 0 0( 0.00) 0
ii22/1/8 HG7 0 8 0( 0.00) 0 0( 0.00) 0
ii22/1/9 HG8 0 9 0( 0.00) 0 0( 0.00) 0
ii22/1/10 HG9 0 10 0( 0.00) 0 30888( 0.00) 12
ii22/1/11 HG10 0 11 0( 0.00) 0 0( 0.00) 0
ii22/1/12 HG11 0 12 0( 0.00) 0 0( 0.00) 0
ii22/1/13 HG12 0 13 0( 0.00) 0 0( 0.00) 0
ii22/1/14 HG13 0 14 0( 0.00) 0 0( 0.00) 0
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ii22/1/15 HG14 0 15 0( 0.00) 0 0( 0.00) 0
ii22/1/16 HG15 0 16 0( 0.00) 0 0( 0.00) 0
ii22/1/17 HG16 0 17 0( 0.00) 0 0( 0.00) 0
ii22/1/18 HG17 0 18 0( 0.00) 0 0( 0.00) 0
ii22/1/19 HG18 0 19 0( 0.00) 0 0( 0.00) 0
ii22/1/20 HG19 0 20 0( 0.00) 0 0( 0.00) 0
ii22/1/21 HG20 0 21 0( 0.00) 0 0( 0.00) 0
ii22/1/22 HG21 0 22 0( 0.00) 0 0( 0.00) 0
ii22/1/23 HG22 0 23 0( 0.00) 0 0( 0.00) 0
ii22/1/24 HG23 0 24 0( 0.00) 0 0( 0.00) 0
ii22/1/33 HG0 1 1 0( 0.00) 0 0( 0.00) 0
ii22/1/34 HG1 1 2 0( 0.00) 0 0( 0.00) 0
ii22/1/35 HG2 1 3 0( 0.00) 0 0( 0.00) 0
ii22/1/36 HG3 1 4 0( 0.00) 0 0( 0.00) 0
ii22/1/37 HG4 1 5 0( 0.00) 0 0( 0.00) 0
ii22/1/38 HG5 1 6 0( 0.00) 0 0( 0.00) 0
ii22/1/39 HG6 1 7 0( 0.00) 0 0( 0.00) 0
ii22/1/40 HG7 1 8 0( 0.00) 0 0( 0.00) 0
ii22/1/41 HG8 1 9 0( 0.00) 0 0( 0.00) 0
ii22/1/42 HG9 1 10 0( 0.00) 0 0( 0.00) 0
ii22/1/43 HG10 1 11 0( 0.00) 0 0( 0.00) 0
ii22/1/44 HG11 1 12 0( 0.00) 0 0( 0.00) 0
ii22/1/45 HG12 1 13 0( 0.00) 0 0( 0.00) 0
ii22/1/46 HG13 1 14 0( 0.00) 0 0( 0.00) 0
ii22/1/47 HG14 1 15 0( 0.00) 0 0( 0.00) 0
ii22/1/48 HG15 1 16 0( 0.00) 0 0( 0.00) 0
ii22/1/49 HG16 1 17 0( 0.00) 0 0( 0.00) 0
ii22/1/50 HG17 1 18 0( 0.00) 0 0( 0.00) 0
ii22/1/51 HG18 1 19 0( 0.00) 0 0( 0.00) 0
ii22/1/52 HG19 1 20 0( 0.00) 0 0( 0.00) 0
ii22/1/53 HG20 1 21 0( 0.00) 0 0( 0.00) 0
ii22/1/54 HG21 1 22 0( 0.00) 0 0( 0.00) 0
ii22/1/55 HG22 1 23 0( 0.00) 0 0( 0.00) 0
ii22/1/56 HG23 1 24 0( 0.00) 0 0( 0.00) 0

• show system internal interface counters detail module module-number：単一モジュール上の
すべての HGまたはファブリックリンクの詳細な統計情報を表示します。
show system internal interface counters detail module 4
................
............
Interface: ii4/1/3 ASIC Inst# 0/Port# 3/Name HG2
-------------------------------------------------------
Last Cleared @ Thu Jan 1 00:00:00 2013
(0)
Tx/Rx Rates (per second):

secs tx bytes tx packets rx bytes rx packets
[0] - 10 0 0 0 0
[1] - 150 9448 60 0 0
[2] - 300 9448 60 0 0

Mac Pktflow:
Rx Counters:
Ingress Packets : 0x0000000000000000/0
Unicast Packets : 0x0000000000000000/0
Multicast Packets: 0x0000000000000000/0
Broadcast Packets: 0x0000000000000000/0
Jumbo Packets : 0x0000000000000000/0
Total Bytes : 0x0000000000000000/0

Rx Bytes by Packet Size:
64: 0x0000000000000000/0
65 - 127: 0x0000000000000000/0
128 - 255: 0x0000000000000000/0
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256 - 511: 0x0000000000000000/0
512 - 1023: 0x0000000000000000/0
1024 - 1518: 0x0000000000000000/0
1519 - 1548: 0x0000000000000000/0

Tx Counters:
Egress Packets : 0x0000000000001351/4945
Unicast qackets: 0x0000000000001351/4945
Multicast qackets: 0x0000000000000000/0
Broadcast Packets: 0x0000000000000000/0
Jumbo Packets : 0x0000000000000000/0
Undersize Packets: 0x0000000000000000/0
Total Bytes : 0x000000000008e756/583510

Tx Bytes by Packet Size
64: 0x0000000000000000/0
65 - 127: 0x0000000000001351/4945
128 - 255: 0x0000000000000000/0
256 - 511: 0x0000000000000000/0
512 - 1023: 0x0000000000000000/0
1024 - 1518: 0x0000000000000000/0
1519 - 1548: 0x0000000000000000/0
trunk: 0x0000000000000000/0

Mac Control:
Rx Pause: 0x0000000000000000/0
Tx Pause: 0x0000000000000000/0
Reset: 0x0000000000000000/0

Mac Errors:
Undersize: 0x0000000000000000/0
Runt: 0x0000000000000000/0
Crc: 0x0000000000000000/0
Input Errors: 0x0000000000000000/0
In Discard: 0x0000000000000000/0
Giants: 0x0000000000000000/0
Output Errors: 0x0000000000000000/0
Output Discard: 0x0000000000000000/0
Bad Proto: 0x0000000000000000/0
Collision: 0x0000000000000000/0
Late Collision: 0x0000000000000000/0
No Carrier: 0x0000000000000000/0

パケットトレーサでパケットフローをトラブルシュー

ティング

Packet Tracer
パケットトレーサは、ネットワークプロセッサからパケットをキャプチャできるようにする

新しいトラブルシューティングツールです。Cisco Nexus 9000クラウドスケールスイッチで
使用可能な ELAMツールと同様に、このツールは、ASICがキャプチャされたパケットをどの
ように転送したかを理解するための情報を提供します。この情報は、パケットフローのトラブ

ルシューティングに役立ちます。
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パケットフローの問題をデバッグする SPAN、ERSPAN、Ethanalyzerなどのさまざまなツール
が存在しますが、パケットトレーサは、パフォーマンスのペナルティや環境の中断を伴わず

に、ASICの転送パイプライン内でトラブルシューティングを行えます。

パケットトレーサには次の機能があります：

パケットトレーサを効果的に使用するには、ASIC転送パイプラインについて包括的に理解し
ている必要があります。この知識は、正確なフィルタを設定し、パケットキャプチャの結果を

正確に解釈するために不可欠です。

重要

• IPv4/IPv6アドレス、TCP/UDPポートなどのさまざまなプロトコルパラメータに基づい
て、パケットをキャプチャするためのフィルタを設定できます。

• 128バイトフィルタと 128バイトマスクを使用して着信パケットを照合するため、ASIC
レベルで柔軟なフィルタリング機能を提供します。これにより、パケットのペイロード部

分でパケットプロトコルパラメータまたは特定のバイトシーケンスを使用してフィルタ

を設計できます。

•パケットはパイプラインのさまざまな段階を通過するため、転送パイプラインの状態とと
もに 128バイトのパケットをキャプチャします。

•パケットサイズ、トラフィッククラスなどの非プロトコル情報を使用してフィルタを作
成できます。

パケットトレーサのワークフロー

パケットトレーサを使用してパケットをキャプチャするには、次の手順を実行する必要があり

ます。

•パケットを受信パケットパス（RxPP）または送信パケットパス（TxPP）でキャプチャす
る必要があるかどうかを決定します。

•プロトコルパラメータまたは特定のバイトシーケンスをフィルタとして使用して、パケッ
トをキャプチャする必要があるかどうかを判断します。

•プロトコルパラメータをフィルタとして使用してパケットをキャプチャするには、
キャプチャするパケットのフレームまたはパケット形式を識別します。これにより、

キャプチャするパケットが、IPv4または IPv6、またはその他の既知のプロトコルが続
くイーサネットパケットか、 VLANタグ付きイーサネットパケットの後にウェルノ
ウンプロトコルなどを続きます。詳細については、パケットのフォーマット（116
ページ）を参照してください。

パケット形式は、フィルタとして選択できるさまざまなプロトコ

ルパラメータに基づいて 128バイトのフィルタおよびマスクを形
成するためのテンプレートとして機能します。

（注）
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•特定のバイトシーケンスをフィルタとして使用してパケットをキャプチャするには、
特定の連続したバイトシーケンスと開始オフセットを特定します。

•パケットトレーサの開始します。

•パケットトレーサがトリガーされ、結果を表示するまで待ちます。

パケットのフォーマット

ASIC上のパケットトレーサは、128バイトパケットフィルタと対応する 128バイトフィル
タマスクを使用して、特定のパケットをキャプチャします。パケットフィルタは、特定のオ

フセットに特定の値を使用して、対象のパケットの最初の128バイトを表すバイトストリング
として使用します。ASICはフィルタマスクを使用して、このバイトパターンと入力/出力パ
ケットを照合します。この設定により、任意のプロトコルタイプまたはパターンのパケットを

キャプチャでき、一致パターンを柔軟に指定できます。

パケットフィルタとマスクを作成するには、通常、dot1qヘッダー、IPv4送信元 IP、宛先 IP、
UDP送信元ポートなどの対象のプロトコルフィールドを特定し、それらの値をパケットフィ
ルタの正しいオフセットに組み込む必要があります。次に、一致するマスクが、フィルタマス

クの同じオフセットに適用されます。パケットは128バイトのフィルタおよびマスクと照合さ
れるため、イーサネットヘッダーを含む代表的なパターンを作成する特定のパケット形式を意

識する必要があります。

この図は、特定のパケット形式の作成に役立つパケット形式ツリーを表しています。
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図 1 :パケットのフォーマットツリー

次の表に、パケットトレーサのサポートされているパケット形式の使用例をいくつか示しま

す。
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表 3 :サポートされるパケット形式の例

使用するパケット形式対象トラフィック

• IPv4の場合： eth-dot1q-ipv4-tcp

• IPv6の場合：eth-dot1q-ipv6-tcp

VLANタグ付きの TCPトラフィック

• IPv4の場合：
eth-dot1q-ipv4-udp-vxlan-eth-ipv4

• IPv6の場合：
eth-dot1q-ipv6-udp-vxlan-eth-ipv4

VLANタギングによる VXLANトラフィック

• IPv4の場合：
eth-ipv4-udp-vxlan-eth-dot1q-ipv4

• IPv6の場合：
eth-ipv6-udp-vxlan-eth-dot1q-ipv4

内部 VLANタギングを持つ VXLANトラ
フィック

• IPv4の場合：
eth-ipv4-udp-vxlan-eth-dot1q-arp

• IPv6の場合：
eth-ipv6-udp-vxlan-eth-dot1q-arp

内部 VLANタギングおよび ARPを持つ
VXLANトラフィック

eth-arpARPトラフィックに基づいてフィルタ処理し
ます。

• IPv4の場合： eth-ipv4-icmp

• IPv6の場合： eth-ipv6-icmp

ICMPトラフィック

• eth-mpls-mpls-ipv4（MPLSは 6つのラベル
に対して最大 6回追加可能）

MPLSトラフィック

パケットキャプチャの注意事項および制約事項

パケットトレーサに関する注意事項と制約事項は次のとおりです：

• packet offsetコマンドでは、RxPPまたは TxPPに最大 10の条件を設定できます。

•パケットフィルタは、パケットの最初の 128バイトにのみ一致します。

•パケットトレーサは、RxPPパスまたは TxPPパスのいずれかで実行できます。

•キャプチャモード「連続」はサポートされていません。
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•スライスを指定しない場合、出力にはパケットトレースが追跡されているすべてのスライ
スが表示されます。

パケットトレーサのサポートされているリリースとプラットフォーム

プラットフォーム（Platform）リリース

Cisco N9364E-SG2-Qおよび N9364E-SG2-Oス
イッチ

10.5(3)F以降

Cisco N9336C-SE1スイッチ10.6(1)F以降

パケットトレーサの展開

次のコマンドを使用して、スイッチでパケットトレーサ機能をトリガーできます。

手順

ステップ 1 packet-traceコマンドを実行して、パケットトレースモードを有効にします。

例：

switch# packet-trace
switch(S1HAL-pt)#

ステップ 2 次を実行します trigger init。 $rxpp | txppRxパス（Rxpp）または Txパス（TxPP）でパケットをキャプ
チャするためのコマンド。

例：

switch(S1HAL-pt)# trigger init rxpp
switch(S1HAL-pt-rxpp)#

ステップ 3 パケットをトレースするパケット形式を指定するには、 packet-format packet-formatコマンドを実行しま
す。

例：

switch(S1HAL-pt-txpp)# packet-format eth-ipv4-tcp
switch(S1HAL-pt-txpp-pkt-fmt)#

この例では、キャプチャされるパケットのフレーム形式は、IPv4およびTCPプロトコルフィルタを使用
する Ethernetです。

（注）

このコマンドでは、ヘルプ（?）の下にこのコマンドの使用方法をガイドするユーザーガイドオプショ
ンが表示されます。

ステップ 4 set outer {l2 | ipv4 | ipv6 | arp | l4 | mpls } | set inner { l2 | ipv4 | ipv6 | arp | l4 | mpls }コマンドを実行して、
カプセル化されていないパケット（set external）またはカプセル化されたパケット（set internal）のさま
ざまなプロトコルフィルタを設定します。

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
119

パケットフローの問題のトラブルシューティング

パケットトレーサのサポートされているリリースとプラットフォーム



例：

switch(S1HAL-pt-txpp-pkt-fmt)# set outer ipv4

パケットのフィルタを設定するには、適切なパケット形式を選択する必要があります。パケットのフォー

マット（116ページ）セクションを参照してください。

（注）

カプセル化されたパケットの場合、IP/UDPなどのアンダーレイプロトコルには「外部」という用語が使
用され、VXLAN、GREなどのオーバーレイプロトコルには「内部」という用語が使用されます。

ステップ 5 （任意） show filters コマンドを実行して、さまざまな非パケットフィルタを設定します。

例：

switch(S1HAL-pt-txpp-pkt-fmt)# show filters

パケットヘッダーフィルタに加えて、これらのフィルタを設定できます。

（注）

パケットキャプチャは、パケットヘッダーフィルタと非パケットフィルタ（設定されている場合）の

両方に基づいて実行されます。

ステップ 6 start コマンドを実行して ASICにフィルタを設定し、キャプチャ操作を開始します。

例：

switch(S1HAL-pt-txpp-pkt-fmt)# start

ステップ 7 （任意） status コマンドを実行し、キャプチャが行われたかどうかに関する情報を提供します。

例：

switch(S1HAL-pt-txpp-pkt-fmt)# status

このコマンドを複数回実行して、パケットがキャプチャされたかどうかを知ることができます。

ステップ 8 （任意） stop コマンドを実行して、開始したキャプチャをキャンセルします。

例：

switch(S1HAL-pt-txpp-pkt-fmt)# stop

（注）

キャプチャが正常に完了した後に stopコマンドを発行しても、キャプチャの結果は変わりません。

ステップ 9 （任意）設定されたフィルタをクリアするには、 reset コマンドを実行します。

例：

switch(S1HAL-pt-txpp-pkt-fmt)# reset
switch(S1HAL-pt-txpp)#

ステップ 10 report [brief] [ slice slice-ids]コマンドを実行して、キャプチャされたパケットの詳細と、キャプチャの各
段階の NPPDデコード情報のダンプを表示します。

例：

switch(S1HAL-pt-txpp)# report detail

briefオプションの場合、NPPDデコードされた情報はダンプされません。
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sliceオプションを指定した場合、指定したスライスのパケットキャプチャの詳細が表示されます。

レポートの詳細については、パケットトレーサの構成例（123ページ）を参照してください。

ステップ 11 set npi {err-flag value | initial-TC value | processing-code value | reassembly-ctxt value | single-frag-pkt value |
src-pif value | tx-to-rx-rec-data value | unsch-rec-code value} コマンドを実行して RxPPキャプチャモード
でさまざまな非パケットを設定します。

例：

switch(S1HAL-pt-rxpp)# set npi src-pif 15

パケットヘッダーフィルタに加えて、これらのフィルタを設定できます。

パケットキャプチャは、パケットヘッダーフィルタと非パケットフィルタ（設定されている場合）の

両方に基づいて実行されます。

• [エラーフラグ（Error Flag）]（err-flag）：このオプションを使用して、ハードウェアエラーが検
出されたかどうかを確認します。サイズ：1ビット。範囲：0～ 1。

• [初期 TC（initial-TC）（Initial TC (initial-TC)）]：このオプションを使用して、IFGによって計算
されたパケットの初期トラフィッククラスを設定します。サイズ：3ビット。範囲：0～ 7.

• [処理コード（processing-code）]：異常なイベントを示すにはこのオプションを使用します。サイ
ズ：7ビット。範囲：0～127。

• [リアセンブルコンテキスト（reassembly-ctxt）（Reassembly Context (reassembly-ctxt)）]：このオプ
ションを使用して、リアセンブルするパケットフラグメントを一意に識別します。サイズ：11ビッ
ト。範囲：0～ 2047。

• [単一のフラグメントパケット（single-frag-pkt）（Single Fragment Packet (single-frag-pkt) ]：このオ
プションを使用して、単一のフラグメントパケットのフラグを設定します。サイズ：1ビット。範
囲：0～ 1。

•送信元ポートインターフェイス（src-pif）：このオプションを使用して、送信元の物理インターフェ
イスを設定します。サイズ：7ビット。範囲：0～127。

• TxからRxリサイクルデータ（tx-to-rx-rec-data）：このオプションを使用して、TxNPUからRxNPU
に渡されるリサイクルデータを設定します。サイズ：8ビット。範囲：0～ 255。

• [スケジュール解除のリサイクルコード（unsch-rec-code）]：このオプションを使用して、必要なス
ケジュールされていないリサイクルのタイプを設定します。サイズ：4ビット。範囲：0〜15。

ステップ 12 set npi {acc-LM-cache-and-Idx value | colour value | congested value | congestion-level value | cud value | dst-intf
value | eop value | err-flag value | is-elephant-flow value | lm-cache-index value | omd value | pkt-size value | sop
value | src-slice value | src-slice-sys-port value | start-packing value | traffic-class value} コマンドを実行して
TxPPキャプチャモードでさまざまな非パケットを設定します。

例：

switch(S1HAL-pt-txpp)# set npi dst-intf 25

パケットヘッダーフィルタに加えて、これらのフィルタを設定できます。
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パケットキャプチャは、パケットヘッダーフィルタと非パケットフィルタ（設定されている場合）の

両方に基づいて実行されます。

• Access LMキャッシュとインデックス（acc-LM-cache-and-Idx）：このオプションを使用して、損失
測定要求キャッシュを確認します。サイズ：1ビット。範囲：0～ 1。

• [色（Color (colour)）]：このオプションを使用して、パケットのドロップ優先順位を確認します。サ
イズ：2ビット。範囲: 0〜 3。

• [輻輳（Congested）]（輻輳）：このオプションを使用して、パケットで輻輳イベントが発生したか
どうかを確認します。サイズ：1ビット。範囲：0～ 1。

• [輻輳レベル（congestion-level）]：このオプションを使用して、パケットによって発生したキューの
輻輳の測定を確認します。サイズ：4ビット。範囲：0〜15。

• [一意のデータ（cud）（CopyUniqueData (cud)）]：このオプションを使用して、パケットコピーが
生成された理由を確認します。サイズ：23ビット。範囲：0～ 8388607

• [接続先インターフェイス（dst-intf）（Destination Interface (dst-intf)）]：接続先の物理インターフェ
イスを設定するには、このオプションを使用します。サイズ：8ビット。範囲：0～ 255。

•パケットの終端（eop）（End Of Packet (eop)）：パケットフラグメントの終端を設定するには、こ
のオプションを使用します。サイズ：1ビット。範囲：0～ 1。

• [エラーフラグ（Error Flag）]（err-flag）：このオプションを使用して、ハードウェアエラーが検
出されたかどうかを確認します。サイズ：1ビット。範囲：0～ 1。

•エレファントフロー（is-elephant-flow）：このオプションを使用して、パケットが大規模なフロー
の一部として識別されているかどうかを確認します。サイズ：1ビット。範囲：0～ 1。

• LMキャッシュインデックス（lm-cache-index）：このオプションを使用して、損失測定要求キャッ
シュのインデックスをチェックします。サイズ：2ビット。範囲：0～ 255。

• [Output queue Mapped Data (omd)]：このオプションを使用して、出力キューにマップされたデータ
を設定します。サイズ：9ビット。範囲：0～ 511。

• [パケットサイズ（pkt-size）（Packet size（pkt-size））]：パケットサイズをバイト単位で確認する
には、このオプションを使用します。サイズ：14ビット。

• [パケットの開始（sop）（Start Of Packet (sop)）]：パケットフラグメントの開始を設定するには、
このオプションを使用します。サイズ：1ビット。範囲：0～ 1。

• [送信元スライス（src-slice）（Source Slice (src-slice)）]：ソーススライスを設定するには、このオ
プションを使用します。サイズ：3ビット。

• [送信元スライスシステムポート（src-slice-sys-port）（Source Slice System Port (src-slice-sys-port)）]：
このオプションを使用して、送信元スライスシステムポートを設定します。サイズ：8ビット。範
囲：0～ 255。

• [パッキングの開始（start-packing）]：このオプションを使用して、デュアルパケットの最初のパ
ケットを設定します。サイズ：1ビット。範囲：0～ 1。
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• [トラフィッククラス（Traffic Class）（traffic-class）（Traffic Class (traffic-class)）]：このオプショ
ンを使用して、パケットのトラフィッククラスを設定します。サイズ：3ビット。範囲：0～ 7.

ステップ 13 set pkt-offset condition Value offset Value コマンドを実行して、必要に応じて rawフィルタとマスクを任
意のバイトパターンに設定します。

例：

switch(S1HAL-pt-txpp)# set pkt-offset condition 1 offset 0x10 value 0xababab mask 0xffffff

最大 10のこのような条件を設定できます。この操作は、set outerコマンドを使用してプロトコルフィル
タを設定することを相互に排他的です。

（注）

•「0xf」のマスクは、フィルタ内に対応するニブルを考慮する必要があることを示しますが、「0x0」
のマスクは、無視する必要があることを意味します。

•このコマンドは、オフセット値がわかっている場合にのみ使用する必要があります。

パッカートレーサの展開の確認

パッカートレーサの展開情報を表示するには、次のコマンドを使用します。

目的コマンド

実際の pkt-offsetフィルタの設定を表示しま
す。詳細については、「パケットトレーサの

構成例（123ページ）」を参照してください。

show filters

パケットトレーサの構成例

次に、パケットトレーサ機能を使用してフィルタとレポートをキャプチャする例を示します。

switch# packet-trace

switch(S1HAL-pt)# trigger init rxpp

switch(S1HAL-pt-rxpp)# packet-format eth-dot1q-ipv4

switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)# set outer ipv4 src-ip 62.0.134.2

switch(S1HAL-pt-rxpp-pkt-fmt)# set outer ipv
ipv4 ipv6
switch(S1HAL-pt-rxpp-pkt-fmt)# set outer ipv4 next-protocol 17

switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)# show filters

slot 1
=======
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OUTER
Ethernet

eth_type:: value: 0x800, mask: 0xffff, offset: 16
DOT1Q

tpid:: value: 0x8100, mask: 0xffff, offset: 12
IPv4

protocol:: value: 17, mask: 0xff, offset: 27
src_ip:: value: 62.0.134.2, mask: 0xffffffff, offset: 30

INNER

Packet filters::
0000000000000000000000008100000008000000000000000000001100003e0086020000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000
Packet filters mask::
000000000000000000000000ffff0000ffff000000000000000000ff0000ffffffff0000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)# start
Filter name: eth_type
Filter name: tpid
Filter name: protocol
Filter name: src_ip
Setting RX packet data filters (filter count 4).

switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)# status
Packet trace hit

switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)#
switch(S1HAL-pt-rxpp-pkt-fmt)# report
Rx Packet traced in slot #0 slice #1:

Frame 1: 128 bytes on wire (1024 bits), 128 bytes captured (1024 bits)
[Protocols in frame: eth:ethertype:vlan:ethertype:ip:udp:hsrp]

Ethernet II, Src: Cisco_21:e5:5b (40:14:82:21:e5:5b), Dst: IPv4mcast_66 (01:00:5e:00:00:66)

Destination: IPv4mcast_66 (01:00:5e:00:00:66)
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)

.... ...1 .... .... .... .... = IG bit: Group address (multicast/broadcast)
Source: Cisco_21:e5:5b (40:14:82:21:e5:5b)

.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)

.... ...0 .... .... .... .... = IG bit: Individual address (unicast)
Type: 802.1Q Virtual LAN (0x8100)
[Stream index: 0]

802.1Q Virtual LAN, PRI: 0, DEI: 0, ID: 134
000. .... .... .... = Priority: Best Effort (default) (0)
...0 .... .... .... = DEI: Ineligible
.... 0000 1000 0110 = ID: 134
Type: IPv4 (0x0800)
Trailer: 000000000000000000000000000073636f00000000000000000000000000

Internet Protocol Version 4, Src: 62.0.134.2, Dst: 224.0.0.102
0100 .... = Version: 4
.... 0101 = Header Length: 20 bytes (5)
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Differentiated Services Field: 0x00 (DSCP: CS0, ECN: Not-ECT)
0000 00.. = Differentiated Services Codepoint: Default (0)
.... ..00 = Explicit Congestion Notification: Not ECN-Capable Transport (0)

Total Length: 80
Identification: 0x0000 (0)
000. .... = Flags: 0x0

0... .... = Reserved bit: Not set
.0.. .... = Don't fragment: Not set
..0. .... = More fragments: Not set

...0 0000 0000 0000 = Fragment Offset: 0
Protocol: UDP (17)
Header Checksum: 0x1734 [validation disabled]
[Header checksum status: Unverified]
Source Address: 62.0.134.2
Destination Address: 224.0.0.102
[Stream index: 0]

User Datagram Protocol, Src Port: 1985, Dst Port: 1985
Source Port: 1985
Destination Port: 1985
Length: 60
Checksum: 0x5b42 [unverified]
[Checksum Status: Unverified]
[Stream index: 0]
[Stream Packet Number: 1]
UDP payload (52 bytes)

Cisco Hot Standby Router Protocol
Group State TLV: Type=1 Len=40

Version: 2
Op Code: Hello (0)
State: Standby (5)
IP Ver.: IPv4 (4)
Group: 134
Identifier: Cisco_21:e5:5b (40:14:82:21:e5:5b)
Priority: 100
Hellotime: Default (3000)
Holdtime: Default (10000)
Virtual IP Address: 62.0.134.3

Text Authentication TLV: Type=3 Len=8
Authentication Data: Default (cisco)

Packet Summary Decode:

Packet capture Summary : (Captured at RXPP) :

Ingress port details:
Interface : Eth1/22
LTL : 0x58
System Port : 0x98
PIF : 24
Slice : 1
ifg : 1

Packet drop summary:
Packet dropped : NO

Packet punt summary:
Punt Details :Packet is not punted

Packet Details:
===============

decode_termination_input slice_idi 1

Packet Bytes(up to 128B) :
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0x01005e00006640148221e55b8100008608004500005000000000ff1117343e008602e000006607c107c1003c5b42012802000504008640148221
e55b0000006400000bb8000027103e0086030000000000000000000000000308636973636f000000000000000000000000000000000073636f00000000000000000000000000

==== FI Array ====
------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
array[9] : 0x0
array[8] : 0x0
array[7] : 0x0
array[6] : 0x0
array[5] : 0x0
array[4] : 0x2e00
array[3] : 0x260f
offset_in_bytes 0x26
protocol_type PROTOCOL_TYPE_UDP

array[2] : 0x1214
offset_in_bytes 0x12
protocol_type PROTOCOL_TYPE_IPV4_L4

array[1] : 0xe48
offset_in_bytes 0xe
protocol_type PROTOCOL_TYPE_VLAN
flags 2

array[0] : 0x11
offset_in_bytes 0x0
protocol_type PROTOCOL_TYPE_ETHERNET_VLAN

==== RXPP Termination Input ====

------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
padding_1 : 0x0
pch_label : 0x0
unsch_rcy_code : 0x0
tx_to_rx_rcy_data : 0xf4
mtu_violation : 0x0
initial_tc : 0x0
offset_in_fragment : 0x0
slice_source_system_port : 0x98
processing_code : 0x0
destination : 0x0
use_cache : 0x0
single_fragment_packet : 0x1
flow_signature_on_npuh : 0x0
phb : 0x0
reassembly_context : 0x7ff
learn_enable : 0x0
receive_time_from_nppd : 0x0
rxnpu_recycle_count : 0x0
rxnpu_recycle_data : 0x0

==== RXPP Termination Macro Stack ====

NPE-macros-stack[0]: network_rx_mac_af_and_termination_macro
NPE-macros-stack[1]: network_rx_mac_relay_ipv4_mc_termination_macro

==== IRXPP Termination Lookup Keys/Results ====

NPE-lookup Keys/Results[0]:
no lookup hit, bucket #1 context network engine termination
no lookup hit, bucket #2 context network engine termination
+------------+-----------------------------------------------------------------------+----------------------------+---------------+--------------
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--------------------------------------+--------------+
| Key Bucket | Key Type |

Key Value | Result Bucket |
Result Type | Result Value |

+------------+-----------------------------------------------------------------------+----------------------------+---------------+--------------
--------------------------------------+--------------+
| a | npl_service_mapping_ac_port_tag_compound_table_key_t |
0x5e000066000000138184327c | d |

NoneType | 0 |
| d | npl_ingress_qos_tag_encoding_pack_table_key_option_tag_type_v4_dscp_t |

0x0 | d | npl_ingress_q
os_tag_encoding_pack_table_payloads_t | 0x0 |
+------------+-----------------------------------------------------------------------+----------------------------+---------------+--------------
--------------------------------------+--------------+

NPE-lookup Keys/Results[1]:
no lookup hit, bucket #0 context network engine termination
no lookup hit, bucket #2 context network engine termination
+------------+-----------------------------------------------------------+-----------+---------------+-------------------------------------------
-----------+------------------------------+
| Key Bucket | Key Type | Key Value |
Result Bucket | Result Type

| Result Value |
+------------+-----------------------------------------------------------+-----------+---------------+-------------------------------------------
-----------+------------------------------+
| b | npl_mac_mc_em_termination_attributes_compound_table_key_t | 0x21b |

b | npl_base_l3_lp_attr_union_t
| 0xe00010c32af008674000000000 |

| d | npl_mc_macro_compressed_fileds_pack_table_key_t | 0x388 |
d | npl_mc_macro_compressed_fileds_pack_table_

payloads_t | 0x0 |
+------------+-----------------------------------------------------------+-----------+---------------+-------------------------------------------
-----------+------------------------------+

==== RXPP Termination Output ====

------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
learn_command : 0x0
lb_command : 0x0
offset_in_fragment : 0x0
slice_source_system_port : 0x98
processing_code : 0x0
destination : 0xe0086
use_cache : 0x0
single_fragment_packet : 0x1
flow_signature_on_npuh : 0x0
phb : 0x0
reassembly_context : 0x7ff
learn_enable : 0x0
receive_time_from_nppd : 0x0
rxnpu_recycle_count : 0x0
rxnpu_recycle_data : 0x0

==== RXPP Forwarding Macro Stack ====

NPE-macros-stack[0]: network_rx_ipv4_rtf_macro
NPE-macros-stack[1]: network_rx_mac_forwarding_macro
NPE-macros-stack[2]: resolution_macro

==== RXPP Forwarding Lookup Keys/Results ====
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NPE-lookup Keys/Results[0]:
no lookup hit, bucket #1 context network engine forwarding
no lookup hit, bucket #3 context network engine forwarding
Error result bucket # 0 , from table ingress_rtf_ipv4_db1_240_f0_compound_table ,
overlapping previous value
Error result bucket # 1 , from table ingress_rtf_ipv4_db1_240_f0_compound_table ,
overlapping previous value
Error result bucket # 2 , from table ingress_rtf_ipv4_db1_240_f0_compound_table ,
overlapping previous value
Error result bucket # 3 , from table ingress_rtf_ipv4_db1_240_f0_compound_table ,
overlapping previous value
+------------+------------------------------------------------------+-----------------------------------------+---------------+------------------
-+--------------+
| Key Bucket | Key Type | Key
Value | Result Bucket | Result Type
| Result Value |
+------------+------------------------------------------------------+-----------------------------------------+---------------+------------------
-+--------------+
| a | npl_ingress_rtf_ipv6_db4_480_f0_compound_table_key_t |
0x4ff45003e008602e000006607c19c0101f056 | b | npl_rtf_payload_t
| 0x0 |
| a | npl_ingress_rtf_ipv6_db4_480_f0_compound_table_key_t |
0x4ff45003e008602e000006607c19c0101f056 | c | npl_rtf_payload_t
| 0x0 |
| a | npl_ingress_rtf_ipv6_db4_480_f0_compound_table_key_t |
0x4ff45003e008602e000006607c19c0101f056 | d | npl_rtf_payload_t
| 0x0 |
| a | npl_ingress_rtf_ipv6_db4_480_f0_compound_table_key_t |
0x4ff45003e008602e000006607c19c0101f056 | a | npl_rtf_payload_t
| 0x0 |
| c | npl_ingress_rtf_ipv4_db1_240_f0_compound_table_key_t |
0x3821a | b | npl_rtf_payload_t
| 0x0 |
| c | npl_ingress_rtf_ipv4_db1_240_f0_compound_table_key_t |
0x3821a | c | npl_rtf_payload_t
| 0x0 |
| c | npl_ingress_rtf_ipv4_db1_240_f0_compound_table_key_t |
0x3821a | d | npl_rtf_payload_t
| 0x0 |
| c | npl_ingress_rtf_ipv4_db1_240_f0_compound_table_key_t |
0x3821a | a | npl_rtf_payload_t
| 0x0 |
+------------+------------------------------------------------------+-----------------------------------------+---------------+------------------
-+--------------+

NPE-lookup Keys/Results[1]:
no lookup hit, bucket #0 context network engine forwarding
no lookup hit, bucket #1 context network engine forwarding
no lookup hit, bucket #2 context network engine forwarding
+------------+-----------------------------------------+--------------------+---------------+----------------------------------------------+-----
---------+
| Key Bucket | Key Type | Key Value | Result
Bucket | Result Type | Resu
lt Value |
+------------+-----------------------------------------+--------------------+---------------+----------------------------------------------+-----
---------+
| d | npl_mac_forwarding_table_compound_key_t | 0x8601005e00006612 | a

| npl_mac_forwarding_table_compound_payloads_t |
0x0 |
+------------+-----------------------------------------+--------------------+---------------+----------------------------------------------+-----
---------+

NPE-lookup Keys/Results[2]:
no lookup hit, bucket #3 context network engine forwarding
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+------------+---------------------------------------------------------------------+-----------------------------------------+---------------+---
----------------------------------------------------+--------------+
| Key Bucket | Key Type |

Key Value | Result Bucket |
Result Type | Result Value |

+------------+---------------------------------------------------------------------+-----------------------------------------+---------------+---
----------------------------------------------------+--------------+
| a | npl_v4_l4_resolution_table_compound_key_t |

0x3300103802183 | a |
npl_resolution_table_compound_payloads_t | 0xa9100e0086 |

| b | npl_v4_l4_resolution_table_compound_key_t |
0x113e008602e00007c107c1800000000000000 | a |

npl_resolution_table_compound_payloads_t | 0xa9100e0086 |
| c | npl_select_fwd_q_m_counter_base_pack_table_key_option_false_value_t |

0x4000000 | c | np
l_select_fwd_q_m_counter_base_pack_table_payloads_t | 0x0 |
+------------+---------------------------------------------------------------------+-----------------------------------------+---------------+---
----------------------------------------------------+--------------+

==== RXPP Forwarding Output ====

------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
offset_in_fragment : 0x0
slice_source_system_port : 0x98
processing_code : 0x0
destination : 0x0
use_cache : 0x0
single_fragment_packet : 0x1
flow_signature_on_npuh : 0x0
phb : 0x0
reassembly_context : 0x7ff
learn_enable : 0x0
receive_time_from_nppd : 0x0
rxnpu_recycle_count : 0x0
rxnpu_recycle_data : 0x0
padding_2 : 0x0
use_ecn : 0x0
fllb_control_code : 0x0
padding_1 : 0x0
ethernet_rate_limiter_type : 0x7
fwd_offset_cmd : 0x0

==== RXPP TM PD IFG0 ====

--------------------------------------------------------------------------------
FIELD_NAME : VALUE
--------------------------------------------------------------------------------
color : 0x0
counter_meter_command : 0xfdfcf5
is_dummy_pd : 0x1
reorder_data : 0xb72a
drop : 0x1
forwarding_destination : 0x0
mirror_bitmap : 0x37ff
source_slice_system_port : 0x0
traffic_class : 0x0
slice_mode_data : 0x1fb7ff4fcc9fd1ec2f4000000000000
processing_code : 0x0
lb_key_msbs_bits : 0x0
packet_size_bits : 0x0

==== RXPP TM PD IFG1 ====
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--------------------------------------------------------------------------------
FIELD_NAME : VALUE
--------------------------------------------------------------------------------
color : 0x0
counter_meter_command : 0x43d
is_dummy_pd : 0x0
reorder_data : 0xba70
drop : 0x0
forwarding_destination : 0x100086
mirror_bitmap : 0x10
source_slice_system_port : 0x98
traffic_class : 0x0
slice_mode_data : 0x5fffffdfffffdfffffc0217227fffd0
processing_code : 0x0
lb_key_msbs_bits : 0x0
packet_size_bits : 0x0

==== NPU HEADER IFG0 ====

45ca99bdfecfefd5332fbfd000000000000000000000000000000000000000000000000000000000
------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
base_type : 0x4
version : 0x0
ive_valid : 0x1
packet_edit_valid : 0x0
issu_codespace : 0x1
receive_time : 0xca99bdfe
meter_color : 0x3
l2_flood_mc_pruning_or_etm : 0x0
ingress_qos_remark : 0xfefd5
fwd_header_type : 0x3
rx_nw_app_or_lb_key : 0x32f
fwd_offset : 0xbf
slp_qos_id : 0xd
encap_type : 0x0
slp_dm_ptp : 0x0
is_inject_packet_capture_en : 0x0
is_inject_up : 0x0
ip_first_fragment : 0x0
ttl : 0x0
collapsed_mc : 0x0
da_bcast_or_mc_rpf : 0x0
slp_profile : 0x0
l2_slp : 0x0
l3_slp : 0x0
is_l2 : 0x0
is_rpf_id : 0x0
value : 0x0
sgt : 0x0

==== NPU HEADER IFG1 ====

0400000000020000044330f000000000000008600000008000010009e00100860000000000000058
------------------------------------------------------------------------------------------------------------------------
FIELD_NAME : VALUE
------------------------------------------------------------------------------------------------------------------------
base_type : 0x0
version : 0x0
ive_valid : 0x1
packet_edit_valid : 0x0
issu_codespace : 0x0
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receive_time : 0x0
meter_color : 0x0
l2_flood_mc_pruning_or_etm : 0x0
ingress_qos_remark : 0x20000
fwd_header_type : 0x0
rx_nw_app_or_lb_key : 0x443
fwd_offset : 0x30
slp_qos_id : 0xf
encap_type : 0x0
L2_encap : 0x0
padding : 0x0
l2_dlp : 0x0
pif : 0x0
ifg : 0x0
slp_dm_ptp : 0x0
is_inject_packet_capture_en : 0x0
is_inject_up : 0x0
ip_first_fragment : 0x1
ttl : 0x0
collapsed_mc : 0x0
da_bcast_or_mc_rpf : 0x0
slp_profile : 0x0
l2_slp : 0x9e001
l3_slp : 0x9e00
is_l2 : 0x1
is_rpf_id : 0x1
value : 0x9e001
sgt : 0x0

switch(S1HAL-pt-rxpp-pkt-fmt)#

その他の参考資料

タイトル/リンク関連資料

Cisco Nexus 9364E-SG2-Qスイッチハードウェ
アインストールガイド

Cisco Nexus 9364E-SG2-Oスイッチハードウェ
アインストールガイド

Cisco Nexus 9364Eスイッチハードウェア設置
ガイド

https://www.cisco.com/c/en/us/support/docs/switches/nexus-7000-series-switches/116648-technote-product-00.htmlELAMの概要

Nexus 9000クラウドスケール ASIC（Tahoe）
NX-OS ELAM - Cisco

Nexus 9000クラウドスケール ASIC（Tahoe）
NX-OS ELAM
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https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/hw/n9364e-sg2-q/cisco-nexus-9364e-sg2-q-nx-os-mode-switch-hardware-installation-guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/hw/n9364e-sg2-q/cisco-nexus-9364e-sg2-q-nx-os-mode-switch-hardware-installation-guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/hw/n9364e-sg2-o/nxos/cisco-nexus-9364e-sg2-0-nx-os-mode-hardware-installation-guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/hw/n9364e-sg2-o/nxos/cisco-nexus-9364e-sg2-0-nx-os-mode-hardware-installation-guide.html
https://www.cisco.com/c/en/us/support/docs/switches/nexus-7000-series-switches/116648-technote-product-00.html
https://www.cisco.com/c/en/us/support/docs/switches/nexus-9000-series-switches/213848-nexus-9000-cloud-scale-asic-tahoe-nx-o.html
https://www.cisco.com/c/en/us/support/docs/switches/nexus-9000-series-switches/213848-nexus-9000-cloud-scale-asic-tahoe-nx-o.html
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第 12 章

PowerOn自動プロビジョニングのトラブル
シューティング

• POAPが完了するはずの時間内にスイッチが起動しない（133ページ）
• POAPが失敗する（133ページ）

POAPが完了するはずの時間内にスイッチが起動しない
POAPが完了するのに十分な時間が経過してもスイッチが起動しない場合は、シリアル回線を
介してスイッチに接続し、次のプロンプトの箇所で停止してしまっているか確認します。

Waiting for system online status before starting POAP ...
Waiting for system online status before starting POAP ...
Waiting for system online status before starting POAP ...

System is not fully online. Skip POAP? (yes/no)[n]:

プロンプトで noと入力すると、POAPを続行できます。そのようにしても 2回目の試行で
POAPが正常に起動しない場合は、復帰時にプロンプトでyesと入力して、通常のセットアッ
プを続行します。

POAPが失敗する
次のPowerOn Auto Provisioning（POAP）エラーのいずれかが表示された場合は、次のアクショ
ンを実行します：
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解決方法ログの例問題

1. POAPプロセスを中止し、
スイッチを入力するには、

Ctrl+cまたは Ctrl+zを使
用します。

2. 上記の方法で解決しない場
合は、スイッチの電源を再

投入します。

3. 以前のプロンプトでPOAP
を中止する

（注）

POAPを中止し、必要な構成
またはメンテナンスを実行し

た後、設定を保存してスイッ

チを再起動し、POAPを開始
せずに正常に起動するように

できます。

自動プロビジョニングを中止

し、通常のセットアップを続

行しますか ?(yes/no)[n]:
yes

POAPが中止されないか、
POAP中止が「POAPの無効
化」ログでスタックします。

コンソールに出力された欠落

している DHCPオプションを
DHCPサーバー構成に追加し
ます。

2022 年 11 月 17 日
11:55:59 switch %$
VDC-1 %$
%POAP-2-POAP_INFO:
[FOX2249PGK1-D4:C9:3C:85:7D:BF]

- ネクストホップ情報の欠

落、オプション（242）

2022 年 11 月 17 日
11:55:59 switch %$
VDC-1 %$
%POAP-2-POAP_INFO:
[FOX2249PGK1-D4:C9:3C:85:7D:BF]

- RT プレフィックス情報、

オプション（243）の欠落

2022 年 11 月 17 日
11:55:59 switch %$
VDC-1 %$
%POAP-2-POAP_INFO:
[FOX2249PGK1-D4:C9:3C:85:7D:BF]

- ブートファイル url の欠

落、オプション（59）

POAP DHCPオファーが受け入
れられない
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解決方法ログの例問題

ブートファイルのURLに記載
されているファイル名が正し

いこと、およびファイルが

copyコマンドの出力に記載さ
れている場所に保存されてい

ることを確認します。

「Copy Failed」の後にエラー
メッセージが表示される

2022 Mar 10 22:46:52
switch %$ VDC-1 %$
%USER-1-SYSTEM_MSG:
S/N[FDO25020XF4]-MAC[A0:3D:6E:EE:D8:40]
- Command is : terminal
dont-ask ; terminal
password <removed> ;
copy
http://netcode.any.fbinfra.net/dl/image/cisco_nxos_9.3.8/nxos.9.3.8.bin
bootflash:/nxos.9.3.8.bin.tmp
vrf management -
/script.sh

2022 Mar 10 22:47:22
switch %$ VDC-1 %$
%USER-1-SYSTEM_MSG:
S/N[FDO25020XF4]-MAC[A0:3D:6E:EE:D8:40]
- Copy failed:
"\nERROR: ld.so: object
'/isan/lib/libutils.so'
from LD_PRELOAD cannot
be preloaded (wrong ELF
class: ELFCLASS32):
ignored.\nERROR: ld.so:
object
'/isan/lib/libsandbox.so'
from LD_PRELOAD cannot
be preloaded (wrong ELF
class: ELFCLA

POAPスクリプトがコピーさ
れない

python3コマンドを使用して
LinuxマシンまたはCisco Nexus
スイッチで pythonスクリプト
を実行し、構文エラーをキャ

プチャします。

構文エラーを見つけたら、指

定された情報を使用してエ

ラーを解決します。

178b171b535356627f7517e7a4c89d25
2022 Jun 9 00:17:55
switch %$ VDC-1 %$
%POAP-2-POAP_SCRIPT_STARTED_MD5_VALIDATED:
[FOC232800YF-08:4F:A9:E4:95:37]
- POAP script execution
started(MD5 validated)
2022 Jun 9 00:17:56
switch %$ VDC-1 %$
%POAP-2-POAP_FAILURE:
[FOC232800YF-08:4F:A9:E4:95:37]
- POAP Script execution
failed

POAPスクリプトがエラー
メッセージなしでエラーを出

力する
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解決方法ログの例問題

この行の前にある特定のエ

ラーメッセージ「スクリプト

の実行に失敗しました」を調

べます。

エラーメッセージは通常、問

題点の詳細を提供し、対処す

る必要があるスクリプトの部

分を特定するのに役立ちま

す。

ログに記録されている情報を

利用して、エラーを解決して

ください。

2023 年 4 月 26 日
16:59:00 switch %$
VDC-1 %$
%USER-1-SYSTEM_MSG: -

configure terminal を実

行しています。 show
crypto ca trustpoints
- /script.sh^M^M

2023 年 4 月 26 日
16:59:01 switch %$
VDC-1 %$
%USER-1-SYSTEM_MSG: -

トラストポイントはすでに存

在します。チェックしてくだ

さい。USB スクリプトを終了

します。- /script.sh^M^M

2023 年 4 月 26 日
16:59:02 switch %$
VDC-1 %$
%POAP-2-POAP_FAILURE:
[FDO25110HUV-F8:7A:41:55:30:9F]

- POAP スクリプトの実行に

失敗しました^M^M

2023 年 4 月 26 日
16:59:07 switch %$
VDC-1 %$
%POAP-2-POAP_FAILURE:
[FDO25110HUV-F8:7A:41:55:30:9F]

- POAP スクリプトの実行に

失敗しました

POAPスクリプトがエラーで
失敗する

show startup-config poap-logコ
マンドを使用して、欠落して

いるコンフィギュレーション

を確認します。

問題が解決するまで、欠落し

ている設定を設定します。

root@switch(config)#
route-map test %
Incomplete command at
'^' marker ret=-19

POAP再生後に設定がない

•通常のスイッチの起動手順を続行するには、POAPプロセスを停止します。POAPが完全
に停止するまでに数分かかることがありますので、しばらくお待ちください。

2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Assigned IP address:
172.23.40.221
2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Netmask: 255.255.255.0
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2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: DNS Server: 172.21.157.5
2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Default Gateway: 172.23.40.1
2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Script Server: 172.23.40.6
2013 Oct 29 22:24:59 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Script Name: /pxelinux.0
2013 Oct 29 22:25:09 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: The POAP Script download
has started
2013 Oct 29 22:25:09 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: The POAP Script is being
downloaded from [copy tftp://172.23.40.6//pxelinux.0 bootflash:scripts/script.sh
vrf management ]
2013 Oct 29 22:25:10 switch %$ VDC-1 %$ %POAP-2-POAP_FAILURE: POAP boot file download
failed.
2013 Oct 29 22:25:10 switch %$ VDC-1 %$ %POAP-2-POAP_FAILURE: POAP DHCP discover
phase failed
2013 Oct 29 22:25:12 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Abort Power On Auto
Provisioning and continue with normal setup ?(yes/no)[n]:
2013 Oct 29 22:25:46 switch %$ VDC-1 %$ %POAP-2-POAP_DHCP_DISCOVER_START: POAP DHCP
Discover phase started
2013 Oct 29 22:25:46 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Abort Power On Auto
Provisioning and continue with normal setup ?(yes/no)[n]:

Abort Auto Provisioning and continue with normal setup ?(yes/no)[n]: yes

•ログファイルで失敗の理由を確認します。2つのPOAPログファイルがブートフラッシュ
に保存されます。POAPプロセスからのログは、次に示すように、poap_pid_init.logで終わ
るファイルに保存されます。失敗の理由は、このファイルの末尾に表示されます。

bash-4.2# tail 20131029_222312_poap_5367_init.log -n 3
Tue Oct 29 22:27:41 2013:poap_net_rx_pkt: Droppping the pakcet due to Ethernet
hdrparsing error on if_index - 5000000
Tue Oct 29 22:27:41 2013:DEST IP is not Broadcast
Tue Oct 29 22:27:41 2013:poap_net_rx_pkt: Droppping the pakcet due to Ethernet
hdrparsing error on if_index - 5000000

• DHCPまたは TFTPサーバからダウンロードされた POAPスクリプトファイルが実行プロ
セスで失敗するかどうかを確認します。障害の段階に応じて、デバイスは通常のセット

アップまたはリブートを続行できます。

2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Assigned IP address:
172.23.40.181
2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Netmask: 255.255.255.0
2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: DNS Server: 172.21.157.5
2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Default Gateway: 172.23.40.1
2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Script Server: 172.23.40.6
2013 Oct 29 22:42:34 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Script Name: poap.py
2013 Oct 29 22:42:45 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: The POAP Script download
has started
2013 Oct 29 22:42:45 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: The POAP Script is being
downloaded from [copy tftp://172.23.40.6/poap.py bootflash:scripts/script.sh vrf
management ]
2013 Oct 29 22:42:46 switch %$ VDC-1 %$ %POAP-2-POAP_SCRIPT_DOWNLOADED: Successfully
downloaded POAP script file
2013 Oct 29 22:42:46 switch %$ VDC-1 %$ %POAP-2-POAP_INFO: Script file size 21965,
MD5 checksum 1bd4b86892439c5785a20a3e3ac2b0de
2013 Oct 29 22:42:46 switch %$ VDC-1 %$ %POAP-2-POAP_SCRIPT_STARTED_MD5_NOT_VALIDATED:
POAP script execution started(MD5 not validated)
2013 Oct 29 22:47:57 switch %$ VDC-1 %$ %POAP-2-POAP_FAILURE: POAP script execution
aborted
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• POAPスクリプトファイルのログは、ブートラッシュ方式でファイルに書き込まれます。
ファイル名は poap.logで始まります。複数のファイルログがある場合は、最新のタイム
スタンプを持つログを調べてエラーがないか確認します。

bash-4.2# tail poap.log.22_42_46
CLI : show file volatile:poap.cfg.md5.poap_md5 | grep -v '^#' | head lines 1 | sed
's/ .*$//'
INFO: md5sum 46684d8f8b7c5ffac3b37ac8560928e5 (.md5 file)
CLI : show file volatile:poap.cfg md5sum
INFO: md5sum 46684d8f8b7c5ffac3b37ac8560928e5 (recalculated)
CLI : show system internal platform internal info | grep box_online | sed
's/[^0-9]*//g'
INFO: Setting the boot variables
CLI : config terminal ; boot nxos bootflash:poap/system.img
CLI : copy running-config startup-config
CLI : copy volatile:poap.cfg scheduled-config
INFO: Configuration successful
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第 13 章

Python APIのトラブルシューティング

• Python APIエラーの受信（139ページ）

Python APIエラーの受信
次のいずれかの Python APIエラーが表示された場合は、次のアクションを実行します。

例解決方法症状

>>> cli('show clock')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>

NameError: name 'cli' is not defined

>>> from cli import *
>>> cli('show clock')
'20:23:33.967 UTC Fri Nov 01 2013\n'

グローバル名

前空間に cliモ
ジュールをイ

ンポートしま

す。

Python cli APIはNameErrorを
スローします。

>>> clid('show clock')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "/isan/python/scripts/cli.py", line

45, in clid
raise

structured_output_not_supported_error(cmd)
errors.structured_output_not_supported_error:
'show clock'

CLIまたはク
リップ APIを
使用します。

clid APIは、構
造化データ出

力をサポート

するコマンド

でのみ動作し

ます。

Python clid APIは、
structured_output_not_supported_error
をスローします。
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例解決方法症状

>>> from cli import *
>>> cli('clear counters')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "/isan/python/scripts/cli.py", line

20, in cli
raise cmd_exec_error(msg)

errors.cmd_exec_error: '% Permission denied
for the role\n\nCmd exec error.\n'
>>> from cisco.interface import *
>>> i=Interface('Ethernet3/2')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File

"/isan/python/scripts/cisco/interface.py",
line 75, in __new__

cls._Interfaces[name].config(True)
File

"/isan/python/scripts/cisco/interface.py",
line 91, in config

s, o = nxcli('show runn interface %s' %
self.name)
File "/isan/python/scripts/cisco/nxcli.py",
line 46, in nxcli

raise SyntaxError, 'Error status %d\n%s'
% (status, output)
SyntaxError: Error status 30
% Permission denied for the role

Cmd exec error.

>>> import os
>>> os.system('whoami')
test

ログインID
に、コマンド

またはリソー

スにアクセス

するための十

分な権限があ

ることを確認

します。必要

に応じて、

ネットワーク

管理者に権限

を追加しても

らいます。

CLI APIおよび Ciscoオブ
ジェクトは、Permission denied
エラーをスローします。
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例解決方法症状

>>> import urllib2
>>>
u=urllib2('http://172.23.40.211:8000/welcome.html')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>

TypeError: 'module' object is not callable
>>>
u=urllib2.urlopen('http://172.23.40.211:8000/welcome.html')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "/isan/python/python2.7/urllib2.py",

line 127, in urlopen
return _opener.open(url, data, timeout)

File "/isan/python/python2.7/urllib2.py",
line 404, in open

response = self._open(req, data)
File "/isan/python/python2.7/urllib2.py",

line 422, in _open
'_open', req)

File "/isan/python/python2.7/urllib2.py",
line 382, in _call_chain

result = func(*args)
File "/isan/python/python2.7/urllib2.py",

line 1214, in http_open
return

self.do_open(httplib.HTTPConnection, req)
File "/isan/python/python2.7/urllib2.py",

line 1184, in do_open
raise URLError(err)

urllib2.URLError: <urlopen error [Errno 113]
No route to host>
>>> from cisco.vrf import *
>>> VRF.get_vrf_name_by_id(get_global_vrf())
'default'

正しい仮想

ルーティング

コンテキスト

を使用してい

ることを確認

します。そう

でない場合

は、正しいも

のに切り替え

ます。

urllib2またはソケット接続は
処理されません。
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第 14 章

NX-APIのトラブルシューティング

• NX-APIのガイドライン（143ページ）
• NX-APIが応答しない（143ページ）
•設定が失敗します（144ページ）
• Bashに対する許可が拒否される（144ページ）
•ブラウザサンドボックスから出力を取得できない（144ページ）
• CLIコマンドエラーが表示される（145ページ）
•エラーメッセージが表示される（145ページ）
•一時ファイルが消える（145ページ）
•コマンド出力のチャンクが配信されない（145ページ）

NX-APIのガイドライン
NX-APIは、スイッチ上の Programmable Authentication Module（PAM）を使用して認証を行い
ます。cookieを使用して PAMの認証数を減らし、PAMの負荷を減らします。

NX-APIが応答しない
NX-APIが応答しない場合は、次のアクションを実行します。

• show feature | grep nxapiコマンドを使用して、NX-APIが有効になっていることを確認し
ます。

• show nxapiコマンドを使用して、HTTPまたはHTTPsが有効になっていることを確認しま
す。

• show nxapiコマンドを使用して、NX-APIが予期されるポートでリッスンしていることを
確認します。

•長時間実行されているコマンドを確認します。現在、NX-APIは単一のワーカープロセス
で実行され、シングルスレッドです。1つのコマンドの完了に時間がかかると、他のコマ
ンドがブロックされます。NX-APIは要求をキャッシュします。現在の要求が完了すると、
他の要求が処理されます。
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• Bashを有効にします。手順詳細については、『Cisco Nexus 9000 Series NX-OS Programmability
Guide』を参照してください。

• /var/sysmgr_nxapi/logs/error.logでエラーがないか確認します。
• NX-APIがまだ応答しない場合は、no feature nxapiを入力しますおよび feature nxapi

NX-APIを再起動します。NX-APIはステートレスであり、再起動しても安全です。

設定が失敗します
ユーザがコンフィギュレーションコマンドを実行できない場合は、次のアクションを実行しま

す。

•ユーザにコマンドを実行するための正しい権限があることを確認します。

Bashに対する許可が拒否される
ユーザがBashの「許可が拒否される（Permission Denied）」メッセージを受信した場合は、次
のアクションを実行します。

• show feature | grep bashを使用して Bashが有効になっていることを確認しますコマンド
を実行してください。

•現在のユーザが Bashにアクセスするための正しい権限を持っていることを確認します。

• Bashの詳細については、『Cisco Nexus 9000 Series NX-OS Programmability Guide』を参照し
てください。

ブラウザサンドボックスから出力を取得できない
ブラウザサンドボックスから出力を取得できない場合は、次のアクションを実行します。

•出力が大きい場合やコマンドの実行に時間がかかる場合は、ブラウザがロードを処理でき
ず、タイムアウトする可能性があります。Pythonクライアントを使用してNX-APIにアク
セスしてみてください。手順詳細については、『Cisco Nexus 9000 Series NX-OS
Programmability Guide』を参照してください。

推奨されるブラウザはMozilla Firefoxです。（注）
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CLIコマンドエラーが表示される
ユーザが複数のコマンドを実行したときにCLIコマンドエラーが表示される場合は、次のアク
ションを実行します。

•複数のコマンドがどのように区切られているかを確認します。showコマンドと configure
コマンドは [スペース]で区切る必要があります。Bashコマンドはセミコロン（;）で区切
る必要があります。

エラーメッセージが表示される
エラーメッセージが出力に表示される場合は、次のアクションを実行します。

•エラーメッセージの手順に従ってください。
• Bashコマンドが実行されない場合は、Bashが有効になっているか確認するために、show

feature | grep bashコマンドを実行してください。Bashの詳細については、『Cisco Nexus
9000 Series NX-OS Programmability Guide』を参照してください。

•ユーザにコマンドを実行するための正しい権限があることを確認します。
• NX-APIが応答しない（143ページ）の指示に従って操作します。

一時ファイルが消える
リクエストごとに、一時ファイルが /volatileに作成され、クライアントに返されるコマンド出
力が保存されます。要求のチャンクパラメータが0の場合、コマンド出力がクライアントに送
り返される直前にファイルは削除されます。要求のチャンクが1の場合、チャンクを抽出して
クライアントに送信できるようにファイルは保持されます。そのファイルは定期的にクリーン

アップされます。現在、このクリーンアップは100リクエストごとに実行されるように設定さ
れています。ファイルは、作成後 60秒以内にアクセスされなかった場合、または 600秒以内
に変更されなかった、またはステータスが更新されなかった場合にクリーンアップされます。

コマンド出力のチャンクが配信されない
チャンク= 1の要求では、sidが同じ値に設定されている場合、コマンド出力の同じチャンクが
取得されます。この機能は、クライアントが特定のチャンクを要求し、ネットワーク内のどこ

かでドロップまたはブロックされたために、タイムリーに受信しない状況に対応します。クラ

イアントは同じチャンクを再度要求でき、一時ファイルがクリーンアップされていない限り、

正しいデータを受信します（一時ファイルが消える（145ページ）を参照）。
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第 15 章

サーバ障害のトラブルシューティング

•プロセスのメモリ割り当ての特定（147ページ）
•プロセスの CPU使用率の特定（148ページ）
•モニタリングプロセスのコアファイル（149ページ）
•クラッシュコアファイルの処理（149ページ）
•コアのクリア（150ページ）
•コアファイルの自動コピーのイネーブル化（150ページ）

プロセスのメモリ割り当ての特定
メモリ内の各プロセスの割り当て、制限、メモリ割り当て、および使用状況を特定できます。

次は show processes memoryコマンドからの出力例です。この出力は、例を簡潔にするために
省略されています。

switch# show processes memory
PID MemAlloc MemLimit MemUsed StackBase/Ptr Process
---- -------- -------- ------- ----------------- -----------
1 159744 0 2027520 ff808d30/ffffffff init
2 0 0 0 0/0 kthreadd
3 0 0 0 0/0 migration/0
4 0 0 0 0/0 ksoftirqd/0
5 0 0 0 0/0 watchdog/0
6 0 0 0 0/0 migration/1
7 0 0 0 0/0 ksoftirqd/1
8 0 0 0 0/0 watchdog/1
9 0 0 0 0/0 migration/2
10 0 0 0 0/0 ksoftirqd/2
11 0 0 0 0/0 watchdog/2
12 0 0 0 0/0 migration/3
13 0 0 0 0/0 ksoftirqd/3
14 0 0 0 0/0 watchdog/3
15 0 0 0 0/0 migration/4
16 0 0 0 0/0 ksoftirqd/4
17 0 0 0 0/0 watchdog/4
18 0 0 0 0/0 migration/5
19 0 0 0 0/0 ksoftirqd/5
20 0 0 0 0/0 watchdog/5
21 0 0 0 0/0 migration/6
22 0 0 0 0/0 ksoftirqd/6
23 0 0 0 0/0 watchdog/6
24 0 0 0 0/0 migration/7
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25 0 0 0 0/0 ksoftirqd/7
26 0 0 0 0/0 watchdog/7
27 0 0 0 0/0 events/0
28 0 0 0 0/0 events/1
29 0 0 0 0/0 events/2
30 0 0 0 0/0 events/3
31 0 0 0 0/0 events/4
32 0 0 0 0/0 events/5
33 0 0 0 0/0 events/6
34 0 0 0 0/0 events/7
35 0 0 0 0/0 khelper
36 0 0 0 0/0 netns
37 0 0 0 0/0 kblockd/0

この項で説明している show processes memoryコマンドには、次のキーワードが含まれます。

説明キーワード

出力をファイルにリダイレクトします。>

出力が既存のファイルに追加されます。>>

共有メモリ情報を表示します。shared

プロセスの CPU使用率の特定
メモリ内で実行中のプロセスのCPU使用率を特定できます。次は show processes cpuコマンド
からの出力例です。この出力は、例を簡潔にするために省略されています。

switch# show processes cpu

CPU utilization for five seconds: 0%/0%; one minute: 1%; five minutes: 2%

PID Runtime(ms)Invoked uSecs 5Sec 1Min 5Min TTY Process
--- ------------------ ----- ----- ----- ----- --- ----------
1 28660 405831 70 0.00% 0.00% 0.00% - init
2 21 1185 18 0.00% 0.00% 0.00% - kthreadd
3 468 36439 12 0.00% 0.00% 0.00% - migration/0
4 79725 8804385 9 0.00% 0.00% 0.00% - ksoftirqd/0
5 0 4 65 0.00% 0.00% 0.00% - watchdog/0
6 472 35942 13 0.00% 0.00% 0.00% - migration/1
7 33967 953376 35 0.00% 0.00% 0.00% - ksoftirqd/1
8 0 11 3 0.00% 0.00% 0.00% - watchdog/1
9 424 35558 11 0.00% 0.00% 0.00% - migration/2
10 58084 7683251 7 0.00% 0.00% 0.00% - ksoftirqd/2
11 0 3 1 0.00% 0.00% 0.00% - watchdog/2
12 381 29760 12 0.00% 0.00% 0.00% - migration/3
13 17258 265884 64 0.00% 0.00% 0.00% - ksoftirqd/3
14 0 2 0 0.00% 0.00% 0.00% - watchdog/3
15 46558 1300598 35 0.00% 0.00% 0.00% - migration/4
16 1332913 4354439 306 0.00% 0.00% 0.00% - ksoftirqd/4
17 0 6 2 0.00% 0.00% 0.00% - watchdog/4
18 45808 1283581 35 0.00% 0.00% 0.00% - migration/5
19 981030 1973423 497 0.00% 0.00% 0.00% - ksoftirqd/5
20 0 16 3 0.00% 0.00% 0.00% - watchdog/5
21 48019 1334683 35 0.00% 0.00% 0.00% - migration/6
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22 1084448 2520990 430 0.00% 0.00% 0.00% - ksoftirqd/6
23 0 31 3 0.00% 0.00% 0.00% - watchdog/6
24 46490 1306203 35 0.00% 0.00% 0.00% - migration/7
25 1187547 2867126 414 0.00% 0.00% 0.00% - ksoftirqd/7
26 0 16 3 0.00% 0.00% 0.00% - watchdog/7
27 21249 2024626 10 0.00% 0.00% 0.00% - events/0
28 8503 1990090 4 0.00% 0.00% 0.00% - events/1
29 11675 1993684 5 0.00% 0.00% 0.00% - events/2
30 9090 1973913 4 0.00% 0.00% 0.00% - events/3
31 74118 2956999 25 0.00% 0.00% 0.00% - events/4
32 76281 2837641 26 0.00% 0.00% 0.00% - events/5
33 129651 3874436 33 0.00% 0.00% 0.00% - events/6
34 8864 2077714 4 0.00% 0.00% 0.00% - events/7
35 0 8 23 0.00% 0.00% 0.00% - khelper
36 234 34 6884 0.00% 0.00% 0.00% - netns

show processes cpuコマンドには、次のキーワードが含まれています。

説明キーワード

出力をファイルにリダイレクトします。>

出力が既存のファイルに追加されます。>>

CPUの使用状況に関する情報を表示します。history

メモリ使用量に基づいてリストをソートしま

す。

sort

モニタリングプロセスのコアファイル
show coresを使用してプロセスコアファイルをモニタできます。コマンドを使用する必要が
あります。

switch# show cores
Module Instance Process-name PID Date(Year-Month-Day Time)
------ -------- --------------- -------- -------------------------
28 1 bgp-64551 5179 2013-11-08 23:51:26

出力には、現在アクティブなスーパーバイザからアップロードできるすべてのコアが表示され

ます。

クラッシュコアファイルの処理
クラッシュコアファイルを処理するには、show processes logコマンドを使用します。

switch# show process log
Process PID Normal-exit Stack-trace Core Log-create-time
---------------- ------ ----------- ----------- ------- ---------------
ntp 919 N N N Jun 27 04:08
snsm 972 N Y N Jun 24 20:50
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コアのクリア
clear coresを使用してコアをクリアできます。コマンドを使用します。

switch# clear cores

コアファイルの自動コピーのイネーブル化
システムコアを入力できます。コマンドを使用して、TFTPサーバ、フラッシュドライブ、
またはファイルへのコアファイルの自動コピーを有効にします。

switch(config)# system cores tftp://10.1.1.1/cores
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第 16 章

テクニカルサポートへ問い合わせる前の

準備

• TACに連絡する前に実行する手順（151ページ）
• Cisco NX-OSから/へのファイルのコピー（154ページ）
•コアダンプの使用（155ページ）

TACに連絡する前に実行する手順
追加の支援を受けるために、テクニカルサポート担当者またはCisco TACへの問い合わせが必
要になることがあります。この項では、問題の解決にかかる時間を短縮するために、次のレベ

ルのサポートに連絡する前に実行する必要がある手順について概説します。

テクニカルサポート担当者に問い合わせる前に必要な準備を行うには、次の手順に従います。

1. システム情報と設定を収集します。この情報は、問題の解決の前と後に収集する必要があ
ります。この情報を収集するには、次の 3つの方法のいずれかを実施します。

• Telnetまたはセキュアシェル（SSH）アプリケーションを設定して、画面出力をテキ
ストファイルに記録します。terminal length 0コマンドを使用し、それから show
tech-support detailsコマンドを使用します。

特定の show techコマンドが大量のデータを生成し、多くのディ
スク領域を占有する場合は、圧縮形式で保存できます。次の例を

参照してください。

bash-4.2# time vsh -c " show tech-support platform-sdk" | gzip
> /bootflash/pltfm-tech.gz

（注）
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SSHのタイムアウト時間は、tac-pacの生成時間よりも長くする必
要があります。そうでないと、VSHログに ％
VSHD-2-VSHD_SYSLOG_EOL_ERR エラーが記録されることがあ
ります。理想的には、tac-pacまたは showtechを収集する前に 0
（無限）に設定します。

（注）

• Cisco NX-OS Release 9.3(1)以降では、show tech-support details [space-optimized |
time-optimized]コマンドを使用できます。マルチスレッド仮想シェルは、最大 16の
スレッドを同時に実行し、同時に監視できます。space-optimizedパラメータは、重複
する入力コマンドを削除し、出力を圧縮してメモリ使用率を最適化します。

このコマンドは、RAMが 4 GB未満のデバイスではサポートされ
ません。

（注）

• tac-pac filenameコマンドを使用して、show tech-support detailsコマンドの出力をファ
イルにリダイレクトし、そのファイルを gzipで圧縮します。
switch# tac-pac bootflash://showtech.switch1

•ファイル名を指定しなかった場合、volatile:show_tech_out.gzというファイルが Cisco
NX-OSにより作成されます。Cisco NX-OSから/へのファイルのコピー（154ページ）
の手順を使用して、デバイスからファイルをコピーします。

2. DCNMでエラーが発生した場合は、エラーのスクリーンショットを撮ります。Windows
では、アクティブなウィンドウをキャプチャするには Alt+PrintScreenを、デスクトップ
全体をキャプチャするにはPrintScreenを押します。スクリーンショットを新しいMicrosoft
のペイント（または同様のプログラム）セッションに貼り付けて、ファイルを保存しま

す。

3. メッセージログ内で確認したのと全く同じエラーコードを DCNMまたは CLIからキャプ
チャするようにします。

•最近生成されたメッセージのリストを表示するには、DCNMで Event Browserを選択
します。

•メッセージログからエラーをコピーします。これは show logging logfileまたは show
logging last numberコマンドを使用し、ログの最後の数行を表示して確認できます。

4. テクニカルサポート担当者に連絡する前に、次の質問に回答してください。

•どのスイッチまたはポートで問題が発生しているか。

•ネットワーク内にあるのはどのCisco NX-OSソフトウェア、ドライババージョン、オ
ペレーティングシステムバージョン、ストレージデバイスのファームウェアか。
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•どのようなネットワークトポロジが使用されているか。（DCNMで Topology > Save
layoutを選択）。

•このイベントの発生前または発生時に環境に変更を加えたか（VLAN、アップグレー
ド、またはモジュールの追加）。

•同様の設定がされた他のデバイスで、この問題が発生したか。

•問題の発生したデバイスの接続先はどこか（どのデバイスまたはインターフェイス
か）。

•この問題が最初に発生したのはいつか。

•この問題が最後に発生したのはいつか。

•この問題の発生頻度はどの程度か。

•何台のデバイスでこの問題が発生していたか。

•問題発生時にキャプチャした出力のトレースまたはデバッグを行ったか。どのような
トラブルシューティングの手順を試みたか。次のどのツールを使用したか（使用した

場合）。

• Ethanalyzer、ローカルまたはリモート SPAN

• CLIデバッグコマンド

• traceroute、ping

• DCNMツール

5. 問題がソフトウェアアップグレードの試行に関連している場合は、次の質問に回答してく
ださい。

• Cisco NX-OSの元のバージョンは何であったか。

• Cisco NX-OSの新しいバージョンは何か。

•次のコマンドの出力を収集し、カスタマーサポートの担当者に転送します。

• show install all status

• show system internal log install

• show system internal log install details

• show log nvram

6. Cisco NX-OSリリース 10.3.1(F)以降、すべてのスロット（TOR/EOR）のハードウェア統計
を収集するための新しいCLI slot X show hardware internal statistics allが追加されました。

7. 以下は、show-tech support module allコマンドで追加された CLIのリストです。

•スロットXX show hardware internal buffer info pkt-stats input instance <ASIC>
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•スロットXX show hardware internal jer-usd stats interrupt asic <ASIC>

•スロットXX show hardware internal jer-usd stats traffic-rate asic <ASIC>

•スロットXX show hardware internal jer-usd stats port-queue front-port
<front_port_number>

•スロットXX show hardware internal buffer info pkt-stats input instance <ASIC>

•スロットXX show hardware internal jer-usd stats vsq front-port <front_port_number>

•スロットXX show hardware internal jer-usd stats vsq inband asic <ASIC>

以下は、上記のコマンドで使用されるキーワードに関する情報です。

説明キーワード

モジュール番号XX

プラットフォームでサポートされるASIC番
号

ASIC

プラットフォームがサポートするポート番

号の範囲

<front_port_number>

Cisco NX-OSから/へのファイルのコピー
デバイスとの間でファイルを移動する必要がある場合があります。このようなファイルには、

ログファイル、設定ファイル、ファームウェアファイルなどがあります。

Cisco NX-OSは、デバイスとの間のコピーに使用するプロトコルを提供します。デバイスは、
常にクライアントとして動作します。つまり、FTP、SCP、TFTPセッションは常にCiscoNX-OS
で発生し、ファイルは外部システムにプッシュされるか、外部システムからプルされます。

File Server: 172.22.36.10
File to be copied to the switch: /etc/hosts

この項で説明している copyコマンドは、FTP、SCP、SFTP、およびTFTP転送プロトコルと、
ファイルをコピーするためのさまざまなソースをサポートします。

switch# copy ?
bootflash: Select source filesystem
core: Select source filesystem
debug: Select source filesystem
ftp: Select source filesystem
http: Select source filesystem
https: Select source filesystem
licenses Backup license files
log: Select source filesystem
logflash: Select source filesystem
nvram: Select source filesystem
running-config Copy running configuration to destination
scp: Select source filesystem
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sftp: Select source filesystem
startup-config Copy startup configuration to destination
system: Select source filesystem
tftp: Select source filesystem
usb1: Select source filesystem
usb2: Select source filesystem
volatile: Select source filesystem

次のように、転送メカニズムとしてセキュアコピー（SCP）を使用できます。
scp:[//[username@]server][/path]

この例では、ユーザ user1の /etc/hostsを 172.22.36.10から hosts.txtにコピーします。
switch# copy scp://user1@172.22.36.10/etc/hosts bootflash:hosts.txt
user1@172.22.36.10's password:
hosts 100% |*****************************| 2035 00:00

次に、スタートアップ設定を SFTPサーバにバックアップする例を示します。
switch# copy startup-config sftp://user1@172.22.36.10/test/startup configuration.bak1
Connecting to 172.22.36.10...
User1@172.22.36.10's password:
switch#

サーバへのスタートアップ設定のバックアップは、毎日および変更を行う前に実施する必要が

あります。設定の保存およびバックアップを行う短いスクリプトを記述して、Cisco NX-OS上
で実行することもできます。スクリプトには、 copy running-configuration startup-configuration
および copy startup-configuration tftp://server/nameの 2つのコマンドを含める必要があります。.
スクリプトを実行するには、run-script filenameコマンドを使用します。コマンドを使用しま
す。

（注）

コピーコマンドのカスタムポート

次のコマンドを使用すると、SCPまたはSFTP、およびHTTPS、TFTP、FTPなどの他のプロト
コルのポート番号を指定できます。このコマンドは、既存のコピープロトコルがカスタムポー

トで実行されている Nexusスイッチとの間でファイルをコピーするために使用できます。
switch# copy <scheme>://[username @]hostname/filepath directory port <port-number>

コアダンプの使用
コアダンプには、クラッシュ前のシステムとソフトウェアのステータスに関する詳細情報が含

まれています。不明な問題が存在する状況では、コアダンプを使用します。コアダンプは、

TFTPサーバまたはローカルシステムの slot0:のフラッシュカードに送信できます。テクニカ
ルサポート担当者の指示に従って、コアダンプを生成するようにシステムを設定する必要が

あります。コアダンプは、テクニカルサポートエンジニアによってデコードされます。
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これらのコアダンプをテクニカルサポート担当者に直接電子メールで送信できるように、コ

アダンプを設定し、TFTPサーバに移動します。

system coresコマンドを使用し、コマンドを使用して、次のようにシステムにコアダンプを設
定します。

switch# system cores tftp://10.91.51.200/jsmith_cores
switch# show system cores
Cores are transferred to tftp://10.91.51.200/jsmith_cores

ファイル名（この例では jsmith_cores）がTFTPサーバのディレクトリ内に存在する必要があり
ます。

（注）
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第 17 章

トラブルシューティングのツールと方法論

•コマンドラインインターフェイスのトラブルシューティングコマンド（158ページ）
• ACL整合性チェッカ（188ページ）
•プロアクティブな整合性チェッカー（191ページ）
•インターフェイス整合性チェッカー（193ページ）
• ITD整合性チェッカー（193ページ）
•設定ファイル（194ページ）
• CLIデバッグ（194ページ）
• Ping、Pong、および Traceroute（196ページ）
•プロセスおよび CPUのモニタリング（198ページ）
•オンボード障害ロギングの使用（201ページ）
•診断の使用（203ページ）
•組み込まれている Event Managerの使用（203ページ）
• Ethanalyzerの使用（204ページ）
• SNMPおよび RMONのサポート（222ページ）
• PCAP SNMPパーサーの使用（222ページ）
• RADIUSを利用（224ページ）
• syslogの使用（225ページ）
• SPANの使用（226ページ）
• SPAN整合性チェッカー（227ページ）
• sFlowを使用（228ページ）
• sFlow整合性チェッカー（228ページ）
•ブルービーコン機能の使用（229ページ）
• watchコマンドの使用（229ページ）
•トラブルシューティングのツールと方法論の追加参照（230ページ）
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コマンドラインインターフェイスのトラブルシューティ

ングコマンド
コマンドラインインターフェイス（CLI）を使用すると、ローカルコンソールを使用して、ま
たは Telnetまたはセキュアシェル（SSH）セッションを使用してリモートで設定およびモニタ
できます。Cisco NX-OSCLIには、Cisco IOSソフトウェアに似たコマンド構造があり、状況依
存ヘルプ、showコマンド、マルチユーザサポート、およびロールベースのアクセス制御が備
わっています。

各機能には、機能の設定、ステータス、パフォーマンスに関する情報を提供する showコマン
ドが用意されています。また、次のコマンドを使用すると、さらに詳しい情報を確認すること

ができます。

• show systemコア、エラー、および例外を含むシステムレベルのコンポーネントに関する
情報を提供します。show system error-idコマンドを使用し、コマンドにより、エラーコー
ドの詳細を検索できます。

switch# copy running-config startup-config
[########################################] 100%
2013 May 16 09:59:29 zoom %$ VDC-1 %$ %BOOTVAR-2-AUTOCOPY_FAILED: Autocopy of file
/bootflash/n9000-dk9.6.1.2.I1.1.bin to standby

switch# show system error-id 0x401e0008
Error Facility: sysmgr
Error Description: request was aborted, standby disk may be full

整合性チェッカーコマンド

Cisco NX-OSには、ソフトウェア状態とハードウェア状態を検証する整合性チェッカーコマン
ドが用意されています。整合性チェッカーの結果は、PASSEDまたは FAILEDとして記録され
ます。

2019 May 1 16:31:39 switch vshd: CC_LINK_STATE:
Consistency Check: PASSED

整合性チェッカーは、次の機能を実行するツールです。

•システムの整合性を確認する

•根本原因分析と障害分離の実行を支援する

•ソフトウェアテーブルとハードウェアテーブル間の整合性をチェックする

モニターセッションがダウン状態またはエラー状態の場合、整合性チェッカーは検証されませ

ん。

（注）

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
158

トラブルシューティングのツールと方法論

コマンドラインインターフェイスのトラブルシューティングコマンド



Cisco NX-OSは、次の整合性チェッカーをサポートします。

表 4 :整合性チェッカーコマンド

サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

Cisco Nexus
N9K-C9316D-GX、
N9K-C93600CD-GX、
N9K-C9364C-GXスイッチ

CoPPプログラミングを確認しま
す。

show consistency-checker copp

Cisco Nexus
9300-FX3/GX/GX2/H2R/H1、
9808、および 9804シリーズ
スイッチ。

すべてのコントロールプレーン

ACLの整合性を確認します。

• [概要（Brief）]：失敗した
エントリの出力を構造化形

式で表示します。

[詳細（Detail）]：すべての
ACEエントリの出力を構造
化形式で表示します。

show consistency-checker copp
extended module module_no
[brief | detail[ ]

（注）

Cisco NX-OSリリース 10.5
（3）F以降、このコマンドは
廃止されました。

Cisco Nexus
9300-FX/FX2/FX3/GX/GX2/H2R/H1、
9808および 9804シリーズス
イッチおよび、9700-
EX/FX/FX3/GXラインカー
ド付きの9500シリーズス
イッチ

すべてのコントロールプレーン

ACLの整合性を確認します。こ
の新しいコマンドは、CoPP
チェックをより効果的に実行す

るために修飾子が増えて拡張さ

れています。

show consistency-checker
control-plane acl extended
module module_no [brief |
detail]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

DMEインターフェイスを確認し
ます。

show consistency-checker dme
interfaces
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

ハードウェアのプライベート

VLAN egress-xlateを確認しま
す。

show consistency-checker
egress-xlate private-vlan

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FXラインカードを備
えたCisco Nexus 9500プラッ
トフォームスイッチ

（注）

fex-slot は常に 1です。

FEXインターフェイスのソフト
ウェアとハードウェアの状態を

比較します。

show consistency-checker
fex-interfaces {fex fex-id |
interface ethernet
fex-id/fex-slot/fex-port} [brief |
detail]

Cisco Nexus 9300-EX、
9300-FX、9300-FX2および
9300-GXシリーズスイッ
チ。

物理メンバーインターフェイス

の FEXファブリック POメン
バーシップ、およびファブリッ

クポートチャネルメンバーの

インターフェイスレベルのハー

ドウェアプログラミングを確認

します。

show consistency-checker
fex-interfaces fabric <fabric-po>

Cisco Nexus 9300-EX、
9300-FX、9300-FX2および
9300-GXシリーズスイッ
チ。

FEXインターフェイスで有効に
なっている VLANについて、
FEXファブリック POメンバー
がVLANフラッドリストの一部
であることを確認します。

show consistency-checker
fex-interfaces fabric <fabric-po>
membership vlan <vlan-id>

Cisco Nexus 9300-EX、
9300-FX、9300-FX2および
9300-GXシリーズスイッ
チ。

FEXインターフェイスで有効に
なっている VLANの FEXファ
ブリック POメンバーが転送/無
効状態であることを確認しま

す。

show consistency-checker
fex-interfaces fabric <fabric-po>
stp-state vlan <vlan-id>

Cisco Nexus 9300-EX、
9300-FX、9300-FX2および
9300-GXシリーズスイッ
チ。

PVLAN対応の FEXインター
フェイスがある場合に、FEX
ファブリック POインターフェ
イスに対応する PVLANハード
ウェアプログラミングを確認し

ます。

show consistency-checker
fex-interfaces fabric <fabric-po>
egress-xlate private-vlan
<vlan-id>
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9000シリーズス
イッチ

レイヤ 3整合性チェッカーを開
始します。

test consistency-checker
forwarding {ipv4 | ipv6} [vrf
vrf-name | all] [module
module-number | all]

すべてのCisco Nexus 9000シ
リーズスイッチ

レイヤ 3整合性チェッカーテス
ト結果を表示します。

show consistency-checker
forwarding {ipv4 | ipv6} [vrf
vrf-name | all] [module
module-number | all]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

（注）

Cisco Nexus 34180YCプラッ
トフォームスイッチでは、

ipv4コマンドのみをサポー
トしています。

特定のルートのレイヤ 3ルート
の整合性をチェックします。

ECMPグループテーブルの枯渇
が原因で単一ルートが失敗した

ときに警告します。

show consistency-checker
forwarding single-route {ipv4 |
ipv6} ip-address vrf vrf-name}
[brief | detail]

すべてのCisco Nexus 9000シ
リーズスイッチ

ゲートウェイMACアドレス
データベースのハードウェアと

ソフトウェアの一貫性をチェッ

クします。

（注）

このコマンドは、4ウェイ
HSRPに対して誤った結果を表
示する場合があります。

show consistency-checker
gwmacdb

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

スーパーバイザとラインカード

間の内部接続を確認します。

show consistency-checker kim
interface {ethernet slot/port |
port-channel number | vlan
vlan-id} [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

学習したMACアドレスがソフ
トウェアとハードウェア間で一

貫していることを確認します。

また、ハードウェアに存在する

がソフトウェアには存在しない

追加エントリと、ハードウェア

に存在しないエントリも表示さ

れます。

show consistency-checker l2
module module-number
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
9300-FX、および9300-GXプ
ラットフォームスイッチお

よびCisco Nexus 9500プラッ
トフォームスイッチ-EXお
よび -FXラインカード

N9K-X9432C-S、
N9K-X9536PQラインカード
搭載の Cisco Nexus 9500シ
リーズスイッチ

N9K-X9432C-FM-S、
N9K-C9508-FMX-S、
N9K-C9508-FM-Sファブリッ
クモジュールを搭載した

Cisco Nexus 9500シリーズス
イッチ。

Cisco Nexus N3K-C3232C、
N3K-C3264Q、
N3K-C31108TC-V、
N3K-C3132Q-40GX、
N3K-C3132Q-V、
N3K-C31108PC-V、
N3K-C3172PQ、
N3K-C3172TQ、
N3K-C3164Q、および
N3K-C3164Q -10GEスイッ
チ。

Cisco Nexus N9K-C9372TX、
N9K-C9372TX-E、
N9K-C93120TX、
N9K-X9432C-S、
N9K-C9332PQ、
N9K-C9372PX、および
N9K-C9372PX-Eスイッチ。

レイヤ 2マルチキャストグルー
プとの不整合をチェックしま

す。

show consistency-checker l2
multicast group ip-address
source ip-address vlan vlan-id
[brief | detail]

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FXラインカードを備
えたCisco Nexus 9500プラッ
トフォームスイッチ

スイッチポートインターフェイ

スとの不整合をチェックしま

す。

show consistency-checker l2
switchport interface {ethernet
slot/port | port-channel number
}[brief | detail | all]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

Cisco Nexus
N9K-C9316D-GX、
N9K-C93600CD-GX、
N9K-C9364C-GXデバイス。

Cisco NX-OSリリース
10.3(1)F以降、L3整合性
チェッカは Cisco Nexus 9808
プラットフォームスイッチ

でサポートされています。

Cisco NX-OSリリース 10.4
（1）F以降、L3一貫性
チェッカーは、Cisco Nexus
9808スイッチ（Cisco Nexus
X98900CD-A、X9836DM-A
ラインカード搭載）サポー

トされます。

Cisco NX-OSリリース 10.4
（1）F以降、L3一貫性
チェッカーは Cisco Nexus
9804プラットフォームス
イッチ、Cisco Nexus
X98900CD-Aおよび
X9836DM-Aラインカードで
サポートされます。

Cisco NX-OSリリース 10.4
（2）F以降、L3整合性
チェッカーは Cisco Nexus
C9232E-B1スイッチでサポー
トされます。

ハードウェアのインターフェイ

スのレイヤ 3設定と、ハード
ウェアの L3VLAN、CMLフラ
グ、IPv4イネーブル、VPN IDの
設定を確認します。このコマン

ドは、物理インターフェイスお

よびポートチャネルの一部であ

るインターフェイスに対して機

能します。サブインターフェイ

スまたはFEXインターフェイス
は検証されません。

Cisco NX-OSリリース 9.3(5)以
降、このコマンドは SIおよび
SVIインターフェイスのレイヤ
3設定をチェックします。サ
ポートは Cisco Nexus 9300-GX
プラットフォームスイッチにも

拡張されます。

show consistency-checker
l3-interface interface ethernet
slot/port [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

モジュール内のすべてのイン

ターフェイスのレイヤ 3設定
と、ハードウェアのL3VLAN、
CMLフラグ、IPv4イネーブル、
VPN IDの設定を確認します。
このコマンドは、物理インター

フェイスおよびポートチャネル

の一部であるインターフェイス

に対して機能します。サブイン

ターフェイスは検証されませ

ん。

show consistency-checker
l3-interface module
module-number [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
9300-FX、および9300-GXプ
ラットフォームスイッチお

よびCisco Nexus 9500プラッ
トフォームスイッチ-EXお
よび -FXラインカード

N9K-X9432C-S、
N9K-X9536PQラインカード
を搭載した Cisco Nexus 9500
シリーズスイッチ、および

N9K-X9432C-FM-S、
N9K-C9508-FMX-S、および
N9K-C9508-FM-Sファブリッ
クモジュール。

Cisco Nexus N3K-C3048TP、
N3K-C3064-TC、
N3K-C3232C、
N3K-C3264Q、
N3K-C31108TC-V、
N3K-C3132Q-40GX、
N3K-C3132Q-V、
N3K-C31108PC-V、
N3K-C3172PQ、C3172TQ、
N3K-C3164Q、および
N3K-C31128PQ-10GEスイッ
チ。

Cisco Nexus N9K-C9372TX、
N9K-C9372TX-E、
N9K-C93120TX、
N9K-X9432C-S、
N9K-C9332PQ、
N9K-C9372PX、および
N9K-C9372PX-Eスイッチ。

レイヤ 3マルチキャストグルー
プとの不整合をチェックしま

す。

show consistency-checker l3
multicast group ip-address
source ip-address vrf vrf-name
[brief | detail]

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

内部ファブリックポートのリン

ク状態ステータスについて、ソ

フトウェアとハードウェア間の

プログラミングの一貫性を確認

します。

show consistency-checker
link-state fabric-ieth [module
module-number] [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

インターフェイスのリンク状態

ステータスについて、ソフト

ウェアとハードウェア間のプロ

グラミングの一貫性を確認しま

す。このコマンドは、物理イー

サネットインターフェイスおよ

びポートチャネルの一部である

物理イーサネットインターフェ

イスに対して機能します。サブ

インターフェイスまたはFEXイ
ンターフェイスは検証されませ

ん。

show consistency-checker
link-state interface ethernet
slot/port [brief | detail]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

モジュール内のすべてのイン

ターフェイスのソフトウェアリ

ンク状態をハードウェアリンク

状態と照合します。このコマン

ドは、物理イーサネットイン

ターフェイスおよびポートチャ

ネルの一部である物理イーサ

ネットインターフェイスに対し

て機能します。サブインター

フェイスまたは FEXインター
フェイスは検証されません。

show consistency-checker
link-state module
module-number [brief | detail]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

すべてのモジュールのハード

ウェアのポートチャネルメン

バーシップをチェックし、ソフ

トウェア状態で検証します。こ

のコマンドは、ポートチャネル

ごとに実行されます。

show consistency-checker
membership port-channels
[interface port-channel
channel-number] [brief | detail]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FX、-Rライン
カードを備えた Cisco Nexus
9500プラットフォームス
イッチ

すべてのモジュールのハード

ウェアのポートチャネルメン

バーシップをチェックし、ソフ

トウェア状態で検証します。こ

のコマンドは、システム内のす

べてのポートチャネルに対して

実行されます。

show consistency-checker
membership port-channels
[brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

（注）

private-vlan コマンドでの
brief または detail オプ
ションはサポートされてい

ません。

（注）

Cisco Nexus 34180YCプラッ
トフォームスイッチでは、

native-vlanコマンドのみを
サポートしています。

ソフトウェアのVLANメンバー
シップがハードウェアにプログ

ラムされているものと同じであ

ることを判別します。また、STP
BLK状態のインターフェイスも
無視します。

show consistency-checker
membership vlan vlan-id
{native-vlan | private-vlan
interface {ethernet slot/port |
port-channel number |
native-vlan}} [brief | detail |
interface]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

ハードウェアとソフトウェア間

の IPv4、IPv6、およびMAC
PACLプログラミングの整合性
を検証し、<label, entry-location>
ペアはハードウェアとソフト

ウェアの間で一貫しています。

show consistency-checker pacl
{module module-number |
port-channels interface
port-channel channel-number}

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

入力インターフェイス（FEXイ
ンターフェイスを含む）および

ポートチャネルの PACLプログ
ラミングを確認します。

show consistency-checker pacl
extended ingress {ip | ipv6 |
mac} interface {ethernet
slot/port | port-channel number}
[brief | detail]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

指定されたモジュールのすべて

の物理インターフェイス、サブ

インターフェイス、ブレークア

ウトポート、および FEXイン
ターフェイスで PACLプログラ
ミングを確認します。

show consistency-checker pacl
extended ingress {ip | ipv6 |
mac} module module-number
[brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

内部ファブリックポートの状態

を確認します。

show consistency-checker
port-state fabric-ieth [module
module-number [ieth-port
ieth-port]] [brief | detail]

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

指定されたモジュールのポート

の状態を確認します。

show consistency-checker
port-state [module
module-number] [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

ハードウェアとソフトウェア間

の IPv4および IPv6 RACLプロ
グラミングの一貫性を検証し、

<label, entry-location>ペアはハー
ドウェアとソフトウェアの間で

一貫しています。

•このコマンドは、モジュー
ルごとに呼び出されると、

そのモジュールのすべての

物理インターフェイスおよ

びサブインターフェイスの

IPv4および IPv6 ACLの整
合性を確認します。

•特定のポートチャネルでこ
のコマンドを呼び出すと、

すべてのメンバーポートが

検証されます。

•すべてのポートチャネルで
このコマンドを呼び出す

と、このコマンドはACLが
適用されているポートチャ

ネルごとに確認します。

（注）

このコマンドは、IPv4および
IPv6 ACLを検証せず、修飾子
とアクションが一致するかどう

かを検証しません。

show consistency-checker racl
{module module-number |
port-channels interface
port-channel channel-number |
svi interface vlan vlan-id}

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

入力インターフェイス、サブイ

ンターフェイス、ブレークアウ

トポート、ポートチャネル、ま

たは SVIのRACLプログラミン
グを確認します。

show consistency-checker racl
extended ingress {ip | ipv6}
interface {ethernet slot /ポート
</g> | port-channelnumber | vlan
vlan- id</g> } [brief| detail ]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

指定されたモジュールの入力イ

ンターフェイスのRACLプログ
ラミングを確認します。このコ

マンドは、そのモジュールのす

べての物理インターフェイス、

サブインターフェイス、および

ブレークアウトポートで実行さ

れます。

show consistency-checker racl
extended ingress {ip | ipv6}
module module-number [brief |
detail]

Cisco Nexus34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチお

よび -EX、-FX、および -Rラ
インカードを搭載したCisco
Nexus 9500プラットフォーム
スイッチ。

ソフトウェアのスパニングツ

リーの状態が、ハードウェアで

プログラミングされた状態と同

じかどうかを判別します。この

コマンドは、動作中（アップ）

のインターフェイスでのみ実行

されます。

show consistency-checker
stp-state vlan vlan-id [brief |
detail | interface]

Cisco Nexus 34180YC、9200、
9300-EX、および 9300-FXプ
ラットフォームスイッチ、

および -EX、-FXラインカー
ドを備えた Cisco Nexus 9500
プラットフォームスイッチ

VLANのすべてのメンバーイン
ターフェイスで VACLプログラ
ミングを確認します。

show consistency-checker vacl
extended ingress {ip | ipv6 |
mac} vlan vlan-id [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FXラインカードを備
えたCisco Nexus 9500プラッ
トフォームスイッチ

N9K-X9432C-S、
N9K-X9536PQラインカード
を搭載した Cisco Nexus 9500
シリーズスイッチ、および

N9K-X9432C-FM-S、
N9K-C9508-FMX-S、および
N9K-C9508-FM-Sファブリッ
クモジュール。

Cisco Nexus N3K-C3048TP、
N3K-C3064-TC、
N3K-C3232C、
N3K-C3264Q、
N3K-C31108TC-V、
N3K-C3132Q-40GX、
N3K-C3132Q-V、
N3K-C31108PC-V、
N3K-C3172PQ、C3172TQ、
N3K-C3164Q、および
N3K-C31128PQ-10GEスイッ
チ。

Cisco Nexus N9K-C9372TX、
N9K-C9372TX-E、
N9K-C93120TX、
N9K-X9432C-S、
N9K-C9332PQ、
N9K-C9372PX、および
N9K-C9372PX-Eスイッチ。

vPCの不整合をチェックしま
す。出力マスクを持たないポー

トのLACP個別（I）状態を確認
します。

show consistency-checker vpc
[source-interface] [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

Cisco Nexus
C3132Q-40GE-SUP、
C3132Q-40GX-SUP、
C3132Q-XL、
C31128PQ-10GE、
C3264Q-S、C3264C-Eスイッ
チ。

スイッチの VXLAN EVPN設定
を確認します。

show consistency-checker vxlan
config-check [verbose-mode]

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

Cisco Nexus
C3132Q-40GE-SUP、
C3132Q-40GX-SUP、
C3132Q-XL、
C31128PQ-10GE、
C3264Q-S、C3264C-Eスイッ
チ。

VXLANトンネルインフラスト
ラクチャとの不整合をチェック

します。

show consistency-checker vxlan
infra [verbose-mode]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

Cisco Nexus
C3132Q-40GE-SUP、
C3132Q-40GX-SUP、
C3132Q-XL、
C31128PQ-10GE、
C3264Q-S、C3264C-Eスイッ
チ。

VXLANレイヤ 2ルートとの整
合性を確認します。

show consistency-checker vxlan
l2 module module-number

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

VXLANレイヤ 3ルートとの不
一致をチェックします。

show consistency-checker vxlan
l3 vrf [vrf-name | all] [start-scan
| report]

Cisco Nexus 9200、9300-EX
および 9300-FX/FX2および
9500プラットフォームス
イッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

ソフトウェア間およびハード

ウェアの異なるテーブル間で

VLANマッピングが一貫してプ
ログラムされているかどうかを

確認します。このコマンドを実

行するには、少なくとも 1つの
インターフェイスでポート

VLANマッピングを有効にする
必要があります。

show consistency-checker vxlan
pv
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9300-FX/FX2プ
ラットフォームスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

ソフトウェアおよびハードウェ

アで一貫しているマルチタグ

VLANリストおよび関連するマ
ルチタグ vn-segmentをチェック
します。

show consistency-checker vxlan
qinq-qinvni

Cisco Nexus 9300-EXおよび
9300-FX/FX2プラットフォー
ムスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

パケット内の内部タグが保持さ

れるように、ポート固有の選択

的Q-in-VNIマッピングがソフト
ウェアおよびハードウェアで正

しくプログラムされているかど

うかを検証します。

show consistency-checker vxlan
selective-qinvni interface
{ethernet slot/port | port-channel
channel-number}

Cisco Nexus 9300-EXおよび
9300-FX/FX2プラットフォー
ムスイッチ

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TX、および
X9536PQスイッチ。

Cisco Nexus
C3132Q-40GE-SUP、
C3132Q-40GX-SUP、
C3132Q-XL、
C31128PQ-10GE、
C3264Q-S、C3264C-Eスイッ
チ。

VXLAN VLANとの不一致を
チェックします。

show consistency-checker vxlan
vlan [all | vlan-id]
[verbose-mode]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus
N9K-C9316D-GX、
N9K-C93600CD-GX、
N9K-C9364C-GX、
N9K-C9504-FM-G、and
N9KC9508-

FM-Gスイッチおよび
N9K-X9716D-GXラインカー
ド

ポート tap-aggregationおよび
qinqとの不整合をチェックしま
す。

show consistency-checker
tap-aggregation qinq

Cisco Nexus 9200、9332C、
9364C、9300-EX、および
9300-FX/FX2プラットフォー
ムスイッチ。

VXLAN Xconnect VLANとの不
一致をチェックします。

Xconnect ACLがすべてのユニッ
トとスライスにインストールさ

れ、MAC学習がすべての
Xconnect VLANで無効になって
いることを検証します。

show consistency-checker vxlan
xconnect

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ。

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TXおよび
X9536PQスイッチ、Cisco
Nexus 9200、9300-EX、およ
び9300-FXプラットフォーム
スイッチ。

VXLANレイヤ 3シングルルー
トトラフィックとの不整合を

チェックします。

show consistency-checker vxlan
l3 single-route [ipv4 | ipv6] [ vrf
]
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サポートされるプラット

フォーム

説明コマンド

Cisco Nexus 9200、9300-EX
および 9300-FXプラット
フォームスイッチ。

Cisco Nexus C31108PC-V、
C31108TC-V、C3132Q-V、お
よび 3132C-Zスイッチ。

Cisco Nexus C9396TX、
C93128TX、C9396PX、
X9564PX、X9564TXおよび
X9536PQスイッチ、Cisco
Nexus 9200、9300-EX、およ
び9300-FXプラットフォーム
スイッチ。

Cisco Nexus
C3132Q-40GE-SUP、
C3132Q-40GX-SUP、
C3132Q-XL、
C31128PQ-10GE、
C3264Q-S、C3264C-Eスイッ
チ。

VXLANレイヤ 2との不一致を
チェックします。

show consistency-checker vxlan
l2 [mac-address ] [ mac-address
] | module ] [ module
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サポートされるプラット

フォーム

説明コマンド

ストーム制御との不整合を

チェック

show consistency-checker
storm-control [brief | detail]
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サポートされるプラット

フォーム

説明コマンド

Cisco NX-OSリリース 10.5
（1）以降、ストーム制御の
一貫性の概要と詳細。

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FX、-Rラインカード
を備えたCisco Nexus 9500プ
ラットフォームスイッチ

Cisco NX-OSリリース9.3(5)
以降では、

N3K-C3016Q-40GE、
N3K-C3048TP-1GE、
N3K-C3064PQ-10GE、
N3K-C3064PQ-10GX、
N3K-C3064T-10GT、
N9K-C9504- FM、
N9K-C9508-FM、
N9K-C9516-FM、
N9K-C9508-FM-S、
N3K-C31128PQ、
N3K-C3164Q-40GE、
N3K-C3232C、
N3K-C3132Q-V、
N3K-C31108PC-V、
N3K-C31108P-V
C31108TC-V、
N3K-C3264C-E、
N3K-C3132C-Z、
N9K-C93128TX、
N9K-C9396PX、
N9K-C9372PX、および
N9K-C9332PQデバイスでサ
ポートされています。

（注）

ND ISSUが Cisco NX-OSリ
リース 10に対して実行され
ます。4（x）であり、ハー
ドウェアとソフトウェアの

pol_rateまたは pol_burst値が
一致しない場合、ストーム
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サポートされるプラット

フォーム

説明コマンド

制御整合性チェッカーは失

敗します。この問題を解決

するには、ストーム制御を

再構成します。

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FXラインカードを備
えたCisco Nexus 9500プラッ
トフォームスイッチ。

Cisco Nexus
N9K-C9316D-GX、
N9K-C93600CD-GX、
N9K-C9364C-GXデバイス。

アンダーレイセグメントルー

ティング（ISIS、BGP、OSPF）
およびレイヤ 3 VPNおよびレイ
ヤ 2 EVPNオーバーレイルート
のルート整合性をチェックしま

す。

show consistency-checker
segment-routing mpls [ip ] [
ip-address ] | mask ] [ mask | vrf
] [ vrf

Cisco Nexus 9200、9300-EX、
および 9300-FXプラット
フォームスイッチ、および

-EX、-FXラインカードを備
えたCisco Nexus 9500プラッ
トフォームスイッチ。

Cisco Nexus
N9K-C9316D-GX、
N9K-C93600CD-GX、
N9K-C9364C-GXデバイス。

アンダーレイセグメントルー

ティング（ISIS、BGP、OSPF）
およびオーバーレイルートのレ

イヤ 3 VPN、レイヤ 2 EVPN、
および ADJ SIDSのラベル整合
性をチェックします。

show consistency-checker
segment-routing mpls label

Cisco Nexus 9300-FX2、
9300-FX3、9300-GXおよび
9300-GX2プラットフォーム
スイッチ

（注）

Cisco NX-OSリリース 10.3
（3）F以降、Cisco Nexus
9808プラットフォームス
イッチです

スーパーバイザーとラインカー

ドハードウェアテーブルのプロ

グラムと整合性構成をチェック

します。

show consistency-checker sflow
[brief | detail]

次のコマンドは JSON出力をサポートしていません。

• show consistency-checker forwarding {ipv4 | ipv6} [vrf vrf-name | all] [module module-number
| all]
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• show consistency-checker pacl {module module-number | port-channels interface port-channel
channel-number}

• show consistency-checker racl module module-number

• show consistency-checker racl port-channels interface port-channel channel-number}

• show consistency-checker racl svi interface vlan vlan-id

• show consistency-checker vxlan

• test consistency-checker forwarding {ipv4 | ipv6} [vrf vrf-name | all] [module module-number |
all]

show consistency-checker vxlan コマンドはモデル化されていません。

マルチキャスト整合性チェッカー

マルチキャスト整合性チェッカーは、マルチキャストルートの状態を確認するためのレイヤ 2
およびレイヤ3ルートの単一ルート整合性チェッカーです。マルチキャスト整合性チェッカー
は、各コンポーネントで showコマンドを実行し、関連情報を解析し、処理された情報を他の
コンポーネントと比較して不整合をチェックします。マルチキャスト整合性チェッカーコマン

ドは、障害が発生すると終了します。show consistency-checker l2 multicast groupおよび show
consistency-checker l3 multicast groupコマンドは、期待値と実際の値の差を返します。

これらのコマンドは、次の出力形式をサポートしています。

• verbose：結果をテキスト形式で表示します。

• detail：結果を JSON形式で表示します。

• brief：結果を最小限の詳細とともに JSON形式で表示します。

Cisco NX-OSリリース 10.2(2)F以降、L3マルチキャスト整合性チェッカーはNAT変換をサポー
トし、すべてのプラットフォームでサポートされています。UMNATはサポートされていませ
ん。

MMNATはMulticast to Multicast NATを表し、MUNATはMulticast to Unicast NATを表し、
UMNATは Unicast to Multicast NATを表します。NAT変換は、タイプMMNAT入力および出
力、およびMUNATである必要があります。

（注）

Cisco NX-OSリリース10.2(1)F以降では、Multicast over GRE整合性チェッカーが
N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GXファミリスイッチに導入されていま
す。Multicast over GRE（mGRE）整合性チェッカは次をサポートしています。

•シングルルートS mGRE整合性チェッカ

• L3イーサネットインターフェイス、L3ポートチャネル、およびL3サブインターフェイス
上のmGREトンネル
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•トランスポートプロトコルVRFがトンネルインターフェイスVRFと異なる場合があるGRE
トンネル。これは、GREv4-IPv4マルチキャストを介したGREトンネルでのみサポートされ
ます。

Multicast over GRE（mGRE）整合性チェッカは次をサポートしていません。

• FEX

• IPv6を介したGREトンネル

• mGREはEoRではサポートされていません。整合性チェックは、N9K-C9316D-GX、
N9KC93600CD-GX、N9K-C9364C-GX ToRでのみサポートされます。

• mGREは SVIではサポートされていません。

mGRE整合性チェックは、発信インターフェイスリストにIP GREトンネルインターフェイスが
ある場合、またはRPFインターフェイスがIP GREトンネルインターフェイスである場合にのみ
実行されます。

Cisco NX-OSリリース10.1(1)以降では、次の整合性チェッカーがサポートされています。

• IPv6 L2マルチキャスト整合性チェッカー

• IPv6 L3マルチキャスト整合性チェッカー

•マルチキャスト NLB整合性チェッカー

•マルチキャストMACルックアップモード整合性チェッカー

•マルチキャスト NLB L3ユニキャスト設定整合性チェッカー

•マルチキャスト GRE整合性チェッカー

次の既存の CLIコマンドは、IPv6 L2マルチキャスト整合性チェッカーの IPv6送信元およびグ
ループアドレスを受け入れるように拡張されています。

show consistency-checker l2 multicast group <ipv4/ipv6 group address> source <ipv4/v6 source
address> vrf <vrf-id> [brief|detail]

次に、IPv6 L2マルチキャスト整合性チェッカーの出力例を示します。
# show consistency-checker l2 multicast group ?
A.B.C.D Group IP address
A:B::C:D Group IPv6 address

次の既存の CLIコマンドは、IPv6 L3マルチキャスト整合性チェッカーの IPv6送信元およびグ
ループアドレスを受け入れるように拡張されています。

show consistency-checker l3 multicast group <ipv4/ipv6 group address> source <ipv4/v6 source
address> vlan <vlan-id> [brief|detail]

次に、IPv6 L3マルチキャスト整合性チェッカーの出力例を示します。
# show consistency-checker l3 multicast group ?
A.B.C.D Group IP address
A:B::C:D Group IPv6 address
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マルチキャストMACルックアップモードの整合性チェッカーをサポートするために、次の新
しい CLIコマンドが追加されました。

show consistency-checker l2 multicast mac <mac> vlan <vlan-id>

次に、マルチキャストMACルックアップモードの整合性チェッカーの出力例を示します。
# show consistency-checker l2 multicast mac 0100.1234.1234 vlan 10 ?
> Redirect it to a file
>> Redirect it to a file in append mode
brief Show consistency checker structured output in brief
detail Show consistency checker structured output in detail
| Pipe command output to filter

この CLIは、MACルックアップモードの整合性チェッカまたは NLBの L2モードの整合性
チェッカーに使用されます。入力MACは、ip-macまたは non-ip-macのいずれかです。

（注）

マルチキャスト NLB L3ユニキャスト設定整合性チェッカーをサポートするために、次の新し
い CLIコマンドが追加されました。

show consistency-checker multicast nlb cluster-ip <unicast-cluster-ip> vrf <vrf-id>

次に、マルチキャスト NLB L3ユニキャスト設定整合性チェッカーの出力例を示します。
# show consistency-checker multicast nlb cluster-ip <unicast-cluster-ip>
> Redirect it to a file
>> Redirect it to a file in append mode
brief Show consistency checker structured output in brief
detail Show consistency checker structured output in detail
| Pipe command output to filter

次の既存の CLIコマンドは、マルチキャスト GRE整合性チェッカーに使用されます。

show consistency-checker l3 multicast group <ipv4 group address> source <ipv4 source address>
vrf <vrf-id> [brief|detail]

既存の IPv4 L3マルチキャスト整合性チェッカー CLIを使用して、マルチキャスト GRE整合
性チェッカーを開始します。

（注）

マルチキャスト整合性チェッカーは、次のデバイスをサポートしています。

• Cisco Nexus 92304QC、9272Q、9232C、9236C、92300YC、93108TC-EX、93180LC-EX、
93180YC-EX、and 9300-GXプラットフォームスイッチおよび N9K-X9736C-EX、
N9K-X97160YC-EX、N9K-X9732C-EX、および N9K-X9732C-EXMラインカードです。

• N9K-X96136YC-R、N9K-X9636C-R、およびN9K-X9636Q-Rラインカードを搭載したCisco
Nexus 9500シリーズスイッチ。

Cisco NX-OS Release 9.3(5)以降では、マルチキャスト整合性チェッカーは次のデバイスをサ
ポートしています。
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• N9K-X9432C-S、N9K-X9536PQラインカードを搭載したCisco Nexus 9500シリーズスイッ
チ、およびN9K-X9432C-FM-S、N9K-C9508-FMX-S、およびN9K-C9508-FM-Sファブリッ
クモジュール。

• Cisco Nexus N3K-C3048TP、N3K-C3064-TC、N3K-C3232C、N3K-C3264Q、
N3K-C31108TC-V、N3K-C3132Q-40GX、N3K-C3132Q-V、N3K-C31108PC-V、
N3K-C3172PQ、N3K-C3172TQ、N3K-C3164Q、および N3K-C31128PQ-10GEスイッチ。

• Cisco Nexus N9K-C9372TX、N9K-C9372TX-E、N9K-C93120TX、N9K-X9432C-S、
N9K-C9332PQ、N9K-C9372PX、および N9K-C9372PX-スイッチ。

Cisco NX-OSリリース10.1(1)以降では、マルチキャスト整合性チェッカーは次のデバイスをサ
ポートしています。

• Cisco Nexus N9k-C9504を搭載した N9K-X97160YC-EX、N9k-C9504を搭載した
N9K-X9732C-EX、N9k-C9504を搭載した N9K-X9732C-FX、N9k-C9504を搭載した
N9K-X9736C-EX、N9k-C9504を搭載した N9K-X9736C-FX、N9k-C9504を搭載した
N9K-X9736Q-FX、および N9k-C9504を搭載した N9K-X9788TC-FX。

• Cisco Nexus N9k-C9508を搭載した N9K-X97160YC-EX、N9k-C9508を搭載した
N9K-X9732C-EX、N9k-C9508を搭載した N9K-X9732C-FX、N9k-C9508を搭載した
N9K-X9736C-EX、N9k-C9508を搭載した N9K-X9736C-FX、N9k-C9508を搭載した
N9K-X9736Q-FX、および N9k-C9508を搭載した N9K-X9788TC-FX。

• Cisco NX-OSリリース 10.3（1）F以降、マルチキャスト整合性チェッカーは Cisco Nexus
9808プラットフォームスイッチでサポートされています。

• Cisco NX-OSリリース 10.4（1）F以降、マルチキャスト一貫性チェッカーは、Cisco
Nexus 9808スイッチ（Cisco Nexus X98900CD-A、X9836DM-Aラインカード搭載）サ
ポートされます。

Cisco NX-OSリリース 10.4（1）F以降、マルチキャスト一貫性チェッカーは、Cisco Nexus 9804
プラットフォームスイッチ（Cisco Nexus X98900CD-A、X9836DM-Aラインカード搭載）でサ
ポートされます。

Cisco NX-OSリリース 10.4（2）F以降、マルチキャスト整合性チェッカーは Cisco Nexus
9232E-B1プラットフォームスイッチでサポートされます。

マルチキャスト整合性チェッカーは、次のレイヤ2コンポーネントのプログラミングの整合性
を検証します：

• IGMPスヌーピング

• MFDM

• MFIBPI

• MFIBPD

•ハードウェアテーブル
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マルチキャスト整合性チェッカーは、次のレイヤ3コンポーネントのプログラミングの整合性
を検証します：

• PIM

• MRIB

• IGMPスヌーピング

• MFDM

• MFIBPI

• MFIBPD

•ハードウェアテーブル

Cisco NX-OSリリース 10.5（3）F以降、レイヤー 3整合性チェッカはCisco Nexus N9364E-SG2-Q
プラットフォームスイッチでサポートされています。

マルチキャスト整合性チェッカコマンドの出力例

次に、IGMPスヌーピングの出力例を示します。
switch# show ip igmp snooping groups 225.12.12.28 225.12.12.28 vlan 222
Type: S - Static, D - Dynamic, R - Router port, F - Fabricpath core port
Vlan Group Address Ver Type Port list
222 225.12.12.28 v3 D Eth1/2 Eth1/3 Po12 Po100 Po18

次に、MFDMの出力例を示します。
switch# show forwarding distribution l2 multicast vlan 222 group 225.12.12.28 source
225.12.12.28
Vlan: 222, Group: 225.12.12.28, Source: 225.12.12.28
Outgoing Interface List Index: 4
Reference Count: 204
Num L3 usages: 4
Platform Index: 0xa00004
Vpc peer link exclude flag set
Number of Outgoing Interfaces: 5
Ethernet1/2
Ethernet1/3
port-channel12
port-channel18
port-channel100

次に、IGMPスヌーピングとMFDMを比較する例（成功）を示します。

**********************************************************************
Comparing IGMP Snooping with MFDM
**********************************************************************
L2 Eth Receivers :
IGMP Snooping: 1/2, 1/3
MFDM: 1/2, 1/3

L2 PC Receivers :
IGMP Snooping: 100, 12, 18
MFDM: 12, 100, 18
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CC between IGMP Snooping and MFDM PASSED

次に、IGMPスヌーピングとMFDMを比較する例（失敗）を示します。

**********************************************************************
Comparing IGMP Snooping with MFDM
**********************************************************************
L2 Eth Receivers:
IGMP Snooping: 1/2, 1/3
MFDM: 1/2, 1/3

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
L2 PC Receivers:
IGMP Snooping: 100, 12, 18
MFDM: 12, 100, 16
Consistency check failed!!!
Missing elements are: 18
Additional elements are: 16
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

輻輳検出および回避

Cisco NX-OSリリース 9.3(3)以降、Cisco Nexus 9000シリーズスイッチは、輻輳の問題をトラ
ブルシューティングするための show tech-support slowdrainコマンドをサポートしています。
show tech-support slowdrainコマンドには、輻輳検出表示、カウンタ、およびログメッセージ
の一部と、スイッチ、Cisco NX-OSバージョン、およびトポロジを理解できるその他のコマン
ドが含まれています。

輻輳は1つのスイッチから別のスイッチに伝播する可能性があるため、輻輳のトリガーと伝播
をより適切に評価するために、すべてのスイッチから同時に show tech-support slowdrainコマ
ンドの出力を収集する必要があります。

温度監視コマンド

Cisco NX-OSは、強化されたスイッチサーマルモニタリング機能を導入します。ここで説明
するコマンドは、光モジュールの温度と関連するシステムイベントに関するリアルタイムのイ

ンサイトを提供します。これらのツールは、最適なスイッチ動作を維持し、過熱の問題を診断

するために不可欠です。

サポートされるプラットフォーム

これらのコマンドは、次のCisco Nexusスイッチでサポートされています。

• N9364E-SG2-Q

• N9364E-SG2-O
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温度監視コマンド

表 5 :温度監視コマンド

サポートされるプラッ

トフォーム

説明コマンド

Cisco Nexus
N9364E-SG2-Q,
N9364E-SG2-O

すべての光トランシーバの現在の温度、警告、

およびアラームしきい値を表示します。イン

ターフェイスごとのステータスを OKまたは
ALARMとして示します。

show env temperature
transceiver

Cisco Nexus
N9364E-SG2-Q,
N9364E-SG2-O

過去のイベント追跡の温度アラームに関連す

るシステムログメッセージを表示します。

show logging | include
temp|alarm

コマンド出力例とフィールドの説明

次の例は、各コマンドの出力を示し、主要なフィールドについて説明します。

show env temperature transceiver

interface temperature high-warning high-temp-warn-thr status
----------------------------------------------------------------------
Ethernet1/17 19 75 72 OK
Ethernet1/34 44 70 67 OK
Ethernet1/35 68 70 67 ALARM

フィールドの説明：

• interface：光モジュールのインターフェイス識別子。

• temperature：現在の測定温度（°C）。

• high-warning：製造元の警告しきい値（°C）。

• high-temp-warn-thr：ファン速度の変化に使用されるプラットフォーム定義のアラームし
きい値（°C）セットポイント。

• status：制限内であれば OK、しきい値を超えた場合は ALARM。

•値は毎分更新されます。

• ALARMステータスは、光ファイバの過熱を示しています。

（注）

show logging | include temp|alarm

2025 Aug 07 10:01:06 %USER-3-SYSTEM_MSG: Temperature alarm triggered on interface
Ethernet1/34 - pfm
2025 Aug 07 10:02:00 %USER-3-SYSTEM_MSG: Temperature alarm cleared on interface
Ethernet1/34 - pfm
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フィールドの説明：

• Temperature alarm triggered：センサーしきい値の超過。

• Temperature alarm cleared：センサー値正常。

ベストプラクティスおよび使用に関するヒント

• show env temperature transceiverを使用して、過熱の早期検出に光温度とステータスを定
期的にモニターしてください。

•アラームステータスを show logging出力と関連付けて、温度アラームイベントを検証しま
す。

•ポーリング間隔により、新しいセンサーの測定値が伝達されるまで最大2分かかります。

•トラブルシューティングでは、温度の履歴分析に show loggingを活用。

ACL整合性チェッカ
Cisco NX-OS Release 9.3(3)以降、ACL整合性チェッカは次のデバイスをサポートします。

N9K-C9372PX、N9K-C9372PX-E、N9K-C9372TX、N9K-C9372TX-E、N9K-C9332PQ、
N9K-C93128TX、N9K-C9396PX、N9K-C9396TX、N9K-C9508-FM-S、N9K-C9508-FM2、
N9K-C9504-FM-S、N9K-X9632PC-QSFP100、N9K-X9432C-S

Cisco NX-OSリリース9.3(5)以降、ACL整合性チェッカは Cisco Nexus N9K-C9316D-GX、
N9K-C93600CD-GX、N9K-C9364C-GX、N9K-C93240YC-FX2、N9K-C93180YC-EX、
N3K-C3636C-R、N3K-C36180YC-Rと、 N9K-X9636Q-R、N9K-X9636C-R、N9K-X9636C-RXお
よび N9K-X96136YC-Rラインカードを搭載した Cisco Nexus 9500シリーズスイッチでサポー
トされています。

Cisco NX-OSリリース10.3（1）F以降、ACL整合性チェッカはCisco Nexus 9808プラットフォー
ムスイッチでサポートされています。

• Cisco NX-OSリリース 10.4（1）F以降、ACL一貫性チェッカーは、Cisco Nexus 9808ス
イッチ（Cisco Nexus X98900CD-A、X9836DM-Aラインカード搭載）サポートされます。

Cisco NX-OSリリース 10.4（1）F以降、ACL一貫性チェッカーは Cisco Nexus 9804プラット
フォームスイッチ、Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカードでサポートさ
れます。

次のエンティティは、ACLの整合性チェックの一部として検証されます：

アクション、プロトコル、SIP、DIP、送信元ポート、宛先ポート、送信元MAC、宛先MAC、
Ethertype、COS、DSCP、VLANおよび UDFです。
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Cisco NX-OSは、次の PACL、RACL、および VACL整合性チェッカコマンドをサポートして
います。

説明コマンド

指定した IPモジュールの入力インターフェイ
スおよびポートチャネルのPACL整合性チェッ
クを実施します。

show consistency-checker pacl extended ingress ip
module <module-id> [brief | detail]

指定した IPv6モジュールの入力インターフェ
イスおよびポートチャネルの PACL整合性
チェックを実施します。

show consistency-checker pacl extended ingress
ipv6 module <module-id> [brief | detail]

指定されたMACモジュールの入力インター
フェイスおよびポートチャネルのMAC PACL
整合性チェックを実施します。

show consistency-checker pacl extended ingress
mac module <module-id> [brief | detail]

指定された入力インターフェイスの PACL整
合性チェックを実施します。

show consistency-checker pacl extended ingress ip
interface {<int-id> | <ch-id> [brief | detail]

指定された IPv6入力インターフェイスのPACL
整合性チェックを実施します。

show consistency-checker pacl extended ingress
ipv6 interface {<int-id> | <ch-id> [brief | detail]

指定された入力MACインターフェイスの
PACL整合性チェックを実施します。

show consistency-checker pacl extended ingress
mac interface {<int-id> | <ch-id> [brief | detail]

指定した IPモジュールの入力インターフェイ
スおよびポートチャネルのRACL整合性チェッ
クを実施します。

show consistency-checker racl extended ingress ip
module <module-id> [brief | detail]

指定された IPv6モジュールの入力インター
フェイスおよびポートチャネルの RACL整合
性チェックを実施します。

show consistency-checker racl extended ingress
ipv6 module <module-id> [brief | detail]

指定された入力インターフェイスの RACL整
合性チェックを実施します。

show consistency-checker racl extended ingress ip
interface {<int-id> | <ch-id> | <vlan-id>} [brief |
detail]

指定された出力 IPインターフェイスの RACL
整合性チェックを実施します。

show consistency-checker racl extended egress ip
interface {<int-id> | <ch-id> | <vlan-id>} [brief |
detail]

指定した入力 IPv6インターフェイスの RACL
整合性チェックを実施します。

show consistency-checker racl extended ingress
ipv6 interface {<int-id> | <ch-id> | <vlan-id>} [brief
| detail]

指定された出力 IPv6インターフェイスの
RACL整合性チェックを実施します。

show consistency-checker racl extended egress ipv6
interface {<int-id> | <ch-id> | <vlan-id>}[brief |
detail]
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説明コマンド

指定された IP VLANのVACL整合性チェック
を実施します。

show consistency-checker vacl extended ingress ip
vlan <vlan-id> [brief | detail]

指定された IPv6 VLANのVACL整合性チェッ
クを実施します。

show consistency-checker vacl extended ingress
ipv6 vlan <vlan-id> [brief | detail]

指定された入力MAC VLANの VACL整合性
チェックを実施します。

show consistency-checker vacl extended ingress
mac vlan <vlan-id> [brief | detail]

ACL整合性チェッカコマンドの出力例

次に、RACL整合性チェックの結果の例を示します。
switch# show consistency-checker racl extended ingress ip module 1 Consistency checker
passed for Eth1/3 (ingress, ip, ip-list)
switch#
switch#
switch# show consistency-checker racl extended ingress ip module 1 brief
{

"result": {
"status": "CC_STATUS_OK",
"checkers": [
{
"version": 1,
"type": "CC_TYPE_IF_RACL",
"status": "CC_STATUS_OK",
"platformDetails": {
"classType": "CC_PLTFM_NXOS_BCM"

},
"recoveryActions": [],
"failedEntities": []
}

]
}

}
switch#
switch # show consistency-checker racl extended ingress ip interface ethernet 3/5
Consistency checker passed for Ethernet3/5 (ingress, ip, ip-list)
switch#
switch# show consistency-checker racl extended ingress ip interface ethernet 3/5 brief
{

"result": {
"status": "CC_STATUS_OK",
"checkers": [
{
"version": 1,
"type": "CC_TYPE_IF_RACL",
"status": "CC_STATUS_OK",
"platformDetails": {
"classType": "CC_PLTFM_NXOS_BCM"
},
"recoveryActions": [],
"failedEntities": []

}
]

}
}
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プロアクティブな整合性チェッカー
Nexusプラットフォーム上のソフトウェアテーブルとハードウェアテーブル間の整合性チェッ
クは、ルート整合性チェッカーに関して優先度の高い保守性の課題です。既存のルート整合性

チェッカーは予防的なメカニズムではなく、コマンドが発行されたときのオンデマンドの整合

性チェッカーです。

プロアクティブ整合性チェッカーには、バックグラウンドで継続的に実行されるルート/隣接
整合性チェッカーがあり、IPv4または IPv6ルートおよび ARPまたは ND隣接の不整合を事前
に検出できます。

Cisco NX-OSリリース 10.3（1）F以降、プロアクティブ整合性チェッカーは R/RXカードと一
緒に Cisco Nexus 9504/9508モジュラシャーシでサポートされています。

プロアクティブ整合性チェッカーは、すべての Cloudscale EORおよび TORプラットフォーム
でサポートされています。2種類の整合性チェック方法があります。

•フルデータベース整合性チェッカー：これは、完全なルートと隣接データベースの整合性
チェックを実行します。

•増分整合性チェッカー：この整合性チェックは、一定期間にわたって更新または追加され
たルートおよび隣接の増分変更セットに対して実行されます。

Cisco NX-OSリリース 10.3（2）F以降、プロアクティブな整合性チェッカーは、R/R2/RXライ
ンカードを搭載したCisco Nexus 9504および9508モジュラ型シャーシで、IPv4、IPv6、VPNv4、
VPNv6、および PE/Deagg FECタイプのMPLSルート整合性チェックをサポートします。

Showコマンド
プロアクティブな整合性チェッカーによって不整合が検出されるたびに、次のsyslogが生成さ
れます。

"%UFDM-3-PROACTIVE_CC_INCONSISTENCY_FOUND:プロアクティブ CCセッションで矛
盾が見つかりました"

プロアクティブな整合性チェック中に不整合をチェックするには、次の2つのコマンドを使用
する必要があります。

説明コマンド

この showコマンドは、最後に失敗した反復で
見つかった不整合を表示します。

show forwarding proactive-cc inconsistencies

この showコマンドは、プロアクティブな整合
性チェックが設定された時点から見つかった

すべての不整合を表示します

show forwarding proactive-cc inconsistencies all

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
191

トラブルシューティングのツールと方法論

プロアクティブな整合性チェッカー



ユーザーが上記の2つのコマンドに見られる不整合を解消したい場合は、次のコマンドを使用
できます。

"clear forwarding proactive-cc inconsistencies"

コンフィギュレーションコマンド

以下は、機能を有効化/無効化し、増分および完全な整合性チェックの周期 (タイマー)を変更
するコマンドです。

• platform proactive-cc forwarding（デフォルトタイマーで有効化）

• no platform proactive-cc forwarding（無効にする）

•プラットフォームのプロアクティブ cc転送 fulldb <time in sec>

• platform proactive-cc forwarding incremental <time in sec>

• platform proactive-cc forwarding incremental <time in sec> fulldb <time in sec>

目的コマンド

このコマンドにより、スイッチのプロアクティ

ブな整合性チェッカーが有効になり、デフォ

ルトのタイマーが設定されます。

FulldBのデフォルトのタイマー値は 86400で
す。

増分 dBデフォルトタイマー値は 10秒です。

platform proactive-cc forwarding

例：

switch(config)# platform proactive-cc

forwarding

このコマンドは、プロアクティブな整合性

チェッカーを無効にします。

no platform proactive-cc forwarding

例：

switch(config)# no platform proactive-cc

forwarding

このコマンドは、プロアクティブな整合性

チェッカーの fulldBタイマーを 600秒に設定
します。

platform proactive-cc forwarding fulldb <time
in sec>

例：

switch(config)# platform proactive-cc

forwarding

このコマンドは、プロアクティブ cc増分タイ
マー値を 20秒に設定します。

platform proactive-cc forwarding incremental
<time in sec>

例：

switch(config)# platform proactive-cc

forwarding incremental 20
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目的コマンド

このコマンドは、増分タイマーと fulldBタイ
マーの両方を一緒に設定します。

platform proactive-cc forwarding incremental
<time in sec> fulldb <time in sec>

例：

switch(config)# platform proactive-cc

forwarding incremental 20 fulldb 600

インターフェイス整合性チェッカー
Cisco NX-OSリリース 10.3（1）F以降、インターフェイス一貫性チェッカーはCisco Nexus 9808
プラットフォームスイッチでサポートされています。

Cisco NX-OSリリース 10.4（1）F以降、インターフェイス一貫性チェッカーは、Cisco Nexus
9808スイッチ（Cisco Nexus X98900CD-A、X9836DM-Aラインカード搭載）サポートされま
す。

Cisco NX-OSリリース 10.4（2）F以降、インターフェイス一貫性チェッカーは、Cisco Nexus
9232E-B1スイッチ（Cisco Nexus X98900CD-A、X9836DM-Aラインカード搭載）サポートされ
ます。

Cisco NX-OSリリース 10.4（1）F以降、インターフェイス一貫性チェッカーは、Cisco Nexus
9804プラットフォームスイッチ、Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカード
でサポートされています。

ITD整合性チェッカー
ITDは、予想される機能を実現するために、依存コンポーネントの設定を内部的に生成しま
す。これらのコンポーネントで予期しない設定を行うと、ITDの誤動作が発生します。CLIを
介した ITD整合性チェッカーは、ITDとこれらのコンポーネントの実際の設定との間に不整合
が見つかった場合に表示します。

ITD整合性チェックは stop-on-errorです。つまり、サービスのプロパティチェックが機能不全
になった場合、ITDは残りのプロパティのチェックをスキップし、そのサービスの失敗を返し
ます。

例：show consistency-checker itd all [brief | detail]コマンドでは、1つのサービスの 1つのプロ
パティチェックが失敗した場合、ITDは次のサービスのチェックに進みます。

Cisco NX-OSリリース 10.3（2）F以降、次の ITD整合性チェッカーコマンドが Cisco Nexus
9300-EX / FX / FX2 / FX3 / GX / GX2プラットフォームスイッチでサポートされています。
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説明コマンド

1つのサービスの整合性チェック
<service-name>を表示します。サービスが存在
しない場合、チェックはスキップされます。

show consistency-checker itd <service-name>
[brief | detail]

既存の各 ITDサービスの整合性チェックを順
番に表示し、各サービスのチェックが成功ま

たは機能不全になった場合の結果を含む応答

を表示します。

show consistency-checker itd all [brief | detail]

入力インターフェイスへの特定のフローがITD
サービスによって生成されたリダイレクトポ

リシーにヒットした場合に、ITDサービス整
合性チェッカーが成功したか機能不全になっ

たかを表示します。フローが ITDで生成され
たポリシーにヒットしていない場合、サービ

ス整合性チェックは合格として扱われます。

show consistency-checker itd ingress interface <
intf-name> source <srcIP> destination <destIP>
[brief | detail]

設定ファイル
構成ファイルには、Cisco NX-OSデバイス上の機能を構成するために使用される Cisco NX-OS
コマンドが保存されます。Cisco NX-OSには、実行構成とスタートアップ構成の 2種類があり
ます。デバイスは、起動時にスタートアップコンフィギュレーション（startup-config）を使用
して、ソフトウェア機能を設定します。実行コンフィギュレーション（running-config）には、
スタートアップコンフィギュレーションファイルに対して行った現在の変更が保存されます。

設定を変更する前に、設定ファイルのバックアップを作成してください。コンフィギュレー

ションファイルはリモートサーバにバックアップできます。コンフィギュレーションファイ

ルの詳細については、『Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide』を参
照してください。また、設定ファイルのチェックポイントコピーを作成すれば、問題が発生し

た場合にロールバックすることもできます。ロールバック機能については、『CiscoNexus9000
Series NX-OS System Management Configuration Guide』を参照してください。

Cisco NX-OS機能は、スタートアップコンフィギュレーションファイルに内部ロックを作成す
ることがあります。まれに、機能により作成されたロックが削除されずに残っていることがあ

ります。show system internal sysmgr startup-config locksコマンドを使用して、ロックがスター
トアップコンフィギュレーションファイル内に残っていないか確認してください。system
startup-config unlockコマンドを使用し、して、これらのロックを削除してください。

CLIデバッグ
Cisco NX-OSは、ネットワークをアクティブにトラブルシューティングするための広範なデ
バッグ機能セットをサポートしています。CLIを使用して、各機能のデバッグモードを有効に
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し、リアルタイムで更新された制御プロトコル交換のアクティビティログを表示できます。各

ログエントリにはタイムスタンプがあり、時間順にリストされます。CLIロールメカニズム
を使用してデバッグ機能へのアクセスを制限し、ロール単位でアクセスを分割できます。debug
コマンドはリアルタイム情報を表示するのに対し、showコマンドは、履歴情報とリアルタイ
ム情報を一覧表示するために使用します。

debugコマンドを使用し、できるのは、シスコのテクニカルサポート担当者の指示があった
場合に限られます。一部の debugコマンドはネットワークパフォーマンスに影響を与える可
能性があるからです。

注意

デバッグメッセージは、特別なログファイルに記録できます。ログファイルは、デバッグ出

力をコンソールに送信するよりも安全で、処理が容易です。

（注）

?オプションを使用すると、任意の機能で使用可能なオプションを表示できます。実際のデバッ
グ出力に加えて、入力されたコマンドごとにログエントリが作成されます。デバッグ出力に

は、ローカルデバイスと他の隣接デバイス間で発生したアクティビティのタイムスタンプ付き

アカウントが記録されます。

デバッグ機能を使用して、イベント、内部メッセージ、およびプロトコルエラーを追跡できま

す。ただし、実稼働環境でデバッグユーティリティを使用する場合は注意が必要です。一部の

オプションは、コンソールに大量のメッセージを出力したり、ネットワークパフォーマンスに

重大な影響を与える可能性がある CPU集約イベントを作成したりすることで、デバイスへの
アクセスを妨げる可能性があります。

debugコマンドを入力する前に、2番目の Telnetまたは SSHセッションを開くことを推奨しま
す。デバッグセッションが現在の出力ウィンドウの妨げとなる場合は、2番目のセッションを
使用して undebug allを入力し、デバッグメッセージの出力を停止します。

（注）

デバッグフィルタ

debug-filterを使用して、不要なデバッグ情報を除外できます。コマンドを使用する必要があ
ります。この debug-filterコマンドを使用すると、関連する debugコマンドによって生成され
るデバッグ情報を制限できます。

次に、EIGRP helloパケットのデバッグ情報をイーサネットインターフェイス 2/1に制限する
例を示します。

switch# debug-filter ip eigrp interface ethernet 2/1
switch# debug eigrp packets hello
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Ping、Pong、および Traceroute

pingおよび traceroute機能を使用して、接続およびパスの選択に関する問題をトラブルシュー
ティングします。これらの機能を使用して、ネットワークパフォーマンスの問題を特定または

解決しないでください。2つのポイント間のネットワークの遅延を測定するには、pong機能を
使用します。

（注）

この項で説明している pingおよび tracerouteコマンドは、TCP/IPネットワーキングの問題の
トラブルシューティングにもっとも役立つツールの 2つです。pingユーティリティは、TCP/IP
インターネットワークを経由する宛先に対して、一連のエコーパケットを生成します。エコー

パケットは、宛先に到達すると、再ルーティングされて送信元に戻されます。

tracerouteユーティリティも同様の方法で動作しますが、ホップバイホップベースで宛先まで
の特定のパスを決定することもできます。

pongユーティリティは、2つのポイント間のネットワークの遅延を測定できます。

pingの使用
pingコマンドを使用し、コマンドを使用すると、IPv4ルーティングネットワーク経由で特定
の宛先への接続および遅延を確認できます。

ping6コマンドを使用し、コマンドを使用すると、IPv6ルーティングネットワーク経由で特
定の宛先への接続および遅延を確認できます。

pingユーティリティを使用すると、ポートまたはエンドデバイスにショートメッセージを送信
できます。IPv4または IPv6アドレスを指定することにより、宛先に一連のフレームが送信で
きます。これらのフレームは、ターゲットデバイスに到達し、タイムスタンプが付加されて、

送信元にループバックされます。

Pingユーティリティを使用して、システムに設定された IPアドレスでネットワークパフォー
マンスをテストすることは推奨されません。

（注）

Pingユーティリティを使用して、 Nexusスイッチに構成された IPアドレスでネットワークパ
フォーマンスをテストすることは推奨されません。スイッチの IPアドレス宛ての ICMP（Ping）
トラフィックは、CoPP（コントロールプレーンポリシング）の対象となり、ドロップされる
可能性があります。

（注）

switch# ping 172.28.230.1 vrf management
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PING 172.28.230.1 (172.28.230.1): 56 data bytes
64 bytes from 172.28.230.1: icmp_seq=0 ttl=254 time=1.095 ms
64 bytes from 172.28.230.1: icmp_seq=1 ttl=254 time=1.083 ms
64 bytes from 172.28.230.1: icmp_seq=2 ttl=254 time=1.101 ms
64 bytes from 172.28.230.1: icmp_seq=3 ttl=254 time=1.093 ms
64 bytes from 172.28.230.1: icmp_seq=4 ttl=254 time=1.237 ms

--- 172.28.230.1 ping statistics ---
5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min/avg/max = 1.083/1.121/1.237 ms

トレースルートの使用

tracerouteは、次の操作のために使用します。

•データトラフィックが経由したルートを追跡します。

•スイッチ間（ホップ単位）の遅延を計算します。

tracerouteユーティリティでは、ホップごとに使用されるパスが識別され、双方向で各ホップに
タイムスタンプが付けられます。tracerouteを使用すると、発信元のデバイスと送信先に最も近
いデバイスの間のパスに沿ってポート接続をテストできます。

traceroute {dest-ipv4-addr | hostname} [vrf vrf-name]コマンドは IPv4ネットワーク用に、traceroute6
{dest-ipv6-addr | hostname} [vrf vrf-name]コマンドは IPv6ネットワーク用に使用します。送信先
に到達できない場合は、パス検出によってパスが障害ポイントまで追跡されます。

switch# traceroute 172.28.254.254 vrf management
traceroute to 172.28.254.254 (172.28.254.254), 30 hops max, 40 byte packets
1 172.28.230.1 (172.28.230.1) 0.941 ms 0.676 ms 0.585 ms
2 172.24.114.213 (172.24.114.213) 0.733 ms 0.7 ms 0.69 ms
3 172.20.147.46 (172.20.147.46) 0.671 ms 0.619 ms 0.615 ms
4 172.28.254.254 (172.28.254.254) 0.613 ms 0.628 ms 0.61 ms

実行中の tracerouteを終了するには、Ctrl-Cを押します。

次のコマンドを使用して、tracerouteの送信元インターフェイスを指定できます。

目的コマンド

指定した IPアドレス、ホスト名、またはイン
ターフェイスからの、tracerouteパケットの送
信元 IPv4アドレスを指定します。

traceroute {dest-ipv4-addr | hostname} [source
{dest-ipv4-addr | hostname | interface}] [vrf
vrf-name]

例：

switch# traceroute 112.112.112.1 source vlan

10
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目的コマンド

指定した IPアドレス、ホスト名、またはイン
ターフェイスからの、traceroute6パケットの送
信元 IPv6アドレスを指定します。

traceroute6 {dest-ipv6-addr | hostname} [source
{dest-ipv6-addr | hostname | interface}] [vrf
vrf-name]

例：

switch# traceroute6 2010:11:22:0:1000::1

source ethernet 2/2

設定されたインターフェイスから送信元 IPア
ドレスを持つ tracerouteまたは traceroute6パ
ケットを生成します。

[no] ip traceroute source-interface interface [vrf
vrf-name]

例：

switch(config)# ip traceroute

source-interface loopback 1

tracerouteのために設定された送信元インター
フェイスを表示します。

show ip traceroute source-interface [vrf vrf-name]

例：

switch# show ip traceroute source-interface

vrf all

VRF Name Interface

default loopback1

設定されたインターフェイスから送信元 IPv4
または IPv6アドレスを持つ ICMPエラーパ
ケットを生成します。

また、Virtual Routing and Forwarding（VRF）
インスタンス内のスタティックルートでの

BFDを設定することもできます。

ip icmp-errors source-interface interface

例 1：

switch(config)# ip icmp-errors

source-interface loopback 1

例 2：

switch(config)# vrf context vrf-blue

switch(config-vrf)# ip icmp-errors

source-interface loopback 2

プロセスおよび CPUのモニタリング
show processesコマンドを使用し、すれば、実行中のプロセスおよび各プロセスのステータス
を確認できます。コマンド出力には次が含まれます。

• PID =プロセス ID

• State =プロセスの状態

• PC =現在のプログラムカウンタ（16進形式）

• Start_cnt =プロセスがこれまでに開始（または再開）された回数
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• TTY =プロセスを制御している端末通常、「-」（ハイフン）は、特定の TTY上で実行さ
れていないデーモンを表します。

• Process =プロセスの名前

プロセスの状態は次のとおりです。

• D =中断なしで休止（通常 I/O）

• R =実行可能（実行キュー上）

• S =休止中

• T =トレースまたは停止

• Z =機能していない (「ゾンビ」)プロセス

• NR =実行されていない

• ER =実行されているべきだが、現在は実行されていない

一般に、ER状態は、プロセスの再起動回数が多すぎるために、
システムが障害発生と判断してそのプロセスをディセーブルにし

たことを示しています。

（注）

switch# show processes ?
cpu Show processes CPU Info
log Show information about process logs
memory Show processes Memory Info

switch# show processes
PID State PC Start_cnt TTY Type Process
----- ----- -------- ----------- ---- ---- -------------

1 S b7f9e468 1 - O init
2 S 0 1 - O migration/0
3 S 0 1 - O ksoftirqd/0
4 S 0 1 - O desched/0
5 S 0 1 - O migration/1
6 S 0 1 - O ksoftirqd/1
7 S 0 1 - O desched/1
8 S 0 1 - O events/0
9 S 0 1 - O events/1
10 S 0 1 - O khelper
15 S 0 1 - O kthread
24 S 0 1 - O kacpid
103 S 0 1 - O kblockd/0
104 S 0 1 - O kblockd/1
117 S 0 1 - O khubd
184 S 0 1 - O pdflush
185 S 0 1 - O pdflush
187 S 0 1 - O aio/0
188 S 0 1 - O aio/1
189 S 0 1 - O SerrLogKthread

...
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show processes cpuコマンドの使用
show processes cpuコマンドを使用し、コマンドを使用して、CPU利用率を表示します。コマ
ンド出力には次が含まれます。

• Runtime(ms) =プロセスが使用した CPU時間（ミリ秒単位）

• Invoked =プロセスがこれまでに開始された回数

• uSecs =プロセスの呼び出しごとの平均 CPU時間（ミリ秒単位）

• 1Sec =最近の 1秒間における CPU使用率（パーセント単位）

switch# show processes cpu
PID Runtime(ms) Invoked uSecs 1Sec Process
----- ----------- -------- ----- ----- -----------

1 2264 108252 20 0 init
2 950 211341 4 0 migration/0
3 1154 32833341 0 0 ksoftirqd/0
4 609 419568 1 0 desched/0
5 758 214253 3 0 migration/1
6 2462 155309355 0 0 ksoftirqd/1
7 2496 392083 6 0 desched/1
8 443 282990 1 0 events/0
9 578 260184 2 0 events/1
10 56 2681 21 0 khelper
15 0 30 25 0 kthread
24 0 2 5 0 kacpid
103 81 89 914 0 kblockd/0
104 56 265 213 0 kblockd/1
117 0 5 17 0 khubd
184 0 3 3 0 pdflush
185 1796 104798 17 0 pdflush
187 0 2 3 0 aio/0
188 0 2 3 0 aio/1
189 0 1 3 0 SerrLogKthread

...

show system resourcesコマンドの使用
show system resourcesコマンドを使用し、すれば、システム関連の CPUおよびメモリの統計
情報を表示できます。このコマンドの出力には、次の情報が表示されます。

•実行中プロセスの平均数として定義された負荷。Loadaverageには、過去1分間、5分間、
および 15分間のシステム負荷が表示されます。

• Processesには、システム内のプロセス数、およびコマンド発行時に実際に実行されていた
プロセス数が表示されます。

• CPU statesには、直前の 1秒間における CPUのユーザモードとカーネルモードでの使用
率およびアイドル時間がパーセントで表示されます。

• Memory usageには、合計メモリ、使用中メモリ、空きメモリ、バッファに使用されている
メモリ、およびキャッシュに使用されているメモリがキロバイト単位で表示されます。ま

た、buffersおよび cacheの値には、使用中メモリの統計情報も含まれます。
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switch# show system resources
Load average: 1 minute: 0.00 5 minutes: 0.02 15 minutes: 0.05
Processes : 355 total, 1 running
CPU states : 0.0% user, 0.2% kernel, 99.8% idle

CPU0 states : 0.0% user, 1.0% kernel, 99.0% idle
CPU1 states : 0.0% user, 0.0% kernel, 100.0% idle
CPU2 states : 0.0% user, 0.0% kernel, 100.0% idle
CPU3 states : 0.0% user, 0.0% kernel, 100.0% idle

Memory usage: 16402560K total, 2664308K used, 13738252K free
Current memory status: OK

オンボード障害ロギングの使用
Cisco NX-OSでは、障害データを永続的ストレージに記録する機能が提供されます。この記録
は、分析用に取得したり、表示したりできます。このOBFL機能は、障害および環境情報をモ
ジュールの不揮発性メモリに保管します。この情報は、障害モジュールの分析に役立ちます。

OBFL機能によって保存されるデータは、次のとおりです。

•初期電源オンの時間

•モジュールのシャーシスロット番号

•モジュールの初期温度

•ファームウェア、BIOS、FPGA、および ASICのバージョン

•モジュールのシリアル番号

•クラッシュのスタックトレース

• CPU hog情報

•メモリリーク情報

•ソフトウェアエラーメッセージ

•ハードウェア例外ログ

•環境履歴

• OBFL固有の履歴情報

• ASIC割り込みおよびエラー統計の履歴

• ASICレジスタダンプ

OBFLの設定の詳細については、『Cisco Nexus 9000 Series NX-OSシステム管理設定』を参照し
てください。
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OBFLエラーステータスコマンドの使用
Cisco NX-OSリリース 9.3(3)以降、Cisco Nexus 9000シリーズスイッチはさまざまなカウンタ
をサポートし、ファイバチャネルインターフェイスをモニタし記録します。カウンタは、

FCMACレベルでの問題の特定とトラブルシューティングに役立ちます。

show logging onboard error-stats コマンドを使用し、 コマンドはオンボードエラー統計情報
を表示します。出力には、次のカウンタが含まれます。

• FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER

• FCP_CNTR_MAC_RX_EOFA

• FCP_CNTR_MAC_RX_CRC

• FCP_CNTR_MAC_RX_MAX_FRAME_TRUNCATE

• FCP_CNTR_MAC_RX_MIN_FRAME_PAD

• FCP_CNTR_CREDIT_LOSS

• FCP_CNTR_TX_WT_AVG_B2B_ZERO

次に、この show logging onboard error-stats コマンドの出力例を示します。

switch# show logging onboard error-stats
----------------------------

Module: 1
----------------------------

------------------------------------------------------------------------------------------------
ERROR STATISTICS INFORMATION FOR DEVICE: FCMAC
------------------------------------------------------------------------------------------------
Interface Range | | |Time Stamp

| Error Stat Counter Name | Count |MM/DD/YY HH:MM:SS

| | |
------------------------------------------------------------------------------------------------
fc1/9 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 09:54:40
fc1/33 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 09:37:53
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 09:05:13
fc1/37 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 08:42:56
fc1/37 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 08:21:19
fc1/28 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |4 |11/15/19 08:20:59
fc1/9 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |5996 |11/14/19 10:25:45
fc1/9 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |5992 |11/14/19 06:19:04
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |22112 |11/14/19 06:19:04
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |21876 |11/14/19 06:18:44
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |21368 |11/14/19 06:18:24
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |20872 |11/14/19 06:18:04
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |20292 |11/14/19 06:17:44
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |19720 |11/14/19 06:17:24
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |19284 |11/14/19 06:17:04
fc1/36 |FCP_CNTR_MAC_RX_BAD_WORDS_FROM_DECODER |18788 |11/14/19 06:16:44
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診断の使用
Cisco Generic Online Diagnostics（GOLD）では、複数のシスコプラットフォームにまたがる診
断操作の共通フレームワークを定義しています。GOLDの実装により、ハードウェアコンポー
ネントの健全性を確認し、システムデータおよびコントロールプレーンの動作の適切性を検

証できます。テストにはシステムの起動時に有効になるものと、システムの実行中に有効にな

るものがあります。ブートモジュールは、オンラインになる前に一連のチェックを実行して、

システムの起動時にハードウェアコンポーネントの障害を検出し、障害のあるモジュールが稼

働中のネットワークに導入されないようにします。

システムの動作時または実行時にも不具合が診断されます。一連の診断チェックを設定して、

オンラインシステムの状態を確認できます。中断を伴う診断テストと中断を伴わない診断テス

トを区別する必要があります。中断のないテストはバックグラウンドで実行され、システム

データまたはコントロールプレーンには影響しませんが、中断のあるテストはライブパケッ

トフローに影響します。特別なメンテナンス期間中に中断テストをスケジュールする必要があ

ります。この項で説明している show diagnostic content moduleコマンド出力には、中断を伴う
テストや中断を伴わないテストなどのテスト属性が表示されます。

ランタイム診断チェックは、特定の時刻に実行するか、バックグラウンドで継続的に実行する

ように設定できます。

ヘルスモニタリング診断テストは中断を伴わず、システムの動作中にバックグラウンドで実行

されます。オンライン診断ヘルスモニタリングの役割は、ライブネットワーク環境でハード

ウェア障害を予防的に検出し、障害を通知することです。

GOLDは、すべてのテストの診断結果と詳細な統計情報を収集します。これには、最後の実行
時間、最初と最後のテスト合格時間、最初と最後のテスト失敗時間、合計実行回数、合計失敗

回数、連続失敗回数、およびエラーコードが含まれます。これらのテスト結果は、管理者がシ

ステムの状態を判断し、システム障害の原因を理解するのに役立ちます。showdiagnostic result
コマンドを使用し、コマンドを使用して、診断結果を表示します。

GOLDの設定の詳細については、『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』を参照してください。

組み込まれている Event Managerの使用
Embedded Event Manager（EEM）は、主要なシステムイベントをモニタし、設定されたポリ
シーを介してそれらのイベントを処理できるポリシーベースのフレームワークです。ポリシー

は、設定されたイベントの発生に基づいてデバイスが呼び出すアクションを定義する、ロード

可能な事前にプログラムされたスクリプトです。このスクリプトは、カスタム syslogまたは
SNMPトラップの生成、CLIコマンドの呼び出し、フェールオーバーの強制などを含むアク
ションを生成できます。

EEMの設定の詳細については、「Cisco Nexus 9000シリーズNX-OSシステム管理設定ガイド」
を参照してください。
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Ethanalyzerの使用
Ethanalyzerは、Wireshark（旧称 Ethereal）のターミナルバージョンであるオープンソースソ
フトウェア TSharkの Cisco NX-OSプロトコルアナライザツール実装です。Ethanalyzerを使用
して、すべてのNexusプラットフォームのインバンドおよび管理インターフェイス上のコント
ロールプレーントラフィックをキャプチャおよび分析することで、ネットワークのトラブル

シューティングを行うことができます。

ポートチャネルにバンドルされているインターフェイスの前面パネルオプションを使用した

Ethanalyzerの実行はサポートされていません。代わりに、port-channelオプションを使用して
ください。

（注）

Cisco NX-OSリリース 10.3(1)F以降、Cisco Nexus 9808プラットフォームスイッチでEthanalyzer
のサポートが提供されます。

• Cisco NX-OSリリース 10.4（1）F以降、Ethanalyzerは X9836DM-Aラインカードを搭載
した Cisco Nexus X98900CD-Aおよび Cisco Nexus 9808スイッチでサポートされます。

Cisco NX-OSリリース 10.4（1）F以降、Ethanalyzerは Cisco Nexus 9804プラットフォームス
イッチ、Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカードでサポートされます。

Ethanalyzerを設定するには、次のコマンドを使用します。

目的コマンド

インバンドインターフェイスを介してスーパー

バイザによって送受信されたパケットをキャ

プチャし、キャプチャされたパケットの要約

プロトコル情報を表示します。

ethanalyzer local interface inband

インバンドインターフェイスを介してスーパー

バイザが受信したパケットをキャプチャし、

キャプチャされたパケットの要約プロトコル

情報を表示します。

ethanalyzer local interface inband-in

スーパーバイザからインバンドインターフェ

イスを介して送信されたパケットをキャプチャ

し、キャプチャされたパケットのプロトコル

情報のサマリーを表示します。

ethanalyzer local interface inband-out

管理インターフェイスを介して送受信された

パケットをキャプチャし、キャプチャされた

パケットのプロトコル情報のサマリーが表示

されます。

ethanalyzer local interface mgmt
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目的コマンド

レイヤ3（ルーテッド）前面パネルポートを介
してスーパーバイザによって送受信されたパ

ケットがキャプチャされ、キャプチャされた

パケットのプロトコル情報のサマリー情報が

表示されます。

（注）

このコマンドは、レイヤ2（スイッチポート）
前面パネルポートを介してスーパーバイザが

送受信するパケットのキャプチャをサポート

しません。

ethanalyzer local interface front-panel

スーパーバイザがレイヤ3（ルーテッド）ポー
トチャネルインターフェイスを介して送受信

したパケットをキャプチャし、キャプチャし

たパケットのプロトコル情報のサマリーを表

示します。

（注）

このコマンドは、スーパーバイザがレイヤ 2
（スイッチポート）ポートチャネルインター

フェイスを介して送受信するパケットのキャ

プチャをサポートしていません。

ethanalyzer local interface port-channel

スーパーバイザがレイヤ 3スイッチ仮想イン
ターフェイス（SVI）を介して送受信したパ
ケットをキャプチャし、プロトコル情報のサ

マリーを表示します。

ethanalyzer local interface vlan

Netstackソフトウェアコンポーネントを介して
スーパーバイザによって送受信されたパケッ

トをキャプチャし、プロトコル情報のサマリー

を表示します。

ethanalyzer local interface netstack

Ethanalyzerセッション内でキャプチャするフ
レーム数を制限します。フレーム数には、0〜
500,000の整数値を指定できます。0を指定す
ると、Ethanalyzerセッションが自動的に停止
する前に最大500,000フレームがキャプチャさ
れます。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanlimit-captured-frames

キャプチャするフレームの長さを制限します。

フレームの長さは、192〜65,536の整数値にす
ることができます。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanlimit-frame-size
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目的コマンド

Berkeley Packet Filter（BPF）構文を使用して
キャプチャするパケットのタイプをフィルタ

リングします。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlancapture-filter

WiresharkまたはTShark表示フィルタを使用し
て、表示するキャプチャされたパケットのタ

イプをフィルタリングします。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlandisplay-filter

キャプチャしたデータをファイルに保存しま

す。有効なストレージオプションには、スイッ

チのブートフラッシュ、ログフラッシュ、

USBストレージデバイス、または揮発性スト
レージがあります。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanwrite

キャプチャされたデータファイルを開いて分

析ファイルを。有効なストレージオプション

には、スイッチのブートフラッシュ、ログフ

ラッシュ、USBストレージデバイス、または
揮発性ストレージがあります。

ethanalyzer local read

Ethanalyzerセッションを自動的に停止する条
件を指定します。セッションの継続時間

（秒）、writeキーワードを使用してキャプ
チャパケットをファイルに書き込むときにキャ

プチャするファイル数、およびwriteキーワー
ドを使用してキャプチャパケットをファイル

に書き込むときにファイルサイズを指定でき

ます。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanautostop

Ethanalyzerのキャプチャリングバッファオプ
ションを指定します。このオプションは、write
キーワードと組み合わせて使用すると、リン

グバッファ内の 1つ以上のファイルに継続的
に書き込まれます。新しいファイルに書き込

む前にEthanalyzerが待機する時間（秒単位）、
リングバッファの一部として保持するファイ

ルの数、およびリングバッファ内の個々のファ

イルのファイルサイズを指定できます。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlancapture-ring-buffer

キャプチャしたパケットの詳細なプロトコル

情報を表示します。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlandetail

キャプチャされたパケットを 16進数形式で表
示します。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanraw
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目的コマンド

レイヤ 3インターフェイスがデフォルト以外
のVRFにある場合に、レイヤ 3インターフェ
イスがメンバーである VRFを指定します。

{| | | | | | } ethanalyzer local
interfacefront-panelinbandinband-ininband-outmgmtport-channelvlanvrf

ガイドラインと制約事項

•レイヤ 3インターフェイスがデフォルト以外の VRFのメンバーであり、Ethanalyzerセッ
ションで指定されている場合（たとえば、ethanalyzer local interface front-panel ethernet1/1
または ethanalyzer local interface port-channel1コマンドを使用）、vrfキーワードを使用
して、レイヤ 3インターフェイスが Ethanalyzerセッション内のメンバーである VRFを指
定する必要があります。たとえば、スーパーバイザが VRF「red」のレイヤ 3前面パネル
ポートEthernet1/1を介して受信または送信したパケットをキャプチャするには、ethanalyzer
local interface front-panel ethernet1/1 vrf redコマンドを使用します。

•ファイルへの書き込み時に、Ethanalyzerセッションが 500,000パケットをキャプチャした
場合、またはファイルのサイズが 11 MBに達した場合、Ethanalyzerは自動的に停止しま
す。

例

switch(config)# ethanalyzer local interface inband
<CR>
> Redirect it to a file
>> Redirect it to a file in append mode
autostop Capture autostop condition
capture-filter Filter on ethanalyzer capture capture-ring-buffer Capture ring buffer
option
decode-internal Include internal system header decoding detail Display detailed protocol
information
display-filter Display filter on frames captured
limit-captured-frames Maximum number of frames to be captured (default is 10)
limit-frame-size Capture only a subset of a frame
mirror Filter mirrored packets
raw Hex/Ascii dump the packet with possibly one line summary
write Filename to save capture to
| Pipe command output to filter

switch(config)# ethanalyzer local interface inband Capturing on 'ps-inb'

1 2021-07-26 09:36:36.395756813 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 64 PRI:
7 DEI: 0 ID: 4033

2 2021-07-26 09:36:36.395874466 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 205 PRI:
7 DEI: 0 ID: 4033

4 3 2021-07-26 09:36:36.395923840 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 806 PRI:
7 DEI: 0 ID: 4033

4 2021-07-26 09:36:36.395984384 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 1307 PRI:
7 DEI: 0 ID: 4033

5 2021-07-26 09:37:36.406020552 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 64 PRI:
7 DEI: 0 ID: 4033

6 2021-07-26 09:37:36.406155603 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 205 PRI:
7 DEI: 0 ID: 4033

7 2021-07-26 09:37:36.406220547 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 806 PRI:
7 DEI: 0 ID: 4033
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8 8 2021-07-26 09:37:36.406297734 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 1307
PRI: 7 DEI: 0 ID: 4033

9 2021-07-26 09:38:36.408983263 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 64 PRI:
7 DEI: 0 ID: 4033

10 10 2021-07-26 09:38:36.409101470 00:22:bd:cf:b9:01 → 00:22:bd:cf:b9:00 0x3737 205
PRI: 7 DEI: 0 ID: 4033

詳細なプロトコル情報を表示するには、「detailオプションを使用します必要に応じて、キャ

プチャの途中で Ctrl + Cを使用して中止し、スイッチプロンプトを戻すことができます。
switch(config)# ethanalyzer local interface inband detail
Capturing on 'ps-inb'
Frame 1: 64 bytes on wire (512 bits), 64 bytes captured (512 bits) on interface ps-inb,
id 0
Interface id: 0 (ps-inb) Interface name: ps-inb
Encapsulation type: Ethernet (1)
Arrival Time: Jul 26, 2021 11:54:37.155791496 UTC
[Time shift for this packet: 0.000000000 seconds]
Epoch Time: 1627300477.155791496 seconds
[Time delta from previous captured frame: 0.000000000 seconds] [Time delta from previous
displayed frame: 0.000000000 seconds] [Time since reference or first frame: 0.000000000
seconds] Frame Number: 1
Frame Length: 64 bytes (512 bits)
Capture Length: 64 bytes (512 bits) [Frame is marked: False]
[Frame is ignored: False]
[Protocols in frame: eth:ethertype:vlan:ethertype:data] Ethernet II, Src:
00:22:bd:cf:b9:01, Dst: 00:22:bd:cf:b9:00
Destination: 00:22:bd:cf:b9:00 Address: 00:22:bd:cf:b9:00
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)
.... ...0 .... .... .... .... = IG bit: Individual address (unicast) Source:
00:22:bd:cf:b9:01
Address: 00:22:bd:cf:b9:01
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)
.... ...0 .... .... .... .... = IG bit: Individual address (unicast) Type: 802.1Q Virtual
LAN (0x8100)
802.1Q Virtual LAN, PRI: 7, DEI: 0, ID: 4033
111. .... .... .... = Priority: Network Control (7) 4 ...0 .... .... .... = DEI: Ineligible
.... 1111 1100 0001 = ID: 4033
Type: Unknown (0x3737) Data (46 bytes)

0000 a9 04 00 00 7d a2 fe 60 47 4f 4c 44 00 0b 0b 0b ....}..`GOLD....
0010 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b ................

0020 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b 0b ..............
Data: a90400007da2fe60474f4c44000b0b0b0b0b0b0b0b0b0b0b… [Length: 46]

キャプチャ中に表示するか、あるいはディスクに保存するパケットを選択するには、

「capture-filterオプションを使用します。キャプチャフィルタは、フィルタ処理中に高率の

キャプチャを維持します。パケットの完全な分析は行われていないので、フィルタフィールド

はあらかじめ決められており、限定されています。

キャプチャファイルのビューを変更するには、display-filterオプションを使用します。ディ

スプレイフィルタでは、完全に分割されたパケットを使用するため、ネットワークトレース

ファイルを分析する際に非常に複雑かつ高度なフィルタリングを実行できます。Ethanalyzer
は、キャプチャしたデータを他のファイルに書き込むように指示されていない場合、キャプ

チャしたデータを一時ファイルに書き込みます。この一時ファイルは、capture-filterオプ

ションに一致するすべてのパケットが一時ファイルに書き込まれますが、display-filter オ
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プションに一致するパケットのみが表示されるため、ユーザの知らない間に表示フィルタが使

用されるとすぐにいっぱいになります。

この例では、limit-captured-framesが 5に設定されています。capture-filterオプションを

使用すると、Ethanalyzerでは、フィルタ host 10.10.10.2に一致する 5つのパケットを表示し
ます。「display-filterオプションを使用すると、Ethanalyzerでは、まず5つのパケットをキャ
プチャし、フィルタ「ip.addr==10.10.10.2」に一致するパケットのみを表示します。

switch(config)# ethanalyzer local interface inband capture-filter "host 10.10.10.2"
limit-captured-frames 5
Capturing on inband
2013-02-10 12:51:52.150404 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.150480 10.10.10.2 -> 10.10.10.1 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.496447 10.10.10.2 -> 10.10.10.1 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.497201 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:53.149831 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
5 packets captured
switch(config)# ethanalyzer local interface inband display-filter "ip.addr==10.10.10.2"
limit-captured-frame 5
Capturing on inband
2013-02-10 12:53:54.217462 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:53:54.217819 10.10.10.2 -> 10.10.10.1 UDP Source port: 3200 Destination
port:
3200
2 packets captured

writeオプションを使用して、後で分析するために Cisco Nexus 9000シリーズスイッチ上のス
トレージデバイスの 1つ（boothflash、logflashなど）にあるファイルにキャプチャデータを書
き込むことができます。キャプチャファイルのサイズは、10 MBに制限されます。

「write」オプションを使用したEthanalyzerのコマンド例は、ethanalyzer local interface inband
writebootflash:capture_file_nameです。次は capture-filterを使用した writeオプションの例と

first-captureの出力ファイル名を示します。

switch(config)# ethanalyzer local interface inband capture-filter "host 10.10.10.2"
limit-captured-frame 5 write ?
bootflash: Filename logflash: Filename slot0: Filename
usb1: Filename
usb2: Filename volatile: Filename
switch(config)# ethanalyzer local interface inband capture-filter "host 10.10.10.2"
limit-captured-frame 5 write bootflash:first-capture

キャプチャデータがファイルに保存されるとき、デフォルトでは、キャプチャされたパケット

はターミナルウィンドウに表示されません。「displayオプションを使用すると、Cisco NX-OS
では、キャプチャデータをファイルに保存しながら、パケットを表示します。
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capture-ring-bufferオプションを使用すると、指定した秒数、指定したファイル数、または

指定したファイルのサイズの後に複数のファイルが作成されます次に、これらのオプションの

定義を示します。

switch(config)# ethanalyzer local interface inband capture-ring-buffer ?
duration Stop writing to the file or switch to the next file after value seconds have
elapsed
files Stop writing to capture files after value number of files were written or begin
again with the first file after value number of files were
written (form a ring buffer)
filesize Stop writing to a capture file or switch to the next file after it reaches a
size of value kilobytes

readオプションを使用すると、デバイス自体に保存されたファイルを読み取ることができま

す。

switch(config)# ethanalyzer local read bootflash:first-capture
2013-02-10 12:51:52.150404 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.150480 10.10.10.2 -> 10.10.10.1 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.496447 10.10.10.2 -> 10.10.10.1 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:52.497201 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200
2013-02-10 12:51:53.149831 10.10.10.1 -> 10.10.10.2 UDP Source port: 3200 Destination
port:
3200

switch(config)# ethanalyzer local read bootflash:first-capture detail Frame 1 (110 bytes
on wire, 78 bytes captured)
-------------------------------SNIP-----------------------------------------------
[Frame is marked: False]
[Protocols in frame: eth:ip:udp:data]
Ethernet II Src: 00:24:98:6f:ba:c4 (00:24:98:6f:ba:c4), Dst: 00:26:51:ce:0f:44
(00:26:51:ce:0f:44)
Destination: 00:26:51:ce:0f:44 (00:26:51:ce:0f:44) Address: 00:26:51:ce:0f:44
(00:26:51:ce:0f:44)
.... ...0 .... .... .... .... = IG bit: Individual address (unicast)
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default) Source:
00:24:98:ce:6f:ba:c4 (00:24:98:6f:ba:c4)
Address: 00:24:98:6f:ba:c4 (00:24:98:6f:ba:c4)
.... ...0 .... .... .... .... = IG bit: Individual address (unicast)
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default) Type:
IP (0x0800)
Internet Protocol, Src: 10.10.10.1 (10.10.10.1), Dst: 10.10.10.2 (10.10.10.2)
Version: 4
Header length: 20 bytes
Differentiated Services Field: 0xc0 (DSC) 0x30: Class Selector 6; ECN: 0x00)
-------------------------------SNIP-----------------------------------------------

サーバまたは PCにファイルを転送し、ファイル。capファイルまたは。pcapファイルを読み
取ることができるWiresharkや他のアプリケーションでそのファイル形式を読み取ることもで
きます。

switch(config)# copy bootflash:first-capture tftp:
Enter vrf (If no input, current vrf 'default' is considered): management
Enter hostname for the tftp server: 192.168.21.22
Trying to connect to tftp server......
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Connection to Server Established. TFTP put operation was successful
Copy complete.

decode-internalオプションは、Nexus 9000のパケット転送方法に関する内部情報を報告しま
す。この情報は、CPUを通過するパケットのフローを理解し、トラブルシューティングするの
に役立ちます。

switch(config)# ethanalyzer local interface inband decode-internal capture-filter "host
10.10.10.2" limit-captured-frame 5 detail
Capturing on inband NXOS Protocol
NXOS VLAN: 0====================->VLAN in decimal=0=L3 interface
NXOS SOURCE INDEX: 1024 ====================->PIXN LTL source index in decimal=400=SUP
inband
NXOS DEST INDEX: 2569====================-> PIXN LTL destination index in
decimal=0xa09=e1/25 Frame 1: (70 bytes on wire, 70 bytes captured)
Arrival Time: Feb 10, 2013 22:40:02.216492000
[Time shift for this packet: 0.000000000 seconds]
Epoch Time: 1627300477.155791496 seconds
[Time delta from previous captured frame: 0.000000000 seconds] [Time delta from previous
displayed frame: 0.000000000 seconds] [Time since reference or first frame: 0.000000000
seconds] Frame Number: 1
Frame Length: 70 bytes Capture Length: 70 bytes [Frame is marked: False]
[Protocols in frame: eth:ip:udp:data]
Ethernet II, Src: 00:26:51:ce:0f:43 (00:26:51:ce:0f:43), Dst: 00:24:98:6f:ba:c3
(00:24:98:6f:ba:c3)
Destination: 00:24:98:6f:ba:c3 (00:24:98:6f:ba:c3) Address: 00:24:98:6f:ba:c3
(00:24:98:6f:ba:c3)
.... ...0 .... .... .... .... = IG bit: Individual address (unicast)
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default) Source:
00:26:51:ce:0f:43 (00:26:51:ce:0f:43)
-------------------------------SNIP-----------------------------------------------

NX-OSインデックスを 16進数に変換してから、Local Target Logic（LTL）インデックスを物
理または論理インターフェイスにマップするために show system internal pixm info ltl {index}
コマンドを使用します。

1つの IPホストとの間でやり取りされるトラフィックのキャプチャ

host 1.1.1.1

IPアドレスの範囲との間でやり取りされるトラフィックのキャプチャ

net 172.16.7.0/24

net 172.16.7.0 mask 255.255.255.0

IPアドレスの範囲からのトラフィックのキャプチャ

src net 172.16.7.0/24

srcnet 172.16.7.0 mask 255.255.255.0

IPアドレスの範囲へのトラフィックのキャプチャ

dst net 172.16.7.0/24

dst net 172.16.7.0 mask 255.255.255.0

UDLD、VTP、CDPのトラフィックのキャプチャ
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UDLDは単方向リンク検出、VTPは VLAN Trunking Protocol、CDPは Cisco Discovery Protocol
です。

ether host 01�00�0c�cc�cc�cc

MACアドレスとの間でやり取りされるトラフィックのキャプチャ

ether host 00�01�02�03�04�05

and = &&

or = ||

Not = !

MAC address format : xx:xx:xx:xx:xx:xx

（注）

一般的なコントロールプレーンプロトコル

• UDLD: Destination Media Access Controller (DMAC) = 01-00-0C-CC-CC-CC and EthType =
0x0111

• LACP: DMAC = 01:80:C2:00:00:02 and EthType = 0x8809. LACP stands for Link Aggregation
Control Protocol

• STP: DMAC = 01:80:C2:00:00:00 and EthType = 0x4242 - or - DMAC = 01:00:0C:CC:CC:CD and
EthType = 0x010B

• CDP: DMAC = 01-00-0C-CC-CC-CC and EthType = 0x2000

• LLDP: DMAC = 01:80:C2:00:00:0E or 01:80:C2:00:00:03 or 01:80:C2:00:00:00 and EthType =
0x88CC

• DOT1X: DMAC = 01:80:C2:00:00:03 and EthType = 0x888E. DOT1X stands for IEEE 802.1x

• IPv6: EthType = 0x86DD

• UDPと TCPのポート番号のリスト

Ethanalyzerは、Cisco NX-OSがハードウェアで転送するデータトラフィックはキャプチャしま
せん。

Ethanalyzerは、tcpdumpと同じキャプチャフィルタ構文を使用します。およびWireshark表示
フィルタ構文を使用します。

次の例では、キャプチャされたデータ（4パケットに限定された）を管理インターフェイス上
に表示します。

switch(config)# ethanalyzer local interface mgmt limit-captured-frames 4
Capturing on eth1

2013-05-18 13:21:21.841182 172.28.230.2 -> 224.0.0.2 BGP Hello (state Standy)
2013-05-18 13:21:21.842190 10.86.249.17 -> 172.28.231.193 TCP 4261 > telnet [AC] Seq=0
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Ack=0 Win=64475 Len=0
2013-05-18 13:21:21.843039 172.28.231.193 -> 10.86.249.17 TELNET Telnet Data ..
2013-05-18 13:21:21.850463 00:13:5f:1c:ee:80 -> ab:00:00:02:00:00 0x6002 DEC DN

Remote Console
4 packets captured

次の例では、1つの HSRPパケットについてキャプチャしたデータの詳細を表示します。

switch(config)# ethanalyzer local interface mgmt capture-filter "udp port 1985"
limit-captured-frames 1
Capturing on eth1
Frame 1 (62 bytes on wire, 62 bytes captured)
Arrival Time: May 18, 2013 13:29:19.961280000
[Time delta from previous captured frame: 1203341359.961280000 seconds]
[Time delta from previous displayed frame: 1203341359.961280000 seconds]
[Time since reference or first frame: 1203341359.961280000 seconds]
Frame Number: 1
Frame Length: 62 bytes
Capture Length: 62 bytes
[Frame is marked: False]
[Protocols in frame: eth:ip:udp:hsrp]

Ethernet II, Src: 00:00:0c:07:ac:01 (00:00:0c:07:ac:01), Dst: 01:00:5e:00:00:02
(01:00:5e:00:00:02)
Destination: 01:00:5e:00:00:02 (01:00:5e:00:00:02)
Address: 01:00:5e:00:00:02 (01:00:5e:00:00:02)
.... ...1 .... .... .... .... = IG bit: Group address (multicast/broadcast)
.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)
Source: 00:00:0c:07:ac:01 (00:00:0c:07:ac:01)
Address: 00:00:0c:07:ac:01 (00:00:0c:07:ac:01)

.... ...0 .... .... .... .... = IG bit: Individual address (unicast)

.... ..0. .... .... .... .... = LG bit: Globally unique address (factory default)

Type: IP (0x0800)
Internet Protocol, Src: 172.28.230.3 (172.28.230.3), Dst: 224.0.0.2 (224.0.0.2)
Version: 4
Header length: 20 bytes
Differentiated Services Field: 0xc0 (DSCP 0x30: Class Selector 6; ECN: 0x00)
1100 00.. = Differentiated Services Codepoint: Class Selector 6 (0x30)
.... ..0. = ECN-Capable Transport (ECT): 0
.... ...0 = ECN-CE: 0

Total Length: 48
Identification: 0x0000 (0)
Flags: 0x00
0... = Reserved bit: Not set
.0.. = Don't fragment: Not set
..0. = More fragments: Not set
Fragment offset: 0
Time to live: 1
Protocol: UDP (0x11)
Header checksum: 0x46db [correct]
[Good: True]
[Bad : False]

Source: 172.28.230.3 (172.28.230.3)
Destination: 224.0.0.2 (224.0.0.2)
User Datagram Protocol, Src Port: 1985 (1985), Dst Port: 1985 (1985)
Source port: 1985 (1985)
Destination port: 1985 (1985)
Length: 28

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
213

トラブルシューティングのツールと方法論

Ethanalyzerの使用



Checksum: 0x8ab9 [correct]
[Good Checksum: True]
[Bad Checksum: False]

Cisco Hot Standby Router Protocol
Version: 0
Op Code: Hello (0)
State: Active (16)
Hellotime: Default (3)
Holdtime: Default (10)
Priority: 105
Group: 1
Reserved: 0Authentication Data: Default (cisco)
Virtual IP Address: 172.28.230.1 (172.28.230.1)

1 packets captured

次の例では、表示フィルタを使用して、アクティブなHSRP状態のHSRPパケットのみを表示
します。

switch(config)# ethanalyzer local interface mgmt display-filter "hsrp.state==Active"
limit-captured-frames 2
Capturing on eth1

2013-05-18 14:35:41.443118 172.28.230.3 -> 224.0.0.2 HSRP Hello (state Active)
2013-05-18 14:35:44.326892 172.28.230.3 -> 224.0.0.2 HSRP Hello (state Active)
2 packets captured

Ethanalyzerバックグラウンドキャプチャプロセスおよびインバンドパケットの自動収集

Ethanalyzerは、インバンドパケットをキャプチャするバックグラウンドタスクとして実行で
きます。インバンドパケットデータは PCAPファイルの RAMメモリに保持されます。設定
可能な制限された量のPCAPデータ（設定可能なファイルサイズで設定可能な数のファイル）
をいつでも使用できます。制限に達すると、最も古いファイルが周期的に現在のキャプチャで

上書きされます。

Ethanalyzerのバックグラウンドタスクによってキャプチャされたデータは RAM内にあり、
ブートフラッシュ領域を占有せずに周期的に上書きされます。ユーザがデータを確認できるよ

うにするには、スナップショットを取得する必要があります。 RAMから表示のための不揮発
性ストレージ（ブートフラッシュ）へのPCAP形式のバックグラウンドプロセスにより取得さ
れるパケットキャプチャ情報をコピーします。スナップショットを作成する場合は、使用可能

なブートフラッシュ領域を考慮する必要があります。

スナップショットは、CLIを介してユーザが手動でトリガーできます。EEMポリシーは、特定
のイベントでスナップショットをトリガーするためにも使用できます。トリガーの使用例とし

て、インバンドレートが定義されたしきい値を超えた場合、CoPPドロップがしきい値を超え
た場合などがあります。スナップショットは、イベントの発生時点までにどのパケットがイン

バンドにヒットしていたかを示します。

レートをモニタする場合、ユーザが通常予想するレートまたは許容レートを超えるしきい値を

設定する必要があります。これは、問題以外のアラートの超過を回避するために設定する必要

があります。以下の自動収集EEMポリシーで最大トリガーを増やす場合は、注意が必要です。

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
214

トラブルシューティングのツールと方法論

Ethanalyzerの使用



これらのプラクティスに従わないと、無関係な PCAPデータが大量にスナップショット化さ
れ、ブートフラッシュがいっぱいになる可能性があります。

Ethanalyzerは、バックグラウンドセッションの有効化と設定、セッションの開始と停止、
Ethanalyzer情報のスナップショット、およびバックグラウンドセッションステータスを確認
するための showコマンドを追加するための CLIを追加しました。すべての CLIは有効から実
行します。

Ethanalyzerバックグラウンドキャプチャプロセスに関する注意事項と制限事項

• Ethanalyzerバックグラウンドプロセスでは、ストレージ容量が制限されている /tmpディ
レクトリに .pcapファイルを保存します。すべての .pcapファイルの合計サイズが、使用

可能な /tmp のストレージ容量を超えないようにする必要があります。

Ethanalyzer .pcapファイルに必要な合計スペースを計算するには、次の式を使用します。

fileSize * numFiles < Available /tmp Space

Ethanalyzerバックグラウンドプロセスを開始する前に、次のコマンドを使用して /tmpス
トレージの可用性を検証します：

bash-4.4# df -k /tmp
Filesystem 1K-blocks Used Available Use% Mounted on
none 614400 2760 611640 1% /var/volatile/tmp

• Ethanalyzerのバックグラウンドセッションを再起動すると、/tmp内の以前にキャプチャ
されたすべての .pcapファイルが削除されます。ユーザは、再起動する前に ethanalyzer
copy-background-snapshotコマンドを使用して、重要なデータを永続ストレージ（/bootflash
など）にコピーする必要があります。

次のコマンドを使用して、再起動する前に .pcapファイルをブートフラッシュにコピーし
ます：

ethanalyzer copy-background-snapshot

•スナップショットは /tmpからブートフラッシュにコピーされるため、スナップショット
を取得する前に使用可能なブートフラッシュ領域を考慮してください。ブートフラッシュ

領域が不足していると、スナップショットが失敗したり、データストレージが不完全に

なったりする可能性があります。

スペースを節約するには、圧縮 tarオプションを使用します：
ethanalyzer copy-compressed-background-snapshot

• EventManager（EEM）ポリシーを使用して、インバンドレートしきい値やCoPPドロップ
などのイベントに基づいてスナップショットをトリガーします。過度なアラートや無関係

なデータスナップショットにより、ブートフラッシュが不必要にいっぱいになるのを避け

るために、max-triggersパラメータは慎重に構成してください。

•バックグラウンドプロセスでは、/tmpを超えるストレージロールオーバーは自動的に管
理されません。/tmpストレージがいっぱいにならないようにするには、パラメータを適切
に構成する必要があります。

• /tmpストレージがいっぱいになると、収集されたデータが失われる可能性があります。
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表 6 : Ethanalyzer CLI

説明CLI

循環バッファのキャプチャパケットの

Ethanalyzerバックグラウンドプロセス/セッ
ションのパラメータを設定します。

• Filename: Ethanalyzerバックグラウンド
キャプチャプロセスによって保存された

バックグラウンドパケットキャプチャ

ファイル名。

• Filesize:一時バッファ内の個々のキャプ
チャファイルのサイズ。値の範囲は 1〜
65536 KBです。

• Numfiles:一時バッファに保存される最大
pcapファイルの数。値の範囲は 2〜16で
す。

• Session: Ethanalyzerバックグラウンドキャ
プチャセッションを有効または無効にし

ます。

ethanalyzer background-session config
<filename|filesize|numfiles|session>

Ethanalyzerバックグラウンドキャプチャセッ
ションを開始/再起動します。

ethanalyzer background-session restart

Ethanalyzerバックグラウンドキャプチャセッ
ションを停止します。

ethanalyzer background-session stop

Ethanalyzerバックグラウンドキャプチャセッ
ションの詳細を表示します。

show ethanalyzer background-session processes

Ethanalyzerバックグラウンドキャプチャセッ
ション設定ファイルを出力します。

show ethanalyzer background-session config

一時バッファにキャプチャされたファイルを

ブートフラッシュにコピーします。ファイル

は pcap形式です。

ethanalyzer copy-background-snapshot

一時バッファにキャプチャされたファイルを

tarし、tarファイルをブートフラッシュにコ
ピーします。

（注）

この CLIを複数回発行すると、古い tarファ
イルが削除されます。古い tarファイルがブー
トフラッシュに存在する場合は、コピーする

ことを推奨します。

ethanalyzer copy-compressed-background-snapshot
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Cisco NX-OSリリース 10.1(2) Ethanalyzer Autocollection CLIは、すべての Cisco Nexus 9000シ
リーズプラットフォームでサポートされます。

Ethanalyzer Autocollection CLI警告

Ethnalyzer Autocollection CLIの警告は次のとおりです。

•バックグラウンドプロセスに変更が加えられるたびに、Ethanalyzerバックグラウンドプ
ロセスを再起動/開始する必要があります。設定が変更されると、次の警告メッセージが
ユーザに表示されます。

「設定の変更を有効にするには、Ethanalyzerバックグラウンドプロセスを再起動してくだ
さい。（Please restart the Ethanalyzer background process for any config change to take effect.）」

•スーパーバイザの冗長性がサポートされているプラットフォームでは、アクティブなスー
パーバイザのスイッチオーバーによって、Ethanalyzerのバックグラウンドキャプチャプロ
セスが自動的に開始されないことがあります。ユーザは、Ethanalyzerバックグラウンドプ
ロセスを手動で再起動する必要があります。スイッチオーバー後にEthanalyzerバックグラ
ウンドプロセスを自動的に開始する場合は、アクティブスーパーバイザでセッションイ

ネーブルを設定し、スイッチをリロードして有効にする必要があります。この後、スイッ

チオーバーが発生した場合でも、新しくアクティブになったスーパーバイザでEthanalyzer
バックグラウンドキャプチャプロセスが自動的に開始されます。

CLIの例

CLI出力の例：すべてのコマンドはイネーブルモードから実行されます。

ステップ 1：バックグラウンドで実行されている Ethanalyzerセッションを有効にします。

switch# ethanalyzer background-session config session enable

switch# dir bootflash: | include dump
1087 Jan 29 13:55:46 2021 dumpcap_bg_session_configuration.xml

switch# show ethanalyzer background-session config
<?xml version="1.0"?>
<!-- This document contains configuration settings for background packet -->
<!-- capture session to execute in ring buffer mode. Please modify the settings
based on system resources -->
<!-- path: background packet capture directory where ring buffer files w
ill be saved -->
<!-- filename: background packet capture file name saved by dumpcap. Files w
ill be generated as filename_number_date format -->
<!-- filesize: Size of individual ring buffer file in kB. Note that the file
size is limited to a maximum value of 65536 kB-->
<!-- num_of_files: value begin again with the first file after value number of f
iles were written (form a ring buffer). The maximum value should be equal to 16
-->
<!-- session: Enable/disable background packet capture session process. App
licable for both boot-up as well as session restart -->
<ethanalyzer_config>

<filepath>/tmp/dumpcap_bg_session_files/</filepath>
<filename>capture</filename>
<filesize>2048</filesize>
<numfiles>2</numfiles>
<session>enable</session>

</ethanalyzer_config>
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次に、CLIの出力を示します。

switch# ethanalyzer background-session restart
root 30038 1 0 13:58 ttyS0 00:00:00 /usr/bin/dumpcap -n -b filesize:
2048 -b files:2 -i ps-inb -Z none -w /tmp/dumpcap_bg_session_files/capture.pcap

ステップ 2：バックグラウンドセッション設定パラメータの確認

switch# show ethanalyzer background-session process

ステップ 3：バックグラウンド Ethanalyzerプロセスの開始

switch# ethanalyzer background-session restart

ステップ 4：Ethanalyzerバックグラウンドキャプチャセッションの実行の確認

switch# ethanalyzer background-session processes
Background session of packet analyzer:
root 17216 1 4 12:43 ttyS0 00:00:00 /usr/bin/dumpcap -n -b filesize:2048 -b files:2 -i
ps-inb -Z none -w /tmp/dumpcap_bg_session_files/capture.pcap
switch#

使用例：CLIを実行してスナップショットをキャプチャして表示する
switch# ethanalyzer copy-background-snapshot

Copy packet analyzer captured frames to bootflash...
Copied snapshot files :

72 -rw-rw-rw- 1 root root 65844 Jan 21 00:21
CAPTURE_00001_20210121001903.pcap

switch# ethanalyzer copy-compressed-background-snapshot

Copy packet analyzer captured compressed frames to bootflash...
Copied snapshot files :

28 -rw-r--r-- 1 root root 27181 Jan 21 00:22 CAPTURE.tar.gz

使用例：Ethanalyzerスナップショットの自動収集のトリガーとしてインバンドレートモニタ
リングを使用する。

表 7 :インバンドレートモニタリング CLIオプション

説明CLI

system inband cpu-mac log threshold rx rx_pps tx
tx_pps throttle secondsrx_pps, tx_pps: 0-1500000
Inband rx/tx pps rate that needs to be logged when
exceededseconds: log throttle interval (maximum 1
exceed log per defined interval)

設定モード

show system inband cpu-mac log threshold" to
display settings

有効モード（Enable Mode）

off（PPS値 0）、スロットル間隔 120秒。デフォルト

前のセクションで説明したように、Ethanalyzerバックグラウンドプロセス機能が設定され、
実行されていることが前提となります。この使用例にはデモまたはサンプル目的のサンプル

レートがありますが、ユーザはロギングに値すると考えられる現実的なレートを使用する必要
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があります。ユーザの要件を超えるしきい値は、非問題のアラートの超過を回避するために通

知する必要があります。

以下の自動収集 EEMポリシーで最大トリガーを増やす場合は注意が必要です。これらの方法
に従わないと、大量のPCAPデータがスナップショット化され、ブートフラッシュがいっぱい
になる可能性があります。

max-triggersパラメータは、アクティブなスーパーバイザのブートフラッシュ
（bootflash:eem_snapshots）の eem_snapshotsディレクトリに永続的に保存されているスナップ
ショットファイルの量に対してチェックされます。スーパーバイザスイッチオーバーの場合、

新しくアクティブになったスーパーバイザの収集数は、以前にアクティブだったスーパーバイ

ザの収集数とは異なる場合があり、その結果、自動収集が再開されるかどうかが決まります。

自動収集の再開は、新しくアクティブになったスーパーバイザのブートフラッシュに存在する

スナップショットバンドルによって異なります。

指定されたディレクトリ内のファイルの量が max-triggersと一致すると、自動収集は停止しま
す。再度開始するには、ユーザがディレクトリからスナップショットファイルを削除して、

ファイル数をmax-triggersよりも少ない「値」にし、別の量（max-triggersから「value」を引い
た数）の自動収集を許可する必要があります。詳細については、「トリガーベースのイベント

ログの自動収集」の項を「Embedded Event Managerの設定」の章で参照してください。

（注）

ステップ 1：インバンドレートモニタリングを有効にする
switch(config)# system inband cpu-mac log threshold rx 400 tx 4000 throttle 60
switch# show system inband cpu-mac log threshold
Thresholds Rx: 400 PPS, Tx; 4000 PPS
Log throttle interval: 60 seconds

「トリガーベースのイベントログの自動収集」の項を「Embedded Event Managerの設定」の章
で説明されているように、トリガーベースのログファイルの自動収集を利用して、ディレクト

リを作成します（次の例では、ディレクトリの名前は「auto_collect」です）。 EEMポリシー
を作成または有効にすると、イベントログと ethanalyzer pcapの組み込みスナップショット収
集が有効になります。

ステップ 2：ディレクトリを作成する

create auto_collect directory
switch# pwd
bootflash:
switch# cd scripts
switch# mkdir auto_collect

ステップ 3：イベントマネージャポリシーを有効にする
switch(config)# event manager applet syslog_trigger override __syslog_trigger_default

switch(config-applet)# action 1.0 collect auto_collect rate-limit 60 max-triggers 3
$_syslog_msg

これにより、60秒あたり最大 1xの自動収集が有効になり、同じトリガーに対して合計で最大
3回、同じ syslogトリガーに対して最大 max-triggers x num_files pcapファイルを保存します
（例：3 x 2 = 6ファイル）。
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上記の使用例：大量の ICMP要求を起動するホスト 20.1.1.100の誤動作を特定します。
switch#
2021 Jan 29 15:15:27 switch %KERN-1-SYSTEM_MSG: [17181.984601] Inband Rx threshold 400
PPS reached. - kernel
2021 Jan 29 15:15:28 switch %KERN-1-SYSTEM_MSG: [17182.997911] Inband Rx threshold 400
PPS reached. - kernel
switch# show system internal event-logs auto-collect history
DateTime Snapshot ID Syslog
Status/Secs/Logsize(Bytes)
2021-Jan-29 15:15:30 620969861 KERN-1-SYSTEM_MSG
PROCESSED:1:7118865
2021-Jan-29 15:15:30 201962781 KERN-1-SYSTEM_MSG
DROPPED-LASTACTIONINPROG
2021-Jan-29 15:15:29 620969861 KERN-1-SYSTEM_MSG PROCESSING
...
switch# dir bootflash: | include capture

2048040 Jan 29 15:15:29 2021 capture_00004_20210129150732.pcap
169288 Jan 29 15:15:29 2021 capture_00005_20210129151528.pcap

...

バックグラウンドプロセスでキャプチャされたファイルをデコードするには、シスコTACチー
ムにお問い合わせください。

使用例：カスタム（非組み込みの自動コレクション YAML）トリガーの使用（CoPPドロップ
しきい値超過）

前提条件は次のとおりです。

1.前述のように、Ethanalyzerバックグラウンドプロセス機能が設定され、実行されています。

2.前の使用例のステップ 2とステップ 3が完了しています。

ドロップが発生する理由を学習するクラスの CoPPしきい値ロギングを有効にします。詳細に
ついては、CoPP設定ガイド（参照）を参照してください。

この例では、ARPを含むクラス copp-class-normalの場合、しきい値は 1000000に設定され、ロ
ギングレベルは 1（autocollectに対応できる十分な高さ）に設定されます。
class copp-class-normal

logging drop threshold 1000000 level 1

前の使用例で使用したものと同じディレクトリ（bootflash:scripts/auto_collect）で、ファイル
copp.yamlを次のように追加します（copp =コンポーネント名）。
#*********************************************************************
#
# File: comp specific yaml
# Author:
#
# Description: Module Makefile
#
#
# Copyright (c) 2019 by cisco Systems, Inc.
# All rights reserved.
#
#
# $Id: comp specific yaml $
# $Source: $
# $Author: $
#
#*********************************************************************
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version: 1
components:

copp:
default:
copp_drops1:
serviceCOPP:
match: CoPP drops exceed threshold
commands: ethanalyzer copy-background-snapshot

上記の使用例：クラスで CoPPドロップを引き起こす大量の ARP要求を特定します。
switch#
2021 Jan 29 15:49:47 switch %COPP-1-COPP_DROPS1: CoPP drops exceed threshold in class:
copp-class-normal-log,
check show policy-map interface control-plane for more info.
switch# show policy-map interface control-plane class copp-class-normal-log
Control Plane

Service-policy input: copp-policy-strict-log

class-map copp-class-normal-log (match-any)
match access-group name copp-acl-mac-dot1x-log
match protocol arp
set cos 1
threshold: 1000000, level: 1
police cir 1400 kbps , bc 32000 bytes
module 1 :
transmitted 25690204 bytes;
5-minute offered rate 168761 bytes/sec
conformed 194394 peak-rate bytes/sec
at Fri Jan 29 15:49:56 2021

dropped 92058020 bytes;
5-min violate rate 615169 byte/sec
violated 698977 peak-rate byte/sec at Fri Jan 29 15:49:56 2021

switch#
switch# show system internal event-logs auto-collect history
DateTime Snapshot ID Syslog
Status/Secs/Logsize(Bytes)
2021-Jan-29 15:49:57 1232244872 COPP-1-COPP_DROPS1 RATELIMITED
2021-Jan-29 15:49:50 522271686 COPP-1-COPP_DROPS1
PROCESSED:1:11182862
2021-Jan-29 15:49:48 522271686 COPP-1-COPP_DROPS1 PROCESSING
...
switch# dir bootflash: | include capture

2048192 Jan 29 15:49:49 2021 capture_00038_20210129154942.pcap
1788016 Jan 29 15:49:49 2021 capture_00039_20210129154946.pcap

....

SSOの動作

スタンバイスーパーバイザがバックグラウンドプロセス設定 session = disableで起動した場
合、ユーザはこのスーパーバイザがアクティブになったときにプロセスを再起動する必要が

あります。

参考資料

• Wireshark：CaptureFilters

• Wireshark：DisplayFilters
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•『Cisco Nexus 9000シリーズ NX-OS Layer 2スイッチング設定ガイド』

•『Cisco Nexus 9000シリーズ NX-OS VXLAN設定ガイド』

•『Cisco Nexus 9000 NX-OSインターフェイス設定ガイド』

•『Cisco Nexus 9000シリーズ NX-OSユニキャストルーティング設定ガイド』

SNMPおよび RMONのサポート
Cisco NX-OSは、管理情報ベース（MIB）と通知（トラップと情報）を含む広範な SNMPv1、
v2、および v3のサポートを提供します。

SNMP標準では、Cisco NX-OSを管理しモニタリングする各MIBをサポートするサードパー
ティ製アプリケーションを使用できます。

SNMPv3はさらに広範なセキュリティ機能を提供します。各デバイスでSNMPサービスを有効
または無効にするように選択できます。また、各デバイスで SNMP v1および v2要求の処理方
法を設定できます。

Cisco NX-OSは、リモートモニタリング（RMON）アラームおよびイベントもサポートしま
す。RMONアラームとイベントは、ネットワーク動作の変化に基づいて、しきい値の設定や通
知の送信のメカニズムを提供します。

[アラームグループ（Alarm Group）]では、アラームを設定できます。アラームは、デバイス
内の 1つまたは複数のパラメータに設定できます。たとえば、デバイスの CPU使用率の特定
のレベルに対して RMONアラームを設定できます。EventGroupを使用すると、アラーム条件
に基づいて実行するアクションであるイベントを設定できます。サポートされるイベントのタ

イプには、ロギング、SNMPトラップ、およびログアンドトラップが含まれます。

SNMPおよび RMONの設定の詳細については、「Cisco Nexus 9000シリーズ NX-OSシステム

管理設定ガイド」を参照してください。

PCAP SNMPパーサーの使用
PCAP SNMPパーサーは、.pcap形式でキャプチャされた SNMPパケットを分析するツールで
す。スイッチ上で動作し、スイッチに送信されるすべての SNMP get、getnext、getbulk、set、
trap、および response要求の統計情報レポートを生成します。

PCAP SNMPパーサーを使用するには、次のいずれかのコマンドを使用します。

• debug packet-analysis snmp [mgmt0 | inband] duration seconds [output-file] [keep-pcap]—Tshark
を使用して指定の秒数間のパケットをキャプチャし、一時 .pcapファイルに保存します。
次に、その .pcapファイルに基づいてパケットを分析します。

結果は出力ファイルに保存されます。出力ファイルが指定されていない場合は、コンソー

ルに出力されます。keep-pcapオプションを使用する場合を除き、一時 .pcapファイルはデ
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フォルトで削除されます。パケットキャプチャは、デフォルトの管理インターフェイス

（mgmt0）、または帯域内インターフェイスで実行できます。

例：

switch# debug packet-analysis snmp duration 100

switch# debug packet-analysis snmp duration 100 bootflash:snmp_stats.log

switch# debug packet-analysis snmp duration 100 bootflash:snmp_stats.log keep-pcap

switch# debug packet-analysis snmp inband duration 100

switch# debug packet-analysis snmp inband duration 100 bootflash:snmp_stats.log

switch# debug packet-analysis snmp inband duration 100 bootflash:snmp_stats.log
keep-pcap

• debug packet-analysis snmp input-pcap-file [output-file]：既存の .pcapファイルにあるキャプ
チャしたパケットを分析します。

例：

switch# debug packet-analysis snmp bootflash:snmp.pcap

switch# debug packet-analysis snmp bootflash:snmp.pcap bootflash:snmp_stats.log

次に、debug packet-analysis snmp [mgmt0 | inband] durationコマンドの統計情報レポートの例
を示します。:
switch# debug packet-analysis snmp duration 10
Capturing on eth0
36
wireshark-cisco-mtc-dissector: ethertype=0xde09, devicetype=0x0
wireshark-broadcom-rcpu-dissector: ethertype=0xde08, devicetype=0x0

Started analyzing. It may take several minutes, please wait!

Statistics Report
-----------------------------------------
SNMP Packet Capture Duration: 0 seconds
Total Hosts: 1
Total Requests: 18
Total Responses: 18
Total GET: 0
Total GETNEXT: 0
Total WALK: 1 (NEXT: 18)
Total GETBULK: 0
Total BULKWALK: 0 (BULK: 0)
Total SET: 0
Total TRAP: 0
Total INFORM: 0

Hosts GET GETNEXT WALK(NEXT) GETBULK BULKWALK(BULK) SET TRAP INFORM RESPONSE
------------------------------------------------------------------------------------------
10.22.27.244 0 0 1(18) 0 0(0) 0 0 0 18

Sessions
--------
1
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MIB Objects GET GETNEXT WALK(NEXT) GETBULK(Non_rep/Max_rep) BULKWALK(BULK,
Non_rep/Max_rep)
---------------------------------------------------------------------------------------------
ifName 0 0 1(18) 0 0

SET Hosts
--------------------
0 10.22.27.244

RADIUSを利用
RADIUSプロトコルは、ヘッドエンドの RADIUSサーバとクライアントデバイス間で、属性
またはクレデンシャルを交換するために使用されるプロトコルです。これらの属性は、次の 3
つのサービスクラス（CoS）に関連しています。

•認証

•許可

•アカウンティング

認証は、特定のデバイスにアクセスするユーザの認証を意味しています。RADIUSを使用し
て、Cisco NX-OSデバイスにアクセスするユーザアカウントを管理できます。デバイスへのロ
グインを試みると、Cisco NX-OSによって、中央のRADIUSサーバの情報に基づいてユーザ検
証が行われます。

許可は、認証されたユーザのアクセス許可範囲を意味しています。ユーザに割り当てたロール

は、ユーザにアクセスを許可する実デバイスのリストとともに、RADIUSサーバに保管できま
す。ユーザが認証されると、デバイスはRADIUSサーバを参照して、ユーザのアクセス範囲を
決定します。

アカウンティングは、デバイスの管理セッションごとに保管されるログ情報を意味していま

す。この情報を使用して、トラブルシューティングおよびユーザアカウンタビリティのレポー

トを生成できます。アカウンティングは、ローカルまたはリモートで実装できます（RADIUS
を使用して）。

次に、アカウンティングログエントリを表示する例を示します。

switch# show accounting log
Sun May 12 04:02:27 2007:start:/dev/pts/0_1039924947:admin
Sun May 12 04:02:28 2007:stop:/dev/pts/0_1039924947:admin:vsh exited normally
Sun May 12 04:02:33 2007:start:/dev/pts/0_1039924953:admin
Sun May 12 04:02:34 2007:stop:/dev/pts/0_1039924953:admin:vsh exited normally
Sun May 12 05:02:08 2007:start:snmp_1039928528_172.22.95.167:public
Sun May 12 05:02:08 2007:update:snmp_1039928528_172.22.95.167:public:Switchname

アカウンティングログは、各セッションの最初と最後（開始と終了）だけを表示します。（注）

Cisco Nexus 9000シリーズ NX-OSトラブルシューティングガイド、リリース 10.6(x)
224

トラブルシューティングのツールと方法論

RADIUSを利用



syslogの使用
システムメッセージロギングソフトウェアを使用して、メッセージをログファイルに保存す

るか、または他のデバイスに転送します。この機能では、次のことができます。

•モニタリングおよびトラブルシューティングのためのログ情報の記録

•キャプチャするログ情報のタイプの選択

•キャプチャするログ情報の宛先の選択

syslogを使用してシステムメッセージを時間順にローカルに保存したり、中央の syslogサーバ
にこの情報を送信したりできます。syslogメッセージをコンソールに送信してすぐに使用する
こともできます。これらのメッセージの詳細は、選択した設定によって異なります。

syslogメッセージは、重大度に応じて、debugから criticalまでの 7つのカテゴリに分類されま
す。デバイス内の特定のサービスについて、レポートされる重大度を制限できます。たとえ

ば、OSPFサービスのデバッグイベントのみを報告し、BGPサービスのすべての重大度レベル
のイベントを記録することができます。

ログメッセージは、システム再起動後には消去されています。ただし、重大度が Critical以下
（レベル 0、1、2）の最大 100個のログメッセージはNVRAMに保存されます。このログは、
show logging nvramでいつでも表示できます。コマンドを使用します。

ログレベル

Cisco NX-OSでは、次のロギングレベルがサポートされています。

• 0-emergency（緊急）

• 1-alert（警報）

• 2-critical（重大）

• 3-error（エラー）

• 4-warning（警告）

• 5-notification（通知）

• 6-informational（情報）

• 7-debugging（デバッグ）

デフォルトでは、デバイスにより、正常だが重要なシステムメッセージがログファイルに記

録され、それらのメッセージがシステムコンソールに送信されます。ユーザは、ファシリティ

タイプおよび重大度に基づいて、保存するシステムメッセージを指定できます。リアルタイム

のデバッグおよび管理を強化するために、メッセージにはタイムスタンプが付加されます。
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Telnetまたは SSHへのロギングのイネーブル化
システムロギングメッセージは、デフォルトまたは設定済みのロギングファシリティおよび

重大度の値に基づいてコンソールに送信されます。

•コンソールのロギングをディセーブルにするには、no logging consoleコマンドをコンフィ
ギュレーションモードで使用します。

• Telnetまたは SSHのロギングを有効にするには、 terminal monitorコマンドを実行しま
す。

•コンソールセッションへのロギングをディセーブルまたはイネーブルにすると、その状態
は、それ以後のすべてのコンソールセッションに適用されます。ユーザがセッションを終

了して新規のセッションに再びログインした場合、状態は維持されています。ただし、

TelnetセッションまたはSSHセッションへのロギングをイネーブルまたはディセーブルに
すると、その状態はそのセッションだけに適用されます。ユーザがセッションを終了した

あとは、その状態は維持されません。

この項で説明している no logging consoleコマンドは、コンソールロギングをディセーブルに
し、デフォルトでイネーブルになっています。

switch(config)# no logging console

この項で説明している terminal monitorコマンドは、Telnetまたは SSHのロギングを有効に
し、デフォルトではディセーブルになっています。

switch# terminal monitor

syslogの設定の詳細については、『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』を参照してください。

SPANの使用
スイッチドポートアナライザ（SPAN）ユーティリティを使って、詳細なトラブルシューティ
ングの実行または特定のアプリケーションホストからトラフィックのサンプルを取得し、プロ

アクティブなモニタリングと分析を行うことができます。

デバイス設定を修正しても解決できない問題がネットワークにある場合は、通常、プロトコル

レベルを調べる必要があります。debugコマンドを使用すれば、エンドノードとデバイス間
の制御トラフィックを調べることができます。ただし、特定のエンドノードを発信元または宛

先とするすべてのトラフィックに焦点を当てる必要がある場合は、プロトコルアナライザを使

用してプロトコルトレースをキャプチャします。

プロトコルアナライザを使用するには、分析対象のデバイスへのラインにアナライザを挿入す

る必要があります。このとき、デバイスとの入出力（I / O）は中断されます。

イーサネットネットワークでは、SPANユーティリティを使用してこの問題を解決できます。
SPANを使用すると、すべてのトラフィックのコピーを取得して、デバイス内の別のポートに
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転送できます。このプロセスはどの接続デバイスも中断せず、ハードウェア内で実施されるの

で不要な CPU負荷を防ぎます。

SPANを使用すると、デバイス内で独立した SPANセッションが作成されます。フィルタを適
用して、受信したトラフィックまたは送信したトラフィックのみをキャプチャできます。

SPANユーティリティを開始するには、span session span-numコマンドを使用します。ここで
span-numは特定のSPANセッションを示します。このコマンドを入力すると、サブメニューが
表示され、宛先インターフェイスと送信元 VLANを設定できます。
switch2# config terminal
switch2(config)# span session 1 <<=== Create a span session
switch2(config-span)# source interface e1/8 <<=== Specify the port to be spanned
switch2(config-span)# destination interface e1/3 <<==== Specify the span destination
port
switch2(config-span)# end
switch2# show span session 1
Session 1 (active)
Destination is e1/3
No session filters configured
Ingress (rx) sources are
e1/8,
Egress (tx) sources are
fe1/8,

SPANの設定の詳細については、『Cisco Nexus 9000 Series NX-OS System Management Configuration
Guide』を参照してください。

SPAN整合性チェッカー
SPAN整合性チェッカーは、スーパーバイザ、ラインカード、およびハードウェアテーブルの
プログラムと整合性設定のチェックを実行します。スイッチでSPANを設定すると、その状態
がソフトウェア、ストレージ、ラインカード、およびハードウェアテーブルにプログラムさ

れます。これらの状態が互いに同期していない場合、SPANセッションは失敗します。SPAN
整合性チェッカーは、即座に修正できる SPANセッションの不整合を識別するのに役立ちま
す。

cc_monitor_session.pyは、SPAN整合性チェッカーの Pythonスクリプトです。この Pythonス
クリプトは、スーパーバイザ、ラインカード、およびハードウェアテーブルの状態を取得し、

すべての状態が互いに同期しているかどうかを確認します。

次に、SPAN整合性チェッカーの CLIを示します。
show consistency-checker monitor session {<session-id> | all}

このCLIは、バックエンドで Pythonスクリプトを実行し、SPAN整合性チェッカーの出力を表
示します。出力は次のとおりです。

switch# show consistency-checker monitor session 1
Monitor Consistency Check : PASSED
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sFlowを使用
サンプリングされた Flow（sFlow）を使用すると、スイッチやルータを含むデータネットワー
ク内のリアルタイムトラフィックをモニターできます。sFlowでは、トラフィックをモニタす
るためにスイッチとルータ上の sFlowエージェントソフトウェアでサンプリングメカニズム
を使用して、サンプルデータを中央のデータコレクタに転送します。sFlowの詳細について
は、RFC 3176を参照してください。

Cisco NX-OSソフトウェアに組み込まれている sFlowエージェントは、サンプリングされるパ
ケットのデータソースに関連付けられたインターフェイスカウンタを定期的にサンプリング

またはポーリングします。

sFlow構成の詳細については、『Cisco Nexus 9000 Series NX-OS System Management Configuration
Guide』を参照してください。

sFlow整合性チェッカー
sFlow整合性チェッカーは、スーパーバイザーとラインカードハードウェアテーブルのプロ
グラムと整合性構成のチェックを実行します。スイッチで sFlowを構成すると、その状態がソ
フトウェア、ストレージ、ラインカード、およびハードウェアテーブルにプログラムされま

す。しかし、Cisco Nexus 9808スイッチでは、整合性チェッカーは、スーパーバイザーとライ
ンカードハードウェア抽象化レイヤーのプログラムと整合性構成のチェックを実行します。

スイッチ上で sFlowを構成中、状態が互いに同期していない場合、SPANセッションは失敗し
ます。sFlow整合性チェッカーは、即座に修正できる sFlowセッションの不整合を識別するの
に役立ちます。

sFlow整合性チェッカーを使用して、sFlowスーパーバイザプロセスの構成の整合性を検証で
きます。

sFlow整合性チェッカーは、sFlowプロセスのデータ送信元に関連する sFlow構成情報のみを
検証します。

（注）

次に、sFlow整合性チェッカーのコマンドを示します。
switch(config)# show consistency-checker sflow

次に、出力例を示します。

switch(config)# show consistency-checker sflow
SFLOW CC validation start:
passed for interface ethernet 1/15
Consistency checker passed for SFLOW
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ブルービーコン機能の使用
一部のプラットフォームでは、プラットフォームの LEDを点滅させることができます。この
機能は、ローカル管理者がトラブルシューティングや交換のためにハードウェアを迅速に識別

できるように、ハードウェアをマークするのに便利な方法です。

ハードウェアエンティティの LEDを点滅させるには、次のコマンドを使用します。

目的コマンド

シャーシLEDを点滅させます。blink chassis

ファン LEDの 1つを点滅させます。blink fan number

選択したモジュールのLEDを点滅させます。blink module slot

電源 LEDの 1つを点滅させます。blink powersupply number

watchコマンドの使用
watchコマンドを使用すると、Cisco NX-OS CLIコマンド出力または UNIXコマンド出力を更
新し、監視することを許可します（run bashコマンドコマンドを通して）。

次のコマンドを使用します。

watch [differences] [interval seconds] commandwatch

• differences：コマンド出力の違いを強調表示します。

• interval seconds：コマンド出力を更新する頻度を指定します。範囲は 0～ 2147483647秒で
す。

• command：監視するコマンドを指定します。

次に、watchコマンドを使用して show interface eth1/15 countersコマンドの出力を毎秒更新
し、相違点を強調表示する例を示します。

switch# watch differences interval 1 show interface eth1/15 counters

Every 1.0s: vsh -c "show interface eth1/15 counters" Mon Aug 31 15:52:53 2015

--------------------------------------------------------------------------------
Port InOctets InUcastPkts
--------------------------------------------------------------------------------
Eth1/15 583736 0

--------------------------------------------------------------------------------
Port InMcastPkts InBcastPkts
--------------------------------------------------------------------------------
Eth1/15 2433 0

--------------------------------------------------------------------------------
Port OutOctets OutUcastPkts
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--------------------------------------------------------------------------------
Eth1/15 5247672 0

--------------------------------------------------------------------------------
Port OutMcastPkts OutBcastPkts
--------------------------------------------------------------------------------
Eth1/15 75307 0

トラブルシューティングのツールと方法論の追加参照
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