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o [FriiEHIfE (BandwidthControl) | : fEHIREZeFIEA fIM CEx £+, T 740 v o0
V== L— MIHET D LS, HEOX—F v b A F—T A ADWEFE L H
DT 747 &EHELET,

cFa1—RMDLELME (QueueLengthThresholds) : F = —EZZEMICEIT 5720, &
IfFF T o F LB (WRED) ZfiH L TS x4,

PR ER o] 5
ROFREFEHL T, T A LD NT T ¢ v 7 OFEELY THHRIZERETE 7,
*TCP £72133ETCP 7 7 ¢ » 7|2 WRED Z @M L 7,
«TCP £721FETCP FT7 7 4 w727 =/ Fuy 7zl LEd,

REEHE
TRBE BT, WOFEEZEHL T, Fa—DRLEWEZBEATCGAEOWEBELZIET5Z &
T, Xy hU—7 RTp—< U AEHEFRFLET,
« BRI 72RMEEFT (ECN)  (Explicit Congestion Notification)
* Approximate Fair Drop
« BT T & LR
RIEE B OREDOTEMIC OV TIE,  THJF 2 —TO WRED O] OHEEZZBRLTLZE
AN
BRSREVZATE X @40 (ECN)  (Explicit Congestion Notification)

Explicit Congestion Notification (ECN) (X WRED DJLIE T, ¥ F 2 —ENFFED L VW MEE
BATHE ATy e Fry 7EFIiy—F 7 LET, TiUE, —FRTr FRA M
AL, N7y Mk ZBE< T L0 ITRTDOITEE B ET,

Approximate Fair Drop

Il7 =7 Ky (AFD) &, @REBERICRFEMORBE 7o — (=L 77 F 7ur—) (T
YERT 2777 47 F=2—8#H (AQM) 7L ITY XLAT, H7e— (vURA 78r—) ([TIFE
BLEHA,

HERR N REAET D &, AFD 7V 3 U XA AL, KB 7 a—h bRy N& e v
L. V70— 0328252 PI0, BESNEF2—0EE LVMETH =2 —0O 5FHREHEE
LET,

ECNiZ, N7y b Fu v 79500 |[ZiEEREEr~—F 0 V357012, FFED T 7 4 v
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TR Ta—|IREEINTEY, MD%D/7®%%%XTiﬁAO

AFD 1—% JnJ74 L
AFD TIZRD 3 2O —W Fua 7 7 A AR ET,
cRAyva (TTLyvT)
AFD BELXWETRAP # A ¥~ —I7 7 Ly VTR EINTWNDHoD, Fa—DERIITEN
FEREL AL, Fa—0FFE LWMEOE  ICHEFFES N E T,
cN—=Z b (FTT7H/NVE)
AFD BXOETRAP X A ~— X7 7 Ly 7 THavs AT 4 7 ThRNed, Fa—0
WERF 2 —DEE LVMEDELIZHDZ EBHERTEET,
s N T NR=R K (2P NRT 4T

AFD # f <—& ETRAP ¥ A =32 L Y N\T 4 TIZHEINTWDEZD, L&D
N MBI EN, Fa—DEEDODEHNF 2 —DLE LVMEDJE D CHEZRSNET,

noora 7y A NI, ETrapB L NAFD ¥ A ~—% EFICR—AMEOSHDL T 7 4 v
T EITFIUIENR—=RA MEDIRN T T 4 v 7l SESERNTF T4 FaT7 7 AL
(2% U CHFRNCBROE SN BOE LE 4, REORKEZFmD D0, TnT7 7 AL T&
JE &7 ETrap period /%, hardwareqosetrap =~ > K C ETrap age-period Zi% /&9 5 Z & TFE
HEXTEET, L, AFD A v —[3EETE A,

IZ. ETrap age-period D& EH &~ L E T,

switch (config)# hardware gos etrap age-period 50 usec

WIZ, AFD 2—% a7 7 A VOEREFZRLET,

* Mesh (Aggressive with ETrap age-period : 20 psec and AFD period : 10 usec)

switch (config)# hardware gos afd profile mesh

* Burst (Default with ETrap age-period: 50 psec and AFD period: 25 psec)

switch (config)# hardware gos afd profile burst

* Ultra-burst (Conservative with ETrap age-period: 100 psec and AFD period: 50 usec)

switch (config)# hardware gos afd profile ultra-burst

ILZ27rko0—

7 1 —"T%/5 L7z/34 h4%23 Etrap byte-count-threshold TIEE Sz 31 MNgEBEZH &, 7
—FT L7y Tu—%kid, KRBT e - R EnE T,
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To—NE|XmECL Ty 7 —THHEOIIE, RS2 A ~—HREICHERR S -
bw_threshold D /31 MEZIET2HLERH Y £3, ZNLSNOEAE, 72 —1L ETrap /> v
Va T—=7NnbHIBRENE T,

TRTCHOZVLTZ7 7 b 7a—DASL— REHEEN, AFD 703 Y XAREET L H I
Rk SN E T,
ILIZ7ob bS5y

L7787y (ETrap) 37—l LT 2L, Fry PHEOFEDOLD
7na—LDBFEL— M2 AFDIZIRELE T, Jiud, KR 7e—tEnrn—% X
B, KB 70 —0DHN AFD K v 708 L7225 L 5T 2DIE&ELHE T,

ETrap /X5 A —4
ETrap (21X, MRKFTREZR IRDNT A —FZRH Y £ .
* Byte-count

Byte-count|Z, =L 77 F 7o —ZihT o0 I ET, 7 —TZE LA
A M4 byte-count-threshold THEE SN7- A NazE#x 5L, To7r—lI=L 77>
F7mr—tRRINnET, (5744 O byte-count (£ 1 MB L FTY)

+ Age-period & & U Bandwidth-threshold

Age-period 35 £ U) Bandwidth-threshold [, =L 77 > 70 —0D7 7 7 ¢ 7EZBIT 5
ez keI S E T,

T— U 7 HIM T O EHBE S EE SNV HIIE L X WE L Y SIRWES, =T 7 v
h7a—3IET T4 T ERREN, FALT U MR, =Ty b Ta—T—7
ADLBHIBRENET, (F7 /0 FOFKRIEMILS0 ~A 7 e TT, 774/ RO
bandwidth-threshold /% 500 /XA kT3,

R

switch (config)# hardware gos etrap age-period 50 usec
switch (config)# hardware gos etrap bandwidth-threshold 500 bytes
switch (config)# hardware gos etrap byte-count 1048555
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3T ITAFVT 4 R L TLZSW, DIV TA vy T Fa—DT T A4
TAERET DA, TNED B REREFEZDQS I N—TDTT7AF VT 1 HBIE
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Fa—AVTERTDA—ILEEDRA v FHIKEIR
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DANNFa2—A T R) —ZOHEHAINET,
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» Cisco Nexus 9300-FX LIBED L UV — X A A v FIZHONWTIE, F=2—I1ZEID Y Tondi
R IX 1% T9,
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» Cisco Nexus 9332D-H2R 77 v R 74— b AA v FIZiE, EEFBRIN T 740 v 7 HD 2o
DEERIR 33, 34 R—F2RH D FJ, ZNOHDR— ML, ROBEERE, BEDOR—
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s INLDOR—MEI, ARNT TR 747 —RE—RKTOREELET,
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* PFC 8L Wno-drop 7 7 AL, TNHDR— M TIEHAR— S EHA,
*FCE— FNIEX, TNHDOFR—FTIEYHR—FSNERA,
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FHA, ALE40G 7 v 7V 7 R— FOFEMIZ OV TiE,  [Cisco Nexus 9000 3 U —
A AL F D ALE40G T v 7V 7 R— FOFIER] 2L T E &V,

cHNF 2 =TI 747 == T EERT 256, levenrange] =2~ N T
X 1 ~ 400000000000 DFEFHENERINET, L L, AL v TFTHR—FEINDHEK
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SLEHIEIIRTTE L E R A,

S VAT A Fa—A 27 Y T—id, PR b R OWIE SR A b O I
MahEd, FI74 97 v=2—EV TNV ATLADFa—A T R) —TA F—
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FIFAAELT, VAT A Fa— AT KV —ChTI T4 v) Ve—EL T %
ARXR—=TNWIZLIRNTLTEEN,

e )1V 2 —R—NH 2 — T L FTE A /IMEIL. Cisco Nexus 9300-FX/FX2/GX.
B LU X97160YC-EX, 9700-FX A~ »F T 100 Mbps T,
« FEX
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« WRED
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«EY T UHsRE
« EHEOBINEN L~ L,

« AFD
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Fai—AVGERT a2 TOER |
Fa1— AT ERTDA—IVEEDHA FT4 B L UHINEIE

+« AFD & WRED Z[RIBHZHEAT 22 LIXTEEHA, VAT ATHATE DI
PRSI

cAFD R U =N TIZV AT A QoS IZHH I TEY, 2 20—FED AFD ¥ = —A
VIRV —FEHRELTVWAESIT. AIULATA A EOR— NMIFNAEN—ED AFD
R —2@HTLIVLERDHY 7,

W2, WILATA AT—EDAFD RV > —Z2/ER L T LR WA D Y AT L =

T—OH R LET,
Ethl1/50 1a006200 1 0 40 255 196 -1 1 0 0 <<<slice
1

Ethl/51 1a006400 1 0 32 255 200 -1 0 32 56
<<<slice 0

Ethl/52 1a006600 1 0 64 255 204 -1 1 24 48
<<<slice 1

Ethl1/53 1a006800 1 0 20 255 208 -1 0 20 40

<<<slice 0

switch(config)# interface ethernet 1/50

switch (config-if)# service-policy type queuing output LM-out-40G

switch (config)# interface ethernet 1/51

switch (config-if) #service-policy type queuing output LM-out-100G

switch (config)# interface ethernet 1/52

switch (config-if)# service-policy type queuing output LM-out-100G

Unable to perform the action due to incompatibility: Module 1 returned
status "Max profiles reached for unique values of queue management parameters
(alpha, beta, max-threshold) in AFD config"

VAT A QoS IZAFD AR Y —RN T TCIZHEH SN TW WAL, B AT A4 AD
F— NZFRICAFD R Y > — & T 50, WICAT A ADKR— M2 5H AFD AR Y
R TEET,

A\

GE) #%TYUATAL QoS TAFD Fa—A 7 a2+ 5 LixTEx
NEUR

WIZ, AFD ¥ 2 —A >V IR T TIC VAT AICBREINTWVAEED VAT A =5 —
OBlZE R LET,

interface Ethernetl/50

service-policy type queuing output LM-out-40G
interface Ethernetl/51

service-policy type queuing output LM-out-40G
interface Ethernetl/52

service-policy type queuing output LM-out-100G
interface Ethernetl/53

service-policy type queuing output LM-out-100G
interface Ethernetl/54

service-policy type queuing output LM-out-100G

(config-sys-qgos)# service-policy type queuing output LM-out

Unable to perform the action due to incompatibility: Module 1 returned
status "Max profiles reached for unique values of queue management parameters
(alpha, beta, max-threshold) in AFD config"
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BRPEE SN TWDEE)
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T ITFININDUVATAIANFTFa—A L7 R —ITFEELEE A

AN Fa—t T EY L—iE, FEE SRR X Ny T R LR AT I
SHET,

» Cisco Nexus 9000 NX-OS OLIFTD Y V—R|ZX U 7 L— KT DH5E51F, T XTDOAN
Fa—oA VITRELHIRT DMLERD Y 77,

c MNF A L TR, TIA AV T 4 T B R R N ENTNE T T v kT
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Pasy
HEo

o X o — A U ITHERYR— PENTWVET,
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e Fa—TLDOF2—RESN T XTI R - RSN THEEALNR, VOQT—/V Ka v 7D
EMOXa2—A T D72 I R—FESNTHET,

» AFD X Cisco Nexus 9808 A1 » F Tl HR— FINFHA,

cFa— A ITBIOCRAT V2= ) TR —=TRODF 2 — DAL ZEHAR—F LE
To KON F 22— TEETRH, FAR-—FSNLTVEEA,

*8ODF 2 — 8 ODI—HW— F 2 —TWAMIT/R> TV D SPAN I LU CPU F = —73 4

R— SR THET,

«SP, DWRR, WRED, BXUECNAHYHR— I TWET, 727ZL, ¥=—s3—L DWRR

DOFEEITIL 5% DIZHOX RN H Y F97,

s KT === EFRYHIR YR — F &R TV E T,

A7 UNR=A N F=FY UTIFT R FINTVWERA,
e U7 L7 m—filillE Y AR — ST ER A,

« B 2 —HIRIEY R — STV ER A,

e NTFF Y AN Fa—A U THEHIVAR— SN TWEREA,

« CiscoNX-0S V U—Z 105Q3)F LI, 777U v 27 &N LTCETR_RTCDNT T 4 v 7 Zb—
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R AA v F DX =050 ECN ~—F 7N a[fEIC72 0 £,

B 22RO



| Fa—av5Er7Ca—) TR
F1—AVGERT 1 LEEDAA K4 vasusnEE [

Cisco Nexus 9364E-SG2-Q &5 & U 9364E-SG2-0 R4 v F TCDFXa—A VT ERTDa—1) 5D
T4 K542 EHIREIR

R2HK— P ENTVBTF Y b Tr—LEY IR

HYR—bEhd)1)—R YR—bENETS5Y b TH—L
10.5(3)F LAF% Cisco Nexus 9364E-SG2-Q ¥ L 1 9364E-SG2-O
AA T

Cisco Nexus 9364E-SG2-Q 33 L T8N 9364E-SG2-0 A A v F THR— h SN TV AHERE L /21T VR —
kAT VEERE,

¢ 8ODFa— : §ODL—W— X 2 —TWAMIZ/ > TS SPAN B LU CPU F = —23 4
R—=FrENTHET,

+ SP. DWRR, WRED, BXUECNAHHR— N TWET, 7272L, ¥=—3—L DWRR
DFEEIZIL 5% DIEHLSX 0N H Y £4,

s KT = — = EERUHIRS YR — F SR TV E T,

e~vA 7 BN=ZAKNE=H Y UTIEIHR—FSATHERA,
V7 L7 m—HilfE YR — S TWEE A,

« B 2 —HIRIEY R — SR TV ERA,

e XNTF XY AL Fa—A L IHEHIVAR— SN TOVERE A,
« AFD |3V AR — F &I TWVEH A,

Cisco Nexus 9336C-SE1 R4 Yy FDF 21— VI ELUVRT D a—) V5 DIEFIE - HIREIE

RIYR—FSATWE TSy b Tr—LEYY—R

HYR—rEh3dY)—R HYR—bENZ TS5y FT+—L
10.6(1)F LR Cisco Nexus 9336C-SE1 A A~ F

Cisco Nexus 9336C-SEl + ) — X A v F THR—FENTWAIHEEZITTR— & T
TRUERHE,

*8ODF 2 — 8 ODA—H — F a2 —THAMIT/L > TWD SPAN I LT CPU F = —34
A= b SR TVERT,

+SPEBELIUDWRR NV R —FENTWET, 7=7ZL, v=—s3—& DWRR OREEITIT 5%
DIELDEXRNH D F9°,
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s U7 L7 v —filflI AR — S TWER A,
« AU 2 —HIRIZY R— FENTWER A,
s TN T XY AR Fa—o VIRV AR—-FEINTWEREA,

Xa—A VT ERTOa—1) VT DIER

Xa— AV ITBIOAFVa— ) U 7 ERETHINE, HhA v 2 —T = XZHHAT 5, ¥
AT FXa—ATOR)— <y TEERLET, RV —<y7HNTHEAL, R —0D
WHEERD T T4 v I DI TARERT D, VAT LERDI TAXy TR ERTH L
X TEEHA,

VAT AEFRY V— < v T ThDH default-out-policy i, Fa—A 7 KU v— v T &

MLV _XTOR= MM ET, 774V F RY o— vy TIRETETEEA,

KOFXa—A U TBIOAF V2= v I OWKEETTEET,

BT HFa—A2VTR)I—

« 10 type quening RV > —ZEH LT, HEDT AT LI TAD KNI T 4 v 7 & A
Ta— ) TEBIONNy 77 )7 LET, type queuing AR Y 2 —(E QoS 7 —7
TS, VAT AERFADEIEA N T 74 v 7 OEROA o F—T =4 A
IREATEET,

N

GE) ANFa—A TR —i%, —BELENYy 77O LEVVELEZH
ETHOIFEHENET, i WTiX, 794407«
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s T—IL FAYTOERE : LXWEEZHETLHZEICLY, HiF¥F=a—TTF— L Ky
TERECTEET, LEVMEZEBZS X7y MITRT, T/ R ZEk>Thkary 7
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TVMEAZRECTEET, Fa— A ADNFENPLEWVEZBZSIZONT, Rry X
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ROEEEZHREL T, A ¥ —T oA AEHKIEORE/NOEEE2F 2 —IZHY YK THZ
ENRTEET,
s TSAF VT AR 774 AV T A EEELRWES, VAT AEEROH T T T4
FVT 4 Fa— (pq) F=—ITEAEX = — LRIERICEIEL E7,
cHNTTAFTT 4 Fa2a—TCRETEDTTAF VT 4 DOL~YLH LUV
T, RV —~vTOERLEERDES 2 —NDZ A IS LT, VAT I
EFEDTIAFTIVT 4 Fa— VT AEFHLET,
T TAFVT 4 F2—IZOWVTL, EFX=—IZH Y Y THEY OFIBIBEO %
METEXET, 774V FTIE, T AR OFISEEZIETTA A4V T 4
X o — (IS LET,

N

GE) T ITAFTVT 4 X2 —RREINTWVWBEEE. O —FHD
Fa—I, FAURY > —~ v 7 THRY OFHEIE LoVEH T
FH A,

AEHDI TA T Fa— (SPQ) DT TA AV T 4 MK
THEE. QS VIV —TF3DFTAF VT 1 ZRERT HLE
BV ET, BEOITA~y T F¥a2— (SPQ OTTFAF
VT 4 #RETHHE. 2LV L REREEDQOS 7/ /L—
TDOTITAFTVT 4 ZRERT HRERHY £, £72. QoS
TN—TI3MEICHEE L T ARERH Y £7, =& 2iF,
218D SPQ T 25 51X, QoS 7 /v—73 & QoS 7 /L—
T2DTFAF VT 4 BT DMENRH Y F7,

;I TAYVY VI —EVIBR N F 2T T T v v T EMERL,
A% 2 —IZHR/B LUK L — b 2 38fl T& £,

BATXa—A2T R —DERR
BAF oA T R T BT, ROTFIEE T LET

FIE

AT Tl Jue—r v ar7 X alb—v a3y E— KNOpolicy-map typequeuing policy-name =~ > R & L T,
N7 407 772Dy MCEASNAIR) V—Dky FEaRTLAMNE ATV FEERLET,

&1
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ATy T2

ATvT3

ATv74

ATy TH

ATvT6

switch# configure terminal
switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRIE, RRA0 LFORET, AT FREITRIFEMERTE . RCFL/NFRK
AlEnEd,

classtypequeuingclassname =~ > RZETLT, 7 7 A~y 7 aRI — <y FICEEMIT, fEELT
VATAITAArT 4 Xal—rar - RERBLET,

i

switch (config-pmap-que)# class type queuing c-out-g-default

switch (config-pmap-c-que) #

priority 2~ > REZFITL T, 2DV TACHYT LN T 74 v I PREREL Fa—llvy B 7 3ND
XoEELET,

i

switch (config-pmap-c-que)# priority

nopriority a~> REEITL T, ZOVTADRNT T4 v IDOLRETTALVT 4 Fa—A 7 ZHIBR
L\i‘é—(}

shape min Target-bit-rate [ kbps| mbps| gbps| mbps| pps] max Target-bit-rate [ kbps| mbps| gbps| mbps| pps]
avr REFETLT, Fa—DRRBLOR/NOY = —7 A4 XZ2EELET,

1 -

switch (config-pmap-c-que)# shape min 100 mbps max 150 mbps

bandwidth percent percentage =~ > R&FATL T, HKIZR2 A L F—T =AM ADY 7 L—FDOEIGE L
TA v E—T = A ZFBIRO RNV — b2 M ¥ 2 —128H0 B TET,

1 -

switch (config-pmap-c-que) # bandwidth percent 25

STERTTAFTVT 4 Fa—0RWEE, 7T RFIA V2 —T oA AEIEICE D Y TOENEZA— T —
CHEZITEY ET, 2L, BT IAF YT 4 Fa—NFETIHIHEEIT. TAREEIREOLE 2 &I
ZATHD £, B0 OHSEIEIL, FHREO S—% T — U TRESNTZ Y T A DO BT ISV T
HENET, & 21T, 2T IAFVT 4 F2a—0HEIED 90 S—F > FE2 5O TWARINT, H5H
7 F AT NRN— Yy NOBEMITBEEINTWDLES, £07 7 A THWIEOKDY O 10 X—k 2 FD
IO TS N— L NEZITID Z IR £,

GE)
¥ 3" class-default & class-fcoe DT 7 4/ F OEIGIEZRE A /NS < THIE. FD 7 T A8 E 2 1E 5125
NETHZ ENTEET,

no bandwidth percent percentage =~ > K& 34T L T, WRIEDIEEL Z D7 7 ANHHIBRL £,

(f£) priority level level ==~ > R 317 L C, Cisco Nexus 9000 'V — & AL v FDEEEL L%
HRELET,

1 -

switch (config-pmap-c-que)# priority level 3
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| Fa—av9er52a—y )0
szozoEn ]

FPH 0 1~ 7,

ATv 71 (EE) queuelimit queuesize [dynamic dynamicthreshold] =~ > K% 3247 L T, Cisco Nexus 9000 3V — X
AA v FOF 2 —TCHHTEX DN E BN T HIRZIEE L £,

i

switch (config-pmap-c-que)# queue-limit 1000 mbytes

« YRR 2 —HIIRIT, WRTDF2—ICEHEDOY A A2 EXLET,

G¥)
/AN Fa2—PA XL 50KBULETHDLLERDH D £,

cBAF 2T xa—HRIZ. 77 7 EOBENSFIHAMEER 7 ) — oI > TH 2 —
DOLEVEY A X Z2RELET,

G¥)

« Cisco Nexus 9200 > U — X A A v FIE, TAT77EICEALTYZ 7 A2 L-ULOEIF) L& VWMERE D
HEYR—FLET, 2L, 77 ANOT RN TCOR— MRRIUTNAV T 7iExF T2 L2 E
L ET,

o U U —R2104(1)F LIRE, PR iz = —HIBRO&EPHIL 0 ~ 9437184 T9~, Cisco Nexus 9332D-H2R
Iy M T —h A v FTHR—FENDHTRKLEVVEIL 256 MB T,

J

FRER[E] B DR
T—/L Ka v 77213 WRED OFEREZ (] L CHERERLEEAZ R E T 7, &H L OMKRE
WAOORY) v— <y P TEHTEET,

)

GE) WREDBIXOT— Fey7%2FEL7 T ANTHRET DI EIITEEEA,

HAF21—TOT—IL FOY TOEK
WA * 2 —T7 =1 Koy 7EMmT 5103, ROFMEEZFETLET

FIE

ATFY Tl Zuo—rL a7 4 Fab— g £— FThardwareqosg-noise percent value =~ > K& EfTL, 7
HI ) AR NG A= ETELET,

51

switch# configure terminal
switch (config)# hardware gos g-noise percent 30
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B tr+r2—<o7—n FovToMm

ATy T2

ATvT3

ATy T4

T 74Nk 20 83—k b,

policy-map [type queuing] [match-first] [policy-map-name] =~ > KZFEITL T, A 7 Fa—A LT DR
Vw7 EREL, MELLER) Vv THORY = vy T E— FERMBLET,

i

switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY — <y THIE, K40 LFOET, N 72, FRETRIFEEHTE, KT E/DNXTFRK
BEET,

classtypequeving classname=~ > RZFAT L CHA T Fa—A T DI T A<y TEER L, R —
T IV TAXa—A T T— RERBLET,

{1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

I ITAXa—A L THIX, BIRD (VAT ENEROIA T Fa—A LT 7 TA <y 7| RIREHLTWH
i‘j‘o

queue-limit {queue-size [bytes | kbytes| mbytes] | dynamicvalue} =~ > K& H L T, Fa—H A X|THS
WTT— /L Ry 7 LEVEEZEID Y TET,

i -

switch (config-pmap-c-que)# queue-limit 1000 mbytes

SNA B, FaAL b AT FHEOF 22— ZFEE, FEHARREESELORIIG L THF2—0
LEVEY A REZEPRETE DL ICLET, BELLLEWEEZBX 537y ME, 73 AL -
TRey7ENhET,

N b R—=ZDF 22— B A ZOHNME 1~ 83886080 T,
TAFI v T Fa—OV A XOFHRE  IROFBIHESNLTVWDH L HIZ0~10 TT,

alpha M & | Network Forwarding Engine (NFE) |J—JR/NA VI 2P Y (LSE) ®ERA v F
HIERA Y F
E&E Fa1—-—TLORK |EE Fa—T&DJEK |ASICE

L—Fk (%) L—Fk (%)

0 1/128 ~0.8% 1/8 ~11% 0

1 1/64 ~15% 1/4 ~20% 1

2 1/32 ~ 39 1/2 ~ 33 9% 3

3 1/16 ~ 6% 3/4 ~ 42 % 5

4 18 ~11% 11/8 ~ 53% 8

5 1/4 20% 13/4 ~ 64 % 14

B 22RO



| Fa—av5Er7Ca—) TR

ATy TH

ATvT6

ATy FT17

whxa—cor—L oy Iomn ]

alpha OB | Network Forwarding Engine (NFE) | J—J X/ X4 > TPy (LSE) AR A v F
FIERA v F
E& Fa1—TLOEK |EE Fa1—TLD&EK |ASICIE

L—Fk (%) L—Fk (%)

6 12 ~33% 3 ~ 75 % 16

7 1 50 % 5 ~ 83 % 18

8 2 ~ 66 % 8 ~ 89 % 21

9 4 ~ 80 % 14 ~925 27

10 8 ~ 89 % 18 ~ 959 31

T2 AAFTIv s Fa— P A XL L T6aRETDHE, alphaflilL s T, ¥4 TFTIv7 Fa—
PAXELLTTERET DL, alphafiid 1 TI,

queue-limit ZFHHE T HERCIT, LFOREZE L T ZE0,

queue-limit = (alpha/(1 + alpha)) x /3> 7 7 &5k

e X, XA T I v 7 Fa— YA X272 LT queve-limit Z3% E T D55, queue-limit O KALIL
(VA x BFFASy 7780 120 E3, 2F V. lqueuelimit=%x BF Ny 778 L7800 E£7,

GE)

FROFFIZ L o> THRRF 2 — HHEEPRE I E T, Application Spine Engine (ASE2, ASE3) X
U—7 Af v 2V (LSE) ®IEAA v FOWE, TXTHOIr —ATHRRF 2 — HHHFIT 64K £/
HR S ET,

GE)

ALE XS T N ATO LEVVEDORTEIL., VAT A LV TOHAYR—FENET, "— b L-UL TR
PR—hENEEA,

MOXa2— 7T AT EH7—/L Fay P LEVEZED Y THITIE, ATy 38L04Z2B0VIRLE
7

show policy-map [type queuing [policy-map-name | default-out-policy]] =~ > KZ& 34T L T, MEREHAD TR
TORY) =<7 TRCODEA T Fa—A LT ORI — v 7 BRLIEIA T Fa—A 7D
RV —~v7 FHEFT 74NV ENOHNIF2—A 7 K =20, FREERLET,

1 -

switch (config)# show policy-map type queuing shape queues

copy running-config startup-config =2~ > RZET L CFEfTa L 74 Fa bl —val b AX— T v 7 av
T4 X 2lb—Ta AMRGFLET,

i
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Fai—AVGERT a2 TOER |

B 52 —<owre o

switch (config)# copy running-config
startup-config

H A% 1 —TO WRED DH#ERK

ATy I

ATy T2

ATvT3

WRED % 7715 = —|Z#E 3 2 FIEIZ, RO LBV T,

FIRr

policy-map [type queuing] [match-first] [policy-map-name] =~ > R&EFITL T, A4S Fa—A T DKRY
V= w T EERL, BELERY) -~y THORY) v— vy T— FERBLET,

1 -

switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRIE, RRA0 LFORET, AT FRETRIFEMENTE . RCFLPFRK
plEnEd,

classtypequeuing classname=~ > RZFAT L CHA T Fa—A T DI T A<y TEER L, R —
T I TAXa—A T T RERKBLET,

51

switch (config-pmap-que)# class type queuing c-out-qgl
switch (config-pmap-c—-que) #

JIAXa—A U T8E, BIRD AT LAEZBDIA T F*a—Ar T 7T7A 7] RIRENLTN
i—a‘o

random-detect [minimum-threshold min-threshold {packets| bytes| kbytes| mbytes} maximum-threshold
max-threshold {packets| bytes| kbytes| mbytes} drop-probability valueweight value] [threshold {bur st-optimized

| mesh-optimized}] [ecn | non-ecn] [queuelength weight value] =~ > REZFEITLC, EESNFa—A 7
77 AT WRED Z Ak L £,

1 -
WRED ## 5%

switch (config-pmap-c-que) # random-detect
minimum-threshold 10 mbytes
maximum-threshold 20 mbytes

B -
JEECN &7 3 » & L7 WRED % /€

switch (config-pmap-c-que)# random-detect non-ecn
minimum-threshold 1000 kbytes

maximum-threshold 4000 kbytes

drop-probability 100

switch (config-pmap-c-que)# show queuing interface eth 1/1 | grep WRED
WRED Drop Pkts 0
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| Fa—av5Er7Ca—) TR

ATv74
ATvT5

HAF21—TO AFD DR .

WRED Non ECN Drop Pkts O
switch (config-pmap-c-que) #
Ny heXa—no Fay 7T 50T 2R/ EBLURKO LEXVEEZfEETEET, LI VMEIT,
Ny MR N MR, eSS ML FTIEA TS, METHRESNE T, B IUOERKO L EVWVE
IR A 72T 20BN H Y £9, #PH : 1 ~ 52428800,
oDz, R=RA b FEEEFIA Y2 b T 74 v 7 HICHEBELEINTZ LEWVVEZIEET 50 F723HARA
fRigEE (ECN) [ZEESW TRy & ey 7925 K 912 WRED 2% E C& £7, Cisco NX-OS Release
7.0(3)16(1) L% Tld, Network Forwarding Engine (NFE) 77 > h 74—, JEECN7r—0O Fa v 7L
EVVEEZRTET H72DD non-ecn 27> g EVR—FLTWET,
(6=
+ minimum-threshold 33 X Y maximum-threshold /X7 A —# [, Cisco Nexus 9300 77 v b 7 4+ — AL A A v
FTIEVFR— SN TWERA,

« U U—2Z104(1)F LAFE, WRED ¥ X OV ECN & = —Hil|[RO#iFH X 0 ~ 52428800 T, Cisco Nexus
9332D-H2R 77 v b 7 4 —Ah AA v F THHR— FZN DKL ZVMHEIT 256 MB T,

random-detect 7% policy-map THEFL SV TWAEE, T 74/ PO LEVMEE Ru v PHERITIRO X 5127

D i‘é—o

1L LW Ty b74+—ATHE, LEWVEIZOTHY, Ny 7 7 HRICERZR S ey 7R 6
SNET,

2. Wy F T —ATIE, LEWEIZE/S 100 KB, H& K 120KB T,

Fay 7RI, T X3TO7T7y h 7+ —LTAR—X Mgk & A v aigi{b TENEFN 10% & 90%
T—ELTWET,

o740 DFa2—ROEAMNTERTETDHZELTEET, F=2—KOFMAIZ0~15TT,

EE) MoFa—o 27 75 Tk 5 WRED T 51212, AT v 7 2~3 20K L%,
(f£&) congestion-control random-detect forward-nonecn % 17 L £3 a2~ Ri&, JEECN xHii b 7
74 v 7 BWRED LEVMEZNANZL, HhFa—HllRET—/L Fay FRREAETDHETHIIRTE 5 &
INZLET,

£

switch (config-pmap-c-que)# congestion-control random-detect forward-nonecn

o7 ua—sN)b 3w KX, WRED+ECN# CHEMHTHZ LB ELTEY ., FEECNXIG T 7 1 v
7 @O WRED Fr v 7&E#ETHIEEZBERLTNET,

HAH¥1—To AFD DIERK

AFD Z#H)% = —2#E T 2 PIEIZ, kO LB TT,

Fa—qv5zx5va— iR )



. HHF2—TOD AFD DR

ATy T

ATy T2

ATvT3

Fai—AVGERT a2 TOER |

FIE

71 —N)UERLE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& FE(TL T, #
AT Fa—AITDOR) =<y TeREL, HELLER) =~y THORY) —~v 7 T— F&H
BLET,

51

switch# configure terminal
switch (config) # policy-map type queuing afd 8g-out
switch (config-pmap-que) #

RY ==y TR BRK A0 LFORT A 7o ERETHRLTFE2ENTE, KT L/AFERK
MEinEds,

classtypequeuing classnamer~ > RZFE[TLTHA TV Fa—A T DI T A<y T oMK L, RY —
YT T TAFa—A T FT— FERBLET,
{1

switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que) #

TIAFXa—ALThIF, GO VAT LAERTDIA T Fa—A 2T TRy 7] RITRIATD
F9,

MBI 2 — & FRET 5 1291 afd queue-desired <number> [bytes| kbytes | mbytes] [ecn] =~ > K& 3T L
£,
1

ECN Z{#fif L 72> AFD O E

e

switch (config) # policy-map type queuing afd 8g-out
switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que)# afd queue-desired 600 kbytes

ECN Zffi ] L 7= AFD OE
switch (config) # policy-map type queuing afd-ecn 8g-out

switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que)# afd queue-desired 150 kbytes ecn

SFE I E AR — MEEIIKT D OHEREE IR O &Y TF, queue-desired

R— MEE Fa1—0fE
10G 150 kbytes
40G 600 kbytes
100 G 1500 kbytes
GE)

s Fa—DEITE—FRRETEET,

B 22RO



| Fa—av9er52a—y )0
suezown [

« JUJ—2104 (1) F LI, AFD & = —ilBROFPFHIL 0 ~ 52428800 T¥, Nexus 9332D-H2R 77 v k
T —b AL v FTYHR—FENIHEKLEVVEILZ 256 MB T1,

RDERY
AFD O EHR, WO LRI =%V AT LEFIA v F—T = A WA TEET,
« VAT A

switch (config)# system gos

switch (config-sys-qos) # service-policy type queuing output afd 8g-out

cAHF =T xR

switch (config)# int el/1
switch(config-if)# service-policy type queuing output afd 8g-out

RERTEDOENK
ROFEEEHSTAD ) LWF NN DT ER) — vy T TRETEET,

« bandwidth 3 X O bandwidthremaining =~ > R H L C, &/hOFT—% L— hEF 22—
WZEID B THHR,

epriority A~ REFEHL T, 774 v 7 D7 FZAIKHTHTXTCOT —F 52T T A4

U7 4 F2—I2E Y4 T5 5, bandwidth remaining =~ > K&Z#HL T, VD 7
T4V I HEFETITAFTVT 4 Fa—MTHETEET, 7740 b TIL FRD OF IR
VAT UZRSTCIHTTAFT I T 4 Fa—RTHEFEIIHESNET,

eshape =~ FZ2MH LT, ABLORKROT =% L—Fa2F%2—(2EH0 5 TLH A,

TRINT AR TSRS Z T, SROWTINNDOX 2 —lier R > —~< v DK T T A TH
e Fa— P A RXEF2—HIRDOFEFIHESS T—L Fa vy 7 LEVWHE, FEHCOVL T,
¥ a2—ToOT7—/v Ra vy 7Ok (19 X—Y) 2B L TLEIN,

By FO Fu v A% d 5 WRED, sffilc WL, TH 1% = —"Td WRED @
BRE] ODHEEZB LTI,

N

(G¥)  WRED /% Cisco Nexus 9508 A2 A »F (NX-OS 7.0(3)F3(3)) Tix¥
AR—hSHFEHA,

Fa—qv5zx5va— iR )



Fai—AVGERT a2 TOER |

B seessossEorsosmn

wEIES & UV HEIRDZREDHEK

ATy T

ATy T2

ATvT3

B/ANDA B —T = A AHIIE (%) ZF2—I28 04 TH X Hic, B2 —ofER X
VIR OFFIRIEZ R ETEET,

)

GE)  REESIESRE SN TVEEE. TIA AV T4 Fa—FHRALEY v— v 7 TF 4 & —

TNCTHHENHD 77,

H 3% 2 — OREIE Z T 21213, ROFIREZFATLET,

\}

GE)  FEX OH ) = —THE & #IRE 05k © 254 2856813, feature-set fex MNANZ 72> T

WHZ EEMERLET,

FIE

7 v — U RLE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& 34T L T, #
AT Fa—ATOR) =3y TH2REL, HELILR) = vy THOR) — vy 7 E— N
HBLET,

51

switch# configure terminal
switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRhIE, BRRA0 LFORET, AT FRETRIFEMENTE ROFLPLFRK
MEinEds,

classtypequeuing classnamer~ > REZFE[TLTCHA T Fa—A T DI T A <y T MK L, R —
v ITAFa—A 7 E— RERKLET,
{1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

TIAFa—A L THF, BIRO VAT AERBOIAT Fa—A2 T JT7A ST | RIORSATH
i‘ﬂ‘o

bandwidth {percentpercent} =~ > RZEITL T, HKICRDHA4 X —T =4 ADY 7 L— FOEIGE LT
AU =T oA AFBIROF/N L — N2 ¥ 2 —I1ZHID Y TET,

1 -

switch (config-pmap-c-que)# bandwidth percent 25

HIZRDBA L H =T 2 ADY T L— DEIGLE LTSV H—T = AR OR/N— N EH % 2 —
WZHEID M TEJ, & 0~ 100 T,

B 22RO



| Fa—a29ERTTa— T DR
wrEmos [Jj

ZOBITIE, HERERKICR DY 7 b— FOR/N25% IZEREL TWET,

R 7w 74 bandwidth remaining percent percent =~ > KZ {7 LT, &V OFFRIED S—E 7 —U 2 E| Y YT F
j‘o
11 -

switch (config-pmap-c-que)# bandwidth remaining percent 25
O OFIRIEOEIA 2 ZOF 2 —I28 0 Y4 TEJ, HPH : 0~ 100 TI,
ZOBITIE, ZOF 2 —OHIIE 2 7% D ORI D 25% IR E L TV ET,
AT9TE (TR MoFXa— 7 7 RATHEREEZEV Y TDHITIE, AT v 7 3L 4FETS ZHVIRLET,

ATFYT6 exita~v L FEFEITLT, RV — <=y Fa—F—FE2KRTL, Je—L a7 Xal— g
E— FEBBLET,

51 -

switch (config-cmap-que) # exit
switch (config) #

ATv 71 (EE) show policy-map [type queuing [policy-map-name| default-out-policy]] =~ > R & E1T L T, ALK
HDOTRTCOR) =<7 TRCDIAT Fa—A L TOR)— <7 BRLIEZZAA T Fa—
AVITDORY) =~y FET 74NV MO TIFa—A T RY =20 T, ERERFLET,

51

switch (config) # show policy-map type queuing shape queues

AT w78 copyrunning-configstartup-config 2~ > RZE T L CHEITALy 7 4 Fal—TalZAX— T v 7 av
T4 X2l —va REFELET,

51

switch (config)# copy running-config startup-config

B SEIRL DFERK

Hi)% 2 —DERIAML 245 ET 2113, ROFIEZFEITLET,

\)

GE)  FEX O = —OELIAN Z KT 25513, feature-set fex BANZ /2> T\ D Z & &l
BLET,

FIE

ATv 1 7 u—r LR — KT policy-map [type queuing] [match-first] [policy-map-name] =~ > K& 4T LT, #
AT Fa—AITOR) =<y T2REL, HELIELR) =~y T4DORY) v— vy 7 ET— N2
WBLET,

Fa—qv5zx5va— iR )



Fai—AVGERT a2 TOER |

B erEsommn

ATvT2

ATvT3

ATvT4

ATy T5

ATvT6

1 :

switch# configure terminal
switch (config) # policy-map type queuing ing pri
switch (config-pmap-que) #

KU — <o 7L, K40 LTOHFET, A T2 FREFTRITFEEATE, RXFENLTFRX
BlENET,

classtypequeving classname=~ > RZFETLTHA T XFa—A L T DI T A2y TEREL, R —
VTS I TAFa—A T T—RERBLET,

1 -

switch (config-pmap-que)# class type queuing c-in-g3
switch (config-pmap-c-que) #

U TR Fa— AU IRIE, FIRD [VAFAERD LA T Fa—AL T /TR vy 7| BRI TH
£

priority [ level valug] =~ > FZFTL T, ZOXFa—%2 7 I 4V T 1Fa—L LTBIRL £, +R—
FENTWDTTAFVT 4 LU LT T,

i

switch (config-pmap-c-que)# priority

Gx)
FEX QoS 77 A 4 VU7 4 1%, cout-q3classmap CHOHY R — h IjLET,

(f&) classtypequeuingclassname~ > REZFITLTHA T Fa—A L T DI T A<y T ERRL,
RV —<wo T IV TAFa—A 7 T—REHBLET,

&1

switch (config-pmap-c-que) # class type queuing c-in-g2
switch (config-pmap-c-que) #

JIAFa—A U THIE, AIRD (VAT LERDOIAT Fa—A 7 7T7A 3y RIREHLTHD
i‘ﬂ‘o

RO ORIBIE AR ET HIET TA LTV T 4 Fa—ZBRLET, 774/ M T, XD ORIRIEIZ A7
PMZESTIHTTAZFTV T 4 Fa2—HTHEICHEINET,

bandwidth remaining percent percent =~ > K& J4T L T, % OFIiEDO S—t o 7 — V%2 E 0 Y TF
j—o

1 -

switch (config-pmap-c-que) # bandwidth remaining percent 25
Y OFBIEDOEI G2 ZDOF 2 —IZHIV Y TET, #iPH: 0~ 100 TI,
ZOFITIE, ZOF 2 — ORIIE A FR D OFIED 25% ([TREL THET,

(FEE) AT v 74~5%2BVIRLT, TOMDIETTA AV T 4 F2a—ICTT7AF VT 4 2EID Y TE
K

B 22RO



| Fa—av5Er7Ca—) TR

ATy 717

ATvT8

k57495 vr—tvsonz |

(f£#&) show policy-map [type queuing [policy-map-name | default-out-policy]] =~ > K& %47 LT, WKW
HDTRCOR) =<7 TRCDIA T Fa— AL TOR) v— <o BRLEZAA T Fa—
AT DORY) =T FLFT TN FOHNFa—A TR —IZoNT, ERERTFLET,

£

switch (config) # show policy-map type queuing shape queues

copy running-config startup-config =~ > RZET L CFfTa 74 Xal—valBAX— T v av
T4 F¥al—va VITRIFLET,

i -

switch (config)# copy running-config startup-config

kS T4 vH o —EVYNDERE

ATy T

ATy T2

ATvT3

N7 4w ve— T EMET DL, ROTFNAIZHENET,

458 HHEIIZ
Nry DT ZABHO TRIBIOERL S WVEZREL T,

FIE

71 —N)URERE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& FEITL T, #
AT Fa—AITDOR) =<y TEeREL, HELLER) =~y THORY) —~v 7 E— N
MLUET,

51

switch# configure terminal

switch (config) # policy-map type queuing shape queues

switch (config-pmap-que) #

RV = vy THIE, BKA0SUFOERT, " 70 ERIETHRIFEFEHTE, RCFL/DFRX
BlEET,

e

classtypequeuing classnamer~ > RZFE[TLTHA TV Fa—A T DI T A vy TEMHRKL, RY—
VT ITAFa—A T T— RERBLET,

&1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

TIAFa—ALT/IF, AIRD VAT LAEFZTDIA T Fa—A 2T JIT7A Sy 7] RITRIATD
F9,

shape min value {bps| gbps| kbps| mbps| pps} max value {bps| gbps| kbps| mbps|pps} =~ R&4%E4TL T
HAOFz—0/ B0 AE Yy b L— &8I0 Y TEd,

Fa—qv5zx5va— iR )



Fa—AVHERYCa— )T DR |
B x7ecoxai—vrv®Ryo—oEm

1 :

switch (config-pmap-c-que)# shape min 100 mbps max 150 mbps

T74/VEDOE Y b L— KNI bps TT,

ZOFITIE, L= 100 AT E Yy b (AFTEY M) BILORKLV—F150mbps IC M7 7 4 v 7 %
Vx—bEU T LTVET,

GE)

NoT7 40 = TRRERITEAEDT T Y A TIE, max shaper [EO B DR EVBLETY, =&
ZE. NI T4 v RV =T L, BB RKL— MIHIBRBT25A8. /by = —R—fE%E 012,
BRY ==~ E R RSN — MIRELET,

RNy =Nl RAEL— RRRBERFFED STV FNICOHBRET HDMLENHY £, & xIE b
774 v ZIREEL — P ERET D5 A, Hi/J\/:n_/\_ﬁ%f%?EI/_ & LUTRIEL, mANEZRAE
L—h (FRER— FPHEL— FOREKME) L0 REWVEICRELET,

ATvT4 (EE) MOFa—7 TRy 2= F 774w 7 %F0VYTHITE, AT v 7 2E3 20K LET,

ATwv 75 ({EE) show policy-map [type queuing [policy-map-name| default-out-policy]] =~ > K& 31T L T, Mk
HDFTRTORY) — vy T TRTCOIAT Fa—A L TORI— o7 BRULIEIAT Fa—
AVTORY) =~y T FLET7AN O IF2—A T HRY —IZONT, FEREERRLET,
i -

switch (config) # show policy-map type queuing shape queues

AT w76 copyrunning-configstartup-config 2~ > REZETLTCHETALr 74 Fal—va B AX— T vy 7 ar
T4 F¥al—va VITRIFLET,

1 -

switch (config)# copy running-config startup-config

SARATLTDFX2—A2T KR O—DEMA

VAT LADFa—A LT R)—F a0 —rLICHEAT AT OISR D AT FIHENET,

FIRr

ATFYT1 VAT L QoS E— RICALEZDIIZua—r)L ary 7 4 Fal— g F—RTsystemqos 2~ R&%E
TLET,
1 -

switch# configure terminal
switch (config)# system gos
switch (config-sys-gos)#

B 22RO



| F2a—A25E25 01— T DR
f1—qoop&URTSa—yvroaEoRER ]

AT w72 service-policy type queuing output {policy-map-name | default-out-policy} =~ RZ3FATLTHRY > — < v
TV AT LOANTI Ty FEFHE TNy MBI LT,

i
switch (config-sys-qgos)# service-policy type queuing mapl
G
coutput ¥ —Y—Kix, TORY V=~ T NS X —T =2 A ADEREFES ST 7 4 v 7 IZHHEIND

VENHDZ L ERLET,

AT AET I AN ENDFa—A T —ER R —IZETIZE. Zoa<> RO no X %A
LET,

Fa—AVIBLVRTDa—Y) VT DEREDHER

Xa—A VT BILORF Va— ) VT OREEMRT DL, kOa<r REERLET:

avw vk EL:g]

show class-map [type queuing [ class-name]]  |REFHDT R TDY T A vy 7| TRTDH
AT Xa— AT DI TA~ T FI2X
BRI A T Xa— AL T DI TAS YT
IZOWT, FMERRLET,

show policy-map [typequeuing [policy-map-name | i E % DT X TOR Y v— < v 7 T
| default-out-policy]] DI T Ha— A TORY v—~v T %
TIIBIR LA T Fa— A TDORY —
~v 7 FRIET AN NOHE T — A
TRV —ZOoNWT, (FRERRLET,

show policy-map system VAT ADREFRHDTRTORY — v v
TICET HERAER T LET,

QoS £FH /Ny T 7 D

QoS Ny 7 7id, R—FMNFa—BIUOELFAR—RAZTLIZHR—-FLET, TRET 42—
TLEFITHIBET A2 LT, T_XTO7a—THEEEIND QoS Ny 7 7 ZHlIfHTx F1,

ZOawr N, QoS EFNY 77 il 2720 £, hardware gos min-buffer

Fa—qv5zx5va— iR )



Fa—AVHERYCa— )T DR |
. BALFIws Ry IrEEEE

har dwar e qos min-buffer[all |default |none] o all

TRTOFRINEN 72> TWDHED

BiE (ON) .

+ default
qos-group-0 {Zxf L CORTHIE A 21—
JZLET,

* none

F T D qos-group D FHIZT 4 E—T /L
CLET,

ZDavy R, BIEONRNy 7 7 REEERTT HT2OICHH I LE T, show hardware qos
min-buffer

BAFIVO NI 7HEZEE

NX-087.0 (3) 17 (4) LIBETIX, AT7A AWM TOXAFTI v \w 7730 (v 7y
U > Z7) 73 hardware gos dynamic-buffer-sharing =~ > R CREINE T, a~vr FDHEIZ,
AL v FEIa—RLTHEAFTIvINy Ty Vo ThEARX—T VT HLERDH Y 7,
Ny 77 AT XA FI v 7 0 7EY YT (18 T=4k T, 1 BL=416 31 1) I
KoTHEMZRD, ATA RGBS ND NN HERT L7 —bar hra—F (eCPU)
WEoTHIfl SN ET, AT Iy I Ny 77 IH T, &R T4 RZ6ED THRIFEHR N7
(10MB) »fEffiEiv, A7 A AMTHAEHIZ 12D 27 (20MB) BiEfitSivE T,

\)

GE)

BAF Iy 7Ny 77 A1, Nexus9300-FX2 77 v b7 4 —Ah AL v FTOHRYPR—bSh
£9. WNexus A v F 7T b7 —LYHR—b~ ) v27 2] 2ZRLTIIZENY,

QS /Ny NNV IT7DEZ=ZR—

Cisco Nexus 9000 &V — & T34 AL, R—FBLOFXAF I v 7FGAEY TLICHMA L
LTREILGNTZ 12MBDOAEY Ny 77350 9, KriE/ SRV A— bOHIIZIE, 41F
DA=F Y AR Fa—L4HOYLTFr AN Fa—0H0 F9, N—R NF2ITEHE T
UATIE, HEHAR—=MNIFZAFI v 7 IEAT I NOERy 77 2 EE L ET,

TEER 77DV TNEALLBIOE T AT —HZ A% R—FZLIZERTEET, LD
WELT, $R_XTOI T EZRFRENTET, FBAIT208314 FTH, FHEEELHEHAT
BEZ 2BV OIIZEI LT, ZFua— UL Ll Ny 7 7 OB A FR X FET,

B 22RO


https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/platform/platform.html

| Fa—av5Er7Ca—) TR

\)

s /iy kv rne=s— |

GCE)  ALEXIGT AAAADOEERy 77 DF=F Y 71, R—F L LTI R— RSN TWE

A,

\)

GE) ZZTHMTDHITIE. AN— & 51T Broadcom ASIC DR — kT,

WIZ, VAT ANy T RRENMMEMBI D 227 VT 5012 RLET,

switch# clear counters buffers
Max Cell Usage has been reset successfully

WIZ, FEDEY 22— LDy 7 7 RO LEWEZRET 20 2RLET,

switch (config)# hardware profile buffer info port-threshold module 1 threshold 10
Port threshold changed successfully

\)

GE) ¢ Ny 77 LEVVEMEREIZ, no-dropZ 7 AZREL TWHHE (PFC) . A— M TA 13 —7
72> TWER A,
B

* X E

ENTZLEVEDONR Yy 77 7 ME, R— DT RTCOF2—{ZBWT, £TDOR—

MIEHEN DT XTONRNYy 77T LT, SBILICTF =y 7 ERET,

T RTOEV a— ANFEFRITHEDEY 2 —LOTRTOR— MIEHAEINS, LEVED
HEEZHRETEET, 774V DO LEVHEIX, AT —/LSP-0AA v FOEAHD 90%
T, ZOREIE. A—Vxy b @FE ARwL) K= FBLONE (HG) &— bOlil
Wi S vET,

Ny 77 LEVWVEEREIL. ACIXIGT /S A2 R— FTEHR— SN EEA,

Wiz, A%

switch# show

— Tz AAN—RY 2T vy BT ERTT OB ERLET,

interface hardware-mappings

Legends:
SMod - Source Mod. 0 is N/A
Unit - Unit on which port resides. N/A for port channels
HPort - Hardware Port Number or Hardware Trunk Id:
FPort - Fabric facing port number. 255 means N/A
NPort - Front panel port number
VPort - Virtual Port Number. -1 means N/A

Name Ifindex Smod Unit HPort FPort NPort VPort

Eth2/1 12080000 4 0 13 255 0 -1

Eth2/2 12080200 4 0 14 255 1 -1

Eth2/3 12080400 4 0 15 255 2 -1

Eth2/4 12080600 4 0 16 255 3 -1

Fa—qv5zx5va— iR )



Fa—AVHERYCa— )T DR |
B - rssvr501—u vomEnm

Eth2/5 1a080800 4 0 17 255 4 -1
Eth2/6 1a080a00 4 0 18 255 5 -1
Eth2/7 1a080c00 4 0 19 255 6 -1
Eth2/8 1a080e00 4 0 20 255 7 -1
Eth2/9 1a081000 4 0 21 255 8 -1
Eth2/10 1a081200 4 0 22 255 9 -1
Eth2/11 1a081400 4 0 23 255 10 -1
Eth2/12 1a081600 4 0 24 255 11 -1
Eth2/13 1a081800 4 0 25 255 12 -1
Eth2/14 1a081a00 4 0 26 255 13 -1
Eth2/15 1a081c00 4 0 27 255 14 -1
Eth2/16 1a081e00 4 0 28 255 15 -1
Eth2/17 1a082000 4 0 29 255 16 -1
Eth2/18 1a082200 4 0 30 255 17 -1
Eth2/19 1a082400 4 0 31 255 18 -1
Eth2/20 1a082600 4 0 32 255 19 -1
Eth2/21 1a082800 4 0 33 255 20 -1
Eth2/22 1a082a00 4 0 34 255 21 -1
Eth2/23 1a082c00 4 0 35 255 22 -1
Eth2/24 1a082e00 4 0 36 255 23 -1

Xa1—AVIBIVRY D a—1) VT DEREH
IITHE, Fa—A VI BLOAF Y a—) VT OREFERLET,
~

GE) TI7HNVEIDVAT AT T A, qos-group IZHEANWTHFa—A T —HEANLET (T 74
bV R TliE, qos-group 02T XTHO T 7 4 w7 N—FH L, ZOT 74/ b F2—(F100% DH;
WHEZRGELET) o AT Fa—A 27 7 I7ABIORY O—IC@EUN—ET 5 L)1,
BT qos-group X TET H XA 7 QoS AV v —ZERK L ET,

5l - HH¥21—TO WRED DL E

Iz, H71% =—® WRED #EEA R ET HHl 2~ LET,

configure terminal
class-map type queuing match-any c-out-gl
match gos-group 1
class-map type queuing match-any c-out-g2
match gos-group 1
policy-map type queuing wred
class type queuing c-out-gl
random-detect minimum-threshold 10 bytes maximum-threshold 1000 bytes
class type queuing c-out-g2
random-detect threshold burst-optimized ecn

— ~ [o) » E |
Bl: cZ 7499 D—EVIDERE
WIZ, &7 7 A2 500mbps & 1000 mbps ZfHLCRT7 7 4 v v=— VB T ERET D0
o LET,

configure terminal
class-map type queuing match-any c-out-qgl

B 22RO
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#:rs57099vi—vrnsz I

match gos-group 1

class-map type queuing match-any c-out-g2
match gos-group 1

policy-map type queuing pqu

class type queuing c-out-8g-g3
bandwidth percent 20
shape min 100 mbps max 500 mbps

class type queuing c-out-8g-g2
bandwidth percent 30
shape min 200 mbps max 1000 mbps

class type queuing c-out-8g-g-default
bandwidth percent 50

class type queuing c-out-8g-gl
bandwidth percent 0

class type queuing c-out-8g-g4
bandwidth percent 0

class type queuing c-out-8g-gb
bandwidth percent 0

class type queuing c-out-8g-g6
bandwidth percent 0

class type queuing c-out-8g-g7
bandwidth percent 0

system qgos
service-policy type queuing output pqu

Fa—qv5zx5va— iR )
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