ETa270SaATUFSA 43 —Dx
A4 X (CL) O{EFR

¢ MQC IOV T (1 %—2)

« EY 27 QoS CLI OFEEHFI L HFFH 2 —)

C VAT AT TA (3R—Y)

cFITFNENDVAT AT TR (3R—)

MQC A7V =7 b (4 3—)

cQoS AU =TI arOfmBrONHE (23 X—)

LAY 2A LU E—T A ZADYP—ERARY —DORE (24 2—)
L ATXIAUH =T 2 ADY—ERA R O —DOFE (26 X—)
e VAT AP —ERRY—DBEM 27 —)

* VLAN ~®D QoS RV v — 77 v aofhm (28 <—)

« Session Manager |Z X % QoS AR —F (30 <—2)

MQC (2D T

CiscoModular QoS v F 74 f v Z—=T7 =4 A (MQC) 1F, QoSHY v —%EHTHF
ARt L E T,

QoS AU v —FRD 3 SOFIAZEFEH L TRELET,

1 bI7492 7T RAEERT D,

2. ZXrT7T74 07 ITRIRY)—=BEOT 7 vareT Y2 —FLET,

3 AR T—ZmBELIIMEA F—T = ZMLET,

MQCIZIE, hT7 74 v 7D TALRY —%ERT DDA~ R IATHHEINT
WET,

epolicy-map : RV — ¥y h2RITKRIo—~vTE2ERLET, R —~v 137
T AN T A =y FITHEH SN E T,

EPa508aY RS M03—T (R (CL) DERA .



EP150SATUESA U A08—T4R (C) OFEA |
B =o-5cscuonssmesnsm

KUY — =, FREOHIRC Ay b Ry 7Ry, 7/vym—hEnE T
T4 T PVITATETTLT Vv ary By heE#RLET,

IIARyTBIORNY =~y TE2AERT 2L X, ROFT V= b I TH2ERLE
j—O

s network-qos : A7 A LoUL-BEO T 7 Vg VITHEHTELMQC AT VY M EER
L/\iﬁ—o

cqos: v—F LI BLORY VU TIHEHTEAMQC AT V=Y NEERLET,
cqueuing : X2 —A VI BIXOARF Va— ) VIR TELIMQCA T V=7 MEEFRL
i‘j‘o

N

GE) T 74/ Ridgos¥ A7 TT,
H71 QoS RV v—ix, Y7 A4 v ¥ —T =24 ATV FR—FSNEHA,

sarvicepolicy 2~ > RZMEH LT, AU —%FR— b, "—hFrx, BTV TA 0¥ —
Tz A AT EES,

show class-map =~ > K L W show policy-map =~ > F&HHL T, MQC A7V =7 FdF
NTERFEA DOEERRTTEET,

A

AR AU HF—T a2 A AT 4 Fa2l—2ar FT—RTClE AV F—T 2 A ANKANERHST
WABTA L B—KNT v 7L TWBEN, X7 L TWANICERZRL . T35 A% QoS B &
U7 7vAarba—L UZXK (ACL) a2~ REZITFANDZENARETT, 2EL, 7
AVH—RBRE T LTOWDEAIEL, T3 AREFRTREHERE ERbZiF A2z, A
VH—T 2 A AV TE—RIITEER A,

T2 175 QoS CLI OEEFIE L HIRIFIR

E Y27 QoS CLI X ERF OF EFH & filfFHITRDO LB TT,
cRVIV—AXFTA 0 D—FREHBH LT A ATIE, 4qE—F RV —%FHLTT—%
BRENYR— FEhERA, RDYVIZ, 8qE— R RV —%2MH L TTF A ZEREL
S
* CiscoNX-0S U U — % 10.5(3)F LA, Cisco Nexus 9364E-SG2-Q A A v F TlIA v #Z—7 =
A A QoS BHAR—hEINTWET, KIZ, BERELHIRFHARL £7,

c T UL UTNIREHOTEDIZ, IPVA T 7 4 v 7 EIPV6 N T T 4 v 7 DHEJTIZ QoS
AR —ZERTEET,
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cQoSHYU V—FMEHALT, NTF 74 v 7 %05 L, 794 F VT 4 &2f(HFAHZENRT
E7,

e IP T 7 47 DODSCPEHELTC, 7u— 7744V T 4 ZHIECTx £4,

c BINDOHERK 72 LT, #AIABT T Z DY R— A LTI 7 4 v 7 T2 E
FOEH XS,

e AU B —TxA AZAQoS L, SVI (ARA v FHEHMRHIA L F—T =4 A) FBILUVLAN
A B =T 2 A ATHR—FEINFET,

e AU H—=T 2 A AQoSIX, FFIP FT T 4 v/ TIIYFR—bFINEEA, 1L, IPv4
BIORIPVv6e DRV —¢E N T 7 4 v 7 TORYFR—FEINET,

e A F—=Tx2AAQoSAKY —iF, L2AR— FTEHIAR—-—FIhTWEEA,

c AU H—T e A AQoSIE, FABA=F ¥ Ak T T v I ha=%r A LELT
JER L E T,

*MAC B Ca=F%x X NEET RLRAZFRON, IPTwLTF v X MNMILT KX
BRORNT 74 v 7iF, 2=F v AR Fa—lEEINET,

~ — —

VATLYUISRA
VAT I qos lE—FED MQC ¥ —7% v h T, service-policy ZfFEH LT, RV —~v 7%
AT hqos X —7 y MIBESITET, HEDOA X —T =2 ATH—EARY —FEX L
BELRWVWIBY, VAT Aqos KU U —IT NS ADA U H—T = ALRITHEHA I NET,
VAT A Qs AU V—E VAT AT TAL TARAARKD ST T 47 I TA BLOE
DEMEEERT HI-DICHEHLET,

P—ERA R =N A =T 2 AL~V TREENTWDEEE, AV F—T A A LN
NDORY = TEIZVAT LI TAREEZIET 740 MEL Y BRI ET,

QoSHEFEZRTE L., VAT ANLMQC AT V=7 MREREINDLLA., 4qE— KDV AT A
ERMQC AT V=l NEXIZ8QE—ROVATAERA 7 V=l NEfEATEET,

CiscoNexus A4 v FTliL, VAT L7 T AL qos-group fEIZ L > T—EIZHAI SN E T, 2K
TADDY AT LI FAPRYR—= SN TWET, T30 RE, T ATHIFET D1
DT TN 2T A Y R—FLET, HR3IODBMI AT L 7T A eEREPMERTE
F9, VAT LQoS ¥ —4 v hTiE, H1F 2 —A 27 L network-qos 8 L O FEX AR U > —Jf]
F&A 7 qos DAY AR—FILET,

TI2FIWEDIORTL ISR
FRAL R, WDV AT I 7T A EREBELET,

e Fuvw TRART AT TR

EPa250SAYUKRFA A8 —T(R (CL) DFERA .
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B vocroo:s romm

FT7 4NV ETHE, TRTCOZ=F Y A BIOYALTF XY A A —H KXy b b T T 4 v 7,
TI7HAN DRy T VAT AT TRGEESNET, 2D 7 A qos-group 0 THkAl S 4
£,

MQCA T4 FDERA

QoS RV v—,Fa—A 7 RY —ZFET HITIE. MQC @ class-map 35 & U policy-map
ATVl NEFEALET, VIR Ty T ERI =~y T ERELIEL, KX AT DR
VT 1ID A E—T oA AMINTEET, QoS AV —ik, AN FAIEIFICiEE
ATEET,

RV — =oAL, QoS RY v —F7EFa—A L 7 R —DWTRINEENET,
RV —<o Mo, VT 7427 VJTRERT I TR TOL4F =R LET, b7
T4y T DETTACDNT, T AF2—FRFIR L 7oA ¥ —T = A AET21E VLAN
ARV —%EHLET,

WNrohe "G T4 D7FAN, 1 EHDO NI 7 4 v 7T AERBNOIBICHRESINE
T, ~HTELORRONSTHGAE, TDITAORY =T 7 v a iy MIER &
nEd,

FRIFEHD 7 T A ~ v 7 class-default %, # A 7 qos R U T —NO—FHLRNTXTD KT
T4 I EZTRY TAAL RIMOTRXTO T T 4 w7 7T ALRRKICARY >—T 7 v a
vEEHALET,

A4 T qos KR —

AT qos R —%MHLT, "y hav—F TBILORI 7L, VAT LAEHRHY
A 7 network-qos B L WNZ A 7T X a—A T 7T A< v T DO—BEMEHEE T 5 qos-group &
RELET,

QoS ARV —HiEL . Z A 7 QoS DEE#H MQC A7V =7 hEROKIZ R LET, MQC 47
Y7 MIKFTRLTWET,
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1: 24 qosOMOCH T2 ¥ FOEAZETRT QSR >—DE

QoS policy for
type

qos policy-map

Class of traffic
1
class-map

Policy actions

- Marking

- Palicing

- Set QoS group

Class of traffic
2
class-map

Policy actions
- Marking
- Palicing

Class of traffic
N
class-map

Policy actions
- Marking
- Palicing

Class of traffic
unmatched
class-default

Policy actions
- Marking
- Palicing

BAT Fa—A4A2TKR)—

s4F%xa—qv5xyo— |

503020

AT Xa—A T RI—T, Ty bV z2—E L TBLOFa—A V7 IHEHLET,
QoS ARY v—HEiEL XA T Fa— A TOEEMQC A7V xr M, ROMIZRLET,

MQC A7 ¥ =7 MIKFTRLTNET,

EPa250SAYUKRFA A8 —T(R (CL) DFERA .
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H2: 34T Fa—A25OMAUF Ty FOFERAZETRT QST >—DE

. Policy actions
Oﬂsgﬂpl::yfﬁr class of traffic 1 R
; System-defined class map ~ Priority {egress)
queuing ~ Bandwidlh
policy-map

- Shaping

- Tail drop

- WRED

- Queue limit

- ECN

class of traffic 2 Policy actions
—| s ten-deiined olass map - Bandwadth

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

class of traffic N Policy actions
System-defined class map - Bandwidih

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

default class of Iraffic Policy actions

System-defined class map - Bandwidlh

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

Mote: See the “Configuring Queuing and Scheduling
chapter for information on configuring these parameters.

ATLEEOMACA T Y +

QoSHEREAZ AT L., VAT AMBMQC AT V27 hNERENDISGE, 4qT— ROV AT A
ERA T2V FERIZ8QE— ROV AT LAERA T V=V MR TEET,

8qEF— RDOVAT AERA TV =7 MIROT NA ATHAR—hINET,

\'1

« Cisco Nexus 9300-FX A A v~ F
« Cisco Nexus 9300-FX2 A A ~ F
» Cisco Nexus 9300-GX A1 v F

» Nexus X97160YC-EX F721% -FX 7 A > J1— R % 4§ 2 7= Cisco Nexus 9504, 9508 15 L 1) 9516
AA T
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A\

(GE)  FEX DR INTWDHEHEIE, 4q CRETHIVLERDH Y 7,

N

GE) 8qE—RDOVATAERAT7 V= MI, ACL T7Vr—var vy by A2 T7TR
NZ 7 Fx) MIETA L B— RTEYPR—FEhEREA,

E—FOVRFLEEMACA TS Y b

QoS HEREZRE L, AT LMOMQC AT V=7 FRERENLHLEA. UTDL AT LER
FT7V = NEEATEET,

)

(F)  Cisco Nexus 9000 >V — XA NX-0S ¥ AT Llx, 7 4/L b Tl 8qE— FTHM L £7, 4q
T— RIZEETHIZIE, ROMQC A7 Y=/ FaFNITHHMENDHY 9,

N\

(E)  4qET—FOV AT LEFRD MQC 47 =7 M, Cisco Nexus 9508 A v F (NX-OS
7.03)F3(3)) TiIxHA—hrENEHA,

e XA T qos VTA VT

R1I:VATLEREDIA Tqos VS A <y T

VIR Iv T4 B

class-default HA T qs R — <y TCERELEN I 74T VTAD
HEOENIZH—HK LW ATy R TRTEID Y ToND,
2A T qos I TATYT,

BA T Fa— AT ITAT YT

R2UYE—FROVRATLEREDIA T HRa—AVT USRI T

DVIRAIvT Ha—% |HHA

c-out-q-default HAT 740k Fa—: QoS Z//L—70
c-out-ql H71%=2—1:QoS 7 /L—7"1

c-out-q2 HH%=2—2:QoS 7/ /V—"7"2

c-out-q3 /1% =2—3:QoS 7 L—73

EPa508aY RS M03—T (R (CL) DERA .
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* network-qos 77 7 A < v 7D AJ]

RIWPE—FODIRATLEEREDH A 7 network-qos ¥ 5 X <y 7

DSAIVT Ry b
J—7% QS &

B8

c-nq-default

F v hU—27 QoS 7 7 A : QoS Z1—70

c-nql X hT—27 QoS 7 T A : QoS ZN—71
c-nq2 F v hT—2 QoS 7 F A : QoS Z/)—"72
c-nq3 X hT—27 QoS 7 T A : QoS Z/N—73

AR v—=vS

R4 VRATLEEDF2—AVTR)O—Iv T 4gE—F

Fa—A7 K-
KL

A

default-out-policy

Fa—AV I R v—~v 7 EEALRZNTRTOEY 22—
JVIR—RMAmMEN L IEIF2—A v T RV — <7,
7 x v FOFREMEIFIRDO LI TT,

=

policy-map type queuing default-out-policy
class type queuing c-out-g3
priority level 1
class type queuing c-out-g2
bandwidth remaining percent 0
class type queuing c-out-qgl
bandwidth remaining percent 0
class type queuing c-out-g-default
bandwidth remaining percent 100

default-network-qos-policy

Fa—AL T R)— <7 EBEHALWNWTRTOEY o2 —
JR— MIAMEND Ry hU—27 QoS Fa—A 7RI v—
~ v, T 74N NOREMITKROEEBY TT,

policy-map type network-gos default-ng-policy
class type network-gos c-ng3
match gos-group 3
mtu 1500
class type network-gos c-ng2
match gos-group 2
mtu 1500
class type network-gos c-ngl
match gos-group 1
mtu 1500
class type network-gos c-ng-default
match gos-group 0
mtu 1500
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BQE—FDLRATLEEMACA T K

QoS HEREZ R E L, Y AT AMMBLMQC AT V=7 "NEREINDIBE., LTFTOV AT LEH
FTV =l NEERTEET,

A\

(E) 8qEF—ROVATAEREMQC ATV =/ "I3T 74/ FDOMQC AT V=7 hTT,

e XA T qos VTA YT

REVRATLEEDAA T qos VRIS

VIR T4 st B

class-default AT qosHh) V— <y T TERLIEZN I 74T 7T AD
HEEOLNIZH =B LWy R TRTED S TCoND,
BA T qos VTA YT,

AT Xa— AT ITA~YT

R6:QE—FDIVRTLEEDAA T X2 —a425 953X <v T (HH)

VDSAIvT *a—4 |5HA

c-out-8q-q-default HAHTF 740 Fa2—: QoS Z/L—70
c-out-8q-q1 HA%F2—1:QoS Z/v—71
c-out-8q-q2 HI1% 22— : QoS 7/ /—7"2

c-out-8q-q3 H71% 22— : QoS /' /L—73

c-out-8q-q4 HI1%2—4:QoS /' /L—74
c-out-8¢-q5 HA¥=2—5:QoS 7/ L—75
c-out-8q-q6 HI1%2—6:QoS Z/L—76
c-out-8q-q7 HA¥=2—7:QoS 7/ v—717

R7:8E—FDIRTLEEDAA T X2 —A2T V53R 3y T (21E)

V5AIyT Xa—4% B

c-in-q-default ZEMT 74V K Fa2— QoS Z/L—7 0
c-in-ql ZAEMF =2 —1:QoS /' /L—71

c-in-q2 ZAEMF 2 —2: QoS ZIL—72

EPa250SAYUKRFA A8 —T(R (CL) DFERA .



EL250SATURIAA08—Tx(4Z (CL) OEA |
B ssz=—rovzxsrzmmac oy b

D5ATvT ¥a1—% |HHA

c-in-q3 ZEMF 2 —3 : QoS ZIL—T73
c-in-q4 ZAEMF = —4: QoS /' /L—T4
c-in-q5 ZAEMF 2 —5: QoS ZIL—TF5
c-in-q6 ZAEMF =2—6: QoS /' /L—T76
c-in-q7 ZAEMF 2 — 7 : QoS ' I—T717

* network-qos 7 7 A ~ v 7D AN

A

G¥)

8q F— KDV AT LEFHHX A 7 network-qos 7 7 A ~ v 71X,

Cisco Nexus 9508 A1 »F (NX-0S 7.0(3)F3(3)) TiLHA— k&

NTWEEA,

z8:8qE—FDIRTLEEDH A T network-qos 7 5 X I v

V5RAIvTxry b B

7 —% QoS &

c-8q-ng-default *v FU—2 QoS 7 7 A : QoS Z1L—70
c-8q-nql F v hU—27 QoS 7 7 A : QoS Z/—7"1
c-8q-nq2 F v hT—2 QoS 7 T A : QoS Z)—72
c-8¢-nq3 F v hT—2 QoS 7 7 A : QoS Z—"7"3
c-8q-ng4 F v hT—27 QoS 7 7 A : QoS //L—74
c-8g-nq5 F v hT—2 QoS 7 7 A : QoS 7/ N—"7"5
c-8q-nq6 F v b7 —2 QoS 7 7 A : QoS 7 —"7"6
c-8q-nq7 F v hU—27 QoS 7 7 A : QoS /N—7"1

R v—=v S
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KRI:VATLEEDF2—AVTKRKYS—<v T 8gE—F

Xa—A2gR)—
Sk

atBA

default-8g-out-policy

Fa—AL TR — =T EZEALLNTRXTOEY 2 —
U R— NofmEnNstHhxa—A 7 RIS — <y F
7 4V FOFBREREITRD LB Y T,

policy-map type queuing default-8g-out-policy
class type queuing c-out-8g-gq7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 0
class type queuing c-out-8g-g5
bandwidth remaining percent 0
class type queuing c-out-8g-g4
bandwidth remaining percent 0
class type queuing c-out-8g-g3
bandwidth remaining percent 0
class type queuing c-out-8g-g2
bandwidth remaining percent 0
class type queuing c-out-8g-gl
bandwidth remaining percent 0
class type queuing c-out-8g-g-default
bandwidth remaining percent 100

default-8q-network-qos-policy

XAV R — =y T EEALRNWTRTOEY 22—
JR— MIAIMENDE Ry hU—2 QoS Fa—A 7RI —
<7, T 74N NOFREMIRDOLELY TT,

policy-map type network-qgos default-8g-ng-policy
class type network-gos c-8g-ng7
match gos-group 7
mtu 1500
class type network-gos c-8g-ngb6
match gos-group 6
mtu 1500
class type network-gos c-8g-ngb
match gos-group 5
mtu 1500
class type network-gos c-8g-ng4
match gos-group 4
mtu 1500
class type network-gos c-8g-ng3
match gos-group 3
mtu 1500
class type network-gos c-8g-ng2
match gos-group 2
mtu 1500
class type network-gos c-8g-ngl
match gos-group 1
mtu 1500
class type network-gos c-8g-ng-default
match gos-group 0
mtu 1500
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GE)

Cisco Nexus 9000 3 ) — X NX-0S VAT AL, T 74/ hTlE8qET— R THEIL £7,

8qE— FIZEFET L2, ROTA RTA L ZMHEHL T EE0,
* network-qos N U ¥ —% 8qE— NIZEH L £,

default-8q-ng-policy (A7 AIZ L VAERR S 415 8q DT 7 4V | network-qos 78 U 2 —) %
T U T 4 7T DD, F7ziXgos copy policy-map type network-qos =2~ RA&fEH L T2
DORY—%abt—L, REIUSCUTRELTLLT VT 4 7ICTEET,

e Fa—ALV T RV —%8QE—RNIEHELET, (DFEV, VAT LA Fa—r T K

8q E— FICEY 5FE

=L [EFECA A —T 2 AAFa— AT R —FEELET, )

qos copy policy-map type queuing =~ > RZ i L T, default-8q-out-policy (A7 AlZ
KVER ST 74NV b D8qFa—A T R v—) Zatr—LET,
default-8q-out-policy D A &' —Z MBS U THRE L, Y AT L LAV TT 7T 471 LE
To FTEETA LV E—T A R LNV THET 7T 4 TICTEET,

e network-qos AN Y ¥ —& Fa—A 7 KU —%8qE— NIZEH L6, qos-group 4 ~ 7
Wkt L Csetgosgroup 7 7 v a VEMAL T, $2a—4~T72 774 v 7 &iHETE 5D
£ 2127 £,

8q E— NIZRHT2EEEZ L FIORLET,

A

c8qARV =T T 4 TIMEHINTWDEHEE, 8¢ E— REFAR—FLARNWI AT A A
A—VICVAT LRI T L—RT5ZEIETEERA,

G¥)

WM Z RS DA N T T T 4 AL LT, XU T 1L—FK
ANZ 8q ARV v —&HIBRL £,

WOBNZ, 8qF—FEFR—K LRV AT L A A=V ~DX T T L— RTOIHH
MERLET,

switch# show incompatibility nxos bootflash:n9000-dk9.6.1.2.I1.2.bin
The following configurations on active are incompatible with the system image

1) Service : ipgosmgr , Capability : CAP_FEATURE IPQOS 8Q QUE_POLICY ACTIVE
Description : QoS Manager - 8Q queuing policy active

Capability requirement : STRICT

Enable/Disable command : Please remove 8g queuing policy

2) Service : ipgosmgr , Capability : CAP_FEATURE IPQOS_8Q NQOS POLICY ACTIVE
Description : QoS Manager - 8Q network-gos policy active
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Capability requirement : STRICT
Enable/Disable command : Please remove 8g network-gos policy

¢ 8qAR Y —IL, 8-queue &YV R— K L2RNWT A U — RPEHINTZ VAT LATIET 77+
TNWCTEERA, T_XTCDACL (TFVr—artvr NI AV TTANTIFv)
KT A H—FRiZ, 8§Fa2a—%PHR—FLTWEFA,

A

GE) RN TF7T74 AL LT, 8-queuetREA T DHIIC, 8-queue
EYR—=FLBRNWTRTDTA I — FOEREA7IZLET,

WOBNZ, 8-queue & AR — K~ LIRNT A > B — REEH S L7z 2 AT LT 8-queue HBE
EHT2ERET LT —O—HERLET,

switch (config)# system gos
switch (config-sys—-qgos)# service-policy type queuing output default-8g-out-policy
ERROR: policy-map default-8g-out-policy can be activated only on 8g capable platforms

switch (config)# system gos
switch(config-sys—-qgos)# service-policy type network-gos default-8g-ng-policy
ERROR: policy-map default-8g-ng-policy can be activated only on 8g capable platforms

switch (config)# policy-map pl

switch (config-pmap-gos)# class cl

switch (config-pmap-c-gos) # set gos-group 7

ERROR: set on gos-group 4-7 is supported only on 8g capable platforms

8¢ E— F~DEEDH|
8q E— F~DEHHI 2 WITR L ET,

\}

GE)  ZDOflE, Cisco Nexus 9508 A1 »F (NX-0S 7.03)F3(3)) i I EH A,

switch# gos copy policy-map type network-gos default-8g-ng-policy prefix my
switch# show policy-map type network-gos

Type network-gos policy-maps

policy-map type network-gos my8g-ng

class type network-gos c-8g-ng7
mtu 1500

class type network-gos c-8g-ngb
mtu 1500

class type network-gos c-8g-ngb
mtu 1500

class type network-gos c-8g-ng4
mtu 1500

class type network-gos c-8g-ng3
mtu 1500

class type network-gos c-8g-ng2
mtu 1500

class type network-gos c-8g-ngl

EPa250SAYUKRFA A8 —T(R (CL) DFERA .
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mtu

1500
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class type network-gos c-8g-ng-default

mtu

1500

switch# config t
switch (config)# policy-map type network-gos my8g-ng

switch

switch (config-pmap-ngos-c) #

(

(

switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c

)
)
)
)
)
)
)
)
)
)
)
)

#
#
#
#
#
#
#
#
#
#
#

config-pmap-ngos) # class type network-gos c-8g-nqgl

mtu 9216

class type network-gos c-8g-ng2
mtu 2240

class type network-gos c-8g-ng4
pause pfc-cos 4

class type network-gos c-8g-ngb
mtu 2240

pause pfc-cos 5

class type network-gos c-8g-ngb
mtu 9216

pause pfc-cos 6

show policy-map type network-gos my8g-ng

Type network-gos policy-maps

policy-map type network-gos my8g-ng
class type network-gos c-8g-ng7

mtu

1500

class type network-gos
pause pfc-cos 6

mtu

9216

class type network-gos
pause pfc-cos 5

mtu

2240

class type network-gos
pause pfc-cos 4

mtu
class
mtu
class
mtu
class
mtu
class
mtu

switch
switch

(
(

1500
type
1500
type
2240
type
9216
type
1500

network-gos
network-gos
network-gos

network-gos

config)# system gos
config-sys-qos)# service-policy type network-gos my8g-ng

c-8g-ngb6

c-8g-ngb

c-8g-nqg4

c-8g-ng3
c-8g-ng2
c-8g-nqgl

c-8g-ng-default

switch (config-sys-qgos)# 2014 Jun 12 11:13:48 switch %$ VDC-1 %$
$IPQOSMGR-2-QOSMGR_NETWORK_QOS_ POLICY CHANGE: Policy my8g-ng is now active

switch (config-sys-qos)# show policy-map system type network-gos

Type network-gos policy-maps

policy-map type network-gos my8g-ng
class type network-gos c-8g-ng7
match gos-group 7

mtu

1500

class type network-gos c-8g-ngb
match gos-group 6
pause pfc-cos 6

mtu

9216

class type network-gos c-8g-ngb
match gos-group 5
pause pfc-cos 5

mtu

2240
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class type network-gos
match gos-group 4
pause pfc-cos 4
mtu 1500

class type network-gos
match gos-group 3
mtu 1500

class type network-gos
match gos-group 2
mtu 2240

class type network-gos
match gos-group 1
mtu 9216

class type network-gos
match gos-group 0
mtu 1500

c-8g-nqg4

c-8g-ng3

c-8g-ng2

c-8g-nqgl

c-8g-ng-default

s t— k~0zE0H ]

switch# gos copy policy-map type queuing default-8g-out-policy prefix my
switch# show policy-map type queuing my8g-out

Type queuing policy-maps

policy-map type queuing my8g-out

class type queuing c-out-8g-g7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 0
class type queuing c-out-8g-gb
bandwidth remaining percent 0
class type queuing c-out-8g-g4
bandwidth remaining percent 0
class type queuing c-out-8g-g3
bandwidth remaining percent 0
class type queuing c-out-8g-g2
bandwidth remaining percent 0
class type queuing c-out-8g-gl
bandwidth remaining percent 0

class type queuing c-out-8g-g-default
bandwidth remaining percent 100

switch# config t

switch (config)# policy-map
switch (config-pmap-c-que) #
switch (config-pmap-c-que) #
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (

)
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #

config-pmap-c-que

Type queuing policy-maps

type queuing my8g-out

class type queuing c-out-8g-g-default

bandwidth remaining percent 30
class type queuing c-out-8g-gl
bandwidth remaining percent 15
class type queuing c-out-8g-g2
bandwidth remaining percent 15
class type queuing c-out-8g-g3
bandwidth remaining percent 10
class type queuing c-out-8g-g4
bandwidth remaining percent 10
class type queuing c-out-8g-gb
bandwidth remaining percent 10
class type queuing c-out-8g-g6
bandwidth remaining percent 10

show policy-map type queuing my8g-out
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qos-group & E I

policy-map type queuing my8g-out
class type queuing c-out-8g-g7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 10
class type queuing c-out-8g-gb
bandwidth remaining percent 10
class type queuing c-out-8g-g4
bandwidth remaining percent 10
class type queuing c-out-8g-g3
bandwidth remaining percent 10
class type queuing c-out-8g-g2
bandwidth remaining percent 15
class type queuing c-out-8g-gl
bandwidth remaining percent 15
class type queuing c-out-8g-g-default
bandwidth remaining percent 30

switch (config)# system gos
switch (config-sys-qos)# service-policy type queuing output my8g-out
switch (config-sys-qos)# show policy-map system type queuing

Service-policy output: my8g-out
Service-policy (queuing) output: my8g-out
policy statistics status: disabled (current status: disabled)

Class-map (queuing):
priority level 1

c-out-8g-g7 (match-any)

Class-map (queuing) : c-out-8g-g6 (match-any)

qos-group 0 &% 7E {5l

bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing) :
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

percent 10

c-out-8g-g5
percent 10

c-out-8g-g4
percent 10

c-out-8g-g3
percent 10

c-out-8g-g2
percent 15

c-out-8g-gl
percent 15

c-out-8g-g-default
percent 30

qos-group (ZfE 4 ~ 7 ZFXET HH1 2RI R LET,

switch (config)# policy-map pl
switch (config-pmap-gos)# class cl
switch (

switch (config-pmap-c-gos) # ex
switch (config-pmap-gos)# class c2
(

config-pmap-c-gos) # set gos-group 1

switch (config-pmap-c-gos)# set gos-group 4

. EV21530SATVURSA AT (4R (CL) OEA
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switch
switch
switch
switch
switch
switch

config-pmap-c-qgos) # ex
config-pmap-qgos) # class c3
config-pmap-c-gos) # set gos-group 7
config-pmap-c-qgos) # ex
config-pmap-gos) # ex

config)# show policy-map pl

Type gos policy-maps

policy-map type gos pl
class cl
set gos—-group 1
class c2
set gos-group 4
class «c3
set gos-group 7
switch(config)# conf t
switch (config)# int ethernet 2/1
switch (config-if)# service-policy type gos input pl
switch (config-if)# show policy-map interface ethernet 2/1

Global statistics status : enabled
Ethernet2/1
Service-policy (gos) input: pl

SNMP Policy Index: 285226505

Class-map (gos): cl (match-all)
Match: dscp 10
set gos-group 1

Class-map (gos): c2 (match-all)
Match: dscp 20
set gos-group 4

Class-map (gos): c3 (match-all)

Match: dscp 30
set gos-group 7

8q E— KM D a4qE—F~ADERE
A\

GE)  8qE— F»bH 4qF— R~DOEF L, Cisco Nexus 9508 A1 »»F (NX-0S 7.03)F3(3)) TixH
A—hESNTWERA,

8qE— R b 4qE— FIZEET DX, ROTA RTA &AL TS0

TV T 4 7IRATI QoS RY L —DNFHITEH QoS F/L—T 4 ~ T IZxT 5 set qos-group
T arNEENTELT, Fa—4~T~D T 7 4 v 7 7u—>2TbRe Nl &%
R L £,

T RTDRA I =T =2AARY =LAV AT L LYLARY =0, 5t 5 4q R
Vo—ICEXHMZOND 2 EEMHRLET,
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B vocrso:s romE

« 8q network-qos R Y v —% | xHILT D 4q AV O —ITEZHZ FT,

MR = |
MOCA Ty FDETE
MQC AT Y=l F avwy REHRETDHE, TAARK, A7 V=7 ERFELRWGEICAE
TV NEER L, TN b~Yy T = REHGLET,
class-map F 721X policy-map 47 ¥ = 7 MEHIBRT 2I2i%, A7 =2 FOERRICER L7z=
~ RO noBXEHEHLET,
DIAIVTDEEFEIFER

IRy TERERERIZAERCTEXET, R, 79X~y 7 2R v— <o TRET
XAH LT FES,

)

CE) Xa—Ar 7 772~y IIMERTEERA, WTHDLDY AT AERZDX 2 —A T 75
A2y T EFERTOIVLERSD £,

FlaD#EE
1. configureterminal
2. class-map type qos[match-any | match-all] class-name
3. exit
4. class-map type queuing match-any class-name
5. exit
6. show class-map [type qos| class-name]]
7. show classsmap [type queuing [ class-name]]
8. copy running-config startup-config
FIED %
FIE
ARV KRFERRETY a3 Y B
2T 71 |configureterminal Jsa—s L ar7 4 X2 b—a ' — Nk
15“ : ]\/\iﬁ—o

switch# configure terminal
switch (config) #

R T 72 |classmap type qos[match-any | match-all] class-name| % 1 =7 qos D7 T A ~ v TENERT D0, XA T

B - Qs DI TAXyTIZTIRAL, VFA<y S
— K Ly = N °© -

switch (config)# class-map type gos classl qos‘E ] %Fﬂﬁﬁubij—o 77 A 7/7v% e

switch (config-cmap-qgos) # WT 7Ny b AT FTFZT =227
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Ky o—vyTogekazE [

AU RFERETIVa Y

B8

Fa@hb Il ENTEET, 77X~y THIIRX
FTLANZLTFREBE I, K40 LTFTETHETE
ij‘o

ATvT3

exit
1 -

switch (config-cmap-gos) # exit
switch (config) #

7 TAXyTqosE—REMKRTL, Fm—rbay
T4 X2l —ar®—FERBLET,

ATvT4

class-map type queuing match-any class-name

f

switch (config)# class-map type queuing match-any
c-out-qg2

switch (config-cmap-que) #

HAT X2~ A TDI TRy TEAERT D,
AT Xa—A LT DI TAS Y TIITIEAL,
JTATY T Fa—A 7 T—RERBLET,

ATy 75 |exit JIAR YT Fa—A T E—RERKTL, Jr—
il - a7 4 Fal—varyE—RERBLET,
switch (config-cmap-que) # exit
switch (config) #

A7y 76 | show classmap [type qos| class-name]] (LE) BEFHDOTXTDOI FA~ T §C
Bl - DEAT qos DV T A~y 7 ETITBRLIZZ A
switch(config)# show class-map type gos ;qos DI TAZyTNITHONT, FHEFRRLE

A7 77 |show classmap [type queuing [ class-name]] (LR) REFHDOTRTDI TA~ YT TC
Bl - DEAT Fa—A L TDITA~y T FlidTE

. . . WLTEAA T Xa— AT DI T ATy TITON
switch (config)# show class-map type queuing .
T, HHRERRLET,

R 7 8 | copy running-config startup-config (ER) FTa 74 Fa2lb—va b AF—h
il - Ty7 ar74Xalb—va R FELET,
switch (config)# copy running-config startup-config

R)O— TV TOREFITER

RY ==y TEERETIIERTEET, RV — vy 72 AL T, 7 7R vy 7ITxf
LCHEITT DT 7 vavaERTEET,
FIEDE

configureterminal

exit

apwDd-=

exit

policy-map type qos { [match-first] policy-map-name}

policy-map type queuing {[match-first] policy-map-name}

EPa250SAYUKRFA A8 —T(R (CL) DFERA .
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6. show policy-map [type qos|[ policy-map-name]]
7. show policy-map [type queuing [ policy-map-name | default-out-policy]]

8. copy running-config startup-config

FIED ¥
FlE
ARV RFEREET7TIVa Y B#Y

Z 5w 71 |configureterminal Jua—)Lary 7 4 ¥al—ay v— RE2Bth
fl LET
switch# configure terminal
switch (config) #

R T 72| policy-map type qos { [match-first] policy-map-name} | 2 { 7" qos DR Y > —~ v TEAEK T D h, A7
i - qos DRV v— o T 7EAL, R —~vv
switch (config)# policy-map type gos policyl 7 L%Bﬁ‘ﬁﬁbi‘j—o Y = ’\7“/(7%5\ %
switch (config-pmap-qgos) # K40 LFOFTF, A T v FRITTRCTFEHE

HATE, RXFLNLFRERESNET,

ATy 73| exit R)o— <7 EF—FEKTL, Zo—yL ay
i - T4 X2l —var ®B— Nz LET,
switch (config-pmap) # exit
switch (config) #

A7 7 4 | policy-map type queuing {[match-firs(] AT Fa—A L TORY V= vy TEREL,
policy-map-name} RELER) v— ~y TAORY) v— ~ T e
1l - RERBLET, KU v— <o 74T, K40 X

switch(config)# policy-map type queuing
policy queuel
switch (config-pmap-que) #

FOWEF AT FIITHRICTFEHHTX,
RKILFE N FERRBIENET,

AT 75| exit RV —<=oFE—FEKTL, Zu— L o
i - T4 F¥al—var T RNERBLET,
switch (config-pmap) # exit
switch (config) #

AT 7 6| show policy-map [type qos| policy-map-name]] (BE) REFEHDTXTOR) v—<v 7
Bl - TOHA T qos DR v —~v 7 FITER L
switch (config)# show policy-map type gos /9/{j7 qOSO)ﬁ§U i/b—*?jyj7@:/)b\7f\ ﬁ%ﬁ&%ﬁ?ﬁﬂ<

LET,
A7y 77| show policy-map [type queuing [ policy-map-name | (LR) REFHDOTRTORY v—~v o7 T

default-out-policy]]
fi

TDOEA T Fa—ALTORY) > — w7 ER
LI ZA T Fa—A L TOR) S — =T Fi=
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mac + 7o x4 k~ozBoER [

AU RFERETIVa Y

B8

switch(config)# show policy-map type queuing

3774V bOMNF a—A 7R —IZBT 5

HHEFRRLET,

ATvT8

copy running-config startup-config

1

switch (config) # copy running-config startup-config

EE) #7274 Fal—arxAZ—h
Ty ar7 4 Xal—a REELET,

Mac + 7

N~

x4 FADERBADE A

description 2~ > R&HEHT L L, MQC A7 V=7 MIHHEZBINTE £,

FIEDHE
1. configureterminal
2. FHEZRETAIMQC ATV = FEIBEELET,
* Class-map :
class-map [type qos] [match-any | match-all] class-name
NS
policy-map [type gos] [match-first] policy-map-name
3. description string
4. exit
5. copy running-config startup-config
F gD F%H
FlE

ARV KRFERERETY VY

=)

ATy T

configureterminal

fi
switch# configure terminal
switch (config) #

Ta—N)L ar 74X al—3ay B— NeG
L9

ATy T2

MAERETHMQC AT Y= FafRELET,
* Class-map :
classmap [type qos] [match-any | match-all]
class-name
cARY =T
policy-map [type qos] [match-first]
policy-map-name

* Class-map :

I TARTERERT DD, 7V TA T
TI7RAL, 7I7A~y T E—RERKLE
T, VTAT TR/, TAT 7y b,
A7, FRET VA —AaT7 LFEEh bz
ENTEET, 7T AYy THITRILF /N
FTHREBIS ., K40 LT F TOWRET 2%
ETEET,

EPa508aY RS M03—T (R (CL) DERA .
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ARV RFERETIVa Y

B8

{5
* Class-map :

switch (config-cmap) # class-map classl
switch (config-cmap) #

R v—= T

switch (config)# policy-map policyl
switch (config-pmap) #

RN ==

RV — =T BERT DN, R o— <y
TR AL, R v— v 7 T— &
HBLET, R — <o 7RI, TLV77
Ry by AT, FRETF =R T LT
EEOLZENTEET, R v—~vv 74X
KXLFE/NCFREBNE I, fiek 40 LFE T
WETEET,

R 73 |description string
{5

switch (config-cmap) #

AT AZ MQC A7 Y =7 MIBMML X4, it
BCII AR K 200 XFDOFEH T FEHTE E7,

switch (config-cmap) # description my traffic class| ()

VAT LEEDFa— AT T T A~y O
BEETLHZLIITEERA,

27y 74| exit
1

switch (config-cmap) # exit
switch (config) #

JIARYTE®=REMRTL, Ju—rbar7g
Fal—varyET—RFeBBLET,

R v 7§ | copy running-config startup-config
fi

switch (config)# copy running-config startup-config

EE) #7274 Fal—arvAZ—h
Ty arz4Xal—ya R ELET,

MOCA T FDFER

MQC 7Y =7 r O EE Rz

FRT DI, ROEEDOWTNDZITNET,

avy kR

S0

show class-map [type qos [
class-name]]

REFHDTXCODITA~ T TXTDXA T qos DY
TAS YT FTITER L2 A T qos DT T A~ v 7NTD
WT, FlERRLET,

show class-map [type queuing [
class-name]]

REFHDTXTDI TAY S TRTOXAT Fa—
AT DITA T, FEITBRLEAA T Ta—d v
TDY T A=y FIZONT, FREERLET,

show policy-map [type gos [
policy-map-name]]

REFHDOTXTOR) =~y 7 FTXTDZA 7 qos D
R =<7 FLIFBBRLIEAA T qosDORY —~
TNZHONWT, TFHREFIRLET,

. EP270SATURIA A VF—T(R
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avw vk =E]:g]

show policy-map [type queuing | ZEH DT R TORY v —~v v 7| FRTOZA T F2—
[policy-map-name | AL TDOR) v—~ T FRILEBR L4 T Fa—d
default-out-policy]] VIDEY oS T T A RO AT a— A

7 RY —IZHonT, FReFRLET,

QSHKJL—TFOarvDFMELVESE

VIR 2T DAy 4 Xalb—varavy REERLTQoSHEE A 2 — 7 NV E 2137 «
=T MITDHIEIETEET A, QoSHEREEZ A XA —T NETIXT 4+ B—T NI T DT, =
CCHMMT A HEEERALC, A ¥ —T7 A AETIL VLAN 2% LT QoS AR U > —Z £
FRIIHETLINERDHY £,

BIORY —= v 7% BRENZAAIMLURDRYD . AT LAERDEA T Fa—A T RY —
T NEA L H—T = A ATIMENE T,

)

GE) FAAATIE AV E—T oA ATLIC1O0Fa—A 27 R —FFIFEREHETEES,

BHDOA L B —T 2 A ATEZSNTVERY —ITIIROBEIERH Y 9,

« IR — MAINE 72 QoS AR Y vr—iF, R—FRKR—bF FX¥ RTNLDALNN—L725T
WRWEGEEITAINC 2D £,

e R— bk F¥ FHMENTZ QoS R U v —iF, KU T —RNA L _— K- MIfHnEn T
WAHBETHAITRD £,

« VLAN [ZAH N E 72 QoS AR U or—id, DR Y ¥ —2 Rl ST nZ o VLAN
WNOTRTOR— MIEH I ET,

CHLATYIFR—FBLOVAVIR—FFy A F =Tz ZZONT, 1 DDAT]
QoS R Y v —MNH¥HR— SN TWET,

* VLAN T2 1 2DAT QoS AU v —nH KR — I THET,

* VLAN, "—F F¥ x)b, FRBFZOMENEBRO 7 + T —FT 4 7 =V 8T
HE, L—REBEITEZTRTCORY) O —RN T3V —F 7D el EnsE
7,

72 & 2I1E. HED VLAN O L— k% 100 Mbps (2[R9 25 AR U % —723 VLAN ETHE SN
TWNWT, HEEV 22—V EDVLANHIZAASL vTF R—+%& 1O EL, HOEY 22—
EOVLANIZAA v F A= a2b ) 1 ORETLHEIE. 74V —T 4T 2Py
T 100 Mbps D L — F35REI SN ET, ZDOHA. L — F% 100 Mbps ([ZHIRT 5 K 5 125%
7E L7= VLAN NC, EEEIZITAK 200 Mbps 2 CTX 5 A[REMERH D £,

EPa250SAYUKRFA A8 —T(R (CL) DFERA .
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B o 2 s—szqz09—Ex Ky —0BE

\)

GE)  PoRY —Z2RELTCEHALRWIEYD, 574V E0OFa—A TR —ET7 7T 47T
@—0

WDOFIZ, QSR —nEHEINDHA v F—T =2A 2% RLET, BITIFEA L F—T =4 X
DL~V ERLTWET, HEOFRIZKRD LB TT,

cEHFES AIMENTZARY) —=REAENTNDHA o F—T = A

AE ARV =PI ENTVD E DD SN TWRNA F—T = A A

c IEFLE : R =S TnRpng v X —T o f A

c FEEIIIFE  BY =DM ENTWENE I DRAHT, #EH S TWARNA >
H—T A A

R10:QSK)o— A8 —TAR

R—kRYo— R— bk Fr#ILKYP— |VLANKY —
A 3L AR E T I3FIRFE
TFAE E T2 I3 FIETFAE 1 7 FAEE T2 IR TE
L 7L 7

RV — <~y T a2 —T7xA AFETIEL VLAN IZMINF 5 121%, service-policy =2~ K&
BRALET, RIv—~v T TERLIEARAI =2 H—T 2 A LD/ KOATJA K
U— LM LETS,

A BZ=T 2 A ANBR) = vy T HHEETDHITUL, a~vr FonoJBNEHEH L ET,
service-policy

LAN2A4A 23 —DT A ADY—ER KR O—DHTE

48 HHEIIZ

Ternary Content Addressable Memory (TCAM) 37—k QoS IZX L TCH—E 7 END I &%
R LET,

FEIZHOWVWTIZ, QoS TCAM 1 —E v ZDORIE ] ODHEAEBRL T EE W,

FIEDOEE

1. configureterminal
2. interfaceinterface sot/port
3. switchport
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Lav24v8—7z420%—E2 Ky s—oBE ||

4. service-policy type {qosinput | queuing output} | {gosoutput | queuing output} policy-map-name
[no-stats]
5. show policy-map interface interface dlot/port type {qos| queuing}
6. copy running-config startup-config
F gD F%H
FlE
ARV rFFEREET7OVa Y B#
R T w 71 | configureterminal T a— VR ET— REBG L ET,

1

switch# configure terminal
switch (config) #

ATy T2

interface interface slot/port

1

switch (config)# interface ethernet 1/1
switch (config-if) #

WEA L H—T 2 A A T— REBIBLET,

AT v 7 3 |switchport LAV 2A B2 —T oA ZAERIRLET,
B -
switch (config-if)# switchport
AT 7 4 |service-policy type {qosinput | queuing output} | {qOS| ;KU o — < v FH LA V2 A L X —T = A ZADH—

output | queuing output} policy-map-name [no-stats]
fi

switch (config-if) #
switch (config-if) #

1 -

switch (config-if) #
switch (config-if) #
egressqos

switch (config-if) #
switch (config) #

service-policy input policyl

interface intfl
service-policy type gos output

exit

ARV —E LTHEATAEIICHEELET, 2
ODORY)V—~wv S a7 4 Xal— gy EF—
K23&H Y £97,

« £7213 qosinput : qosinputiIT 7 4 /L kD43
F—RNTY, DEHE—FEHNTHRET DI
I, qos /1 ZEA L £7,

* queuing output : ¥ = —A 7 F— R,

(6=3))

output ¥ —7U— KX, ORI > — <y TNA v
B =T 2 A ADEENT 7 4 v 7 I THEH SN DM
DD EERLET, Fa—A LT KR —IT
I% output DA TE E7,

ATy TH

show policy-map interface interface slot/port type {qos
| queuing}
1 -

switch (config)# show policy-map interface ethernet
1/1 type gos

EE) fRELIA v H—T = A AT LAY
V= S ONTORERERRLET, 7T/3 X
NERTIHNEE, Qs FEiEFa—A T RY —
IZHIRCx £,

EPa250SAYUKRFA A8 —T(R (CL) DFERA .



EP150SATUESA U A08—T4R (C) OFEA |
B o v3qos—or1209—Ex Ky —0BE

ARV RFEEETIII Y B8

R 76 | copy running-config startup-config (EE) Efrary 74 FXa2lb—Ya 2 AX—h
Bl - Tyl arZ4Xal—ya VBRIELET,
switch (config)# copy running-config startup-config

LAN3IAA—T A ADY—ER KR O—DHTE

48 HHIIZ

Ternary Content Addressable Memory (TCAM) LA ¥ 3QoSIZXfLTh—Er7Ensz &
TR LET,

FEIZOWTIL, QoS TCAM 1 — B VDR IE ] ODHEAEBRL T E &,

FIEDHE
1. configureterminal
2. interfaceinterface sot/port
3. noswitchport
4. service-policy type {qosinput | queuing output} | {qosoutput | queuing output} policy-map-name
[no-stats]
5. show policy-map interfaceinterface slot/port type {qos| queuing}
6. copy running-config startup-config
=3 k2 i
F g
ARV RFERETIVa Y E]:3)
AT 71 |configureterminal Ja— ViR EE— RERBLET,
f1

switch# configure terminal
switch (config) #

Z 5w = 2 |interfaceinterface slot/port REA A —T 2 A AFT—RREHIBELET,
R

switch(config)# interface ethernet 1/1
switch (config-if) #

AT v 7 3 |noswitchport LAYIA L E—T oA AZERLET,
1

switch(config-if)# no switchport

. EV21530SATVURSA AT (4R (CL) OEA



| £225083%U RS540 Av8—Tx4R (CU) DA

v27n9—Ez Ky s—nEn |

AU RFERETIVa Y

B8

ATvT4

service-policy type {gosinput | queuing output} | {gos
output | queuing output} policy-map-name [no-stats]
fil

switch (config-if)# service-policy input policyl
switch (config-if) #

1 -

switch(config-if)# service-policy output policyl
switch (config-if) #

RV —=o T2 A VI F—T o ADH—
EARY) =L UTHEATLEOICHRELET, 2
SOORY— vy AT 4 Fal— g F—
RRH Y £9,

« £7213 qosinput : qosinputiIT 7 4 /L kD43
T—RTT, DHE— FEHNICHET DI
T, qos ) #EEH L%,

s queuing output : F = —A 7 F— K,

GE)

output ¥F—U— KX, ZORY v— < 7B A
H—T A ADFERENT 7 4 v 7 IHEH I LD MNE
BHHZEERLET, Fa—Ar 7 KU —IZ
I% output DA TE E7,

ATy Th

show policy-map interface interface slot/port type {qos
| queuing}
1 -

switch (config)# show policy-map interface ethernet
1/1 type gos

EE) fRELIA v X —T = A ATHHA LAY
=y SOV TORERER T LET, T3 X
DERTDHNEZ, Qs EIEFa—A T RY v—
IZHIBRCE £,

ATvT6

copy running-config startup-config
fil

switch (config)# copy running-config startup-config

EE) #7274 Fal—arvrAZ—h
Tl ary7 4 Xal—a AR FELET,

VATLY—ER KR —DIEM

service-policy 2> RiZ, VAT LD —EA RV —L LTVAT AT TARY) V— <

FIRDHE

TEEELET,

1. configureterminal
2. system qos

3. service-policy type {network-qos| queuing output} policy-map-name

EPa508aY RS M03—T (R (CL) DERA .



B v ~ooos®ys— 75 3 orm

EL250SATURIAA08—Tx(4Z (CL) OEA |

=3[k 2t
FlE
AU RFEREET7TIVa Y ]3]
X w 71 | configureterminal JTa— )L a7 4 X2 lb— gy e— REELG
fl - LET
switch# configure terminal
switch (config) #
AT 72| system qos VATANITA A7 4 F¥al—varE— Kk
Bl PG L E T
switch (config)# system gos
switch (config-sys-qos) #
X 7 3 | service-policy type {network-gos | queuing output} RV — 2T BV ATLOY—ERRY —

policy-map-name
{5

switch(config-sys-qos)# service-policy input
default-ng-policy

(default-ng-policy) & L CTEEMT 2 L5 ELET,
200N =y ar7 4 Falb—arE—
K230 £77,
* network-qos : v b U —727 2{K (system qos)
E—F

GE)
VAT LET 74V PO —E R R —IZRET
Wi, Zoa~r FonoJBEREFEHALET,

squeuing : Fa—A LT E— R (VAT AqosH
LA B —T oA AD output) ,

Gx)

FIFNL ORI —wy a7 4 Xal—g
YE-REOY A, XA TEEBET DHLEN
HYET, output F—V—Fix, TORY v—~v
TNA VB —T oA ADEENT T 4 v 7 ITEHAE
NOMENSDHZEERLET, Fa—A L7 K
U > —IZ1% output OAGEA TE 7,

VLAN ~D QoS /R — F o o3 Dt

4a & H RIS

Ternary Content Addressable Memory (TCAM) 73 VLAN QoS (Zxf L ChH—E 7 anbd Z L%

R L ET

. EV21530SATVURSA AT (4R (CL) OEA



| £225083%U RS540 Av8—Tx4R (CU) DA
VAN ~D aoS K1) &— 75 L avaitm [

FEIZ OV TIZ, QoS TCAM I — b v ZICHAT 2 EEZ BB L T E &,

FIEDHE
1. configureterminal
2. vlan configuration vian-id-list
3. service-policy [type qos] {input} | {qosoutput } {policy-map-name} [no-stats]
4. show policy-map [interface interface | vlan vian-id] [input] [type gos | queuing] [class [type qos
| queuing] class-map-name]
5. copy running-config startup-config
FIED
FIE
ARV KRFERRETY V3 Y BH#Y
Z 5 71 | configure terminal Juau—) a7 4 xXal—gy FT— NELG
1 - LET

switch# configure terminal
switch (config) #

Z 5w 72 | vlan configuration vian-id-list VLAN 227 4 ¥ a2 lb—v gy T— RZBBLE
{5 ¥
switch (config)# vlan configuration 2 GE)
switeh(configmvian-config) ¥ vian-id-list 12 VLAN D 2= 2 X)) U 2 b T,
A F w73 |service-policy [typeqos] {input} | {gosoutput } R v—~ v 7% VLAN O AT)237 » MTBL
{policy-map-name} [no-stats] ES
il - VLAN ICIEANKY v —% | DORBEECX £,

switch (config-vlan-config)# service-policy type :@{EJT@i\ policyl % VLAN (:ﬁj}ﬂ Lij—o
gos input policyl

FoOLIHA X, VLAND QoSHRY v —NAT g v

fi 3
oh (configoif) # , Lico s - TRESNTWDEHEAICORIEAEL 7, no-dats
SW1TC conrig-i service-polilcC e Os ou u N
fressqee porrey Hype PHootrvaraiflTse, MLQSHKY v—n
switch(config-if)+# exit HELO VLANIZHE FH S AL HFRFIZ, QoS 7~ /Lndiefy
switch (config) # éﬂi'@‘ no-stats
GE)
FTa UREESNTWDAEHA, 7Lt s
N5, VLAN R—ZD AT QoS RV v—~ v
TRHEHERITMH A TE £ A, no-dats
2Ty T4 show policy-map [interfaceinterface| vlan vlan-id]_ ER) T XTOA ¥ —T = AEIFHBELE
[input] [type qos| queuing] [class[typeqos| queuing] | ¢ > & —— = ¢ 2|2l L7=K Y — =~ v Flou
class-map-name] TOMBERFLET, T/A ACERSNDNE

EPa508aY RS M03—T (R (CL) DERA .



EL2A5SIATUESA A v8—T (R (CL) OEA |
. Session Manager [ & % QoS H7R— +

ARV KRFERIETI Va3 BHY
fil . ANARY — qos EllEFa—A T R
switch (config)# show policy-map vlan 2 v, iﬁi@ﬁﬁf@ﬁ ﬁxﬁzﬁﬂﬁﬁ(% iﬁ—o

R 7§ | copy running-config startup-config EB) FEfravr74Falb—va B2 AX— |
i - Ty ar7 4 Xal—ya R FELET,
switch (config)# copy running-config startup-config

Session Manager [Z & % QoS H7R— k

Session Manager |Z QoS DR EEZ AR —F L TWET, ZOHEEIZ L - T, QoSORE & el
L. REZFTa 74 Fab—varilaliy MOENC, TORENLELT LY V—2R
DRI ATREN & D A& R TX £7°, Session Manager DFFAIIZ- DU Tlid,  [Cisco Nexus 9000
Series NX-OS System Management Configuration Guidel] %2 L T< 72 &\,

arZ4Xalb—rartyraryERAToL, a7 4Falb—arttyiaryih
Wrans2ra v &5 £ T, configureterminal 27 4 X2l —3 3 T— REMHALT
ary74F¥al—varavy REhcEEtA, WTRE (—hFTarr7s¥al—vs
vy varsEMEHL, H 97T configuration terminal =7 4 ¥ 2 L—3 3 v B— REAHE
M) #BthT oL, a7 4 Fal—vartyvar T— NCHRT T —BRAT 5 AHE
PR £,
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CORFAAVMNI, KEVRAOARITRF2 AV MDSEMRTYT, YV IBHRICODEFELTIE
. BEREBRBEFAT. REBIRICZY7T—MDHD, VY IFDR=IHBH/TEIN TS
BENDODEIT I EETELLIEZWL, HBLETHESEMREBDEFIOT. ERXBABICDOW
TIFKRET A FDORFIAVNESBIZS,



	モジュラ QoS コマンドライン インターフェイス（CLI）の使用
	MQC について
	モジュラ QoS CLI の注意事項と制約事項
	システム クラス
	デフォルトのシステム クラス
	MQC オブジェクトの使用
	タイプ qos ポリシー
	タイプ キューイング ポリシー
	システム定義の MQC オブジェクト
	4q モードのシステム定義 MQC オブジェクト
	8q モードのシステム定義 MQC オブジェクト
	8q モードへの変更
	8q モードに関する注意
	8q モードへの変更の例
	qos-group の設定例

	8q モードから 4q モードへの変更

	MQC オブジェクトの設定
	クラス マップの設定または変更
	ポリシー マップの設定または変更

	MQC オブジェクトへの説明の適用
	MQC オブジェクトの確認

	QoS ポリシー アクションの付加および消去
	レイヤ 2 インターフェイスのサービス ポリシーの設定
	レイヤ 3 インターフェイスのサービス ポリシーの設定
	システム サービス ポリシーの追加
	VLAN への QoS ポリシー アクションの付加
	Session Manager による QoS サポート


