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vEEHALET,
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AT qos R —%MHLT, "y hav—F TBILORI 7L, VAT LAEHRHY
A 7 network-qos B L WNZ A 7T X a—A T 7T A< v T DO—BEMEHEE T 5 qos-group &
RELET,

QoS ARV —HiEL . Z A 7 QoS DEE#H MQC A7V =7 hEROKIZ R LET, MQC 47
Y7 MIKFTRLTWET,
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1: 24 qosOMOCH T2 ¥ FOEAZETRT QSR >—DE

QoS policy for
type

qos policy-map

Class of traffic
1
class-map

Policy actions

- Marking

- Palicing

- Set QoS group

Class of traffic
2
class-map

Policy actions
- Marking
- Palicing

Class of traffic
N
class-map

Policy actions
- Marking
- Palicing

Class of traffic
unmatched
class-default

Policy actions
- Marking
- Palicing

BAT Fa—A4A2TKR)—

s4F%xa—qv5xyo— |

503020

AT Xa—A T RI—T, Ty bV z2—E L TBLOFa—A V7 IHEHLET,
QoS R v —HgE L XA T Fa—A L TOEMQC A7 Y =7 b, ROKIIRLET,

MQC A7 ¥ =7 MIKFTRLTNET,
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H2: 34T Fa—A25OMAUF Ty FOFERAZETRT QST >—DE

. Policy actions
Oﬂsgﬂpl::yfﬁr class of traffic 1 R
; System-defined class map ~ Priority {egress)
queuing ~ Bandwidlh
policy-map

- Shaping

- Tail drop

- WRED

- Queue limit

- ECN

class of traffic 2 Policy actions
—| s ten-deiined olass map - Bandwadth

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

class of traffic N Policy actions
System-defined class map - Bandwidih

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

default class of Iraffic Falicy actions

System-defined class map - Bandwidlh

- Shaping

- Tail drop

- WRED

- Queue limit

- ECH

Mote: See the “Configuring Queuing and Scheduling
chapter for information on configuring these parameters.

ATLEEOMACA T Y +

QoSHEREAZ AT L., VAT AMBMQC AT V27 hNERENDISGE, 4qT— ROV AT A
ERA T2V FERIZ8QE— ROV AT LAERA T V=V MR TEET,

8qEF— RDOVAT AERA TV =7 MIROT NA ATHAR—hINET,

\'1

« Cisco Nexus 9300-FX A A v~ F
« Cisco Nexus 9300-FX2 A A ~ F
» Cisco Nexus 9300-GX A1 v F

» Nexus X97160YC-EX F721% -FX 7 A > J1— R % 4§ 2 7= Cisco Nexus 9504, 9508 15 L 1) 9516
AA T
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N

GE) 8qE—RDOVATAERAT7 V= MI, ACL T7Vr—var vy by A2 T7TR
NZ 7 Fx) MIETA L B— RTEYPR—FEhEREA,

E—FOVRFLEEMACA TS Y b

QoS HEREZRE L, AT LMOMQC AT V=7 FRERENLHLEA. UTDL AT LER
FT7V = NEEATEET,

)

(F)  Cisco Nexus 9000 >V — XA NX-0S ¥ AT Llx, 7 4/L b Tl 8qE— FTHM L £7, 4q
T— RIZEETHIZIE, ROMQC A7 Y=/ FaFNITHHMENDHY 9,

N\

(E)  4qET—FOV AT LEFRD MQC 47 =7 M, Cisco Nexus 9508 A v F (NX-OS
7.03)F3(3)) TiIxHA—hrENEHA,

e XA T qos VTA VT

RAUVATLEREDIA Tqos YV SA Ty T

VIR Iv T4 B

class-default HA T qs R — <y TCERELEN I 74T VTAD
HEOENIZH—HK LW ATy R TRTEID Y ToND,
2A T qos I TATYT,

BA T Fa— AT ITAT YT

RE5EME—ROVRATLEREDIA T HRa—AVT USRI S

DVIRAIvT Ha—% |HHA

c-out-q-default HAT 740k Fa—: QoS Z//L—70
c-out-ql H71%=2—1:QoS 7 /L—7"1

c-out-q2 HH%=2—2:QoS 7/ /V—"7"2

c-out-q3 /1% =2—3:QoS 7 L—73
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* network-qos 77 7 A < v 7D AJ]

RE6:QE—FDIRATLEERDH A 7 network-qos ¥ 5 X <y 7

DSAIVT Ry b
J—7% QS &

B8

c-nq-default

F v hU—27 QoS 7 7 A : QoS Z1—70

c-nql X hT—27 QoS 7 T A : QoS ZN—71
c-nq2 F v hT—2 QoS 7 F A : QoS Z/)—"72
c-nq3 X hT—27 QoS 7 T A : QoS Z/N—73

AR v—=vS

RI:VATLEEDF2—AVTR)O—Iv T 4gE—F

Fa—A7 K-
KL

A

default-out-policy

Fa—AV I R v—~v 7 EEALRZNTRTOEY 22—
JVIR—RMAmMEN L IEIF2—A v T RV — <7,
7 x v FOFREMEIFIRDO LI TT,

=

policy-map type queuing default-out-policy
class type queuing c-out-g3
priority level 1
class type queuing c-out-g2
bandwidth remaining percent 0
class type queuing c-out-qgl
bandwidth remaining percent 0
class type queuing c-out-g-default
bandwidth remaining percent 100

default-network-qos-policy

Fa—AL T R)— <7 EBEHALWNWTRTOEY o2 —
JR— MIAMEND Ry hU—27 QoS Fa—A 7RI v—
~ v, T 74N NOREMITKROEEBY TT,

policy-map type network-gos default-ng-policy
class type network-gos c-ng3
match gos-group 3
mtu 1500
class type network-gos c-ng2
match gos-group 2
mtu 1500
class type network-gos c-ngl
match gos-group 1
mtu 1500
class type network-gos c-ng-default
match gos-group 0
mtu 1500
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BQE—FDLRATLEEMACA T K

QoS HEREZ R E L, Y AT AMMBLMQC AT V=7 "NEREINDIBE., LTFTOV AT LEH
FTV =l NEERTEET,

A\

(E) 8qEF—ROVATAEREMQC ATV =/ "I3T 74/ FDOMQC AT V=7 hTT,

e XA T qos VTA YT

RE:VRATLEEDAA T qos VSR TvT

VIR T4 st B

class-default AT qosHh) V— <y T TERLIEZN I 74T 7T AD
HEEOLNIZH =B LWy R TRTED S TCoND,
BA T qos VTA YT,

AT Xa— AT ITA~YT

RIPE—FDIVRTLEEDAA T XFa—A25 953X <v T (HH)

VDSAIvT *a—4 |5HA

c-out-8q-q-default HAHTF 740 Fa2—: QoS Z/L—70
c-out-8q-q1 HA%F2—1:QoS Z/v—71
c-out-8q-q2 HI1% 22— : QoS 7/ /—7"2

c-out-8q-q3 H71% 22— : QoS /' /L—73

c-out-8q-q4 HI1%2—4:QoS /' /L—74
c-out-8¢-q5 HA¥=2—5:QoS 7/ L—75
c-out-8q-q6 HI1%2—6:QoS Z/L—76
c-out-8q-q7 HA¥=2—7:QoS 7/ v—717

ER10:8qFE—FDLRTLEEDAIA T Xa2a—A2T U5R3Tv T (28

V5AIyT Xa—4% B

c-in-q-default ZEMT 74V K Fa2— QoS Z/L—7 0
c-in-ql ZAEMF =2 —1:QoS /' /L—71

c-in-q2 ZEMF 2 —2 : QoS Z/IL—T 2
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c-in-q3 ZEMF 2 —3 : QoS ZIL—T73
c-in-q4 ZAEMF = —4: QoS /' /L—T4
c-in-q5 ZAEMF 2 —5: QoS ZIL—TF5
c-in-q6 ZAEMF =2—6: QoS /' /L—T76
c-in-q7 ZAEMF 2 — 7 : QoS ' I—T717

* network-qos 7 7 A ~ v 7D AN

A

G¥)

8q F— KDV AT LEFHHX A 7 network-qos 7 7 A ~ v 71X,

Cisco Nexus 9508 A1 »F (NX-0S 7.0(3)F3(3)) TiLHA— k&

NTWEEA,

R1M:8gFE—FDIRTLEEDS A 7 network-qos ) X 7 v 7

V5RAIvTxry b B

7 —% QoS &

c-8q-ng-default *v FU—2 QoS 7 7 A : QoS Z1L—70
c-8q-nql F v hU—27 QoS 7 7 A : QoS Z/—7"1
c-8q-nq2 F v hT—2 QoS 7 T A : QoS Z)—72
c-8¢-nq3 F v hT—2 QoS 7 7 A : QoS Z—"7"3
c-8q-ng4 F v hT—27 QoS 7 7 A : QoS //L—74
c-8g-nq5 F v hT—2 QoS 7 7 A : QoS 7/ N—"7"5
c-8q-nq6 F v b7 —2 QoS 7 7 A : QoS 7 —"7"6
c-8q-nq7 F v hU—27 QoS 7 7 A : QoS /N—7"1

R v—=v S
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Xa—A2gR)—
Sk

atBA

default-8g-out-policy

Fa—AL TR — =T EZEALLNTRXTOEY 2 —
JVR—MafmEn s hFdFa—A v 7 R v—~v 7, T
7 4V FOFBREREITRD LB Y T,

policy-map type queuing default-8g-out-policy
class type queuing c-out-8g-gq7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 0
class type queuing c-out-8g-g5
bandwidth remaining percent 0
class type queuing c-out-8g-g4
bandwidth remaining percent 0
class type queuing c-out-8g-g3
bandwidth remaining percent 0
class type queuing c-out-8g-g2
bandwidth remaining percent 0
class type queuing c-out-8g-gl
bandwidth remaining percent 0
class type queuing c-out-8g-g-default
bandwidth remaining percent 100

default-8q-network-qos-policy

XAV R — =y T EEALRNWTRTOEY 22—
JLR— MIAIMEND Ry T —27 QoS Fa—A 7R 2—
<7, T 74N NOFREMIRDOLELY TT,

policy-map type network-qgos default-8g-ng-policy
class type network-gos c-8g-ng7
match gos-group 7
mtu 1500
class type network-gos c-8g-ngb6
match gos-group 6
mtu 1500
class type network-gos c-8g-ngb
match gos-group 5
mtu 1500
class type network-gos c-8g-ng4
match gos-group 4
mtu 1500
class type network-gos c-8g-ng3
match gos-group 3
mtu 1500
class type network-gos c-8g-ng2
match gos-group 2
mtu 1500
class type network-gos c-8g-ngl
match gos-group 1
mtu 1500
class type network-gos c-8g-ng-default
match gos-group 0
mtu 1500
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GE)

Cisco Nexus 9000 3 ) — X NX-0S VAT AL, T 74/ hTlE8qET— R THEIL £7,

8qE— FIZEFET L2, ROTA RTA L ZMHEHL T EE0,
* network-qos N U ¥ —% 8qE— NIZEH L £,

default-8q-ng-policy (A7 AIZ L VAERR S 415 8q DT 7 4V | network-qos 78 U 2 —) %
T U T 4 7T DD, F7ziXgos copy policy-map type network-qos =2~ RA&fEH L T2
DORY—%abt—L, REIUSCUTRELTLLT VT 4 7ICTEET,

e Fa—ALV T RV —%8QE—RNIEHELET, (DFEV, VAT LA Fa—r T K

8q E— FICEY 5FE

=L [EFECA A —T 2 AAFa— AT R —FEELET, )

qos copy policy-map type queuing =~ > RZ i L T, default-8q-out-policy (A7 AlZ
KVER ST 74NV b D8qFa—A T R v—) Zatr—LET,
default-8q-out-policy D A &' —Z MBS U THRE L, Y AT L LAV TT 7T 471 LE
To FTEETA LV E—T A R LNV THET 7T 4 TICTEET,

e network-qos AN Y ¥ —& Fa—A 7 KU —%8qE— NIZEH L6, qos-group 4 ~ 7
Wkt L Csetgosgroup 7 7 v a VEMAL T, $2a—4~T72 774 v 7 &iHETE 5D
£ 2127 £,

8q E— NIZRHT2EEEZ L FIORLET,

A

c8qARV =T T 4 TIMEHINTWDEHEE, 8¢ E— REFAR—FLARNWI AT A A
A—VICVAT LRI T L—RT5ZEIETEERA,

G¥)

. Cisco Nexus

WM Z RS DA N T T T 4 AL LT, XU T 1L—FK
ANZ 8q ARV v —&HIBRL £,

WOBNZ, 8qF—FEFR—K LRV AT L A A=V ~DX T T L— RTOIHH
MERLET,

switch# show incompatibility nxos bootflash:n9000-dk9.6.1.2.I1.2.bin

The following configurations on active are incompatible with the system image
1) Service : ipgosmgr , Capability : CAP_FEATURE IPQOS 8Q QUE_POLICY ACTIVE
Description : QoS Manager - 8Q queuing policy active

Capability requirement : STRICT

Enable/Disable command : Please remove 8g queuing policy

2) Service : ipgosmgr , Capability : CAP_FEATURE IPQOS_8Q NQOS POLICY ACTIVE
Description : QoS Manager - 8Q network-gos policy active

9000 < ') — X NX-0S Quality of Service #m 5 4 K 1) ') —X 10.6(x)
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Capability requirement : STRICT
Enable/Disable command : Please remove 8g network-gos policy

e 8qAR Y —IL, 8-queue &YV R— K L2R2NWT A U — RPEHINTZ VAT LATIET 77+
TNWCTEERA, T_XTCDACL (TFVr—artvr NI AV TTANTIFv)
KT A H—FRiZ, 8§Fa2a—%PHR—FLTWEFA,

A

GE) RN TF7T74 AL LT, 8-queuetREA T DHIIC, 8-queue
EYR—=FLBRNWTRTDTA I — FOEREA7IZLET,

WOBNZ, 8-queue & AR — K~ LIRNT A > B — REEH S L7z 2 AT LT 8-queue HBE
EHT2ERET LT —O—HERLET,

switch (config)# system gos
switch (config-sys—-qgos)# service-policy type queuing output default-8g-out-policy
ERROR: policy-map default-8g-out-policy can be activated only on 8g capable platforms

switch (config)# system gos
switch(config-sys—-qgos)# service-policy type network-gos default-8g-ng-policy
ERROR: policy-map default-8g-ng-policy can be activated only on 8g capable platforms

switch (config)# policy-map pl

switch (config-pmap-gos)# class cl

switch (config-pmap-c-gos) # set gos-group 7

ERROR: set on gos-group 4-7 is supported only on 8g capable platforms

8¢ E— F~DEEDH|
8q E— F~DEHHI 2 WITR L ET,

\}

GE)  ZDOflE, Cisco Nexus 9508 A1 »F (NX-0S 7.03)F3(3)) i I EH A,

switch# gos copy policy-map type network-gos default-8g-ng-policy prefix my
switch# show policy-map type network-gos

Type network-gos policy-maps

policy-map type network-gos my8g-ng

class type network-gos c-8g-ng7
mtu 1500

class type network-gos c-8g-ngb
mtu 1500

class type network-gos c-8g-ngb
mtu 1500

class type network-gos c-8g-ng4
mtu 1500

class type network-gos c-8g-ng3
mtu 1500

class type network-gos c-8g-ng2
mtu 1500

class type network-gos c-8g-ngl
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class type network-gos c-8g-ng-default

mtu

1500

switch# config t
switch (config)# policy-map type network-gos my8g-ng

switch

switch (config-pmap-ngos-c) #

(

(

switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c
switch (config-pmap-ngos-c

)
)
)
)
)
)
)
)
)
)
)
)

#
#
#
#
#
#
#
#
#
#
#

config-pmap-ngos) # class type network-gos c-8g-nqgl

mtu 9216

class type network-gos c-8g-ng2
mtu 2240

class type network-gos c-8g-ng4
pause pfc-cos 4

class type network-gos c-8g-ngb
mtu 2240

pause pfc-cos 5

class type network-gos c-8g-ngb
mtu 9216

pause pfc-cos 6

show policy-map type network-gos my8g-ng

Type network-gos policy-maps

policy-map type network-gos my8g-ng
class type network-gos c-8g-ng7

mtu

1500

class type network-gos
pause pfc-cos 6

mtu

9216

class type network-gos
pause pfc-cos 5

mtu

2240

class type network-gos
pause pfc-cos 4

mtu
class
mtu
class
mtu
class
mtu
class
mtu

switch
switch

(
(

1500
type
1500
type
2240
type
9216
type
1500

network-gos
network-gos
network-gos

network-gos

config)# system gos
config-sys-qos)# service-policy type network-gos my8g-ng

c-8g-ngb6

c-8g-ngb

c-8g-nqg4

c-8g-ng3
c-8g-ng2
c-8g-nqgl

c-8g-ng-default

switch (config-sys-qgos)# 2014 Jun 12 11:13:48 switch %$ VDC-1 %$
$IPQOSMGR-2-QOSMGR_NETWORK_QOS_ POLICY CHANGE: Policy my8g-ng is now active

switch (config-sys-qos)# show policy-map system type network-gos

Type network-gos policy-maps

policy-map type network-gos my8g-ng
class type network-gos c-8g-ng7
match gos-group 7

mtu

1500

class type network-gos c-8g-ngb
match gos-group 6
pause pfc-cos 6

mtu

9216

class type network-gos c-8g-ngb
match gos-group 5
pause pfc-cos 5

mtu

2240
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class type network-gos
match gos-group 4
pause pfc-cos 4
mtu 1500

class type network-gos
match gos-group 3
mtu 1500

class type network-gos
match gos-group 2
mtu 2240

class type network-gos
match gos-group 1
mtu 9216

class type network-gos
match gos-group 0
mtu 1500

c-8g-nqg4

c-8g-ng3

c-8g-ng2

c-8g-nqgl

c-8g-ng-default

s t— k~0zE0H ]

switch# gos copy policy-map type queuing default-8g-out-policy prefix my
switch# show policy-map type queuing my8g-out

Type queuing policy-maps

policy-map type queuing my8g-out

class type queuing c-out-8g-g7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 0
class type queuing c-out-8g-gb
bandwidth remaining percent 0
class type queuing c-out-8g-g4
bandwidth remaining percent 0
class type queuing c-out-8g-g3
bandwidth remaining percent 0
class type queuing c-out-8g-g2
bandwidth remaining percent 0
class type queuing c-out-8g-gl
bandwidth remaining percent 0

class type queuing c-out-8g-g-default
bandwidth remaining percent 100

switch# config t

switch (config)# policy-map
switch (config-pmap-c-que) #
switch (config-pmap-c-que) #
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (config-pmap-c-que
switch (

)
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #
) #

config-pmap-c-que

Type queuing policy-maps

type queuing my8g-out

class type queuing c-out-8g-g-default

bandwidth remaining percent 30
class type queuing c-out-8g-gl
bandwidth remaining percent 15
class type queuing c-out-8g-g2
bandwidth remaining percent 15
class type queuing c-out-8g-g3
bandwidth remaining percent 10
class type queuing c-out-8g-g4
bandwidth remaining percent 10
class type queuing c-out-8g-gb
bandwidth remaining percent 10
class type queuing c-out-8g-g6
bandwidth remaining percent 10

show policy-map type queuing my8g-out
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policy-map type queuing my8g-out
class type queuing c-out-8g-g7
priority level 1
class type queuing c-out-8g-g6
bandwidth remaining percent 10
class type queuing c-out-8g-gb
bandwidth remaining percent 10
class type queuing c-out-8g-g4
bandwidth remaining percent 10
class type queuing c-out-8g-g3
bandwidth remaining percent 10
class type queuing c-out-8g-g2
bandwidth remaining percent 15
class type queuing c-out-8g-gl
bandwidth remaining percent 15
class type queuing c-out-8g-g-default
bandwidth remaining percent 30

switch (config)# system gos
switch (config-sys-qos)# service-policy type queuing output my8g-out
switch (config-sys-qos)# show policy-map system type queuing

Service-policy output: my8g-out
Service-policy (queuing) output: my8g-out
policy statistics status: disabled (current status: disabled)

Class-map (queuing):
priority level 1

c-out-8g-g7 (match-any)

Class-map (queuing) : c-out-8g-g6 (match-any)

qos-group 0 &% 7E {5l

bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing) :
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

Class-map (queuing):
bandwidth remaining

percent 10

c-out-8g-g5
percent 10

c-out-8g-g4
percent 10

c-out-8g-g3
percent 10

c-out-8g-g2
percent 15

c-out-8g-gl
percent 15

c-out-8g-g-default
percent 30

qos-group (ZfE 4 ~ 7 ZFXET HH1 2RI R LET,

switch (config)# policy-map pl

(
switch (config-pmap-gos)# class
switch (config-pmap-c-gos) # set
switch (config-pmap-c-gos) # ex
switch (config-pmap-gos)# class
switch (config-pmap-c-gos) # set

cl
gos-group 1

c2
gos-group 4

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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switch
switch
switch
switch
switch
switch

config-pmap-c-qgos) # ex
config-pmap-qgos) # class c3
config-pmap-c-gos) # set gos-group 7
config-pmap-c-qgos) # ex
config-pmap-gos) # ex

config)# show policy-map pl

Type gos policy-maps

policy-map type gos pl
class cl
set gos—-group 1
class c2
set gos-group 4
class «c3
set gos-group 7
switch(config)# conf t
switch (config)# int ethernet 2/1
switch (config-if)# service-policy type gos input pl
switch (config-if)# show policy-map interface ethernet 2/1

Global statistics status : enabled
Ethernet2/1
Service-policy (gos) input: pl

SNMP Policy Index: 285226505

Class-map (gos): cl (match-all)
Match: dscp 10
set gos-group 1

Class-map (gos): c2 (match-all)
Match: dscp 20
set gos-group 4

Class-map (gos): c3 (match-all)

Match: dscp 30
set gos-group 7

8q E— KM D a4qE—F~ADERE
A\

GE)  8qE— F»bH 4qF— R~DOEF L, Cisco Nexus 9508 A1 »»F (NX-0S 7.03)F3(3)) TixH
A—hESNTWERA,

8qE— R b 4qE— FIZEET DX, ROTA RTA &AL TS0

TV T 4 7IRATI QoS RY L —DNFHITEH QoS F/L—T 4 ~ T IZxT 5 set qos-group
T arNEENTELT, Fa—4~T~D T 7 4 v 7 7u—>2TbRe Nl &%
R L £,

T RTDRA I =T =2AARY =LAV AT L LYLARY =0, 5t 5 4q R
Vo—ICEXHMZOND 2 EEMHRLET,
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« 8q network-qos R Y v —% | xHILT D 4q AV O —ITEZHZ FT,

MR = |
MOCA Ty FDETE
MQC AT Y=l F avwy REHRETDHE, TAARK, A7 V=7 ERFELRWGEICAE
TV NEER L, TN b~Yy T = REHGLET,
class-map F 721X policy-map 47 ¥ = 7 MEHIBRT 2I2i%, A7 =2 FOERRICER L7z=
~ RO noBXEHEHLET,
DIAIVTDEEFEIFER

IRy TERERERIZAERCTEXET, R, 79X~y 7 2R v— <o TRET
XAH LT FES,

)

CE) Xa—Ar 7 772~y IIMERTEERA, WTHDLDY AT AERZDX 2 —A T 75
A2y T EFERTOIVLERSD £,

FlaD#EE
1. configureterminal
2. class-map type qos[match-any | match-all] class-name
3. exit
4. class-map type queuing match-any class-name
5. exit
6. show class-map [type qos| class-name]]
7. show classsmap [type queuing [ class-name]]
8. copy running-config startup-config
FIED %
FIE
ARV KRFERRETY a3 Y B
2T 71 |configureterminal Jsa—s L ar7 4 X2 b—a ' — Nk
15“ : ]\/\iﬁ—o

switch# configure terminal
switch (config) #

R T 72 |classmap type qos[match-any | match-all] class-name| % 1 =7 qos D7 T A ~ v TENERT D0, XA T

B - Qs DI TAXyTIZTIRAL, VFA<y S
— K Ly = N °© -

switch (config)# class-map type gos classl qos‘E ] %Fﬂﬁﬁubij—o 77 A 7/7v% e

switch (config-cmap-qgos) # WT 7Ny b AT FTFZT =227
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Ky o—vyTogekazE [

AU RFERETIVa Y

B8

Fa@hb Il ENTEET, 77X~y THIIRX
FTLANZLTFREBE I, K40 LTFTETHETE
ij‘o

ATvT3

exit
1 -

switch (config-cmap-gos) # exit
switch (config) #

7 TAXyTqosE—REMKRTL, Fm—rbay
T4 X2l —ar®—FERBLET,

ATvT4

class-map type queuing match-any class-name

f

switch (config)# class-map type queuing match-any
c-out-qg2

switch (config-cmap-que) #

HAT X2~ A TDI TRy TEAERT D,
AT Xa—A LT DI TAS Y TIITIEAL,
JTATY T Fa—A 7 T—RERBLET,

ATy 75 |exit JIAR YT Fa—A T E—RERKTL, Jr—
il - a7 4 Fal—varyE—RERBLET,
switch (config-cmap-que) # exit
switch (config) #

A7y 76 | show classmap [type qos| class-name]] (LE) BEFHDOTXTDOI FA~ T §C
Bl - DEAT qos DV T A~y 7 ETITBRLIZZ A
switch(config)# show class-map type gos ;qos DI TAZyTNITHONT, FHEFRRLE

A7 77 |show classmap [type queuing [ class-name]] (LR) REFHDOTRTDI TA~ YT TC
Bl - DEAT Fa—A L TDITA~y T FlidTE

. . . WLTEAA T Xa— AT DI T ATy TITON
switch (config)# show class-map type queuing .
T, HHRERRLET,

R 7 8 | copy running-config startup-config (ER) FTa 74 Fa2lb—va b AF—h
il - Ty7 ar74Xalb—va R FELET,
switch (config)# copy running-config startup-config

R)O— TV TOREFITER

RY ==y TEERETIIERTEET, RV — vy 72 AL T, 7 7R vy 7ITxf
LCHEITT DT 7 vavaERTEET,
FIEDE

configureterminal

exit

apwDd-=

exit

policy-map type qos { [match-first] policy-map-name}

policy-map type queuing {[match-first] policy-map-name}
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6. show policy-map [type qos|[ policy-map-name]]
7. show policy-map [type queuing [ policy-map-name | default-out-policy]]

8. copy running-config startup-config

FIED ¥
FlE
ARV RFEREET7TIVa Y B#Y

Z 5w 71 |configureterminal Jua—)Lary 7 4 ¥al—ay v— RE2Bth
fl LET
switch# configure terminal
switch (config) #

R T 72| policy-map type qos { [match-first] policy-map-name} | 2 { 7" qos DR Y > —~ v TEAEK T D h, A7
i - qos DRV v— o T 7EAL, R —~vv
switch (config)# policy-map type gos policyl 7 L%Bﬁ‘ﬁﬁbi‘j—o Y = ’\7“/(7%5\ %
switch (config-pmap-qgos) # K40 LFOFTF, A T v FRITTRCTFEHE

HATE, RXFLNLFRERESNET,

ATy 73| exit R)o— <7 EF—FEKTL, Zo—yL ay
i - T4 X2l —var ®B— Nz LET,
switch (config-pmap) # exit
switch (config) #

A7 7 4 | policy-map type queuing {[match-firs(] AT Fa—A L TORY V= vy TEREL,
policy-map-name} RELER) v— ~y TAORY) v— ~ T e
1l - RERBLET, KU v— <o 74T, K40 X

switch(config)# policy-map type queuing
policy queuel
switch (config-pmap-que) #

FOWEF AT FIITHRICTFEHHTX,
RKILFE N FERRBIENET,

AT 75| exit RV —<=oFE—FEKTL, Zu— L o
i - T4 F¥al—var T RNERBLET,
switch (config-pmap) # exit
switch (config) #

AT 7 6| show policy-map [type qos| policy-map-name]] (BE) REFEHDTXTOR) v—<v 7
Bl - TOHA T qos DR v —~v 7 FITER L
switch (config)# show policy-map type gos /9/{j7 qOSO)ﬁ§U i/b—*?jyj7@:/)b\7f\ ﬁ%ﬁ&%ﬁ?ﬁﬂ<

LET,
A7y 77| show policy-map [type queuing [ policy-map-name | (LR) REFHDOTRTORY v—~v o7 T

default-out-policy]]
fi

TDOEA T Fa—ALTORY) > — w7 ER
LI ZA T Fa—A L TOR) S — =T Fi=
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mac + 7o x4 k~ozBoER [

AU RFERETIVa Y

B8

switch(config)# show policy-map type queuing

3774V bOMNF a—A 7R —IZBT 5

HHEFRRLET,

ATvT8

copy running-config startup-config

1

switch (config) # copy running-config startup-config

EE) #7274 Fal—arxAZ—h
Ty ar7 4 Xal—a REELET,

Mac + 7

N~

x4 FADERBADE A

description 2~ > R&HEHT L L, MQC A7 V=7 MIHHEZBINTE £,

FIEDHE
1. configureterminal
2. FHEZRETAIMQC ATV = FEIBEELET,
* Class-map :
class-map [type qos] [match-any | match-all] class-name
NS
policy-map [type gos] [match-first] policy-map-name
3. description string
4. exit
5. copy running-config startup-config
F gD F%H
FlE

ARV KRFERERETY VY

=)

ATy T

configureterminal

fi
switch# configure terminal
switch (config) #

Ta—N)L ar 74X al—3ay B— NeG
L9

ATy T2

MAERETHMQC AT Y= FafRELET,
* Class-map :
classmap [type qos] [match-any | match-all]
class-name
cARY =T
policy-map [type qos] [match-first]
policy-map-name

* Class-map :

I TARTERERT DD, 7V TA T
TI7RAL, 7I7A~y T E—RERKLE
T, VTAT TR/, TAT 7y b,
A7, FRET VA —AaT7 LFEEh bz
ENTEET, 7T AYy THITRILF /N
FTHREBIS ., K40 LT F TOWRET 2%
ETEET,
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ARV RFERETIVa Y

B8

1

* Class-map :

RN ==

RV — =T BERT DN, R o— <y

switch (config-cmap) # class-map classl T T A L. 7N Vo——= ‘770 T ]\%Fﬂa

switch (config-cmap) #
R v—= T

switch (config)# policy-map policyl
switch (config-pmap) #

WMLEST, R — vy AIZE, TAHT 7
Ry by AT, FRETF =R T LT
EEOLZENTEET, R v—~vv 74X
KILTFENSCFREB S, k40 LFET

wETEET,

AT 73 |description string BTSN A MQC A7 ¥ =27 MIBEMLUET, 3t
i - BRI IR 200 SO FH 7 2 I TE £
switch (config-cmap) # description my traffic class| ()
switch (config-cmap) # VX?‘AT‘E%@%:.**% ~/7 7 32 ‘7‘)70@55‘{"%

EEETLHZLIFTEEEA,

ATy 74 |exit IRy T E— REKTL, Fa—s\Lar7g
i - Xal—raryE—RN2BLET,
switch (config-cmap) # exit
switch (config) #

AT w 7§ | copy running-config startup-config B #7774 X2l —Yars s RZ—h

1

switch (config)# copy running-config startup-config

Ty arz4Xal—ya R ELET,

MOCA T FDFER

MQC A7V =7 FOREHFWMAEFTRT DIIE, KOEEOWTNNEITVNET,

avy kR

S0

show class-map [type qos [
class-name]]

REFHDTXCODITA~ T TXTDXA T qos DY
TAS YT FTITER L2 A T qos DT T A~ v 7NTD
WT, FlERRLET,

show class-map [type queuing [
class-name]]

REFHDTXTDI TAY S TRTOXAT Fa—
AT DITA T, FEITBRLEAA T Ta—d v
TDY T A=y FIZONT, FREERLET,

show policy-map [type gos [
policy-map-name]]

REFHDOTXTOR) =~y 7 FTXTDZA 7 qos D
R =<7 FLIFBBRLIEAA T qosDORY —~
TNZHONWT, TFHREFIRLET,
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s Ky o— 7o vavonmessvEE ]

avw vk =E]:g]

show policy-map [type queuing | ZEH DT R TORY v —~v v 7| FRTOZA T F2—
[policy-map-name | AL TDOR) v—~ T FRILEBR L4 T Fa—d
default-out-policy]] VIDEY oS T T A RO AT a— A

7 RY —IZHonT, FReFRLET,

QSHKJL—TFOarvDFMELVESE

VIR 2T DAy 4 Xalb—varavy REERLTQoSHEE A 2 — 7 NV E 2137 «
=T MITDHIEIETEET A, QoSHEREEZ A XA —T NETIXT 4+ B—T NI T DT, =
CCHMMT A HEEERALC, A ¥ —T7 A AETIL VLAN 2% LT QoS AR U > —Z £
FRIIHETLINERDHY £,

BIORY —= v 7% BRENZAAIMLURDRYD . AT LAERDEA T Fa—A T RY —
T NEA L H—T = A ATIMENE T,

)

GE) FAAATIE AV E—T oA ATLIC1O0Fa—A 27 R —FFIFEREHETEES,

BHDOA L B —T 2 A ATEZSNTVERY —ITIIROBEIERH Y 9,

« IR — MAINE 72 QoS AR Y vr—iF, R—FRKR—bF FX¥ RTNLDALNN—L725T
WRWEGEEITAINC 2D £,

e R— bk F¥ FHMENTZ QoS R U v —iF, KU T —RNA L _— K- MIfHnEn T
WAHBETHAITRD £,

« VLAN [ZAH N E 72 QoS AR U or—id, DR Y ¥ —2 Rl ST nZ o VLAN
WNOTRTOR— MIEH I ET,

CHLATYIFR—FBLOVAVIR—FFy A F =Tz ZZONT, 1 DDAT]
QoS R Y v —MNH¥HR— SN TWET,

* VLAN T2 1 2DAT QoS AU v —nH KR — I THET,

* VLAN, "—F F¥ x)b, FRBFZOMENEBRO 7 + T —FT 4 7 =V 8T
HE, L—REBEITEZTRTCORY) O —RN T3V —F 7D el EnsE
7,

72 & 2I1E. HED VLAN O L— k% 100 Mbps (2[R9 25 AR U % —723 VLAN ETHE SN
TWNWT, HEEV 22—V EDVLANHIZAASL vTF R—+%& 1O EL, HOEY 22—
EOVLANIZAA v F A= a2b ) 1 ORETLHEIE. 74V —T 4T 2Py
T 100 Mbps D L — F35REI SN ET, ZDOHA. L — F% 100 Mbps ([ZHIRT 5 K 5 125%
7E L7= VLAN NC, EEEIZITAK 200 Mbps 2 CTX 5 A[REMERH D £,
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B o 2 s—szqz09—Ex Ky —0BE

\)

GE)  PoRY —Z2RELTCEHALRWIEYD, 574V E0OFa—A TR —ET7 7T 47T
@—0

WDOFIZ, QSR —nEHEINDHA v F—T =2A 2% RLET, BITIFEA L F—T =4 X
DL~V ERLTWET, HEOFRIZKRD LB TT,

cEHFES AIMENTZARY) —=REAENTNDHA o F—T = A

AE ARV =PI ENTVD E DD SN TWRNA F—T = A A

c IEFLE : R =S TnRpng v X —T o f A

c FEEIIIFE  BY =DM ENTWENE I DRAHT, #EH S TWARNA >
H—T A A

FR13:QSK)o— A8 —TAR

R—kRYo— R— bk Fr#ILKYP— |VLANKY —
A 3L AR E T I3FIRFE
TFAE E T2 I3 FIETFAE 1 7 FAEE T2 IR TE
L 7L 7

RV — <~y T a2 —T7xA AFETIEL VLAN IZMINF 5 121%, service-policy =2~ K&
BRALET, RIv—~v T TERLIEARAI =2 H—T 2 A LD/ KOATJA K
U— LM LETS,

A BZ=T 2 A ANBR) = vy T HHEETDHITUL, a~vr FonoJBNEHEH L ET,
service-policy

LAN2A4A 23 —DT A ADY—ER KR O—DHTE

48 HHEIIZ

Ternary Content Addressable Memory (TCAM) 37—k QoS IZX L TCH—E 7 END I &%
R LET,

FEIZHOWVWTIZ, QoS TCAM 1 —E v ZDORIE ] ODHEAEBRL T EE W,

FIEDOEE

1. configureterminal
2. interfaceinterface sot/port
3. switchport
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Lav24v8—7z420%—E2 Ky s—oBE ||

4. service-policy type {qosinput | queuing output} | {gosoutput | queuing output} policy-map-name
[no-stats]
5. show policy-map interface interface dlot/port type {qos| queuing}
6. copy running-config startup-config
F gD F%H
FlE
ARV rFFEREET7OVa Y B#
R T w 71 | configureterminal T a— VR ET— REBG L ET,

1

switch# configure terminal
switch (config) #

ATy T2

interface interface slot/port

1

switch (config)# interface ethernet 1/1
switch (config-if) #

WEA L H—T 2 A A T— REBIBLET,

AT v 7 3 |switchport LAV 2A B2 —T oA ZAERIRLET,
B -
switch (config-if)# switchport
AT 7 4 |service-policy type {qosinput | queuing output} | {qOS| ;KU o — < v FH LA V2 A L X —T = A ZADH—

output | queuing output} policy-map-name [no-stats]
fi

switch (config-if) #
switch (config-if) #

1 -

switch (config-if) #
switch (config-if) #
egressqos

switch (config-if) #
switch (config) #

service-policy input policyl

interface intfl
service-policy type gos output

exit

ARV —E LTHEATAEIICHEELET, 2
ODORY)V—~wv S a7 4 Xal— gy EF—
K23&H Y £97,

« £7213 qosinput : qosinputiIT 7 4 /L kD43
F—RNTY, DEHE—FEHNTHRET DI
I, qos /1 ZEA L £7,

* queuing output : ¥ = —A 7 F— R,

(6=3))

output ¥ —7U— KX, ORI > — <y TNA v
B =T 2 A ADEENT 7 4 v 7 I THEH SN DM
DD EERLET, Fa—A LT KR —IT
I% output DA TE E7,

ATy TH

show policy-map interface interface slot/port type {qos
| queuing}
1 -

switch (config)# show policy-map interface ethernet
1/1 type gos

EE) fRELIA v H—T = A AT LAY
V= S ONTORERERRLET, 7T/3 X
NERTIHNEE, Qs FEiEFa—A T RY —
IZHIRCx £,
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B o v3qos—or1209—Ex Ky —0BE

ARV RFEEETIII Y B8

R 76 | copy running-config startup-config (EE) Efrary 74 FXa2lb—Ya 2 AX—h
Bl - Tyl arZ4Xal—ya VBRIELET,
switch (config)# copy running-config startup-config

LAN3IAA—T A ADY—ER KR O—DHTE

48 HHIIZ

Ternary Content Addressable Memory (TCAM) LA ¥ 3QoSIZXfLTh—Er7Ensz &
TR LET,

FEIZOWTIL, QoS TCAM 1 — B VDR IE ] ODHEAEBRL T E &,

FIEDHE
1. configureterminal
2. interfaceinterface sot/port
3. noswitchport
4. service-policy type {qosinput | queuing output} | {qosoutput | queuing output} policy-map-name
[no-stats]
5. show policy-map interfaceinterface slot/port type {qos| queuing}
6. copy running-config startup-config
=3 k2 i
F g
ARV RFERETIVa Y E]:3)
AT 71 |configureterminal Ja— ViR EE— RERBLET,
f1

switch# configure terminal
switch (config) #

Z 5w = 2 |interfaceinterface slot/port REA A —T 2 A AFT—RREHIBELET,
R

switch(config)# interface ethernet 1/1
switch (config-if) #

AT v 7 3 |noswitchport LAYIA L E—T oA AZERLET,
1

switch(config-if)# no switchport
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v27n9—Ez Ky s—nEn |

AU RFERETIVa Y

B8

ATvT4

service-policy type {gosinput | queuing output} | {gos
output | queuing output} policy-map-name [no-stats]
fil

switch (config-if)# service-policy input policyl
switch (config-if) #

1 -

switch(config-if)# service-policy output policyl
switch (config-if) #

RV —=o T2 A VI F—T o ADH—
EARY) =L UTHEATLEOICHRELET, 2
SOORY— vy AT 4 Fal— g F—
RRH Y £9,

« £7213 qosinput : qosinputiIT 7 4 /L kD43
T—RTT, DHE— FEHNICHET DI
T, qos ) #EEH L%,

s queuing output : F = —A 7 F— K,

GE)

output ¥F—U— KX, ZORY v— < 7B A
H—T A ADFERENT 7 4 v 7 IHEH I LD MNE
BHHZEERLET, Fa—Ar 7 KU —IZ
I% output DA TE E7,

ATy Th

show policy-map interface interface slot/port type {qos
| queuing}
1 -

switch (config)# show policy-map interface ethernet
1/1 type gos

EE) fRELIA v X —T = A ATHHA LAY
=y SOV TORERER T LET, T3 X
DERTDHNEZ, Qs EIEFa—A T RY v—
IZHIBRCE £,

ATvT6

copy running-config startup-config
fil

switch (config)# copy running-config startup-config

EE) #7274 Fal—arvrAZ—h
Tl ary7 4 Xal—a AR FELET,

VATLY—ER KR —DIEM

service-policy 2> RiZ, VAT LD —EA RV —L LTVAT AT TARY) V— <

FIRDHE

TEEELET,

1. configureterminal
2. system qos

3. service-policy type {network-qos| queuing output} policy-map-name
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=3[k 2t
FlE
AU RFEREET7TIVa Y ]3]
X w 71 | configureterminal JTa— )L a7 4 X2 lb— gy e— REELG
fl - LET
switch# configure terminal
switch (config) #
AT 72| system qos VATANITA A7 4 F¥al—varE— Kk
Bl PG L E T
switch (config)# system gos
switch (config-sys-qos) #
X 7 3 | service-policy type {network-gos | queuing output} RV — 2T BV ATLOY—ERRY —

policy-map-name
f

switch(config-sys-qos)# service-policy input
default-ng-policy

(default-ng-policy) & L CTEEMT 2 L5 ELET,
200N =y ar7 4 Falb—arE—
K230 £77,
* network-qos : v b U —727 2{K (system qos)
E—F

GE)
VAT LET 74V PO —E R R —IZRET
Wi, Zoa~r FonoJBEREFEHALET,

squeuing : Fa—A LT E— R (VAT AqosH
LA B —T oA AD output) ,

Gx)

FIFNL ORI —wy a7 4 Xal—g
YE-REOY A, XA TEEBET DHLEN
HYET, output F—V—Fix, TORY v—~v
TNA VB —T oA ADEENT T 4 v 7 ITEHAE
NOMENSDHZEERLET, Fa—A L7 K
U > —IZ1% output OAGEA TE 7,

VLAN ~D QoS /R — F o o3 Dt

4a & H RIS

Ternary Content Addressable Memory (TCAM) 73 VLAN QoS (Zxf L ChH—E 7 anbd Z L%

R L ET
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VAN ~D aoS K1) &— 75 L avaitm [

FEIZ OV TIZ, QoS TCAM I — b v ZICHAT 2 EEZ BB L T E &,

FIEDHE
1. configureterminal
2. vlan configuration vian-id-list
3. service-policy [type qos] {input} | {qosoutput } {policy-map-name} [no-stats]
4. show policy-map [interface interface | vlan vian-id] [input] [type gos | queuing] [class [type qos
| queuing] class-map-name]
5. copy running-config startup-config
FIED
FIE
ARV KRFERRETY V3 Y BH#Y
Z 5 71 | configure terminal Juau—) a7 4 xXal—gy FT— NELG
1 - LET

switch# configure terminal
switch (config) #

Z 5w 72 | vlan configuration vian-id-list VLAN 227 4 ¥ a2 lb—v gy T— RZBBLE
{5 ¥
switch (config)# vlan configuration 2 GE)
switeh(configmvian-config) ¥ vian-id-list 12 VLAN D 2= 2 X)) U 2 b T,
A F w73 |service-policy [typeqos] {input} | {gosoutput } R v—~ v 7% VLAN O AT)237 » MTBL
{policy-map-name} [no-stats] ES
il - VLAN ICIEANKY v —% | DORBEECX £,

switch (config-vlan-config)# service-policy type :@{EJT@i\ policyl % VLAN (:ﬁj}ﬂ Lij—o
gos input policyl

FoOLIHA X, VLAND QoSHRY v —NAT g v

fi 3
oh (configoif) # , Lico s - TRESNTWDEHEAICORIEAEL 7, no-dats
SW1TC conrig-i service-polilcC e Os ou u N
fressqee porrey Hype PHootrvaraiflTse, MLQSHKY v—n
switch(config-if)+# exit HELO VLANIZHE FH S AL HFRFIZ, QoS 7~ /Lndiefy
switch (config) # éﬂi'@‘ no-stats
GE)
FTa UREESNTWDAEHA, 7Lt s
N5, VLAN R—ZD AT QoS RV v—~ v
TRHEHERITMH A TE £ A, no-dats
2Ty T4 show policy-map [interfaceinterface| vlan vlan-id]_ ER) T XTOA ¥ —T = AEIFHBELE
[input] [type qos| queuing] [class[typeqos| queuing] | ¢ > & —— = ¢ 2|2l L7=K Y — =~ v Flou
class-map-name] TOMBERFLET, T/A ACERSNDNE
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. Session Manager [ & % QoS H7R— +

ARV KRFERIETI Va3 BHY
fil . ANARY — qos EllEFa—A T R
switch (config)# show policy-map vlan 2 v, iﬁi@ﬁﬁf@ﬁ ﬁxﬁzﬁﬂﬁﬁ(% iﬁ—o

R 7§ | copy running-config startup-config EB) FEfravr74Falb—va B2 AX— |
i - Ty ar7 4 Xal—ya R FELET,
switch (config)# copy running-config startup-config

Session Manager [Z & % QoS H7R— k

Session Manager |Z QoS DR EEZ AR —F L TWET, ZOHEEIZ L - T, QoSORE & el
L. REZFTa 74 Fab—varilaliy MOENC, TORENLELT LY V—2R
DRI ATREN & D A& R TX £7°, Session Manager DFFAIIZ- DU Tlid,  [Cisco Nexus 9000
Series NX-OS System Management Configuration Guidel] %2 L T< 72 &\,

arZ4Xalb—rartyraryERAToL, a7 4Falb—arttyiaryih
Wrans2ra v &5 £ T, configureterminal 27 4 X2l —3 3 T— REMHALT
ary74F¥al—varavy REhcEEtA, WTRE (—hFTarr7s¥al—vs
vy varsEMEHL, H 97T configuration terminal =7 4 ¥ 2 L—3 3 v B— REAHE
M) #BthT oL, a7 4 Fal—vartyvar T— NCHRT T —BRAT 5 AHE
PR £,
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QoS TCAM H—E > J DEXTE

« QoS TCAM 1 —E v 72O T (41 _—Y)
*QoSTCAM 1 —E > T DHA RTA4 U BLOHIRFEHE (45 X—)
* QoS TCAM 1 — ' V' DF%iE (48 2X—3)

QoS TCAM H—E > 2DV T

IN=RU =T OT A arha—/L JRXE (ACL) Ternary Content Addressable Memory
(TCAM) V—Var0Hh A XeEHETEET,

Cisco Nexus 9300 35 L TN9500 75 v 7 +— A AA »FTiE, 1 TCAM %A X3 1K T, 4
DMD256 = h VT EISNE T, oD CiscoNexus 9300 B L9500 7T v F 7 4 —h AA v
- & Cisco Nexus 3164Q 33 L ON31128PQ A A v FTlE, AJJTCAM B A XL 4K T, 82D 256
ATGARELEA4DDSI2 ATAAIEIINET, ATAAFTHVYETOHMNTT, 1 DDRT
ARBEN Y CTEHZENTEDHDEI DD =T g 2T, & 2E, 1 XB5120 R
TAABEA LT, VA ANZNEIN256 D2 ODOMIEEEHRETHZ LT TEEHA, [k
W2, 256 A ADAT A AEFEH LT, A ZANRZNZI 128 D2 OOMEEERTET H 2 LT
T&EFHA, IPVATCAM V —2 g Ty ZVIETY, IPv6. QoS. MAC, CoPP., B LU
AT HTCAM U — 3 VX T NAET, MEETCAM =2 b 2 2 58 E LEJ, =& 2,
PA X256 DFaEY —Ta = MY NERICHE T 52 TCAM = ~ U512 TT,

QoSTCAM 1 —Y o 7 DOF 74/ s =2 b OEIZKRDO LB TT,

» Cisco Nexus 9504, Cisco Nexus 9508, 33 2 U8 Cisco Nexus 9516 D7 7 # /b b QoS TCAM
H—Er7iE, 256 = N VDL A ¥ 3QoS (IPV4) (IxtT A H—E 7 TT, ZhoHd
AA v FTlE, QoS TCAM > kU (T _TH T IVIE T,

*ALE (77 NV r—ar V=7 222 SIRT A ZADT 7 /v b QoS TCAM 71—
BV /I3, 256 T2 B U DLA Y2 K= QoS (IPV4) HITT, ZAHDOAL »F TR
QoS TCAM = F VI F _XRTH 7 /LIE T,
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%% 14: QoS TCAM ') — < 3 > (Clsco NX-0S Release 7.1(3)I6(1))

QSTCAM h—E >y nEE |

B8

y— 304

HOnA v 2 —7 x4 A2
XI5 QoS RV v—

direction

IPV4 : e-qos
IPV6 : e-ipv6-qos
MAC : e-mac-qos

ROKXDIEZZMLTZE
Wy,

= 15:00S TCAM ') —< 3 > (Cisco NX-0S ') ') — R 6.1(2)I3(4)LLEiT)

E[:b)

y—3vf

AR 3L H—T = A AC
#H S0 TV B QoS K Y
v

IPV4: 13qos*, ns-13qos™
IPV6: ipv6-13qos*, ns-ipv6-13qos™

WDOEDFEEZBR L TLZE
AN

A—F QoS

LAY2A4 0 2—TxA AT
WHENTWS QoS RV
‘:/\'—o

IPV4: qos*, ns-qos*
IPV6: ipv6-qos*, ns-ipv6-qos*
MAC: mac-qos*, ns-mac-qos*

WORDEESRLTLEE
U,

VLAN QoS

VLAN |23 ] S 41TV % QoS
AU —,

IPV4: vqos, ns-vqos
IPV6: ipv6-vqos*, ns-ipv6-vqos™
MAC: mac-vqos*, ns-mac-vqos*

ROKXOFE =B TLIZE
Uy,

FEX QoS

FEX A > X2 —7 = A A2
S4B QoS R Y v—,

IPV4: fex-qos*
IPv6: fex-ipv6-qos*
MAC: fex-mac-qos*

ROFXDOFE =B TLIEE
Wy,

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| cosTCAM H—E S D3

%% 16: QoS TCAM ') —< 3 > (Cisco NX-0S Release 7.0(3)I1(1))

asTeaM h—tE 5100 T [

113 B8 )—T a4
LA ¥ 3 QoS LAY 3 A% —7 A A|Z [IPV4:13qos*, ns-13qos™
B S TS QoS AN Y IPV6: ipv6-13qos*, ns-ipv6-13gos*
D .
RORDEEZR LTS
AN
A—F QoS LAY 2 A2 —T A A2 |IPV4: qos*, ns-qos*
WA S TND QoS AN Y IPV6: ipv6-qos™*, ns-ipv6-qos™
¥
MAC: mac-qos*, ns-mac-qos*
ROFXOEEZZRLTSIZE
AN
VLAN QoS VLAN (23 & TU % QoS |IPV4: vqos, ns-vqos
RYv—, IPV6: ipv6-vqos*, ns-ipv6-vqos™
MAC: mac-vqos*, ns-mac-vqos*
ROEDEZZMLTLIZE
AN
FEX QoS FEX A > % —7 = A Z|Zj# M | IPV4: fex-qos*

B QoS AR Y v—,

IPv6: fex-ipv6-qos™
MAC: fex-mac-qos*

WDOFROEESZHRL TLIES
AN

£ 17:Q0STCAM ') —< 3 > (Cisco NX-0S ') ') — X 7.0(3)11(2)LAF%)

HaE B # )—<av4
LA % 3 QoS LAY 3 A28 —7 x4 AT |IPV4A13qos*, ns-13qos*, rp-qos™*

WHENTWD QoS RV
‘:/\——o

IPV6: ipv6-13qos*,
ns-ipv6-13qos*, rp-ipv6-qos**

ROEXDEEZLTIEE
A%

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



B costeamiite y—2avizonT

QSTCAM h—E >y nEE |

113 B )—2al4g
A—k QoS LAY 2A 5 —7 A AT |IPV4: qos*, ns-qos*, rp-qos**
H STV QoS R Y IPV6: ipv6-qos*, ns-ipv6-qos*,
D rp-ipv6-qos**
MAC: mac-qos*, ns-mac-qos*,
rp-mac-qos**
ROFDEZZRL TS ES
Uy,
VLAN QoS VLAN (23 & TW 5 QoS |IPV4: vqos, ns-vqos, rp-qos™*
RY v—, IPV6: ipv6-vqos*, ns-ipv6-vqos*,
rp-ipv6-qos**
MAC: mac-vqos*, ns-mac-vqos*,
rp-mac-qos**
ROXDOEEZZRLTSIZS
AN
FEX QoS FEX A v % —7 = A A2 A | IPV4: fex-qos*
S5 QoS KV Tr—, IPv6: fex-ipv6-qos*
MAC: fex-mac-qos*
ROKXDOEZZRL T ZE
Wy,

)

GE)
iﬁﬂf U D L:L[Z‘%:‘/Gﬁ—o

* 1) —30 9 X ALE (ST 3, AZORHEA S, 4067 v 7 ) 7 A— MIEA I

V= a VEREEF T DI,

QoS TCAM Lite ') —< 3 IZDULVT

IPV4 Ti, HWANERR ) P —itEREZ R — F 3572012, QSTCAM UV —Ya v %447
IR TCAMIZ T D2 EN BV £7°, WMAELMER OFFHERNBANERGETE. QoSTCAMlite U —
YarEMHHALT, QSTCAM = b U OH A X% v 7 Vg TCAM IZJK L9 2 &N TE &
T, RV 73Nl —2a o THR— FEINFETR, EX N7 v ML NOFEEHE

WMOBPYR—hSHET,

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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| cosTCAM H—E S D3
QWSTCAM Hh—E oD% K54 vissvsiEsE [

% 18: QoS TCAM ') —> 3 > (1)) —X 7.1(3)I6(1))

HERE B # )—oa v
177 QoS HADA v H—T = A A5 |IPV4 : e-qos-lite
RNY— - .
SIS QoS Y+ KOROEEBILTL 1
direction VY,
% 19:00S TCAM Lite ') —< 3 >
HaE B & )—o 3L
L1 ¥ 3 QoS LAY 3 A2 H—T A A2 |IPV4: 13qos-lite
WHEN TS QoS AR Y
:\/¥—0
AN— 1 QoS LAY 244 —7xA AT |IPV4 : qos-lite
WHEN TS QoS K
‘:/\——‘O
VLAN QoS VLAN (Zi# ] &40 CTW % QoS |IPV4 : vqos-lite
AU —,
FEX QoS FEX A > ¥ —7 = A AIZJi#f |IPV4 : fex-qos-lite
S4B QoS R Y v—,

\}

(GE)  CiscoNexus 9200 > U — X A A »F %, QoS TCAMIlite U — =z v & ¥R —F L TWEHA,

\)

GE) U—3 g9 UIE ALE BT 3 RO RMEHA S, 4067 v 7'V > 7 R— MI#EH S5 05
7J_\9 U ‘:/“_L’_‘,!Z\g‘(“ﬁ—o

V=g VREZADCT DT, REZRTFL, VAT 22V o —RI530ER’HY £97,
Y

(X)) QOSTCAM DilE/\—Y a v E7-id Lite N—Y a »OWTNhEA r—7 M TEET, [FH
BRCH G2 BT 5 2 LixTE A, =& 2I1E, IPvd R— b QoS £ 7213 IPv4 " — b QoS
Lite S—2 3 U iE, WOTHARITE 7,

QWSTCAM h—E 2T DHA 54 0B L UHIREE

TCAM UV — g > H A X2, REICETAROTA RT A LHIEERH Y F7,

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



QSTCAM h—E >y nEE |
B ostcamn—cos054 KS4 LB L UHREE

e —ERRY DRI INTNDGE, VY —ZX7.03)17(5) 75 U U —R93(x) 721X

VU —R10.1(x) 27 v 77 L— FT 50T, 1)1 QoSTCAM & E L9, HiJI QoS D
A =T LDFERIZ DWW TIE, 171 QoS (IPv4) DAL (55 °—) DOHEZZML
TLTEEW,

har dwar e access-list tcam label ing-qos optimize [%, ACL &% —E X R U T —(ZEB]D Z
NI AR—RE 52 570 S vE T, ing-ifacl ing-qosQoS AR Y —{ZiZ 3 oD T
NNV EETEET, VXLAN R ED—EOMKEEIL, 774/ P TNVEA ¥ —T = A
A2 QoS ARV v —ZBIMLET, ZhIZXY, FEHMRER T ~LhED LET,
ing-ifacl-ipv4/ipv6-lite =~ > R i IPv4/IPv6 ACE % Z 14 PT TCAM (ZBE L, KD A
A FTOHRYFR—FZINET,

« Cisco Nexus 9336C-FX2
¢ Cisco Nexus 93240YC-FX2
 Cisco Nexus 93240YC-FX2Z

QoS 7R U > —H VLAN W T E SN TV A AT, TCAM % vQOS U — = 2 5EI3
HUENRHY T, ZHITED ., ROFIDsyslog A v E— IORESNTWD N T T 4 v 7
EENERESNET,

switch (config-vlan-config)# vlan configuration 3

switch (config-vlan-config)# service-policy type gos input INPUT PREC
switch (config-vlan-config)# 2019 Jan 2 17:56:49 switch %$ VDC-1 %$
%ACLQOS—SLOTZ—Z—ACLQOSiFAILED: ACLQOS failure: VLAN QOS policy not
supported without TCAM carving for VQOS, traffic will fail please carve
TCAM for VQOS and IPV6-VQOS reload the module configure vlan gos policy
after module is up

XF—TU— RPN TW5S show 2= Rig#AR— RS TWEH A, internal
TCAM 1 —bE o 7 #1213, REFRGFELTAAS v TFE2 Y n— RT3 0LENHY £9,

T 7 /v FTiE, T XTOIPv6 TCAM 1Z7 4 E—7 VLT3 (TCAM VA XL 0 IZRE X
nET) ,

WREINTZTCAM V —V 3 v A A& FIRT HIZIE,  show hardware access-list tcam
region 2~ RaEfHLET,

7 v —,3L CLI hardwareqosclassify ns-only =<~ > RiZ, qos 8L W 13-qos V — = 7
ELT2QoS UV —Va v anEHEPIINSAR—FTQoS R V—%2REAREL D L HIT
THEOIZHEAISNE L, ZO=a~ Rid, Application Leaf Engine (ALE) &R— h®

QoS ZFHIZBHEAT T 5TV D TCAM HlRZHIBRL £3, Zd =2~ FiX, ALE %{i 2
7= Cisco Nexus 9000 >V — X ZA v F TORHYR— kSN E7,

e ZIE IPVA N T T 4 v 7 DL A FY2ALER— b DA, QoS/tHZHAE S ¥ 5121,
qos 3 X O ns-qos TCAM 1 — &' 7 34 C4, hardware qosclassify ns-only CLI =+ >
R-CliE. ns-QoS TCAM 721 C+43CT9,

hardwar e qos classify ns-only CLI =~ > KOl oW Tk, koflZ5B LT 2 &
AN

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| QoSTCAM H—E S D3EE

QSTCAM H—E 5 0H4 k54 vasvsimEn ]

switch(config)# hardware gos classify ns-only

Warning: This knob removes the restriction of carving gos as well as ns-gos TCAM
region for NS port QoS classification policies.

Warning: Only NS TCAM will be used, as a result policy-map statistics, marking and
policing is not supported on NS ports

hardware qos classify ns-only CLI =2~ > ROHIBRIZHOWTIEL, ROFIEZSRL TLEE
AR
switch (config)# no hardware gos classify ns-only

Warning: Special knob removed. Please remove and apply QoS policies on NS ports to
get default behavior

GE)

WY 7 R =~y IHEHER, BLO~—F 7%,
hardwareqosclassify nsonly CLI =< > F2MEH STV 584,
NS R— F TiI¥ A — k& EH A, show policy-map interface
ethernet Xy X QoS #HatE M 2K L £ A, NSTCAM (2%, * v
U —Z#5ikm Y (NFE) TCAM VU Y —A0O—# (ufH7e
E) BbHYEHEA, LIeR->T, R =TS 512 < DTCAM
T NUDBRBIZ R DGR H 0 £,

« 77 4/ hTiX, CoPP ® TCAM VY —< 3 »i%. Nexus 9300/Nexus 9500 77 v k7 4 — A
AA v FTI5S% HHENET, CoPP R —%2AEFT 55, O TCAM U — 3
VYA RXEEE LT, COPPTCAM U —V 3 VIZE NV EL DAR—RE@ATE S LI
THLERDHY £,

« WOPFEFAED T )% IPvA B L OVIPY6 (I T 2581, IPv4 X—Z D QoS TCAM
V=2a vz l—C o 735080 H0 £9, IPv6X—ADQoSTCAM V —V 3 v % 71—
BT HMEITIH D FE A,

* DiffServ = — K 7RA > b (DSCP) ~X—ZD534H

e —ER 7T RZ (CoS) _—ADIHE

« IP precedence ~— A D 434A
* QoS WY L —=NEHDA > F—T = A ZETFEHD VLAN IZHEH STV 5E . #i
FHERA T Y a VBRENC o T DT, T g SR E YA,

B DA A —T oA AFETIEEO VLAN IZ#EH SN D [E L QoS R U v —Hd 7~ 1
ZHAHT 51T, service-policy typeqosinput my-policy no-stats =~ > K% {# f] L C no-stats
I 7 arERO QS R V—ERETHMNENHY £,

VACL U —V g VAFRETHEEIF. ANMBLOH O FBOW T TR U A ANHEESH
T, V=V a3y A ZARWNT D FHICKIG TEZRWREITIHES INET,

* VLAN QoS IZ, -R >V —RX T A > #— R&H# L7z Cisco Nexus 9508 A A v FTHO I
RA—rEINET,

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



QSTCAM h—E >y nEE |
B cscamn—corom

* QoS IZIZT 7 4/ FD TCAM YA ARH Y, VY — RKHFDT A > 11— ROREE % [R#ES
HI=DIC, BEDTA L H—FRTIHHD TCAM YA XA Pl TH0ERH D E

j—o
PLFDT A v H— RZE## L7 Cisco Nexus 9504 33 L OF Cisco Nexus 9508 A A v F 73 B2
T ET,

« Cisco Nexus 96136YC-R
 Cisco Nexus 9636C-RX
* Cisco Nexus 9636Q-R
 Cisco Nexus 9636C-R
« CiscoNX-0S U U —29309) LI, +_XTOLA ¥ 2 A X —T = A A~D 64 D—FEDH

77 QoS RV v —miEHA, Cisco Nexus 9300-FX 77 v b7 4 —2h AA v F THHR—F &
NTNET,

* Cisco NX-0OS U U — A 10.4(1)F LAK&, QoS TCAM (& Cisco Nexus 9348GC-FX3 £ LI
9348GC-FX3PH A A v FTHHR— F SN ET,

« Cisco NX-0S U U — 2 10.4(2)F LK. QoS TCAM (% Cisco Nexus 93108TC-FX3 A A v F T
PAR—FINET,

« RITTRTHIBRIZ, Cisco Nexus 9348GC-FX3PH A A v F D QoS ¥R — MI@EH S £,
« ASIYEM D TCAM 1Z 256 = R U IZHIBES N TWET,
* QoS BEHER LTV QoS EEMEHEIX. A A v T DAR— bk 41 ~48 TiFHAR— &t
/\Jo

* CiscoNX-OS U U —2%10.5 (3) F LA, Cisco Nexus 93C64E-SG2-Q A1 v FTlit, v
Ty W= PP R— IR TWET,

QSTCAM Hh—E UV DRE

Xy hU— 7 BRCKRHST 7201, T 740 QoS TCAM A —b v VA AR T £4, LU
MeDIETILT 7 4L F QoS TCAM 51— & > 7 DEF I HEDOH 2~ LE T,

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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\)

L1300 (Pve) o [

6=

ZOFNEE,

4T D CiscoNexus 9300, B L9500V — X A A v FAFIHEHTE£9,

ZOFNE, TCAM U —Y 3y YA REBRET D7D TCAM 7> 7 L — s B H T 5 S0
3 5 NFE2 5T 34 A (X9432C-S 100G 7 A > 71— FRC9508-FM-S 77 7'V v/ F 2 —
) WIFEHSNER A, TCAM 7> 7 L— FOFERHFIEOFERIC O\ T,

L— 2 L7ZTCAM Y —2 3 v A ZORE] #22RLTLIEEN,

TCAM 7 > 7' — b &5 $ % &, hardwareaccess-listtcamregion =~ > FIZHERE L A,

avy REMHAT L3, 77— ealy MERTLOLERS Y £,

L4+ 300S (IPv6) DHEZNIE

T 74N D TCAM Y —2 3 VEIX, LA ¥ 3QoS (IPv6) IZxE LTV EHA, LA T3
QoS (IPv6) %A F—TWIZT DT, OV —2 3 VO TCAM YA R&HS LT, #L
WL A ¥3QoS (IPv6) U — 3 D TCAM B A A& L TA R—T VT T HMENRH D F

RS
5= 20: Cisco Nexus 9504, Cisco Nexus 9508, &5 & U Cisco Nexus 9516 7 /34 RDT 7+ )L b TCAM ') —2 3 VEE (A
)
Yy—Sa vk [44 X (Size) ] 5 Total Size
IPV4 RACL 1536 1 1536
L3 QoS (IPV4) 256 2 512
COPP 256 2 512
VAT L 256 2 512
VEAL VLT R 256 1 256
SPAN 256 1 256
VPC Convergence 512 1 512
4K

R2A:TITHILETCAM) —2 3 VEE (AH)

: Cisco Nexus 9200 ') —X R4 v FRLA Y2~ LA ¥ IH%E

Yy—Savg HA X g &itHA X
AJJ NAT 0 1 0

AJI#— k ACL 256 1 256

AJ1 VACL 256 1 256
AJJRACL 1536 1 1536

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .
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QSTCAM h—E >y nEE |
B v are) oEMIE

Jy—oa v H4 X ] Bit14 X

A LA ¥ 2QoS 256 1 256

AJJLU A ¥ 3VLAN |256 1 256

QoS

AT AR — S |512 1 512

ANJib A ¥ 2ACL 256 1 256

SPAN

ANJib A ¥ 3 ACL 256 1 256

SPAN

A— FX— 2D SPAN |512 1 512
4096

R2:TITHIETCAM ') —2 3 VRE (AA) : CiscoNexus 9200 ') —X A v FRALA YV IRE

)—2 3 4 Y4 X & A1 X

A7 NAT 0 1 0

AJjR— K ACL 0 1 0

A7 VACL 0 1 0

AJJRACL 1792 1 1792

ATV A ¥ 2 QoS 256 1 256

AL A ¥ 3VLAN |512 1 512

QoS

A A== | 512 1 512

AJjvA ¥ 2ACL 256 1 256

SPAN

ATy A% 3 ACL 256 1 256

SPAN

R— Fh~_X— 2D SPAN |512 1 512
4096

FIE
OV RFEREFET7TIV3 Y B

R w 71 | hardware access-list tcam region region tcam-size LA ¥ 3QoS (IPv6) TCAM U — 5D —E

TEAINCT DT, o) —Yarw2EELTY

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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L1300 (Pve) o [

aAvYRFERET7IOIY BRI
I—AEMRBLET, £, U—T 3 O
TCAM # A X&EELET,
G¥)

LW LA Y3QoS (IPv6) TCAM U —¥ 3 > %4y
EF DD 07 ) Y —RAERET 572012, W
FRFDY —V a3 A L TCIOFIEEBY KL F

—g—O

R 2 | hardware access-list tcam region region tcam-size TCAM YA X (X7 gD MU Z&tedL
W LA ¥ 3QoS (IPv6) TCAM U — = > Z&3EIL
£,

1

ZORTIE, AL A ¥3QoS (IPv6) TCAM Y —Y 3 v ¥ A X% 256 I E L £,
YA 73256 D LA ¥ 3QoS (IPv6) 1&, IPV6 WX TR TH D=, 512 hU &
ERALET,

ANV EELL, V—VarEolU AL L7 NLET, ZhiZky, 256 =
U (X7 NE) DL A ¥3QoS (IPv6) OH—bE v I ENS5122 Y
DANR—=APMMER SN FET,

switch(config)# hardware access-list tcam region redirect 0

Warning: Please reload the linecard for the configuration to take effect

Warning: BFD, DHCPv4 and DHCPv6 features will NOT be supported after this configuration
change.

switch (config)# hardware access-list tcam region span 0

Warning: Please reload the linecard for the configuration to take effect

switch (config)# hardware access-list tcam region ipv6-13gos 256

Warning: Please reload the linecard for the configuration to take effect

= 23:IPv4RACL (A7) #HE LI-OBEHFINT-TCAM ') — 3 VERFE

)—oa 4 YA X & BitH4a4 X
IPv4 RACL 1536 1 1536

Layer 3 QoS (IPv6) 256 2 512

Layer 3 QoS (IPv4) 256 2 512

CoPP 256 2 512

AT A 256 2 512
yEALY L 0 1 0

SPAN 0 1 0

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



B vianeos arv) oE#IE

VLAN QoS (IPv4) DEZhIE

QSTCAM h—E >y nEE |

)—2avg Y4 X 2 BHY A X
VPC Convergence 512 1 512
4K

VLANQoS (IPv4) %A F—T/MZF HI2iE, o) —2a VO TCAM YA X% b6 L, #Hil
VN VLAN QoS (IPv4) U —323 @D TCAM B A XAZB L TA X —T M T HLERH Y F

R
RDOFIZ, TCAM Y — 3 % ALEXHRT A ZADT 7 4V b A R LET,
R2U:TIHIETCAM ') —2 3 V/E (AH)

y—3vg [H4 X (Size) ] =3 Total Size
PACL (IPV4) 512 1 512

Port QoS (IPV4) 256 2 512
VACL (IPV4) 512 1 512
RACL(IPV4) 512 1 512
VAT A 256 2 512
COPP 256 2 512
AL LY R 512 1 512
SPAN 256 1 256

VPC Converg 256 1 256

4K

FIE

ARV KRFERERETY VY

B8

ATy T

har dwar e access-list tcam region region tcam-size

VLAN QoS (IPv4) TCAM UV —Y s> DH—E 7
EEMNCTHITE. BoY —Ya o a2EFELTY
V—AEREBELET, £, U—T 3 O
TCAM H A XAEFE L £ T,

GE)

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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vianaos (Pv) oa#E ]

ARV RFERFTIVaY =)

# LW VLANQoS (IPv4) TCAM U —¥ = > % 5 E|
T D570 ) V) —RAEfFT DT, LER
BD)—a Nk L TCZOPRIEEZBY KL FET,

Z 5w 2 | hardware access-list tcam region region tcam-size TCAM YA X (X TNE= MY OE) #&eHL

UV VLAN QoS (IPv4) TCAM U —¥ 3 & 4yE L %
D

Z OB TIE, VLAN QoS (IPv4) TCAM HA X% 256 I E LET, A XM 256 D
VLAN QoS (IPv4) 1%, QoS TCAM N ¥ 7 /UETH D=, 512 = U ZEH L E

« AJJAR—F QoS (IPv4) % 256 /31 M5 L (QoS HEREIL ¥ 7 /LR, 2 x 256 =
512) . 256 ® AJJ VLAN QoS (IPv4) #BMML E3 (2x256) ,

switch (config)# hardware access-list tcam region gos 0

Warning: Please reload the linecard for the configuration to take effect
switch (config)# hardware access-list tcam region vqos 256

Warning: Please reload the linecard for the configuration to take effect

R25:IPvAR— QoS ANERS LI-ROEHF SN TCAM ') —2 3 VRTE

J—2av4 Y4 X ] CEZE S
PACL (IPV4) 512 1 512
Port QoS (IPV4) 0 2 0
VLAN QoS(IPV4) 256 2 512
VACL (IPV4) 512 1 512
RACL(IPV4) 512 1 512
VAT A 256 2 512
COPP 256 2 512
UEAL L7 R 512 1 512
SPAN 256 1 256
VPC Converg 256 1 256
4K
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QSTCAM h—E >y nEE |
B vwnos s x—TikicBEY 2xEsE

VLAN QoS @ 1 r— 7 )JLILIZRET 5 F B EIA

WANQS% I3, K— R Ti372< VLAN 2% — L LCHA LT, QS DLA Y27 Y v
— A R=ZA v I T o T BRI LET,

VLAN QoS% A % —7/WZT DI, oV —2 3 > D TCAM A A& E LTHE, VLAN
QoS U — 3 D TCAM YA XZ&HEL L £7,

XETH VLANQoSTCAM U —Y 3 DOV A REesiELET:
« IPvd vqos % 640 = h VIZERE L £,

« IPv6 ipv6-vqos % 256 = b VIZERE L £ 7,

«IPv4 QoS Z 0 = F U ITHH LET,

* IPv6 ipv6-qos & 0 =2 b UIZI D LET,

# hardware access-list tcam region vqos 640

# hardware access-list tcam region ipv6-vgos 256
# hardware access-list tcam region gos 0

# hardware access-list tcam region ipvé-gos 0

switch (config
switch (config
switch (config
switch (config

\)

(F)  VLANQOS ® TCAM %A XEHE LTS, T4 H— K&V a— KT 0B NR’HY £,

FEX QoS (IPvd) DFE®E
A

() FEX QoS #&#EIZ. Cisco Nexus 9508 A1 »F (NX-0S 7.0(3)F3(3)) TiI¥FA— hE&nTVEH

/\Jo

FEXQoS (IPv4) %A Fx—T7 W HIZIE, DoV —2 3 O TCAM YA XZ&J 5 L, #HHLwn
FEX QoS (IPv4) U—3 2 ® TCAM ¥4 REHL L TA 2—7 WM THMENH Y £97,

Fig
AU REEETIV 3 Y B8
R w 71 | hardware access-list tcam region region tcam-size FEX QoS (IPv4) TCAM V —Ya v Dh—bE v 7%

AT DI, Bl —Ya vrfEEL Tl V—
AEEHELET, F2. U—2 3 »OHE/NTCAM W
A RXERELET,

(63
%LwﬂﬂQd(wM)HMMJ%VSV%%%
FTEEDITH7RY ) — A BRI D700, B
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| cosTCAM H—E S D3
i aos arw) oast [

ARV RFERET7TIV3 Y B#)
BEOY =V a N LTCZOFIEZBRY KL
ﬁ—o
Z v = 2 | hardware access-list tcam region region tcam-size TCAM YA X (X TNEOT SV Z2EteHL
VW FEX QoS (IPv4) TCAM U — a3 v &5%E| L %
D
51

Z OfFITIE, FEXQoS (IPv4) TCAM ¥+ X% 256 ([Zi%E LE9, A1 X256 D FEX
QoS (IPv4) &, QoS TCAM NZ 7 MR TH LT, 512 = MU 2L £,

«IPV4 FEXIFACL U —Y 3 % 512 =2 h U L, 512 =2 b U @ FEX QoS
(IPv4) V—a U &2EBIMLFET,

switch(config)# hardware access-list tcam region fex-ifacl 0
Warning: Please reload the linecard for the configuration to take effect
switch (config) # hardware access-list tcam region fex-gqos 256
Warning: Please reload the linecard for the configuration to take effect

H 5 QoS (IPvd) DEZNE

QoS (IPv4) TCAM % A FX—T7 /WZT HIZIE, 9 —FH DU —T 3 D TCAM YA &b
L. newQoS (IPv4) TCAM U — 3 > ® TCAM YA X&HL L TA 2 —7 LI L£T,

)

GE) 77 QoS BEREIL. Cisco Nexus 9508 A »F (Cisco NX-OS 7.0(3)F3(3)) TiE¥AR—haInT
WEH A,

\}

GE) W~ —% 0 Z7EXORY > 7E, 9T D Network Forwarding Engine (NFE) 77 v k
T —ALTHR—bEINET, HO Ty NAFY 2=V TOHEDGEIZ, 100G 77 >
T+ —ALTOIHRYER—FEINET,

Cisco NX-0OS U U — & 7.0(3)I6(1) LAFE TlL, Cisco Nexus 97160YC-EX 74 > 71— K3 LA ¥ 2
BLOVAVYIWOARY =089 HR—bFLTHET,

Cisco NX-OS U U —2 7.03)I1(2) LARETIE, 251 QoS (IPv4) %A R—7/MZL T, eracdl
V=22 O TCAM #r A X% 6 LTHrb, EEM QoS (IPv4) U — = D TCAM HA X
LT HENRH D 97,

Wiz, K71 QoS (IPvd) BLONTCAM V —V a ¥+ 52 EEFHEEL R LET,
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QSTCAM h—E >y nEE |
B &700s ap) oEHIE

o 17 QoS TCAM 1%, X7 v b ¥ A FITH SNV TWET, eqosTCAM I —E v 7%,
VLAN, LA %2, BERLA¥3IKR—bt XA TDIPv4Nr v NERET DHIZOITHET
7T

s TRTOHITIQoS (IPv4, IPv6, BELTUMAC) TCAM VU — 3 X, v 7 VIED eqoslite
V—yarvkxlpE, ¥7NVETT,

« T JED TCAM DNRESNTWABEE., R 7 77 v a r CihENB L OIEERK
MmN R— P ENET,

« YU MEDTCAM (eqoslite) NERESNTWDEG, NI 7 77 v a URMFEET
Lra. B L TWZRWEFHERO A ME S E T, EX LREE#RIL. qosliteV —
TaryONATERIFICErRE LTHRESNET, RV 7 77 v ar (IR2C £z
1% 2R3C) [F5| EheE@MUNCHEH SN E T, MEFLA— hOARD | BEROIRVEEFHIHIFR
SINFET, EX LHEHEREZZ RT3, DV IZHEE O QoS TCAM %3 54
ERb ET,

e AT a DX —TU—RKNMEHIN., R —RNEHFINTWAEES GE4T28548) .
FEHEHRITERNIC 72 D £97, no-stats

* Top-of-Rack (TOR) 77 v b7 4 —ALDALET v 7V 7 RK—FDHIT QoS KV v —i%
PR—FSNEHEA,

eI QoS KRV v—iF, ~—F 7, RV 7, BLOGEAEZYR—MLET,
A

G Whry AV a—Y 7ol Na i . 1006 77 > b
T =L TOHYR—MINET,

7 qos RY —iF, Ny FER—ROBREEZFR—FLERA,
« set qos-group 2~ > Rix, Hi) QoS R Y v —1T%f L CTHR— b5t ¢,

L. 203wy RiE, 100G A 2% —7 = A A 7=/ QoS R Y o — T —
hS#UET, set qos-group

e ARV ==y T O—EHEIE U T, BET 51T QoS TCAM U — 3 > (eqos,
emac-qos, e-ipv6-qos, egr-12-qos, L WNegr-I3-vlan-qos 72 &) &7 A ANDO= K
Y—x N QoSHICEI Y 3T 5 BN H D £7,

s DURIDA A= PI2H T2 7 b= R RIS, H7 QoS TCAM U —2 3 & A X% 0 I
ELET, MDA A—TICH T2 7 L= FFHRIC, §=TOHI QoS K Y & —#Hl
K/%Liﬁ‘o
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| cosTCAM H—E S D3

FIE

i aos arw) oast [

AR NFERERTOVa Y

=)

ATy T

har dwar e access-list tcam region e-racl tcam-size

QoS (IPv4) TCAM V —Y g v DOh—E v 7245
IZ95121E, eracl V—YaraERELTY V—2X
R L £9, £72. erad V— g O/ TCAM
YA XEfRELET,

ATvT2

hardwar e access-list tcam region [e-qos| e-qos-lite |
e-ipv6-qos | e-mac-qos | egr-12-qos| egr-13-vlan-qos |
tcam-size

1 -

switch (config)# hardware access-list
egr-1l2-vlan-gos 256

Warning: Please reload all linecards

configuration to take effect

switch (config) #

1

switch (config)# hardware access-list
egr-13-vlan-gos 256

Warning: Please reload all linecards
configuration to take effect

switch (config) #

tcam region

for the

tcam region

for the

har dwar e access-list tcam region [ e-qos | e-qos-lite |
e-ip6-gos | e-mac-qos | egr-12-qos | egr-13-vlan-qos|
tcamrsize =~ > RiXH /) QoS (IPv4) TCAM U — ¥ =
YBEIOTCAM YA X&$EELET, egr-12-qos|
egr-13-vlan-qos4~7"v =2 > %, H77 QoS TCAM VU —
Var & TCAM YA A4 E L ET, A XH3256
D H 77 QoS TCAM 1Z, QoS TCAM /N ¥ 7 /UVIETH
Do, S22 MU EFERALET,

G¥)
T _XTDOMHIIQoS (IPvd) TCAM VU — 3 ik, &
VI MED e-qoslite U — 3 U EERE, X TIUIE
TTO

ATvT3

# 7Y 3 > [nolhardwar e access-list tcam label
egr-12-qos 6

1 -

switch (config)# hardware access-1list tcam label
egr-12-gos 6

Warning: Please reload all linecards for the
configuration to take effect

switch (config) #

LAY 2WEA L Z—T A A2 64 DEHFOH T
QoS RV v—HHELET,
COEFREENITHIE, Zoavr RO nofE
XEFEAHLET,

GE)

ZDa<r R, Nexus9300-FX BLXUOFX2 7T v
N7 =L AL v FTOIHYFHR—FEINTWVET,

ATvT74

#4 72 3 > [nolhardwar e access-list tcam label
egr-12-qos 6

1

switch (config)# hardware access-list tcam label
egr-12-gos 6

Warning: Please reload all linecards for the
configuration to take effect

switch (config) #

LAY 2MBLA VH—T = A A2 64 DEADH T
QoS RV v —%ELET,

COEREZMHTHIIE, ZDa<wr KD no B
KEFHALET,

GE)
Z D=~ Fid, Nexus9300-FX 5L UFX2 77 »
FN 74— B AL v FTORY R RSN THET,

(GE)

CiscoNX-OS U U —2 103 (3) FLLR&, Z ORElT
CiscoNexus 9300-FX3 77 v h 7 4 —h AA v F T
YR—brENFET,
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QSTCAM h—E >y nEE |
B oo —rzEmALETAM =2 3L v X0BE

TUoTL—FrEFERLETCAM Y —2 3> 4 XDERTE
Y

GE) T 7L—brEEHLEZTCAMY —2 3 o YA XOFREIL. CiscoNexus9508 A A »F (NX-0S
7.0(3)F3(3)) TV R—FrSnhEHhi,

Cisco NX-0S U U — 2 7.03)13(1) LAETIZ. TCAM V—Y 3> A RERETIHND AL LT
V7 U— hEERB L OMEAT O N TEET,

N\

() TCAMT > 7 L— b%&iEAT 5 &, hardwareaccesslisttcamregion =~ > RIIBERE L 8 A,
awy REFEHT ISR, 77— healy MEBRTOILERDH Y 7,

FIEDHE
1. configureterminal
2. [no] hardware profile tcam resource template template-name ref-template {nfe | nfe2 | {12-13 |
13}}
3. ({&) regiontcamsize
4. exit
5. [no] hardware profile tcam resour ce service-template template-name
6. ({£&) show hardware access-list tcam template {all | nfe| nfe2 | 12-13 | 13 | template-name}
7. ({£&) copy running-config startup-config
8. reload
FIED %
FIE
ARV KRFEREETI a3 Y B#J
Z 5w 71 |configureterminal Jua—N)Lary7 4 Xalb— gy E— NeBth
1 - LETS

switch# configure terminal
switch (config) #

AT 72| #%8: [no] hardware profiletcam resourcetemplate  |ACLTCAM U — 3 v WA RE&RETHT T L—
template-name ref-template {nfe| nfe2 | {I12-13|I3}} FEERRE L E 9,

i - nfe : Network Forwarding Engine (NFE) xX})i& Cisco
Nexus 9300 33 L9500 U — X 3164Q, BL W

switch(config)# hardware profile tcam resource = 3 — L — N
template SR _MPLS CARVE ref-template nfe2 31128PQ 7 AADT 7/ N TCAM 7 7'

switch (config-tcam-temp) # R
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| cosTCAM H—E S D3

asTeam n—e v o [

AU RFERETIVa Y

B8

nfe2 : NFE2 %JJi~ Cisco Nexus 9500 3 U — X 3232C,
BIO3264Q T34 ADF 7 4/ k TCAM 7 > 7
L— k.

ATvT3

CE=D)
1

region tcam-size

switch (config-tcam-temp) # mpls 256

VEERTCAMY —2 3 v ¢ FDOY A XeT 7 L—
MIEBMLET, o7 —MNIBNTAET—V3
vl oavwr REANLET,

ATv74

WA exit
1 -

switch (config-tcam-temp) # exit
switch (config#)

TCAM 77 L—h av74¥alb—vary E—
REM&TLET,

ATvTH

WAZE: [no] hardware profile tcam resource
service-template template-name

1

switch(config)# hardware profile tcam resource
service-template SR_MPLS_CARVE

TRTOITA L D—FRBLOT7 77V v I EV 2—
NWNCHABRENT L — NEmALET,

ATvT6

(&) show hardwareaccess-list tcam template {all
| nfe| nfe2|12-13 | 13 | template-name}

1

switch (config)# show hardware access-list tcam
template SR_MPLS CARVE

TRTHOTCAM T > 7 L— NEHIIEEDT
L— FNOBREEFRLET,

ATy T1

(fI#) copy running-config startup-config

1

switch (config) # copy running-config startup-config

FFar 74 F¥al—vark AFA—LT v a
Y74 F¥al—varilar—LET,

ATvT8

reload
B

switch (config)# reload

FAL AR B— RSRET,

GE)
Z OFXEIL, copy running-config startup-config +
reload # AJ) L72BIZDOBGNTR D £7,

QoS TCAM H—E > 5 DHEER

TCAM V— a3 DY A X LT~

show hardwar e access-list tcam region =~ > K% A

LT, T34 ZA0WKAlY v — RIRFIZE#E A AIE72 TCAM A X & £RLET,

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



QSTCAM h—E >y nEE |
B cscamr—covomz

TCAM 7 7' L— R OB EZ K77 521X, show hardware access-list tcam template {all | nfe |
nfe2|12-13 |13 | template-name} =~ > R&MHHA L £4, EFH :

cadl : TRTOTCAM T v FL— FORTEEERLET,

« nfe : Network Forwarding Engine (NFE) %})is Cisco Nexus 9300 33 X T 9500 2 U — X
3164Q. B L N31128PQ T34 ADFT 7 4/ h TCAM 7> 7 L— |k,

» nfe2 : NFE2 %})is Cisco Nexus 9500, 3232C, 3L U3264Q 7 /3514 ADT 7 4/ N\TCAMT
7 — 1k,

\)

GE)  FTRTCOEV2—AZEY LICRETHER T 212X, T XTOIAS =R EV2—1%EY
72— R4 %2>, F721F copy running-config startup-config =~ K& reload 2w K& AL
TFRA A%V a—RLET, TCAMY —2 a VERENEH THH-TH, Ja— RT505LERN
bZHOIFEEGTE, TCAM ) —2 3 VERERT TR TT 2025 Thb, 750 2%
Jr—RT&EET,

TCAM V —2 3 VORERFIZ, T _XTCOTCAM V— 3 D 4K ANHIRZBZ 5 &, (kD
Ao —UnREREINET,

ERROR: Aggregate TCAM region configuration exceeded the available Ingress TCAM space.
Please re-configure.

i 8 DEEBED TCAM MR E STV TWRUVVIREET TCAM 1 — B o 72 B L4 A REZ WA L
koedaL, MDA E—URNERENET,

ERROR: Module x returned status: TCAM region is not configured. Please configure TCAM
region and retry the command.
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i

QoS P FEDFERKL

Z DETIL, Cisco NX-OS T /341 AT QoS /AT D HFIEIC DWW T L £97,
« SPHEEIZONWT (61 =)
«ROCEV2 ~v & — 7 4 V& (62 2—3)
s T OFEERM (63 ~—)
DEOHTA KT A > LHlFIFEE (63 X—)
s NTT 4T I TADEKE (67 X—)
c PHREDOHRHDav K (85 =)
« PHADOFER] (85 =X—)

N
/

FBIZDUVT

HEX, RNy NN T T 4w I TRRY T DI ETT, FRELIEDEER ST T 4
T L THEDT 7 ay (R o r7o~v—0 Foriny) 2F7 75X 3 A%
HRELET,
Ny NORHEEROFRIORTHREREELRET I LICE T Z N T T4 v VT RER
TIITA vy FRERTEET,

N |

¢

4

®26: DA

DR ERBA
CoS IEEE 802.1Q ~v X —NDOHF—E R 7 7 R
(CoS) 74—V K,

IP precedence P~y X —DXAT F7 H—EZ (ToS) /N
A R O SENENL A,

Diffserv = — K "1 >+ (DSCP) IP ~ > % —® DIffServ 7 4 — /L KN # D DSCP
it

ACL IP, IPv6, F 7213 MAC ACL 4
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oS HENHER |
B rocez~v5— 105

DR BL)]
Ty bR LAY 3Ty MROYA KD
GE)

2y NERATET. Cisco Nexus 9300 & 9800
V=X AL o FTIEIAR—PFEINTWEY
Moo

IP RTP Real-time Transport Protocol (RTP) Zf#iH L T

WbHT 7Y r—3 g %, UDP AR— & SH#
PHIC X o CEkBI L £,

BRO—FREZIRET L2 L b, MEQOKEEIOVWTHRELARVWE T2, —#E
T EMOIEEERET L LICL AT I T4 v 7 VT AEZRETDHIELTEET,

)

GE) 2L, ACLIZOWTIRET 25613, N7 v FREZR O —BIEREL match-all 7 7 AW

THRETHZ LI1ET& £ A, match-any 7 7 AN TIE, ACL B L OZ Dfthd —FFEHEIZ O
THRETEET,

QS KRV =~y TNTEDZ FZAIZHL LR T 7 1 v 71X, class-default & FEEILS
TI7ANNDNT T 47 77 AZEH Y THNET, QoS AU r— < 7T class-default
EBRTLHILT, ZO—HLRWET T4 v 7 BBIRTEET,

FUEATDRNTT 4w 7 ZBTBHDA B —T 2 A ZADQoSKY > — % EFHT HHE.
JIA =y T EBEAHATEET,

RoCEv2 ANy 35— T 1)L A

RoCEV2 ~v & — 7 4 )L 2%, RoCEv2 (7wt k=L 4791) O LWT 4 /L Z TT,
*RoCEV2 7’1t f AV DIEREIRIBE 7 4 V2 ) » T2 G T D
e XA FIvr v—RK RT3 7 (DLB) OLA Y3 72X LA ¥ 2QoS Dl
cfEE~ 27 216 HEEIE (1 1 0x12 0xFF) TEEHT 2

<fERID M & EEEAO WA AR— ML, FBERRE T 7 1 v 7z 328 L E
—g_‘l)
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| 0os HiEDMHER

RoCEV2ZAYE—D T4 IILB T3y

JANEFT T3y BTHE Y +E HEH*E

bth-opcode 8-bit HEARRTVAR—F Ny X —
(BTH) OA XL —v 3y
a—RFazRELET,

bth T % 7 7-bit BTH O FHIFEHE Y MMZ—E
L\ij—()

RoCEv2 7 « JL & D {ERHI
o &2 DR

permit udp <src_ip> <dst_ip> eq rocev2 bth-opcode 0x12 OxFF
permit udp <src_ip> <dst_ip> eq rocev2 bth-reserved 0x34 0x7F

- A

permit udp <src_ip> <dst ip> eq rocev2 bth-opcode 0x12 OxFF bth-reserved 0x34 O0x7F

/'\~‘: —t = ‘52;
N EEDRITESEH
SFEOHHREIFIE, RO EBY TT,

¢« £ =27 QoS CLLIZOWTHEL TV 5D,

s TNRARZu T A LTND,

DEDOHA 54 0 EHNEE

BROIESTES X UHINEIE
sinternal F—7U— KBTS show 2~ > RiZHhAR— b TWER A,

*QoSAY v—id, 7T T AL MESNIZ ATy MTIFAZTESH Y A, 777 A b
LENTAT Yy ME, T7 40 bFa—IliBEESNET,

« destinationinterfacesup-ethOCLI =2~ > RZFHKETH &, ROTVAT LAl A yE—UR
FRINET, SUP ITHTDANGIEEZAMITHE, AT) Qos HAITFEL £,

VTR~ TNTIRETE 2 BIEHEDEITR K 1,024 8T,
1 ODRY S — 2y FTHEHTATEDITRETE L7 T ADOEITHRK 128 T,
‘(‘\

s ACLIZOWTHRETHRE, ZNLIAMNTHRE TE 2 —E L, match-all 7 7 AND LA ¥
3Ny RRET T,
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oS HENHER |
B s5051 51 ennsm

s 2< > RO match-all 7Y a IR — S TWER A, classmap type gos match-all
Zoawy RO—HHEME T, a~v 2 FERTIZARY 9, dass-map typegosmatch-any =
< RORERIL, =2~ FER U TY, classmap type gos match-allclass-map type qos
match-any

e 47 gL CoPP 7V T Ay T TIEIYR—MENT, BIZT 74V OF T 9 2k
Y ¥4, match-all match-any

cLAY2AR—=FEDNT T v 7%, BESTY NOR—F AU —F 72T VLAN KR Y
DWW TDCE ST TEE T (EELEFICESHTOET Z LixTE
A) o MSTDORY —NEFEETDHE. T35 AFIAR— K R — IS TEMEL,

VLAN /R U o —Z MR £,

e CiscoNexus 7 7 7 U w7 =7 A5 % (FEX) B, EHESNTWAEEIE. 7—
H NTT 47 % CoSHHT Tv—7 LARWTLEEY, CoSTIE, 777 Vv =R
TR EBEIBTHEE ST T v 7 TR ENTWET,

c A Y TF MO FEX ~OHIH 77 ¢ v 7 ({7 L—2L) 13, CoSIET7 Tv—27 &,
2344 XA DT ¥ R MTU 7 L— A B A XIZHIBBE N E T,

*COSTDAA v F A—s3= A B 5 FEX R A h~D ¥ ¥ 7K ping (2400 LA LD MTU)
1Z. FEX O = —2% 2240 IZHIB & 172 MTU 293R8 — b4 5720, RELE9,

* QoSSR Y v—iF, LA V2AAL v FR— b DT AT AQoS TIEHAR—hENFEHA,
72721, CoS/DSCPIZESWTHER M7 7 4 v 7 &L, BRL5Fa—lvy 77
HEIICQoSKRY U —ZRETEET, QSAY —iF, DHEAMLERTXTDOAL L H—
T oA AZHEHATHILERDH D £,

*MACX—ZADACLNY TA 7T T—EHT5HQoSAHY —IE, IPv6 N7 7 1 v 27 TlX
BREL £H A, QoSDHA, IPv6 T 7 4 v 71E, MACT RLATIZ/A< IPv6 7 KL A
WZESWTHRATLOZXERH Y £7,

e N_RZANTFTUFT 4 AL LT, 727 EAVLAN 8% & VLAN & [7 U&7 VLANZR E & 1
LN TL 72 &,
BT o —FiTko LBy TY,

cEHRNTT7 4w 7 IZH B D dotlp # 7 (cos) EBMERWGAEIL, a2~ FEEHL
%9, switchport voice vlan untagged

switch(config)# interface ethernet 1/1
switch (config-if) # switchport access vlan 20
switch(config-if)# switchport voice vlan untagged

B N7 4w 72O cos AWML ERGAIX, vy REFEHLET, switchport
voice vlan dot1p

switch(config)# interface ethernet 1/1
switch(config-if)# switchport access vlan 20
switch(config-if)# switchport voice vlan dotlp
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QoS SEDHH
nE0H4 £51 s [

e hTF Yy h J— K EDT LN NULL @ MPLS 734 >~ M., @ NULL 7~V EXP IZ
#HS5< MPLS a2 LET,

HiR— b SN UVBEEE
¢ PVLAN/ZPVLAN QoS% ¥R — F LEH A,

* QoS /HHIE, VXLAN F 77 4 v 7 Z AJJFTHFEX AV H—T7 = A AT AR— S E
Hh, ZOHIRIL., $TXT? Cisco Nexus 9000 V) — X 24 v FIZHMHA SN ET,

cFBEINT=T A v H— RE## L7 Cisco Nexus 9504 33 X U8 Cisco Nexus 9508 A1 » Fix
AFD7 77 A h&EFFS QoS —H ACLEZ VAR —FLEHA :

* Cisco Nexus 96136YC-R
* Cisco Nexus 9636C-RX
* Cisco Nexus 9636Q-R

* Cisco Nexus 9636C-R

s ICMP # A 7 721da— FO—EH% &1 ACL #2325 QoS R v —iZ¥FR—hrEZhT
WEH A,

YR—rEINBEEELE TSy b7+ —L4
*FEX QoS R U ¥ —ZFEX KAk f X —7 = A A (HIF) Z¥HR—FLET,

*QoSTCAM —vE 71X, ALE (7 7V r—var V=7 T V) MihAA vF
THR—FENET,

¢ VAT ALV DRY V—DBRPIR— hSET,
«CoS TORAMNYR—FINTHET,
* QoS VI N—T D—EN AR —FINET,
*TCP 77 7 D—%%&Te ACL #5292 QoS AV v —ix, KD Cisco Nexus 9000 + VJ —
XAy FTOHBYR—FSNET,
« Cisco Nexus 9300-FX 77 v b 74— A4 v F
« Cisco Nexus 9300-GX 77 > N 7+ —Lh AA v F
* Cisco Nexus X97160YC-EX ¥ J OV 9700-FX 7 A > 71— R & #53{ L 7= Cisco Nexus 9500

A AN A S (A

* Cisco NX-0OS U U — 2 10.4(1)F LAK&, QoS 471X Cisco Nexus C9348GC-FX3 35 L O
C9348GC-FX3PH A A v FTHR— S E T,
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oS HENHER |
PEOHA RS54 2 LFIRNEE

A

GEX) QoS /¥HIX. Cisco Nexus C9348GC-FX3PH A A v F DR — | 41
— 4R TEYAR—FINTWEREA,

* Cisco NX-0O8 U U —2Z 10.4(2)F LAF%, QoS 43%8 (ACL) (% Cisco Nexus C93108TC-FX3 A
A v FTHR—FINET,

Cisco Nexus 9800 >!) —X XA v FDIEEHELFIREE

* CiscoNX-0O8 U U — & 10.3(1)F LABF, QoS%3%H (ACL) (X CiscoNexus9808 77 v k7 4 —
b ALy FTHR—MENET,

+ CiscoNX-OS U U —2 104 (1) F LAK%, QoS 4748 (ACL) ! Cisco Nexus 9804 7 » |
TH—L Ay FTHR—bFINET,

» Cisco Nexus 9808/9804 77 » k7 4 — 2 AA » FIZiE, SUP QoS ACL ¥R — M9 2%
WOHIRRH Y £,

N ZATD QoS RY —IIH AR — SN THEEA,

e RV —DOF~v—F 7%, BT 7 arBIOENT 7V a TR — &R
TWEHR A,

ematchcos B LW setcos 2~ RiFVAR—FENTWERA,

o g K3— A ML 16 fERE T AR — STV ET, QoS & CoPP iF, ZiLH D/ —
A PNHREEHBLET, CoPPIE8EZTHL., QoSIFEV D8 E=HLET,

cACL AU 21X, RV —IZIIEATEEA, RV —25 555, show system
internal access-list interface eth <> input entries 2~ > NiZh v v 2 2R L EH A,

21— k38T — (QR3C) RV 7 ¥iR— M, MERT 7 v a LV ikER LI OHER
T a CEREICH L ToREENET,

e Ny FERAIIVAR—FENTHERA,
«CiscoNX-08S U U—2104 (1) FULE, AT L L-ULD AT QoS R o — (K¥Edk &

O ~—%F>7) 1Z. CiscoNexus9808/9804 77 v b7 4 —Lh AA v F THR—FEZNF
T, L. RUB =TT AT L LULD QoS TIEHR— FENFEH A,

* CiscoNX-OS U U—210.5 (3) FLIFE, QoS /¥R U v —id, LT OMREZ 2 7=
NIK-X9836DM-A I3 L TN N9K-X98900CD-A T A » H— R & ## L 7= Cisco Nexus 9800 >
V=X AL v F DY AT L5 QoS DI=DIZYAR—hIhET :

«CoS EIIDSCPIZHANWTEZEN T 74 v 725 EL, BlhhXa—ltvv 'y
TLET,

*DSCP % U ~—27 LET,
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« VAT hqos R —liE, TRTORIHE AR A=K (LAF¥2ELAY3DMI)
MOEZETH NI 7 4w ZICHEASET,

Cisco Nexus 9364E-SG2 X 1 v F DT EEIA S HIREIE

* CiscoNX-OS U U — & 10.5(3)F LAF., Cisco Nexus 9364E-SG2-Q 35 X 1} 9364E-SG2-O A A
FIE., ROMREZ M A T2 AT 25 QoS @ QoS WHERN Y v —Z YR —hLET :

« 225 4 QoS F, IPV4/IPv6 D DSCP~ v F 7 LIEIP FF 7 4 v 7 D COS < v F
V7Y R— N LTWET,

* VAT A QOS ﬂ-\E’U f/%ﬁi\*%ﬁéj/Lé CI:\ 7:77‘1‘/1/ }\O) qos-map 701:177/]’/]/ ';:“‘7\\
Lo N BHY —REICET A LS I EH S NE T,

e A7 A QoS %, qos-group, IP /37 > F® DSCP, BLWIEIP F T 7 4 v 27 ® COS
DEEZEYR—FLTHET,

o« AT L QoS HEREIT. QoS ARV L —IC Ko THEHEIND FT 7 4 v 7 HEHERDIL
£, FoR, FREEGHETR—-FLTOEREA,
*» CiscoNX-OS U U —210.6 (1) FLLF, RoCEv2 7 1 /L% (bth-opcode ¥ X U bth-reserved)
X, ROMEETHHR— SR TVET
«IPv4 L IPV6 T 7 A U A MO ITNYPER—FINTWET,
« BTH — %, fhoo— & & I ACEILEMTE E9,

*QoSHKY v —DT 7 vai, setdlb 77 v a AT, AR — F SN TWBHEE
DT 7 ay (qos-group 72 E) T,

« bth-opcode 35 J UY bth-reserved 7 ¢ V& [X, #pZICY = — R 5 0EEIH D £8
A/O

* Cisco NX-OS U U —Z 10.6(2)F LK, RoCEv2 7 /L4 (BTHQoS AU +—) (X L2 A1 >
H—T A ATHR— SN TNET,

S T4 U5 ADEE

5 AL
ACL 7 3B ERTE
BEfET7 7 A arra—/L UA K (ACL) IZESWE= Xy hOREIZEY., v T 74y
T HESFHTEET, ACL CEBRINT-EEIZL T 70 v B35 EENET, ACL F—
U — R® permit 3 X W deny 1%, MERHICITEHEINET, 72782 U X hO—FILHEIZ deny
T arNaENsBEETHL, TV T AORETITERENE T,
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(X)) ACLZ 7 A~y TR EEERTHITIL, classmapclass ad =~ > FEMHL £,
FlED#HE
1. configureterminal
2. class-map [type gos] [match-any | match-all] class-name
3. match access-group name acl-name
FlED
¥
ARV FERET7IV 3y By
AT 71 |configureterminal rua—sr\ ) ary7 4 X¥alb—3iay T— etk
switch# configure terminal
switch (config) #
R T 7 2 | classmap [typeqos] [match-any | match-all] class-name | class-name & V5 ZRiID 7 T A ~ v T E2ARRKT 57,
Bl - FDITASTWITIRVAL, VTR YT E—
. . B RZBbLET, 77 A vy 7RIZIE, TAVT7 7
switch(config)# class-map class acl
- Ry b N T2 FRBFT X —RAAT TR
WAHZEMNTE, KA XFFEFTHRETEET,
(A7 v arBDBRRESNTE LT, BHED match A
T—=RAVIBANESNDEE, 7740 M
match-any T1, )
Z T w 3 | match access-group name acl-name acl-name |2 SN Ty y FEETAZ LIk -
il - T, b7 740 97 77 A%FFRELET, permitis X
switch (config-cmap-qos)# match U deny ACL F—VU— FZHA TIMR S E T,
access-group name my_acl
Bl : ACL HEEDRE

Ty QoS Y T ARy FIZ Lo THRE SN2V E DIZT DT, permit 27—k A2 T

MET D7y FEBRIICIRET D LEPH Y £9, ACL DREIC

W2 DEEERDT 7 L b

deny A7 —hA> M, BOERIILET, QS 7 TA vy T DT /A URARNNTRES

AVIZHIRAY 7 deny A7 — b A > MiE, FRE TIRER <4,

ATF—hAMELTHbDRLET,
wD Al, Bl, BLOC1 ofFI<T

* Al

ROBFNZRT K 9 IZBHR 72 permit

NEL TARTRILC QoS v v F U IR AR S E T,
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ip access-list extended Al
permit ip 10.1.0.0 0.0.255.255 any
permit ip 172.16.128.0 0.0.1.255 any
permit ip 192.168.17.0 0.0.0.255 any

* Bl

ip access-1list extended Bl
permit ip 10.1.0.0 0.0.255.255 any

deny ip 172.16.128.0 0.0.1.255 any /* deny is interpreted as a permit */
permit ip 192.168.17.0 0.0.0.255 any

* Cl

ip access-1list extended C1

deny ip 10.1.0.0 0.0.255.255 any /* deny is interpreted as a permit */
deny ip 172.16.128.0 0.0.1.255 any /* deny 1is interpreted as a permit */
deny ip 192.168.17.0 0.0.0.255 any /* deny is interpreted as a permit */

QoS — % ACL D% 2 /R72 DENY ALL B9 5 &, QoSACLINT_XTHD T 7 4 v
7 EFAILET,

WD DI & ELOHFITIE, FL QoS ~vFr/fERinAEmInEd,
DI

ip access-1list extended D1
permit ip 10.1.0.0 0.0.255.255 any
permit ip 172.16.128.0 0.0.1.255 any
permit ip 192.168.17.0 0.0.0.255 any
deny ip 0.0.0.0 255.255.255.255 any /* deny is interpreted as a permit */

N

GE) ZofloR%tOITIX, FFELEPERMIT ALL A7 — k A2 MMI72
V. QoS ACL THRTDO/ry MRFFAf &N ET,

* El

ip access-list extended El1
permit ip 0.0.0.0 255.255.255.255 any

DSCP VA ILFA—FK TRYIDEFE

DSCP VAV Rh— R <~ A7 fEZ M LT, ACL & DSCPEIZ X » TS DHIP 7 o —
Dy FMhHHEEODSCPIEZ L £ 3, IPIEHRE DSCPED 3 HIL, HED AT A -2 %
T2 LT, KVERMRFIETITONET, ZORBELHERTLE., b T7r—%R
Vo7 LTHERVD N7 4 v 7 L2 S 512 QoS #{EDT=8IZ qos-group (ZHI Y 2
ThEVTAHIET, I 7a—20ETEXET,
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B osceoqrn—r=zoomE

\)

GE) DSCPUANERH—FRvAIZHEELZYHR— KL TWAB DL, Cisco Nexus 9300-FX/FX2/FX3 7
Ty hTx—b AL vFEITTY,

FIEDHE
1. configureterminal
2. ip accesslist acl-name
3. [ sequence-number ] { permit | deny } protocol { source-ip-prefix | source-ip-mask } {
destination-ip-prefix | destination-ip-mask } [ dscp dscp-value dscp-mask 0-63 ]
4. [ sequence-number ] { permit | deny } protocol { source-ip-prefix | source-ip-mask } {
destination-ip-prefix | destination-ip-mask } [ dscp dscp-value [ dscp-mask | |
5. exit
6. class-map [type gos] [match-any | match-all] class-name
7. match access-list acl-name
=3[k 2t
FIIg
ARV RFERIETY Va3 Y B#Y

Z 5 71 |configureterminal Ta— ) ar7 4 Xal— gy T— N2
fi LETS
switch# configure terminal
switch (config) #

R w 72 |ipaccesslist acl-name ACLa> 7 4FXal—3 a3y E—RIZAY, ASH
- L7442 F> ACL /R L £,
switch(config)# ip access-list acl-01
switch (config-acl)

Z 5w 73 | [ sequence-number ] { permit | deny } protocol { DSCPUA VKR —KREy h<~AZIZHESNT T

source-ip-prefix | source-ip-mask } { destination-ip-prefix| > o, 7 Z2mA -1z 7 4L 2V o VT4 ACL =
| destination-ip-mask } [ dscp dscp-value dscp-mask 0-63 VY EERLET

]

Bl sequence-number 53K1Z1%, 1 ~ 4294967295 DHEHL

ZIETEET,

switch(config-acl)# 10 permit ip 10.1.1.1/24

20.1.1.2/24 dscp 33 dscp-mask 33 dSCp dSCp-V&IUGZ ﬁl%ﬁ'ﬁzd) DSCP{@VG‘/\O&‘) Mz~ F
Y7 LET,

dscp-mask dscp-mask-value : DSCPED{LE D E v |k
T HDSCPUA N K —R~ATZ ZHREL.
N T4 BT ANFY 7 LET, FAIT0—
0x3F T,
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ARV RFERFTIVaY =)

R v 7 4 |[ sequence-number ] { permit | deny } protocol { DSCPUA LRI —KREw N~ RATIZESNCT T
source-ip-prefix | source-ip-mask } { destination-ip-prefix| > o, 7 2 WA -1z 7 42V L F+ 5 ACL =
| destination-ip-mask } [ dscp dscp-value [ dscp-mask | | VY B ERR LS

B sequence-number 512ICiE, 1 ~ 4294967295 D%k

switch(config-acl)# 10 permit ip 10.1.1.1/24 b i s
20.1.1.2/24 dscp 33 30 ERRETEET,

dscp: #FE D DSCPET /Ny MZ~w v F I LE
R
dscp-mask: DSCPEDfEE D v b & —E3 5 DSCP

UANKI—FRwAIERELT, bTF7T7 407 %
T4NE YT LUET, &PHIX 0 — 0x3F T,

AT v 75 |exit ACLZ > 7 4 Fal—aryEB—REKTL, 7
i - n—L a7 4 Falb—arE— REBL
i—a‘o

switch (config-acl) # exit
switch (config) #

Z 5w 7 6 | class-map [type qos] [match-any | match-all] class-name classrnarne LWHLEIDZ TR~ T EVERT D

% - EDITARYTITIRAL, JTA Y
switch (config)# class-map type gos match-any 7 T ]\%EﬁﬁL\Li'ﬁ* 77 A 7/7% j: 7
class_dscp_mask NWNT 7 Xy b NAT v, FlEFT X —AaT7 XL
switch (config-cmap-qgos) # %é‘" = y);:) <E 75)-(% Elij( 40 X%i‘( H/:ET%
i@qo
X 77 | match access-list acl-name P77 ERAYRARNIESHNT Ay FEBETE
i - EWLEAT, hT T4 w7 I TRERELET,

switch (config-cmap-gos)# match access-list acl-01
switch (config-cmap-qgos) #

1

WOBITIE, ACLITH 7 Fy M 10.1.1.0 »HH 71y b 20.1.1.0 ICEEEND b T
T4 R ET, 2. ACLIEIDSCP33 DT 7 4 w7 & vxﬂﬁm@ﬁé%
® DSCP{ (33— 63) #F =27 LEF, ACLIL, LIFED QoS EIED =9Iz Z
ACL & —ET 57 7 A~y TITRESHET,

switch# configure terminal

switch (config)# ip access-list acl-01

switch (config-acl)# 10 permit ip 10.1.1.1/24 20.1.1.2/24 dscp 33 dscp-mask 30
switch (config-acl) # exit
(
(

switch (config) # class-map type gos match-any class dscp mask
switch (config-cmap-gos)# match access-list acl-01
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DSCP 73D E
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P~ Z—® DiffServ 7 4 —/L KO DSCPEIZHESNWC N T 7 4 v 7 5 TE £, EHED
DSCP fEIZ >\ TiE, IROEZSHR L TLFE I,

& 27: 1240 DSCP &

& DSCP {ED ) X +

afll AF11dscp (001010) : 10 HEfE 10

afl12 AF12 dscp (001100) : 10 HEfE 12

af13 AF13dscp (001110) : 10 #EfE 14

af21 AF21 dscp (010010) : 10 iEfE 18

af22 AF22 dscp (010100) : 10 #fE 20

af23 AF23 dscp (010110) : 10 #Efi 22

af31 AF31dscp (011010) : 10 HEfE 26

af32 AF40 dscp (011100) : 10 #EffE 28

af33 AF33dscp (011110) : 10 Hf#E 30

afd1 AF41 dscp (100010) : 10 #fE 34

af42 AF42 dscp (100100) : 10 #A# 36

af43 AF43 dscp (100110) : 10 #Ef# 38

csl CS1 (precedence 1) dscp (001000) : 10 #EfE 8
cs2 CS2 (precedence 2) dscp (010000) : 10 HEE 16
cs3 CS3 (precedence 3) dscp (011000) : 10 EfH 24
cs4 CS4 (precedence 4) dscp (100000) : 10 HEE 32
cs5 CS5 (precedence 5) dscp (101000) : 10 HEfiE 40
cs6 CS6 (precedence 6) dscp (110000) : 10 HEfE 48
cs7 CS7 (precedence 7) dscp (111000) : 10 HEfH 56
VA Wi 7 74 /V K dsep (000000) : 10 HEAHE O

ef EF dscp (101110) : 10 #Eff 46
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configure terminal

match [not] dscp dscp-values
exit
copy running-config startup-config

apwDbd=

FIE

psce sEozE

class-map [type qos] [match-any | match-all] class-name

AV RFEEETIVa Y

S]]

&

configureterminal

1

switch# configure terminal
switch (config) #

rua—N) ary7 4Xalb— gy B— REBk
LET

ATy T2

class-map [typeqos] [match-any | match-all] class-name

1

switch (config)# class-map class_dscp

class-name & WD K FID T T A~ T EAERKT D D,
EDITAS Y TNITIEAL, VTAV YT E—
NEBlGLES, 779X vy 74IIE, TAL77
Ry b, AT FRETUH—RAaT LT E
HHIENTE, KA LTETHRETEET,

ATvT3

match [not] dscp dscp-values

1

switch (config-cmap-gos) # match dscp af2l, af32

dscp-values [ZHEADNWTATy FERETLHZ LT
EoT, FI T4 v I 7T AERELET, FHED
DSCP EIZ DWW TIE, ROKREZHRL TSN,

FRE LfFIC—E L72VWMEIC DWW TIRET 51
X, not ¥—U—REZFEALET,

ATv74

exit
1 -

switch (config-cmap-gos) # exit
switch (config) #

Ta—nN) I IFA<y T Fa—o T ET— ek
TL, Za—r )L ary7 4 F¥al— g F—F
BB L ET,

ATy Th

copy running-config startup-config

1

switch (config) # copy running-config
startup-config

B #7274 FXal—var B AX—h
Tyl ar7 4 Xal—a AR FELET,

1
wIZ,

switch# show class-map class_dscp

DSCP 7 T A <= v TREDERFIEF ZRLET,
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IP Precedence ' 28R E

FIRDHE

F IR D

oS HENHER |

IP ~v Z—@D ToS /A + 74— ROBERIEMNABEIZESNC T 7 4 v 7 25T ET,

BHRIBAEZ LU FISR L ET,

® 28 BSIEHLE

& BEIERED ) R b
0~7 IP precedence ffi

g VT AN 7 VT 1 JIVBSENERL (5)
flash 77 vy a BSERL (3)

flash-override

7Ty ¥a A= —=T A MERIANL (4)

HpEs

HpESEIaRL (2)

S AnE A

S B =%y FTU—2 Ty b o— U BEIER
(6)

network

F v hU—27 av b — L EEIERL (7)

TIAXVT 4

TIAAEY T 4 EENERL (1)

routine

Jo—F ABSENERL (0)

exit

apwbd-=

FIE

configureterminal
class-map [type qos] [match-any | match-all] class-name
match [not] precedence precedence-values

copy running-config startup-config

ARV RFEERT IV a Y

=)

ATy T

configureterminal

1 -

switch# configure terminal
switch (config) #

Ja—)L a7 4 X alb—gy B— RaBith
LET
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70 b PEORE .

AU RFERETIVa Y

B8

ATv T2

class-map [typeqos] [match-any | match-all] class-name

1

switch(config)# class-map class_ip precedence

class-name & WD ZFID T T A~ T EAERKT D D,
FDOITARYTWITIVEBAL, VIR YT T—
REBGLET, 77 A vy TRIIE, TAT77
Ry by N Tv, FREFTUOF AT LTEE
HHIENTE, KM LFETRETEET,

ATvT3

match [not] precedence precedence-values

1

switch (config-cmap-gos) # match precedence 1-2,
5-7

precedence-values (Z3SW T 3w M EBBAET 5 Z
LIZE-T, NI T4 v VT RAERELET,
EWRORITRLUET, f5E LI —B L2 E
WICHOWTHRETHIZIE, not ¥—TU—RF&EFEHLE
R

ATvT4

exit
1 -

switch (config-cmap-gos) # exit
switch (config) #

Ta—N) 7 IA~y T Fa—or T ®— RNafk
TL, Za—)Lary7 4 Fal— gy F—F
R L E T,

ATv 75

copy running-config startup-config

1

switch (config)# copy running-config
startup-config

FE) Ef7a 74 Fal—armAZ—h
Tyl ar7 4 F¥al—a B FELET,

1

RIZ, 1P precedence 7 7 A < v TR E DR AT EM 2R LET,

switch# show class-map class_ip_ precedence

O s]e E l-.-l
OIS EOHRTE
LA Y37 bhardbT7 v 7 Tid, ACLYEORAEEFEHTE £,

F£29:matcha<> KOO a3

515 & EA

arp Address Resolution Protocol (ARP)

bridging TNy

cdp Cisco Discovery Protocol (CDP)

dhep Dynamic Host Configuration (DHCP)

isis Intermediate System to Intermediate System
(IS-IS)
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FIEDHE
1. configureterminal
2. class-map [type gos] [match-any | match-all] class-name
3. match [not] protocol {arp | bridging| cdp | dhcp | isis}
4. exit
5. copy running-config startup-config

FIED F%HH

FIE

AV RFEERETIVa Y

S

R w 71 | configureterminal ra—x)L a7 4 ¥l — gy EF— N2t
fl LET
switch# configure terminal
switch (config) #
ATy 72 |classmap [typegos] [match-any | match-all] class-name | class-name &\ 5 44|10 7 7 A ~ » T 5AERK T 2 20,
i - EDITARYTWIZT IEAL, VTR E—
| | ] RFEBILET, 792~y 78I01E, TAT 7
switch (config)# class-map class_protocol N
Ry b AT, FREFT AT LT EE
HHIENTE, KA LTFETHRETEET,
Z 5 7 3 | match [not] protocol {arp| bridging | cdp | dhep |isis} | f57E L7275 k 2 i ST i o b A2 BAT S
5l - LIS T, M T4 v I T AERELET,
. . . fRELL7 v haviz—H& LW m kabilon
switch (config-cmap-gos) # match protocol isis
THRETHIZIE, not ¥F—TU— FKEFEHLET,
ATy 74 |exit Ta—r\ I TARyT Fa—A T E— Nafk
%l - TL, ZJe—r_lar74F¥alb—rarE—F
switch (config-cmap-gos) # exit Pl L £9
switch (config) #
R 75 | copy running-config startup-config ER) FT7a 74 Fa2lb—varya2AF—h

1

switch (config) # copy running-config
startup-config

Ty ar74Xal—3a REELET,

1
wIZ,

switch# show class-map class_protocol

protocol 7 7 A ~ v TERED RSN FTIERME R LET,
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LANX3INTy FRSFEDERTE
KONy FRIZESWTCUA Y3 N T 7w 7 B ETEET,

\}

GE)  ZOBRRIZIP N7y FETBRLRTT,

FIEDHE
1. configureterminal
2. class-map [type qos] [match-any | match-all] class-name
3. match [not] packet length packet-length-list
4. exit
5. copy running-config startup-config
F gD FEH
FlE
AU RFEREETIVa Y B#Y
X w 71 | configureterminal Jau—)L a7 4 Xal—ay T— &G
fi LET

switch# configure terminal
switch (config) #

AT 72 |classmap [typeqos] [match-any | match-all] class-name | class-name & VN 9 A ETD 7 T A < T HAERLT D M0,
i - EDITARYTNIT IEBAL, VIA~V YT E—
REBBLES, 77 A vy TRIIE, 777
Ry b, AT, FREITUE—RAaT LFEE
WHIENTE, K40 LFETRETEET,

switch (config)# class-map class packet length

X 73 | match [not] packet length packet-length-list EFEONRF Y M E O B I2ESW Ty B
% - BETLHIEICEST, FTT4 07 I TRERE
switch (config-cmap-gos)# match packet length min Liﬁ—o ﬂﬁ@ﬁﬁéi 1~ 9198 VG‘g—O *Eﬁbf:%ﬁ
2000 IZ—F L2RVWMEIZSOWTHIRAET H121E, notF—1U—
R&EfEHLET,

(G¥)
Z D a< RNiE, Cisco Nexus 9300 ¥ L TX 9800
V=X Z2A v FTIIHHR—bFZINTWVWERA,

U TL, Zu— L ary74F¥alL—g E—FR
PR L £,

switch (config-cmap-gos)# exit
switch (config) #
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QoS AN |

B roce2 o (L5 0MR

ARV KEFREETI VY BiY
R 7§ | copy running-config star tup-config (E85) FfFar T4 Fal—a bR T — h
U TyFarZ 4 Xal—ra AR FELET,

switch (config)# copy running-config
startup-config

£l
RIZ, packet length 7 7 A = v TREDERRITIEM 2R LET,

switch# show class-map class_packet_ length

RoCEv2 7 1 JLZ DIERK

LA ¥ 3 QoS fiF& ® RoCEV2 7 4 VX BT B FIEIZ, (kD LB T .

FIE

ATy T

ATy T2

ATvT3

7' v — LR — R C [ip | ipv6] access-list name =2~ > K% 32T L C IPv4 £ 7213 IPv6 ACLZ1ERL L,
ACL T — RZBlsa L £,

fi

A H—=Fy b =PI — U A 22 2 [Pv4

switch# configure terminal
switch (config)# ip access-list bth demo
switch (config-acl) #

IPv6 DGE
switch# configure terminal

switch(config)# ipv6 access-list bth demo v6
switch (config-acl) #

[ sequence-number ] { permit | deny } protocol { source-ip-prefix | source-ip-mask } { destination-ip-prefix |
destination-ip-mask } [ eq rocev2 [bth-opcode bth-value] [bth-reserved bth-value] ] ==~ > K % 3217 L C RoCEv2
By b~ AZIZESWT I 74 v 7 2REETTTANVF Y 735 ACL = b Y ZER L £,

1

switch (config-acl)# 10 permit udp any any eq rocev2 bth-opcode 0x12 0xff bth-reserved 0x2 0x7f

sequence-number 513%121%, 1 ~ 4294967295 DK A FEETE £,
bth-opcode : BTH ® 8 ¥ b XL —T 3 a—RiZ—HLET,
bth-reserved : BTH ® 7 &'y s TRIFEAE Y MZI—E L E7,

exit 2~ FEFEITLTACLHRE—RFEKTL, ZJu—L a7 4 Fa2b—var ®— RN&Rth
LET,
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ATy T4

ATy TH

ATvT6

ATy FT17

ATvT8

RocEv2 7 « L2 iR ]

1

switch (config-acl)# exit
switch (config) #

class-map [type qos] [match-any | match-all] class-name =~ > K% 347 L C. dass-nameZ iz 4+ b
72T A~y TEERERIL. T7R8A L T Ay E— REBBLET,

1

switch (config)# class-map type gos match-all bth cmap
switch (config-cmap-qgos) #

JITARYTHITINE, TAT7 Xy b, NA T2 FRET U —RaT7LFEZDDLIENTE, &
K40 LFFETHRETEET,

match access-group name acl-name =~ > K% 347 L T acl-name |22\ TRy hEMREGET 5 Z L1
KoT, VNI T 4wl VT RAERRLET,

1

switch (config-cmap-qgos) # match access-group name bth demo
switch (config-cmap-qgos) #

ACL ¥—7U— K permit 8 X Ndeny 1%, v v F U ZRHIIEBR N E T,

policy-map [type qos] [match-first] [policy-map-name] =~ > K% 34T L T, policy-map-name &\ 5 44 i
DRV ==y TEERT D0, ZOR) =<y T 7EAL, R v—~vy 7 E— FEfnLE
j—o

1

switch (config-cmap-qgos) # policy-map type qgos bth pmap
switch (config-pmap-qgos) #

RV — 2o FLINE, TAT 7Ry b N T, TR T X — AT LFEEEHBEIENTEE
T, N v— <o FLITIRLFE/NLCFERXRBS I, K40 LFETRETETET,

classclassname 2~ K& FEITL T, 7 TR~y 72N ) o— <y FZEEMNT, HELEZV AT ALY
FGADAL T A FXal— gy T— REHEBLET,

GE)

TIVE—=FINDITAYTIE, RV =~ AT LR A TNRNETT,

1 -

switch (config-pmap-qgos)# class bth cmap
switch (config-pmap-c-qgos) #

set dib mode [flowlet | per-packet] =~ > R T, AJJNF 7 4> 27 DDLB E— REZHMMILET,
f

switch (config-pmap-c-gos) # set dlb mode per-packet

DLB E— RBREINTWDHEA., cassnamell 7T 5 7o —d@#lce— K A XF oo 7 EnE
9, Y OT7o— L@ O ECMP 2 L9,

« flowlet : DLB ®E— R % FLBIZFXE L £

« per-packet : DLB £— K% PLB IZRRE L 7
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B csossons

AT 79 interfaceinterfacedot/port 2~ > KA LT, {1 v ¥ —T 2/ A ar 7 4Fal—var T— K&H
WBLET,
GE)
DLBARY v —iF, VAT A L TERL, AU F—T 2 AZOHREHTHLERH Y 5,
{1 -
switch (config-pmap-c-gos) # interface Ethernetl/2
switch(config-if) #
ATy T A H—7=AAF— T service-policy typeqosinput policy-name =~ KEZ AH LT, £ F—T =

A ANZHEEZ BN L., RNZERTE
1 -

switch (config-if)# service-policy type gos input bth pmap
switch(config-if) #

LB AT y b3 =BT 5 Z & 2R L £ T

IEEE 802.1Q ~v Z—HNDH—E R 7T & (CoS) IZHESNWT KT 7 4 v 7 ENETEET,
D38y hDOT7 4 —/L RIXIEEE802.1p TQoS N7 7 4 v/ 7 T RA%&HWKR— T H72DITH
ESNTHWET, CoSIZTVLANID #2774 —/L KD A3 By b THEIL S I, user priority

LTI ET,

FIEDHE
1. configureterminal
2. class-map [type qos] [match-any | match-all] class-name
3. match [not] cos coslist
4, exit
5. copy running-config startup-config

F g > ¥ 48

FIE

AR NFERERTIVa Y

=)

AT w 71 | configureterminal JTa— )L a7 4 X2 b—3ay B— FEEG
1 LET
switch# configure terminal
switch (config) #

R v 7 2 | classmap [typeqos] [match-any | match-all] class-name | class-name & W\ 9 4D 7 T 2 < v FE2AEKT D0,

1 -

switch (config)# class-map class cos

FOITASYTICT IRAL, VTR~ T E—
REBABRLET, 7F9 2~y 4121, 7LV 77
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Fex F cos 0Bz [

aAvYRFERET7IOIY BRI
Ry v A Tv, FREToF—RaT LFEEE
WHZENTE, K40 LFETHRETEET,

AT 7 3 | match [not] cos cos-list CoSTHED U A MIFESNT Ay hERAETHZ L
i - WE-oT, VI T4 v VT RERELET, B
TEL#MIT0~7 T, & LHEHII—E L7
VMEIZOWTHRAT 5121E, not F—7 — R&fli
LET,

GE)

FabricExtender (FEX: 7 7 7 U v =7 AT U H)
B L THEHLTWDgE, 7—% F T 7497
Z CoSfH 7 CTv— 27T LT EE W, CoS7
X, 777V v =7 AT UK @i AH1E -
774y RSN TVWET,

switch (config-cmap-gos) # match cos 4,5-6

RT v 74 |exit T a PN DT A S Tt T T Rtk
I TL, Zu— L ary7 4 X¥al—vary E—FR
ZBIMR L ET,

switch (config-cmap-gos)# exit
switch (config) #

R 7§ | copy running-config star tup-config LE) FiFar T4 Fal—a b A S —
I TS ar7 4 Falb—va AR FELET,

switch (config)# copy running-config
startup-config

!l
KIZ, CoS 7 T A = v TRIEDFFFTIEDH 2R LET,

switch# show class-map class_cos

FEX A CoS N ¥EM R TE
A

() FEX @ CoS 73 }EH&REIL. Cisco Nexus 9508 A1 »F (NX-0S 7.0(3)F3(3)) TV KR—Fr&n<T
WEHR A,

P—tE A 7T A (CoS) 74— VRIZESNWT I T4 v 7 2B TEET,

1R BHHEIIZ
FEX Z 3% ET DRI, featureset fex A % —7 /M LE7,
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FIEDHE
1. configureterminal
2. class-map [type gos] [match-any | match-all] class-name
3. match [not] cos cos-list
4. exit
5. copy running-config startup-config
FIED F%HH
FIE
ARV KRFERETI a3 Y B#J
R w 71 | configureterminal ra—x)L a7 4 ¥l — gy EF— N2t
1 - LET

switch# configure terminal
switch (config) #

AT 72 |classmap [typeqos] [match-any | match-all] class-name | class-name & VN 9 L BTD 7 T 2 < FHAERLT 5 Do,
i - EDITASTNITIEAL, VTAV YT E—
REBGLES, 77 A vy 7TRIIE, 777
Ry b AT FRET A= RAQT LTEE
HHIENTE, KA LTFETHRETEET,

switch (config)# class-map class_cos

AT 73 | match [not] cos cos-list CoSTED UV A MIESWT ATy hERAETDHZ &
Bl CEoT, NTTq vy T AERELET, HE
TELHMAIZT0~7CF, HHELIFAIC S L
VMEIZOWTHRAT 521X, not F+—7 — R&f#H
L9,

GE)
FabricExtender (FEX: 7 7 7 U v =7 AT U X)
P L CTHERHLTCWDSAE, 7—% T 74 w7

%Z CoSfE 7 Cv—7fHF L7anT<7ZEVy, CoS7
WX, 777V vy 2 AT UK EERT Al

T77 4y 7 HICTFRISNTHET,

switch (config-cmap-gos)# match cos 4,5-6

ATy 74| exit Ta—r\V I TAT YT Xa—A T B— Raf
%l - TL, ZJe—r_lar74F¥alb—rarE—F
ZBA L £,

switch (config-cmap-gos) # exit
switch (config) #

R 7§ | copy running-config star tup-config UE8) Ffiar T4 Fal—sa v bR T — |k
U ToFar7 4 Xal—va EFELET,

switch (config) # copy running-config
startup-config
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IP Real-time Transport Protocol (RTP) 7 4EMEETE .

il
RIZ, CoS 7 T A ~ v TRIEDKRESTIEDH 2R LET,

switch# conf t

switch (config)# class-map type gos match-all cosé6
switch (config-cmap-gos)# match cos 6

switch (config)# class-map type gos match-all cosl
switch (config-cmap-gos)# match cos 1
switch(config)# class-map type gos match-all cos2
switch (config-cmap-gos)# match cos 2

switch (config)# class-map type gos match-all cos3
switch (config-cmap-gos)# match cos 3

switch (config)# class-map type gos match-all cosO
switch (config-cmap-gos)# match cos 0

IP Real-time Transport Protocol (RTP) 9% EMRE

FIEOHE

IP Real-time Transport Protocol (RTP) X, A —7 4 ARET AR EDT —F ZEETDHY TV

AALT TV r—vaHO N7 AKR—F 7 hacd, RTP Tix—f&H7e TCP AR— K

2 UDP A — MIHEH S EFAN, BFIEHR— b 16384 ~ 32767 2525 X 512 RTP &%

ELET, W AR — N2 UDPEEICHEA L, 12 EO#%# 548 — k % RTP Control Protocol
(RTCP) BEFIZEHLET,

Cisco Nexus 9000 > U — X Z A » F L, RDMA over Converged Ethernet (RoCE) v1 3 XU v2
7' b VORREEZ YR — M LET, RoCE (X UDP R— F &AL £,

o7 s ais X OVR— M (UDP/TCP/RTP 72 &) & —%9 5 X 9 IZ typeqosclassmap
Tmatch A7 — M A NEERTHHE. VAT A, 72& 2R UA— MO UDP k&
T4 w7 ERTP b7 7 4 vl #XKBTEERA, VATHNIMEDONT 7 4 v T B AT %I
CE2mBELET, IVERWHEREZGELICIE, BEICFETDOIN T 74 v 7 XA TIC—5T
%8912 QoS REZKATT DMENH Y £,

configureterminal

class-map [type qos] [match-any | match-all] class-name
match [not] ip rtp udp-port-value

match [not] ip roce udp-port-value

exit

copy running-config startup-config

o0k wN=
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. IP Real-time Transport Protocol (RTP) #3EMNRTE

F IR D

FIE

oS HENHER |

ARV RFERFTIaY

=)

X w 71 | configureterminal JTa— )L a7 4 X2 lb— gy e— REELG
1 LET
switch# configure terminal
switch (config) #

R Fw 7 2 | cass-map [typeqos] [match-any | match-all] class-name| 7 5 z <« P&k 2. V5 R <= 272
i - BAL, 77 ARy T B FERBLES, 77
switch (config)# class-map class_rtp A /7Z‘ (i, TT TS b, /\/( 7 R

LT o —RAaT LFEEDDH T ENTE, K40
LFEFTRETCXET,

R 7 3 | match [not] ip rtp udp-port-value RTP 24257 7 U r—3 a v &xt4 L 4% UDP
1 K MEEO TR E ERICESNTA Yy M2 A
switch (config-cmap-gos)# match ip rtp 2000-2100, —é‘é - & KJ: OT‘ ]\ 77 e 7 7 57\ %ﬁﬁbi
4000-4100 4, [EOEIFEIE 2000 ~ 65535 TF, $5& L7-&iH

I LRVMEIZOWTHRET 5I121E, not ¥ —U—
NEfHLET,

R T 7 4 | match [not] ip roce udp-port-value RoCEZM 4257 7V r—y a v &xt4 L+ % UDP
5l - A FESOTRE ERICESN Ty b2 RA
switch (config-cmap-gos) # match ip roce 3000-3100, THILILEST, FTT Ay I 7T ARRELE
6000-6100 T, EOHPHIL 2000 ~ 65535 T4, f&E L&

I LRVMEIZOWTIRET 5I121E, not¥—U—
REfALET,
GE)

iproce & iprtp A UAR— FEH & —HT 25 L 91T
BIE SN TSR, interface-type 2~ > K& fifi
T 5L, iprp LU NFEREILET, showpolicy-map
interfacetypeqos RTP & RoCE i J5 (Z~/L 7 37
ST 5 &, #ESEEENER RSN ETRN, (F
PRIZEEDNWT) HESEEIPEAN OEEZ R ET 2246 T
FET,

AT v 75 |exit Jua— NV I TGARy S Fa—o T T— FEK
i - TL, Zue—r b ar74Falb—arE—F
switch (config-cmap-gos)# exit %Eﬂﬁé Liﬁ—o
switch (config) #

R w 76 | copy running-config startup-config UEE) Ff7ar74FXal—Yarvr x¥—|

1 -

Tyl ar7 4 Xal—a AR FELET,
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sggrorRRoav k||

ARV RFERFTIVaY B8
switch (config) # copy running-config
startup-config

451
WIZ, RTP 7 T A = v TREDFRFFEMEZ R LET,

switch# show class-map class_rtp

ST FEER @ﬁ%ﬁ@:? N

SRR HERE T D 1ZIE, RO A~ RaifH

av YR S]]

show class-map TRTDITA Ty TERRLET,
show ip access-lists name IPv4 ACL DREELE TR LET,

show ipv6 access-lists name IPv6 ACL DR EZFK R L E T,

VAN ° =
3 FE D 2% 7E 151
WIZ, 20DV FAD KNG T 4 v ZIZTHOWTHEERETHHEZRLUET,

class-map class dscp
match dscp af2l, af32
exit

class-map class_cos
match cos 4, 5-6

exit

WIZ, VAT L QoS kT DB AR L £ .

class-map type gos match-all match-dscp-csl
match dscp 8

class-map type gos match-all match-dscp-cs2
match dscp 16

class-map type gos match-all match-dscp-cs3
match dscp 24

class-map type gos match-all match-dscp-cs4
match dscp 32

class-map type gos match-all match-dscp-csb5
match dscp 40

class-map type gos match-all match-dscp-cs6
match dscp 48

class-map type gos match-all match-dscp-cs7
match dscp 56

policy-map type gos system-level-policyl
class match-dscp-csl
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set
class
set
class
set
class
set
class
set
class
set
class
set

switch#

Enter configuration commands,
switch(config)# system gos

gos-group 1
match-dscp-cs2
gos-group 2
match-dscp-cs3
gos—-group 3
match-dscp-cs4
gos-group 4
match-dscp-csb
gos-group 5
match-dscp-cs6
gos—-group 6
match-dscp-cs7
gos-group 7

conf t

one per line. End with CNTL/Z.

oS HENHER |

switch(config-sys—-qgos)# service-policy type gos input system-level-policyl

switch (config-sys—-gos)# end

switch#
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=6~
=% =R

R O—FFHRILFIVI O—F NS
VLT DIERK

Z OFTIL, Quality of Service (QoS) [l LD 7= DR Y o —FERZ A F I v/ a— K RF
VYT ORI OWTIEBA L £,

AR —FERIE A F I m— R RT3 07 (87 =)

ARV —FHMEAF I v a— R NNFT U TOHE (88 X—)

RV —FERIL A F I w7 m— R T T ORROMER (90 _—2)

ARV —FEME A F I v m— R NRT T OEH] (90 X—)

RY—FERIALF Iy O—FkNFT2IY
A FIv 7 a—RNZv 7 (DLB) I,
* KD ECMP $5ik 5Lk,
c U2 DAMEBBLT NI 7 4 v 7 ik Rk,
s HHIER SR TN U7 2 LT T 7 4 v 7 A BIICHEE

A\

ZHUT LA ¥ 3 THA L, CiscoNexus 9364E-SG2 Silicon One A A ¥ F 72 EDFFH DR > F T —
XU TN—= R =2 TICFEEENTHDEZ RSB £,

RY—FEDOFAFI v a— RT3 7 (DLB) HREIE. CiscoNX-0S U U —=
10.5(3)F @ Cisco Nexus 9364E-SG2 Silicon One A1 v FIZEASNE Lz, 4TI v 7 n—
R XT3 ORI OV TIE, Cisco.com @ [Cisco Nexus 9000 > — A NX-0S = =F ¥
AN N—T 4 ITRERTA R 25 LTLIEEN,

AT Iy a—RARTvr7E RO2OOF— REFR—hLTWET,
«JO—Ly bA—FKNS52 P05 (FLB) : ZOF— RTIE, DRE # U v 7230
T7u—Ly b LLTr— R AR T RFITEINET, ZNUBT 740 FDE—
KCd, Za—L vy M, 78—0060 7y hONX—=ZXNTHY, 577 (DFH N
7y RGIEIRENTZT7 4 — /L R) TE#BlasivEd, W2 2RmEIE5H T &2 fEJ5]
WCV—T 4 7 TEDLEIIT, +HICRERF v v 7 TRULGNTWET,
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RYS—FHRIAF 39y O—F NS00 T0Hm |
B «o—zunscrsvrn—rAS L TOMmR

ey FEHEOO—KNNSYYYS (PLB) : ZOF—FTIE, 7r—Lb v FL~ULTIE
RNTy NRALCHr— R AT o Z O TONE S, N7y FEfior— KA
Zvv v (PLB) X, = FAHRA b (A<=—KNIC 72 L) T/7 v hOW~_FE N
AREZe Y U ATHEATEET, ZOF— NiL, DLBECMP 7 /L — 7" NOF|H Al E/2 3
TOV IR T 74y 7 8y RTEIZHEL, 774 v 7 &S, *v b
U — VWA D S E T,

R O—FBREAF Iy A—FNFUI VT DEK

COFNEEFEHL T, R o—FEMEZ A F Iy s va— K NF7 27 (DLB) ® QoS %1%
’ﬁl/iﬁ‘o

)

CGE) AV H—TxARAT9UE, RILARY) —DFT 74V MIEO A v 2 —7 A4 AMTHA S
F9, —BOMEEIGET 521, MOAFORY o—%2HHLET, GFFT. 6 DO—ED
QoS 7" U 2 —% Cisco Nexus 9364E-SG2 A A v FIZ#H T& £7°,

FIE

AT v 71 configureterminal =~ > RZEH LT, Zu— b ar7 4 Xal—ar T— REBLET,
£

switch# configure terminal
switch (config) #

AT w72 class-map typeqos match-all classname =~ REHHAL T, F T 74 v/ DI T A ERTLFIM&E 4T
Pl MEERLET, VT AT THIE, TAT 7Ry b, N T2, FRET VA —RAaT LT
BHDLENTEET, 7 T7RA Sy TRIIRLFL/NLFNEBNES I, K40 TFETHRETEET,

B -

switch (config)# class-map type gos match-all
dlb-class
switch (config-cmap-qgos) #

AT w73 matchdscp dscp-value =~ > RE A LT, /N7y 2207 7 AT H5EICHET 5 DSCP E%
FRELET, 0— 63 OHPHDO DSCP i, £7/21XU A FEN TV HIEER ﬁf%i#
GE)
IP precedence, DSCP, IP 3 X UM IPv6 ACL, IP RTP 72 £ D QoS HUEHEN YR — F I TWE T, FHMIC
DOWTIEL, O | @ [5BICONT | OHEZEZRL TSN,

1

switch (config-cmap-gos) # match dscp 26
switch (config-cmap-qos) #
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| RUS—EBRAAFI9H O—F NSO VT OER

ATvT4

ATy TH

ATvT6

ATy 17

ATvT8

Ry o—x@REAF3vs a—Fnsvovroimn |

policy-map typeqospolicy-name =~ > FZEH LT, 77427 772Dty MIEHINLLHRY > —
DOty NERTARMMEF TV 27 NEAERLET, R — vy 7HI1E, &KL LFOFEF, N1 7
V. ELRETHEXFEMEHTE, RXFL/NCERRBISNET,

1 -

switch (config-cmap-gos)# policy-map type gos dlb-policy
switch (config-pmap-qgos) #

classclasshame 2~ RZFE(TLC, 77 A~y THRNY — <o FICBEHEMNMT, SBELEZVAT A 2
FADALY T 4 Xal— gy F— REBRBLET,

GE)

T RENDTTA <y I, R o— <o T AT ERUZA TRNETT,

51

switch (config-pmap-gos)# class dlb-class
switch (config-pmap-c-qgos) #

set dlb mode [flowlet | per-packet] =~ K C, AJJNT7 7 4 v 7D DLBE— REAMILET,

DLBE— FARHREINTWAEE, dassnamell —H7T 5 7o — 3@l e— KT oo 7 EnFEd,
Y o7 o — L@ o ECMP 2 H L E9,

- flowlet : DLB =— F% FLB I[Z3%E L £
« per-packet : DLB £— K% PLBIZR% & L 7

GF)
AV —FEADLBE— i, QSHI v —lC Lo THRESNEE—FE—HLTWALERDH D FT,

RY o —FEE— FOZEMIZ OV TIX, Cisco.com @ [CiscoNexus 9000 > U — ANX-0S = =F ¥ & k JL—
T4 TRERTA R] O TEALFI 07 a— R RXT 0o TR 281 TLEE0N,
B -

switch (config-pmap-c-gos)# set dlb mode per-packet
switch (config-pmap-c-qgos) #

interfaceinterfacedot/port =~ > R&EfEH LT, A v ¥ —T A A a7 4FXal—ar E— N&flA
LET,

(6=3))

DLB AU v—f, Y AT L LRLTERL, AV F—T 2 A RAZOFHERTHHERSH D £,

1 -

switch (config-pmap-c-qos)# interface Ethernetl/1l
switch (config-if)#

A H—T x4 R FE— RT sarvice-policy typegosinput policy-name =~ > RE AL T, £ ¥ —T=A
AN HEA B L, PARNZERGE L72fE (DSCP 72 &) I[Z—T 537 v MR L., £Z£hd DLB E—
RaER L £,

1 -
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KU S—FMBEAF I vy O—F ATV T0ER |
B «vo—zsns rsos 0K ASULLTOBRORR

switch(config-if)# service-policy type gos input dlb-policy
switch(config-if)#

RY—FEBRFAFI o O—FNSTUT U TDER
@ EE I:HL;\

FIZY AR ENTWD show 22 REFEITL T, QoS DAY 3 — R DLB % E I M E 7
WAERTRLET,

K30:showa<w > K

avU R =E]:g]

show policy-map type qos BREFHDTXTORY — <y FIZElT5
BEWMAE R LET, DLBE— RAREINT
WABIEE., qosH A T DT XTHORY r—<
TINERN R R SINET,

show policy-map interfaceinterfaceslot/porttype | DLB & — N FEA TR E LA v ¥ — 7 =

qos A AZHEA LR v— < v FIZHONTDE
W LET,
show running config TIA=y S, RIv—<v7 BLOA

X —7 = A AZHEH S 47 QoS BHE DR E D
A ST, A v T ED QoS Y v —DHL
TEDORERRZE R LET,

R O—FERIAFT Iy A—FNSUI VT DEK
1

OB 7 v a T, dsep N 26 DA H—T 2 A A =B Fy b 11IZERTDH7a—N0
AT Iv7 a—RRTU 2 TEITV, OTXTO 7 a—3 @k O ECMP % 3 %%
EflZ R LUET,

switch# configure terminal

switch (config)# class-map type gos match-all dlb-class
switch (config-cmap-gos) # match dscp 26

switch (config-cmap-gos)# policy-map type gos dlb-policy
switch (config-pmap-gos)# class dlb-class

switch (config-pmap-c-gos)# set dlb mode per-packet

switch (config-pmap-c-qos)# interface Ethernetl/1l
switch(config-if)# service-policy type gos input dlb-policy
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i

I—X 2T DHTFE

e v —F LTz ONT (91 =—)

o v —F% T ORMHESME (93 X—)

e XTI TIHA RT A4 EHFFE (93 X—)
e V=X TORE (95 —)

o VX U IREDOHR (104 ~—2)

e v —FX T ORER (104 ~—)

X—F2J1221 T

~—F% U7X, FEEBLOEE T v b O Quality of Service (QoS) 74—/ REEH T 57
DIERT 52 HATT, ~—F 7D AMREZ QoS 7 4 —/L Ri&, LA ¥ 3 TILIP precedence,
B LU DiffServ 2— K R4 > (DSCP) T, QoS 7/ —TFT AT AIZE >Tr—H)V7
TLT, Fll~—F U /T EEEIVLTHZENTEET, QS I NV—TDT~LEMHAL
T, MRSV a— Y U TERETEET,

~v—F T DavrRiE, RIv—~vT7NTERINDINT T4 v P JTATHATEE
T, IRDOFIZ, RETED~—F U THREEZ R LET,

= 31 REARER Y —F 2 U HEE

T—F TR £ EA

DSCP LA -¥ 3 DSCP,

IP precedence LA -¥ 3 ® 1P precedence,
(GE)

IP precedence Tl&, # A 7 A7 $—E X

(ToS) 7 4 —/V DO TAL3 By MMl
MENET, TOS 7 4 —/L KOEREYID3 B
MIT AL AL TOoIC EFEESNET,
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B cess

EEEREES

il

FIEDY SR

- I0%E |

I—X T £ A

QoS 7' v—=7 VAT AN THRIEB L ORATE S, B—
J1VCHBNE QoS fH, #iPHIZ0~3 TI,

AT ~ =X T DAT—F RTHERE T Y M
AanEd,

CoS L A % 2 VLAN ID

FRERIL. Xy FUV—2DEREZEHRLET, Xy PV =232 v FO~—F 7 &FH
LET (A—1"=F4 FLEEA) .

ZfEA =T 2 A REEHERAEZLTOL S ITETLET,

T RTCODT 7 AN TF Y RABIMEE T 7 A RN F ¥ 2 A X —7 A A%, FCoE v
AT h T T ACHBIICHEINET,

s FT AN BT, FTRTOL—HFy F U =T o f AHEETE DA L F—T = A %
T9, 8021pP—E A 7 T A (CoS) HTH I ENT= Ny NI, /X7y FNOfE%E
FEHALT, AT AL 7T RAIHESNET,

*802.1p CoSETH 7T SN TWARWAT Yy MI, 774V DRy VAT AT T
A EINET, TRy BT 07 ETEREENDGAE. 20237y MIX
T 7N EDOH TR L CoSHE 0 BN & 7T SnEd,

A=Y Ry A E =T A ZETIR—F FXYRXNVDT 74V O F 772 L Cos fEIE
EEHEETEET,

VAT LN Z TR ANT y MZIELW CoSTEAEM T 5 &L QoSITH L EFRS N7 T A
WoT ATy ML X,

N—T v Ra=Xx AN NT7 17 DOE, CoSHIFMATET, 4 v MIiZ DiffServ
a— RKARA 2k (DSCP) EOAENEENET, 7V Ra=%x AN FT7 71 v 70D
A CoS I, 802.1q ~v X —TZEL7c CoSfEMLat—INET, LA Y27 27&R Y
VITIE, T ANy =B EIZERELTLLEEY, 20D, VT T4 I BT
EAR—FTREINTTI v YPINDH5E, £DOMTF 7 4 v 71ECoSOTAAL v FEH AL
F9, DSCPEIZZEE INFERHAN, 7y MIZE LWVEEEZREGLAWZ 0N 7,
CoSHE 721X DSCP & FEITRET D QoS AU v —2 kv, KN —~ 7 TCoS iz F
BCeRETEET,

N—T v R<LFXXYAN FT 749 71F V=T v Ra=F%Fv A+ bT7 47 LFEKED
CoSEZEfSFLET, 7V R~vAFXy AN T 74 v 7 O%E, BET LA V30K
RBICE->TIRED ET, v~V FFY AN ZL—T12L A ¥ 3 AT — ERRVEA. CoSit7
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| ~—*>yn%E
v—xvoommzsk [

VoV Ra=m=Xxxy AN T 707 ERBEICBEINET, L TFF¥ AN =124
Y3IAT— BB DIEA. V=T v Ra2=%v AN 77 1 v 7 L[EFKIZ CoS NEUEG SN E
j—o

Y

CE) P77 4 v I BRESNDVLAND AL v FRIEA 2 —T7 =4 X (SVI) TAN—=AF—F
@ Protocol Independent Multicast (PIM) % A R—7/MZF 5 & PIMIZ~v L FF¥ A~ b7
T4y DS, Gy U EERLET,

£R32: 557499 A TTED CoSENE

S 74vIDEAT CoS DENE

N—F v Ra=Fr & K [Z£# 72 L (Unchanged) ]
TV Ra=Fr AL [Z£® 72 L (Unchanged) |
=T K<L FFx A R ToS D 3MSB 725 = &'

TN—TDLAYIAT— DTV v K<L FHr AL |ToSDIMSBHDH b —
TN—T1Z LA X IRENR2NT Y v P R<1FF v A b |[EF2L (Unchanged) ]

N

G¥) KT T 4w B AT T LD CoSEIEIL, CiscoNexus 9508 A A »F (NX-OS 7.0(3)F3(3)) Tl
PR— IR THERA,

Y —F% T DREE N
SYBORRAME, RO LBY TF,

¢« EY 27 QoS CLIIZOWTHISEL TW5,

s TNRARAZu A LTND,

T—FUHICETRHA BS54 > L4IEIE

~ =X T ORERDOTA RT A4 v EHFHEITRO EBY TT,
* PVLAN{ZPVLAN QoS% 7R — k L EH A,
eshow =~ I (internal ¥F—V— & ) [T R—FSnTHEEA,
71 QoS ARV v—lF, ¥ 7 A H—T =2 ATEVFR—FSNEHA,
e set qos-group =~ RIZIANRY o —TOREHTEET,
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v—*rrnEE |
B <= v ahq FSq chinEm

A

GE) QoSHKV v—=vT oA X =Tz AIMMTDHZEITED,
FDQoSAHKY v— =y THNOT—F T marE ANy M
HHTEET, ANWZEBRT LI, a5 RTHF—U— &
& LE7, inputservice-policy

FEHZOWTIE, QoS KU — T 7 ardftMBLONEE] OEEZBRL TLEE
A

*FEX QoS AU v —|ZFEXHKA N f V¥ —T A A (HIF) #¥%H—FLET,

N

GE)  FEXAAb A2 —7 A AL, Cisco Nexus 9508 A A~ F Tl
PR—FEINTWHEEA,

*QoSTCAM I —t > 71X, ALE (77U r—vary J—7 = VV) ®GAA vF
THR—FrENET,

* FEX QoS "R U v —id set qos-group =2~ > RDHEFR—FLET, oMo~ —x
V7 avwry R AR—FERThERA,

GE)  setqosgroup0ixZ ZADT 74/ hE L TTPRINTHVET,
I—WPERDI T ATITRETEEE A,

* QoS I N—T D—H BRI R—hINET,

Ty FDAF V2= N, A F—T 2 A A L-LOHT) QoS R v—%
100G H— MM 5 BB H Y £F, 7 QoS A Y L —28 100G H— MMIRESNT
WRWE . TRTOWNIANTy b 77 4 v 7137 740 b F2— (Qos-group 0) %
i L ET,

«BPDU., V—TF 47 7a ka4 b, LACP/CDP/BFD, GOLD /N7 v k., £ ~Z
74 /7 BENT 74w 7R EOHIE ST 7 4 v 71, %Z@ WZEEDWN T BB HIE 2
=TI EENET, ZhbHD/37 v M qos-group 8 IS, D RT 7 4 v 7
J:U?BE&J‘ WMt 7T A AV T 4 BNEL< 720 ET, TR0y MITERO NNy 7 7
T=NHED B TENDTD, T—F NTT7 47 OEEENKIE T 7 4 v 7 ICEEE S
25 LiEIHY /A, HlH qos-group b T T 4 v I GFRITERETEERA,

« ARV N T T 4 v Z X BB qos-group 9 (243 HH S v, MERHEBESENEN. TA Y 2 —L
SINET,

c QS ¥ —F LT R = FV T A A —T = ATHIITEET,

* Cisco NX-0S U U —2A 10.1(2) LIFE, ~—F 73 E X N9K-X9624D-R2 1 L
NO9K-C9508-FM-R2 77 v R 7 A —Lb AA v F THHR— M EINET,
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v—xv50%% |}

+ Cisco Nexus 9364E-SG2-Q 1 KX TV 9364E-SG2-0 A A v F TliE, AT QoS KU o —%HH L
TH LWDSCP I CH~—F 73Ny B, KT ACL DXt d 25T hU &—
BL2WGERHD £,

X—F T DHETE

RV ==y T7NT1IOERITEHDO~—F 0 VHEZHAEDEDL Z LI2X D, QoS fED
REZFICEXET, RIZ, /2 F—T A A LOEFEF Ty NERIIRE AT Y hOWTH
MIZRY v—FEATEET,

N

GE) a<wrFEHEALEZLE. a~vr FOEY OES%BINT SE0Z. Enter F—%2# X720 T<
7ZEW, setset ¥—U— F& A L7ZEKIC Enter 24 & . QoS OREZ KT HZ ENTX
AR A=

DSCP ¥—F% > T DERTE

IP ~v & —®DiffServ 7 4 — /L RO Ffif 6 £y N T, DSCPEAZIEEDEICHKETEXET, &
DFIRTIEHRED DSCP EDIED, 0~ 63 DEEH AT TxE£7,

5 33:12% 0D DSCP &

fiE DSCP {ED ) X +

afll AF11dscp (001010) : 10 HEfE 10
afl12 AF12dscp (001100) : 10 {12
afl3 AF13 dscp (001110) : 10 H#Efi 14
af21 AF21 dscp (010010) : 10 #f# 18
af22 AF22 dscp (010100) : 10 #fE 20
af23 AF23 dscp (010110) : 10 Eff 22
af31 AF31dscp (011010) : 10 #Efi 26
af32 AF40 dscp (011100) : 10 i 28
af33 AF33dscp (011110) : 10 {30
af41 AF41 dscp (100010) : 10 HEfi 34
af42 AF42 dscp (100100) : 10 #fE 36
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B oscr~—xv0%

v—*rrnEE |

[ DSCP fED ') X k

af43 AF43 dscp (100110) : 10 4 38

csl CS1 (precedence 1) dscp (001000) : 10 #EfE 8
cs2 CS2 (precedence 2) dscp (010000) : 10 HEE 16
cs3 CS3 (precedence 3) dscp (011000) : 10 XEfH 24
cs4 CS4 (precedence 4) dscp (100000) : 10 HEfE 32
cs5 CS5 (precedence 5) dscp (101000) : 10 HEfHE 40
cs6 CS6 (precedence 6) dscp (110000) : 10 EfH 48
cs7 CS7 (precedence 7) dscp (111000) : 10 #EfE 56
T 7 F IV R 77 4V K dsep (000000) : 10 H#EfE 0

ef EF dscp (101110) : 10 #f& 46

GE)  DSCP DFEMIZ DU TiE, Request For Comments (RFC) 2475 #Z ML T2 &0,
FlaD#E
1. configureterminal
2. policy-map [type qos] [match-first] policy-map-name
3. class[typeqos] {class-name| class-default} [insert-before before-class-name]
4. set dscp dscp-value
F g o> %48
FIE

ARV KRFERETI VY

=)

ATy T

configureterminal

1

switch# configure terminal
switch (config) #

Juau—) a7 4 Xal—a s ET— NELG
LET

ATy T2

policy-map [type qos] [match-first] policy-map-name
i) :

switch (config)# policy-map policyl
switch (config-pmap-gos) #

policy-map-name &\ 5 £ HTOR Y > — ~ v T & A{E
A0, FORY S —<v AT AL, K
v~y ' RERBLET, RV V-~
ZIE, TIT 7y b AT EEIT
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IP Precedence ¥ — ¥ > ¥ DR TE .

ARV RFERFTIVaY =)
F—=AaAT LFHZOHIENTEET, N v—
< TRINIRICF LN SCFIKB S v, Fek 40 XC

FTETHETEET,
A7 7 3 |class[type qos] {class-name| class-default} classname ~DZMEZAERL L, RV —~v 7 7 5
[insert-befor e before-class-name] A ay 74 ¥al—vary T— FREBBLET,
Bl - insert-before 2l L THNZIFAT 27 7 2 4 F57E
switch (config-pmap-gos) # class classl Liﬁb\ﬁﬁw‘ TKU 3/‘-7/7°0)5E)%@C7?X75>1§j][]
switch (config-pmap-c-qgos) # éﬂi‘@_o AU ‘:/“_"7‘)7073@7 7 A &fﬁ’r{*ﬁb

TWRWhT 7 w7 T NCEIRT 5120,
classdefault ¥ —U— F&HHA L E£9,

AT 7 4 | set dscp dscp-value DSCP ff % dscp-value |Za% & L £ 3, ARUEfEIX, A
B - O THEHED DSCP fH] RITRENTWET,
switch (config-pmap-c-qos) # set QoS AU —ZVLANZRTE L~V CHA L-8EE.
dscp af3l DSCP 1% 3 DD b EE/ DSCP By FinbHD 7

VPRI 7409780V —FT Y R bTT7 4>
kT % CoSlEAEEH L ET,

Ll
WIS, R =~y TREDRRGIEGZ R LET,

switch# show policy-map policyl

IP Precedence ¥ — % > DEEFE

[P~y Z =D IPv4d b —E A Z AT (ToS) 74 —/V FOE > k0~2I(Z&H% IP precedence
74—V ROEERETE LT,

)

CE) o7 7R—HTEH 37y hOBE. ToS 74—V ROFRBED3IE Y MIT AL AZL-T
0l bEEXINET,

x® 34 BEIERLIE

& BEIERED ) R b
0~7 IP precedence ff

7 VT 4 Jv 7 U T 4 JIVESNENL (5)
flash 77 v v aERIEAL (3)
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. IP Precedence Y —F > J DRE

r—*xv70%E |

2] BRIERED Y X +
flash-override T v o F—— T NEENEA (4)
ElIESS HNpESENaRL (2)
A H—=Fy b AV H—Fy NT—7 a ha— UERNEN
(6)

network Fv hU—2 3 ba— U ERIEL (7)
TIAFYT 4 TIAF VT 4 BEIERL (1)
routine J—F ABESENARL (0)

FIEDHZE
1. configureterminal
2. policy-map [type qos] [match-first] policy-map-name
3. class[typeqos] {class-name| class-default} [insert-before before-class-name]
4. set precedence precedence-value

=3[k 2t

FlE

ARV RFERETIVa Y

=)

Z 5w 71 |configureterminal Ta— ) a7 4 Xal— gy T— NERE
f LET
switch# configure terminal
switch (config) #
R 5w 7 2 | policy-map [type qos] [match-first] policy-map-name | policy-map-name &\ 9 ZRTOR Y o — ~ v 7% AE
Bl - Ko TOR) == AT 7eAL, K
. . o . e~y ' RERBLES, RV — vy
switch (config)# policy-map policyl R
switch (config-pmap-qgos) # BNE, TNV T 77Xy b, AT FRET
H—2aAT LFaGZGHHIENTEET, R —
~» TRIIRICF L /NSCFR R S H, Fek 40 X
FETRETE £
ATY 703 Cla$[type qos] {Cla&-naﬁﬁ‘ ClaSS'dEfault} CIaSS'nanE/\@Z%Hﬁ;&‘{/E’& L. RN v—= 770 77

[insert-befor e before-class-name]

1 -

switch (config-pmap-gos) # class classl
switch (config-pmap-c-qgos) #

A arvZ4Xal—rarET—REHBLET,
insert-before Z i fl L CRNZIAAT 57 7 A& f57E
L7RWRD . RY v—~< v TORRIZY T A8
ShET,
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cosv—xon%z [

ARV RFERETI Va3 BHY

R T 7 4 | set precedence precedence-value IP precedence fE % precedence-value [Z5% & L £ 9, fH
il - OHIFIZ 0~ 7 TF, FNRD [precedence ] I
switch (config- —c- ﬂt\‘j—{ﬁ@b\j—hﬁ‘l’)%]\ﬁf‘gij—o
wi nfig-pmap-c-qos)# set precedence 3

il
wIZ, R v— <y TREORRTESZRLET,

switch# show policy-map policyl

CoS V—F U DETE

IEEE 802.1Q ~v Z—®D VLANID # 7 7 4 —/V RO B3 By MMZd D CoS 7 4 —/v ROJE

ERETEET,
FIEDHE
1. configureterminal
2. policy-map [type qos] [match-first] [gos-policy-map-name | gos-dynamic]
3. class[typeqos] {class-map-name | class-default} [insert-before before-class-name]
4. set coscos-value
Flgn
FIE
ARV KRFERRETI Va3 Y B
A7y 71 |configureterminal Jua— L ary 7 4 Falb—ay ®— ek

switch# configure terminal
switch (config) #

R 7y 7 2 | policy-map [type qos] [match-first] gos-policy-map-name &\ 9 L RTORY o — < v F'%
[qos-policy-map-name | os-dynamic] T B0, ZOHY =<y AT 7 AL, K
i - Vy—vy T B RERBLET, Y v— vy
switch (config)# policy-map policyl 70% ZiE TAT 7Sy b T RITET
switch (config-pmap-gos) # 5\\*‘?( = 7i$%é\&) 5HZ <E 73*(%—5 jfTo 7\1‘\0 U—
~ v TRINIRILF LN SCFRIXKBI S v, ek 40 XC
TECRETEET,
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- I0%E |
B exmcs<—xromE

ARV KRFERIETI Va3 BHY
ATvT73 C_Iass [type qos] {class-map-name | class-default} classmap-name ~DEMEVERL L, B o —~v 7
[inser t-befor e before-class-name] ISR AT 4 Fal—raryE— FEHBLE
i - 7, insert-before M L CRIICIEAT 27 7 2%
BELRWVIRY, RN v—~v v TORRIZY T AN

switch (config-pmap-gos) # class classl

switch (config-pmap-c-gos) # JEjJD éj’bij‘o 7j<° U Daniadls 7OV‘7@7 7 A L fﬁjﬂ?*
BHELTWRWNT T v 7 23T N TCERRT 5121
class-default ¥ — 7 — K& L £,

R T 7 4 | set cos cos-value CoS % cos-value |IZFXE L E ¥, (EO&FHIZ0~7
1 - T

switch (config-pmap-c-gos)# set cos 3
switch (config-pmap-c-qgos) #

1
WIS, R =~y TREDFRRGIEGZ R LET,

switch# show policy-map policyl

FEXAHCoS ¥T— X > NEXTE
A

(GE)  FEX ® CoS ¥ —F > VHiEIL. Cisco Nexus 9508 A1 > F (NX-0S 7.03)F3(3)) TixHhH—k

SNTWEEA,

FEX DH—EZ 752 (CoS) ICHANWT NI T4 v 7 ~—F 0 T TEET,

1R BRI
FEX %% /ET DT, feature-set fex 14 32 —7 /LIZ L F T,

FIRDHE

1. configureterminal
2. policy-map [type qos] [match-first] [gos-policy-map-name | qos-dynamic]
3. class[typeqos] {class-map-name | class-default} [insert-before before-class-name]
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pscp i— kv —+>oonE [

F gD FEH
FIR
ARV RFERIETY Va3 B#Y
X w 71 | configureterminal Jau—N)L a7 4 Xal—ay T— REBLG
fi LET
switch# configure terminal
switch (config) #
A7 7 2 | policy-map [type qos] [match-first] gos-policy-map-name &\ H L RTOR Y v—~ v 7%
[qos-policy-map-name| qos-dynamic] (Bt B, ZORY o=~y T 7 AL, K
#l - Vo—=v7 =Rzl LET, AV —<v
switch (config)# policy-map policyl 70% ﬂ:ﬁj:\ T 71\\‘ > }\ > /\/r 7 if: Lj:T ~
switch (config-pmap-gos) # 7“—7\ s 73{?7&{%\&) 6 Z k ﬁ§/6ﬂc'< i'@‘o 715 U v
~ y TRAIRITF L/ NCFBEBN S 4L, FK 40 3L
FETRETEET,
ATv73 c_Ia$ [type qos] {class-map-name | class-default} classmap-name ~OZMAERK L, RY v— <y
[inser t-befor e before-class-name] JTA AT 4 F¥alb—raryE— Rl LE
i - 7, insert-before Z i L CRIIZIAT S 7 7 A%
switch (config-pmap-qos)# class classl *E‘Hﬂfbfo@b‘lzﬁ 9. w Vy—~ \y7°@§'€)1§:c:7 7 AD
switch (config-pmap-c-gos) # B éﬂiTO R)v—=vTHNOI T AL fﬁjfg
BLTWRWET T 4 v 7 3 N TRIRT 2121,
class-default ¥ —7 — K& L 9,

1

RIZ, CoS 7 T A~y TEREDHKRETEDH 2R LET,

switch# conf t

switch (config)# policy-map type gos setpol
switch (config-pmap-gos)# class cos6
switch (config-pmap-c-gos)# set gos-group 3
switch (config-pmap-gos)# class cos3
switch (config-pmap-c-gos)# set gos-group 2
switch (config-pmap-gos)# class cosl
switch (config-pmap-c-gos)# set gos-group 1
(

switch (config-pmap-gos)# class class-default

DSCP R— k ¥ —F 2 J DERTE

BEELIEANRY ==y P TERBINTWD N T T 4 v D&Y T AZDOWT, DSCPE%

RIETE ET,
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- I0%E |
B oscr -t x—x2vomE

TN ADT 7/ b OEETIL, DSCPEIZRTF (-oF V., DSCPiHMe#H) InET, &~—
NI EFIZT HIZIE, DSCPIEZZHE LET, QoS AU v —ZREL T, fiELTA ¥ —
T2 A AZFDORY —ZfINL72WRY . DSCP EIXMEFESNE T,

\}

GE)  BHENZONWTHEA LV F—T 2 AfFIMTELRY > —Z A T qos~ v 71X 1 27T T
ﬁ‘@

« DSCP fiEil%. Cisco NX-OS T/ A4 2D LA ¥ 3 R— FTEHEINTWET,

FIEDHE
1. configureterminal
2. policy-map [type gos] [match-first] [policy-map-name]
3. class[type qos] {class-name| class-default} [insert-before before-class-name]
4. set dscp-value
5. exit
6. class [type qos] {class-name| class-default} [insert-before before-class-name]
7 set dscp-value
8. exit
9. class [type qos] {class-name| class-default} [insert-before before-class-name]
10. set dscp-value
1. exit
12. interface ethernet dot/port
13. service-policy [type gos] {input} | {output } {policy-map-name} [no-stats]
FIED
FIE
ARV KRFERETIVaY B#)
ZTw 71 |configureterminal Ju—s g ar 74 Xab—vary g NG
i LEy

switch# configure terminal
switch (config) #

AFwF2 |policy-map [typeqos] [match-first] [policy-map-name] | policy-map-name &\ 9 ZRTDORY > — < v FZAE

- T D, ZOR)— <o IT7r7EAL, K
Vo—~vv 7 E— R Nz LET, R P— vy

switch(config)# policy-map policyl B R}
switch (config-pmap-qgos) # THINE, TN T 7 Xy b AT FRIET

H—2aT LFErEDHENTEET, R o —
2w TEIEKRILF LN CFER R &, frK 40 3T
FTETHRETEET,
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pscp K— k v—*> 0%z [

ARV FFEREETIVa Yy

E:)

A7y 73 |class[typeqos] {class-name| class-default} cass-name ~DEWAEERL L, RY v—~v 7 7
[insert-befor e before-class-name] S2aLy T 4 X¥al—arET— ReELET,
Bl - insert-before 2l L TRNZFAT D7 T A& 457E
switch (config-pmap-gos)# class classl bf;lﬂﬁ& N N Jy—~v 700);'{)’%&:7 7 A 75)@
switch (config-pmap-c-qgos) # mEnEz+, Rlv—<v7NDOT T A LEFE—

BLTWRWE T 7 1 v 7 2 NTGERT 512
class-default ¥ —7— FZ&fEH L 7,

ATFwS4 |setdscp-value DSCP fi % dscp-value |Z5%7E L £9°, A7,
- DSCP ~—3 > 7 DFXE| DD [fFEHED DSCP
switch (config-pmap-c-gos)# set dscp af3l ﬁEJ §§&17FE§XL7TU‘357fO

ATy 7S5 |exit Ry —~y T ar7 4 Fal—varx—FRi
15“ : E @ ijﬂo
switch (config-pmap-c-gos) # exit
switch (config-pmap-qgos) #

ATv 76 |class[typeqos] {class-name| class-default} classname ~DSHEER L, KV v —~v T 7
[insert-befor e before-class-name] S2aALy T 4 X¥al—arET— REBEBLET,
Bl - insert-before 2l L THNZFHAT 57 7 A &457E
switch (config-pmap-qos)# class class2 Liﬁb\ﬁ& Y N 7]_\9 U D 70@;'6}%&:7 ﬁxblﬁ
switch (config-pmap-c-qos) # mEnEd, R vr—<v7NOT TR LBIE—

BLTWRWE T 7 1 v 7 3 NTERT D121
class-default ¥ —7— K& H L £7,

A7y 77 |setdscp-value DSCP fiE % dscp-value (Z%E L £ 77, A RIREI,
i - DSCP ~—3 > 7 DFXE] DD [FFEHED DSCP
switch (config-pmap-c-gos)# set dscp afl ﬁEJ §§&:7FE§%LTTD\§£jMO

ATy T8 |exit Ry —=vw a7 4¥al—y gy F—RIZ
15“ : E @ i‘é—o
switch (config-pmap-c-gos) # exit
switch (config-pmap-qgos) #

RATwv 79 |class[typeqos] {class-name| class-default} classname ~DZMEAFR L, RV v— v T 7

[insert-befor e before-class-name]

151

switch (config-pmap-gos)# class class-default
switch (config-pmap-c-qgos) #

FAALT 4 Fal— g EB— REHBLET,
insert-before i LU CRNZHAT 5 27 7 A& 45 7E
L72WRD . RY v— < TOKREIZZ 7 ANE
manEd, RVv—~<v7HNOI TR LBIFE—
BHLTWRWRT 7 ¢ v 7 23 XGERRT 5121,
class-default ¥—V — F&HFEH L £,
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v—*rrnEE |

ARV FFEREETIVa Yy

S

AT w710 |setdscp-value DSCP fi % dscp-value (Z3%7E L £ 3, AR 1MHEI
15 - [DSCP ~—F > 7 Df%E] OHED [EAED DSCP
switch (config-pmap-c-gos)# set dscp af22 ﬁEJ EEG:?FE§?I7TU\§inO
switch (config-pmap-c-gos) #

ATy 1 |exit Ry —~vwyTar7 4 Fal—rarE—FK
15“ Ewi‘a‘o
switch (config-pmap-c-gos) # exit
switch (config-pmap-qgos) #

AT w 712 |interfaceethernet slot/port A—H Xy b A F—T oA RAEBRETHTDIC
Bl AU H—T oA A T— FEBILET
switch (config)# interface ethernet 1/1
switch (config-if)#

AT w713 |service-policy [typeqos] {input} | {output } policy-map-name % A > % — 7 = A AD NI

{policy-map-name} [no-stats]
11

switch(config-if)# service-policy input policyl

MZBIMLEY, S Z—T A RHINTEEHD
X, 1 2OANERY) v —BLR1>OHIIARY v—
VRS

X=X

1
R, R v— v 7&K

switch# show policy-map policyl

0) EE At

v —X T OREFEREFRRT DHITIT

EDFRRITIER 2R LET,

 ROMEEDOWT NN EITVET,

avy kR

B

show policy-map

TRTCORY L — v FE2FzFERLET,

I—FX T DEREH

WIT, v—F 2 7T OHREN &

configure terminal

policy-map type gos untrust dcsp
class class-default

set precedence 3

set gos-group 3

set dscp O

~LET,
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KUY Lo OBRE

e IRY U TNIZHONT (105 %—2)

 HHERY P — (106 2—)

« RYU v T ORHESRM (106 ~—)

ARV TDOHA RT A EHFFEEH (107 L—)
e RY T ORRE (110 ~—2)
ARV —0i%E (122 ~—2)

« RY U TREDOHMER (125 ~—)

s RN T OREER (125 RX—)

[e] ~ NI .
RS20 T

RV 7 EE, T T7 4 vV DEEDY T AZHONT, T—X L— | 2E=F ) IT5Z

LT, T4 b MR —PREEEBIL L. EEBIAY y OV —F L S EIE R

By TRRELET, RUT T TEINT T4 v BNy 77 U TSN AHRITE

NI EHA, NI T4 v INT—H L— N EBLERAIC. Sy e ey 7t

%033 FINO Quality of Service (QoS) 7 4 — /v K& ~—F 0 73 50&, 2—H R A
T LR LET,

VUL —FBIOTFT 2T AL — ORI Y —EERTXET,

VN L= RRIY—X, N T T4 v OREFHHRL— b (CIR) Z2EHRLET, 7271
L— bk RYH—E, CIR L KREHRL—F (PIR) O GEAEHRLET, £72. 2T AT,
BT NN—A N VA X L= LET, HBELLET % L—F XTRXA—=F|ZJFLT, #E
(Z7V—=y) | ®ilh (f=r—) | EX (LY R) O32087—, 2E V&R, 7y b
TEWRY Y=k THRESNE T,
BERMICONWTRETEDT 7 a i1 20Ty, 28 2, &K200 2 U RBONR—RZ |
T, 256,000bps D7 —% L — NMZ#GT AL, ZVIAND NG 7 4w 7 &R 7T
HELET, ZOHEE, VAT AIE, ZOL—FOFHND N T T 4 v 7KL TEET V7
VarzEHAL, ZTOV—FNEBID NI T4 v 7KL CGERT 7 a v EEALET,
ARV Y —DFEMIZ DUV TIL, Request For Comments (RFC) 2697 33 X UVRFC 2698 & L T <
72 &0,
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RysriomE |
B

HBR)H—
%‘

GE)  HARY Y —HEEEIL. Cisco Nexus 9508 A1 v F (NX-0S7.0 (3) F3 (3) LI 7.0 (3) F3

x) VU—=2R) TOHYR—-FSNET,

QoS TlE, —HLEF T 74 v 7D TRTOT7a—x LT, HERYS—HNTHEESNT
ks LR BRBEMICEA SN E T, EERY Y —IcX o T, A—OR U b —03EH DA >~
Z—T = A ZCRBICEA SN ET,

7= & 21E. VLAN 1B L VLAN3 O3 ~TO Trivial File Transfer Protocol (TFTP) T 7 ¢ &
7 7a—|ZOWT I Mbps ZF AT 2 X AR b —2RE LIGE. 7731 AT,
VLANI B L OVLAN3 ETREA SN DT RTHO 7 —{Z5W\W T, TFTP F T 7 4 v 7 H 1 Mbps
IZHIRR S E T,

RV P —2HETIEOEEFELKIRLET,

LA X HBF R Y P —E2AERK T B IZ1E, qos shared-policer =~ F&E AN LET, AR

VY —%Fl L., ZOIRERI Y —2EHT R =2 LT, ZORY —2HH
DASHE—= MMM UTZGE, T A TR, ZOMINELR> TV T XTOASHR—
EPED—ET DT T4 v I BRY T SET,

cHEHRV Y —IIRY T avr FOFORI > — v 75 ATERLET, LI
TIHRY B —Z2EHDO AR — MM LT28E . T3 AT, 0L - T
WATXRTOANKR—=FDPED KT BN T T4 v I BRI T ENET,

cHHE R —FFT T 2 — L T LIS U CHRE LT,

e HHRY Y —N, BA5aT7 FHI3A VAT RIZETENDD AL NN—R— NeFoA1 v
H—T 2 A AFETILVLAN IZEHA SN 5E. Lb— MIREEINZ CIR L— D 2 fFIZ
20 FET,

o IR Y P —1ZBT DA R D I2iE, show gosshared-palicer [typeqos] [policer-name]
avy REMHLES,

(o] ~ o » -t ER
R DEIRER
RY VT ORHERMFIE. RO LB TT,
¢« EY 27 QoSCLIICOWTHMEL TW5D,

e TFNRA RIS A LT WD,
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Koo rinsiqgrsqvennsm ]

RV TDHA RS54 0 EHRNEIR
A\

GE) AT —AOBERIZONTIE, VU —RFEFED [CiscoNexus 9000 Series NX-OS Verified Scalability
Guide] ZZM L TSV,

/\E
WRIZ, TRCORY Y —IZIHBTEHA RT A EHIRFEAERLET,
« PVLANIZPVLAN QoS% # K — k L ¥t A,
o F—U— KBRMFNTWNS a<wy RiZhAR—FENTWEHA, show internal

CHEHARY IR T 2 — L TEARICETENET, LR T, HEDOEY 2 —Z
SBLTWE T 7 v 7 1A IS QoS HERBICHE 2 52 25ARHV FT, 20
X 9 72 QoS BEREDHIl & IR LET,

eIR— KM F¥ RN A H—T =2 ATHEHASHIZRY —,

« VLAN IZ#FH SNA R Y H—,
e e-qos-lite TH T /VIE L7213 v ZVIED TCAM 2+ 284, R o 7/ TIhERE
L OIRERFEHE RO LN R— FENET,

eI arDF—U— REEHTS &, no-stats 1T RET 4 B—T L., @AW
RRRY U—REFInNS LI LET,

esetqosgroup 2~ RIFANRY o—7EF CEHATEET,

* CiscoNX-0S U U —=2 10.1Q2) LA, RV 22 7% E 1E N9K-X9624D-R2 B L
NOK-C9508-FM-R2 7T v h 7 4 —hL AA v F THR—FrENET, R2TIX, R 7
D=0 XTI a AT R— IR TWERTA,

* Cisco NX-08 U U —Z 10.3(1)F LARE, kDAY $—HilfR73 Cisco Nexus GX/GX2 77 v b
TH = AL v FIZHEHINET,

« 25.6T ASIC O¥E . AU B —HIfRIZ 282G T,
« 12.2T ASIC O¥4E . AU B —HIBRIZ 300G T,

AARIS DT

WIZ, ARV 7 DIA RTA4 v LHIREEEZ R LET,
c ANFHHEOTXTORY P —T, ALE— FEEHT2LERHY 7,
* QoS ANNRY Y —ix, 37T A L F—T A ATA X =TI TETET,

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .
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RysorngE |
B corohiqrs v ennsn

HARY VG5
WIS, EEMRY o T DHA RTA v LHIREEL R LET,

« (179 QoS A Y > 71 Cisco Nexus 9500 77 v 7 —L5 AL v FTIROT A > 71— R
EHEALTYHR—FInTHET,

* Cisco Nexus 9636C-R

* Cisco Nexus 9636Q-R

* Cisco Nexus 9636C-RX
* Cisco Nexus 96136YC-R
* Cisco Nexus 9624D-R2

« 117 RACL #6EIZ. Cisco Nexus 9508 A1 v F TlIHA— F SN TWEH A,

«CPU TSN FT7 7 4 v 27 DOHT QoS R Y v —fatHEMix, kO LD TIEYR— b
INFEHA,

* Cisco Nexus 9300-FX 77 v F 7 4+ —24h ZA v F,
s RDZ A > J1— R%&{ii 272 Cisco Nexus 9500 77 > N 74— AA v T
* Cisco Nexus 97160YC-EX
* Cisco Nexus 9736C-FX
* Cisco Nexus 9716D-GX
* Cisco Nexus 9736C-FX3

AT TIEFICT Z v FTE LR B —DHIE, qos-lite TCAM U —2 5 DA X
DNy 121 T,

« 17 RACL & 7] QoS Z [FKFIZHE M4 2 Haid, B bi—T OMEHEFHR D Z 2 F I
THIENTEEY, MFEZANTTD LI TEEE A,

« ARV > TiERIZ. Top-of-Rack (ToR) 77 v N7+ —ADALET v 7'U 7 R—
N COHTI QoS AR Y —%HKR—FLEHA,

« 171 QoS ZEM T 25613, WU —BEELEA LT —% NI 74 v 7 ERAET D
ZEEHELEL 9, permitipany any 72 EO—BEEHEIHEH LT EE W,

s MM OER N > M T HEIRT 7 3 Uid, RO CiscoNexus 77 v b 7 4 — A
AL v TFBIORTA L = FTIEPR—-bFSnEHA,
* Cisco Nexus 97160YC-EX
* Cisco Nexus 9736C-FX
* Cisco Nexus 9716D-GX

 Cisco Nexus 9736C-FX3
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Koo rinsiqgrsqvennsm ]

HAFBROERICHTE Ky 77 ar0bzi—rLET,

s LAY 2R —F Fv o x (L2PO) @ VLAN Hi77 QoS 35 L U7 QoS I%. K Cisco
Nexus 9000 DF A > H— N TIEH AR —FINEEA -

* Cisco Nexus 97160YC-EX
* Cisco Nexus 9736C-FX
* Cisco Nexus 9716D-GX
* Cisco Nexus 9736C-FX3
* Cisco NX-08 U U —Z 10.6(1)F LARE, 177 QoS AR Y > —I%, Cisco Nexus
9300-FX/FX2/FX3/GX/GX2/H2R/H1 ¥ U — X A A »F B I X97160YC-EX,

9700-FX/FX3/GX T4 > H— RZEH L729500 > ) —RX AL v F DT L —7 T 7 h R—
NEOYT A HE—=T 2 f AT R—FENET,

1L—Fr2A5—8BLU2L—+r3A5—RYS VY
1L—hr28F— (IR2C) BLU21L—hr3 4T — (QR3C) RNU T DHA KTA Ll
[BHEIEIIKRD & BY T,

* Cisco Nexus 9300-FX/FX2/FX3/GX/GX2/H2R/H1 > ) — X A2 A v F . B X UNexus X97160YC-
EX, 9700-FXFX3/GX T A v B — FEHBHFH L7172 9500 >V — X A A v FTliL, HAHFHD
IR2C R o T OIHERYR—FENET,

* Cisco NX-OS U U — 2 10.6(1)F LAKE, Hi/) QoS AR Y > —i%. Cisco Nexus
9300-FX/FX2/FX3/GX/GX2/H2R/H1 2 U — & Z A v F . 3 X U Nexus X97160YC-EX,
9700-FX/FX3/GX 7 A > I — R&E#HEH L1-9500 >V —X AL v F DT L—7T 7 K R—
cEDHT A H =T 2 ATHR—FEINFET,

«2L— K3 77— AR Y HP—IL, CiscoNexus 9300-FX/FX2/FX3/GX/GX2/H2R/H1 77 > |k
T F—2 AA v F I LD Nexus X97160YC-EX, 9700-FX/FX3/GX 7 A > 71— RO 1 TiZ
PR—bPSNEE A,

HEAR)H—
Wiz, ERV S TOHA RTA4 2 LHIRFEEZ R LET,

BN B AT EIIA LV AB L RITETEND A N—R— "B U F—T oA AFETIT
VLANIZEFE R —2@HAT5 &, L— MIRTINZCIR L— FD2fFI272 0 £,

UDE R H—DEEFEIR

Cisco NX-0S U U — A 10.3(3) LI, QoS 7> 7L — h ~_X—Z® UDE Z il & £9, UDE
R 7OREEFHEHIREHEZ R LET

L AYV2A L HE—T 2 A ATHOHUDET > L — oA X—TMILET, R—Fa & v
TT TV =gy B— RIZEELET,
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B «voze

« N 2—= v 7 default-ndb-out-policy i, A7 A QoS TixHAR—hrEhFEHA, ZD
BEEA VAR — T 2120, LAY 2QSTCAM V —>Ya v & hh—E 7 LET,

U 7 — hIZ, AA v FiLdefault-ndb-out-policy Z R S 7= A X — 7 = A AT
L DI 025608 0 £3, ZOHMPIS, —EOT Y FERER S D ATRENE
WO ET, RV —NEHINZEZ, A v TFETXTOHNEE T 7 v 7 &7
Ty R NI T74v B RuyLET,

T—H NI T 4w I RWEAETH, N7 7 427 7a han (CPUM B DCDP,
LLDP, ARP, BPDU72 &) NACL=Y b &—HFT 5720 Fey FInEd, Zhic
X0, ERESEMLET, ZOBEIE ndb-out-policy ZHER SN TV AEAIC TSR
50T,

*QoST v L— hX—A® UDE /%, Cisco Nexus 9300-FX, FX2, FX3, GX, GX2 v U —
R AA v F, BEUIT00-FX 721X GX T4 > 71— R%EHEH L 7=Cisco Nexus 9500 U —
AAA v TFTEHTEET,

e R—hF F¥FILTIEQS T 7L —h&fiH TEEHA,

KT DB

TN — b EFET 2T AL — ORI Y —EBRETXET,

[e} ~ W =
ABDRY T DERTE
QoS KV v — v T oA v H—T oA AT HZEICEY . ZD QoS HY v— ~ v 7K
DRV Tama NSy MGEHTEET, ANWEERTLHIZE, 2~ RTHF—U—
F&F5E LET, inputservice-policy £ > % —7 = A ATk 25 QoS R 2— T 73 a L Dft
MBIOHEEIZSOWTIE, T£FYV27QSa~vr RIAf A2 —T7xAA (CLI) OffH]
DEEZRL T IZEW,

ARR) T DERE
\)

GE)  WHERY v 7HREIX. Cisco Nexus 9508 A A~ (Cisco NX-OS Release 7.0(3)F3(3)) TixH
R—hERTWEEA,

HARY v ZHEREIZ. Cisco Nexus 9300-FX/FX2/FX3/GX/IGX2 7T v 7+ —b A4 v F
J O? Cisco Nexus Nexus X97160YC-EX/FX/GX T4 > H— RTHR— SN FE T,
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\)

GE)  HJ1QoS AV 7 CiscoNexus 9500 77 v b7 —2 AA v F TRDT A S1— K%&fH
ALTHR—hSLTNET,

* Cisco Nexus 9636C-R

* Cisco Nexus 9636Q-R

* Cisco Nexus 9636C-RX
* Cisco Nexus 96136YC-R

QSR v — =T H AL E—T A AMMTHZEIZEY, ZD QoS AKY v— < v T7WH
DRV o TG aE AN EZIIH Ay MCBEATE £, HAEREBANEZERT S
X, 2~ KTinput ¥—7— KE 7213 output ¥—7U— K& F5E L £7, service-policy

UDE R — MR : CiscoNX-0S U U —2%10.3 (3) FLIETIZ, 574/ F® UDE RV
V=TT L— FEH LT, NDB LA YO EBEBLA Y ~OHN T 70 v o5 Ty
JCEET,

IR BRI
e RV LU T HFRETDHENT, HF1 QoS D TCAM V — a v #4538+ 5 LN H D £97,

A H =T 2 AZHTDH QS RY v— T 7 v a OB IOEEIZOWTIE, [E
Pa27QoSavr R A2 —TxA A (CLD) O] OEASZRL T IZEW,

FIRDEE

configure terminal

policy-map [type qos] [match-first] [policy-map-name]

class [type qos] {class-map-name | class-default} [insert-before before-class-name]
police[cir] {committed-rate [data-rate] | percent cir-link-percent} [bc committed-burst-rate |
[conform {transmit | set-prec-transmit | set-dscp-transmit | set-cos-transmit | set-qos-transmit}
[ exceed { drop }[ violate {drop | set-cos-transmit | set-dscp-transmit | set-prec-transmit |
set-qos-transmit }1]}

exit

exit

show policy-map [type qos] [policy-map-name | qos-dynamic]

copy running-config startup-config

pPwWDN=

® N o o
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Flgn e
Fig
AU RFERET7TIV3 Y B#
R 7w 71 |configureterminal su—s L Ay 7 4 ¥ ab—3i gy E— NE Bk

1

switch# configure terminal
switch (config) #

LET

ATvT2

policy-map [type gos] [match-first] [policy-map-name]
f

switch (config)# policy-map policyl
switch (config-pmap-qgos) #

policy-map-name &\ S A HTORY > — ~ v T & A{E
T2, FORY—<y AT /AL, R
ey E—REHBLEST, KV — <o
NE, TN T 7 Xy b, AT FRET
H—AaT LFEEGEODDLIENTEET, R —
< THNERICT /N SCFR B E ., Fek 40 3C
TETHETEET,

ATvT3

class [type qos] {class-map-name | class-default}
[insert-befor e before-class-name]
1 -

switch (config-pmap-gos)# class class-default
switch (config-pmap-c-gos) #

classmap-name ~DZ A ER L., RY v—~ >
JIA Ay 4 Fal—aryE— BB LE
9, insert-before Z i [l L CTHIICHIAT S 27 7 2%
BELRWIRY, KU =<y T ORRIZT T AN
BiEnEd, R —~vTHNO7 TR LBHE—
HBELTWRWNT 7 4 v 7 2T XCRIRT 5121,
class-default ¥ —V— FZ&H L £9,

ATvT4

police [cir] {committed-rate [data-rate] | per cent
cir-link-percent} [bc committed-burst-rate ] [conform
{transmit | set-prec-transmit | set-dscp-transmit |
set-cos-transmit | set-qos-transmit} [ exceed { drop }[
violate {drop | set-cos-transmit | set-dscp-transmit |
set-prec-transmit | set-qos-transmit }1]}

1 -

switch (config-pmap-gos) # policy-map type gos

egressqos

switch (config-pmap-gos) # class class-default

switch (config-pmap-c-gos)# police [ cir]

{committed-rate [data-rate] | percent

cir-link-percent}

[ bc committed-burst-rate][ conform { transmit |
set-prec-transmit | set-dscp-transmit |

set-cos-transmit |

set-gos-transmit}] [ violate { drop}]}

switch (config-pmap-c-gos)# exit

switch (config-pmap-gos) # exit

switch (config) #

crzty MET, FXZV 7 L—hoEIAEEL
TRV LET, T—H L— hd <=cir D
4, conform 77 va ViNEIRENET, T/ V3
1. [Exceed F 7213 Violate (2% BHR Y P— 7
7 var] £, BXO IConform (%4 BHR Y H—
Trvayv] RCUMHALES, 7—FL—FrEU
T HEIZOWTIE,  Ipolice 3~ RDT—4 L —
L) #&E Tpolice 2w RD/NX—RX N A X £T
ML ET, FEMICOWTIX,  [1-Rate DFXE] %
S LTLIEEN,

RIZ. violate @ drop 473 a NZHOW TR L &
R

* set-cos-transmit : dscp Z X E L CiEE LE T,

« set-prec-transmit : precedence % i E L TiE{5 L

£

* set-qos-transmit : qos-group & F%X T L CTHEFE L E
‘j‘o
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ARV REEET7IVa Y B i
GE)
Gir pps DBA. 77 v b A X 64 314 T,
L7232 T, pps 225 bps DA 64*8 T,

R T 75| exit RV —<=y P V52 ar7 4¥alb—var
Bl F-RERTL, HYo— vy 7 B FEBIEL
switch (config-pmap-c-gos)# exit £
switch (config-pmap-gos) #

R T 76| exit RV v—~y 7 ET—F&ETL, Zu—Layr
B - T4 X2l — gy BT REHKBLET,
switch (config-pmap-gos) # exit
switch (config) #

A7 77| show policy-map [type qos] [policy-map-name | (EE) BREFELDXA T qos DRV >—~ v 7T
qos-dynamic] SNTHHERT LET,

1

switch (config) # show policy-map type gos egressqos

1 -

switch (config)# policy-map type gos egressqos
class class-default

police cir 10 mbs bc 200 ms conform transmit
violate drop

R 7 8 | copy running-config star tup-config (E5) Ffiar T4 Fal—sa bR T — |k
U ToFarZ 4 Xal—ra R FELET,

switch (config)# copy running-config
startup-config

1L—FrEEV2L— b, 285—BLU3IHT—DRYSVITDERTE

THRA AL > THER SN AR Y —D % A 7%, police~ v ROFMAGORICE ST ET,
INBHDaT Yy REEKIZOWT, KD Tpolice =~ RDFI¥k] T L £,

\}

GE) 1V—F 3B T7—DORY V7 EFRETDHHAGIL, pir Lcr L TESLLSRUEZEET 4
ERH Y F9,

\)

GE) 1Lv—Fh2Hh59—DRIY— GERO~—I XTI T7ardpn) iIVR—FENETA,
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% 35:police 1< > FD5|%k

515

Bl

cir

CIR (:mFb, EFLWHIRE) %, €y b b—F TV 27 L—1
DEEG L LTHELET, cir ZIMNHATTN, 51EEDO L DITEEAIEET
7, MEOHPHIZ 1 ~ 80000000000 TJ, AR Y > ZEDOHFHIE 8000 ~ 80
Gbps T,

per cent

L—bhE&, A X =T AL —bOEIGELTHEELET, EORMHT
1 ~ 100 T9,

bc

cir ZEIBTE H®E, By k b— b, Eolcir BORHEL LTHREL
7. REFHOL— KT, T74V DT T4 v 7132003 VB TT,
F TN RDOF—F L— N OEALT A F T,

pir

PIR%Z., PIREY F L—F, E-3V 7 L—hOESGELTHELE
T, T 74N MNIH Y EEA, EOFFHIL 1 ~ 80000000000 T, AU
> TEDO#IPFHIE 8000 bps ~ 480 Gbps T9~, EIAMEOHIPHIL 1 ~ 100% T
@—O

be

pir ZHIETX @A, By b L— b, Fi3pir FORHZEE LTHEEL
FT, befEEZRE LRWIGEDT 7 40 ME, REINZL— FT200
VRO 747 T, T7HN DT —H L— FOBfLITAA BT
R

GE)

pir DEIEX, T3 AL 5> TZDOFIENER SN DRNCIREET 2 HLEN
bV ET,

conform

N7 747 DOF—% L— EBHIBRBAICIE > TWAGAEICETINDH
—DT I av, FERARKRT 7 v a 0k, transmit, F72IELA T O Tconform
WRT R =T 7 ar] RIRSNW T Dset a2~ RO 1OTT,
5 7 &)V M transmit T,

exceed

NoGT7 4y DT =X L— PN BELIESGAICEITINDIE—~DT 73
Ve BARKGRT Vv a it BEERI—I XA YT, T4 MT
BEHETY,

violate

NT7 747 DT —4% L— NPREFHAD L — MEIDEN LTGAICFET
XNBE—DOT I ay, KRBT a it BEEERIZ~—I XY
UTCT, T AV MIEETT,

AR Tpolice 2~ > KOS ROGIEITT X TEHMEATRETT A, cir DEAFRET 5 LEN
B ET, TZTIE, criZFFOEERLTEY, “FTLEF—T—RZOHLDEZRLTND
DT TEDY EHEA, ZhbO5¥E, ZORREONLIR) P —DF AT LT 7 9 D/
HabEa, LLTO Ipolice SIBODFEMNOHEONLIR I P —DF A TBILOT 7 a ] &

IR LET,
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% 36: police DEIHOEENSB/LNEZRIVY—D2 4 THEEUVTIVay

police M 5| ¥ DA & R)HG—4247 R)Y—D7o>3y
cr (7=7ZLpir, be, £/ (1 L—F, 27— <= cir, conform; else violate

IZ violate IZ72 L)

cir B LW pir 21—k, 3HT— <=(ir, conform; <= pir, exceed; else violate

BECXALRIY—T 7 9%, RO [Exceed £ 7213 Violate |IZ%T RV H— 773
v #FE Teonform [T HRI Y — T ar) ECTHHALET,

\)

() Cisco Nexus 9508 A A v F (NX-0S 7.03)F3(3)LAKE) Tix., FOvwF 7o v arv s #EE T/
varOBRNBYR—FEINET,

% 37: Exceed £1=1% Violate IZ®3 2R Y—FHay

FToay E5BA

drop Nry e Rry 7 LET, 20T v a ik, Sy bas
T AR EBE LT A E 33T A— X ICEK LG E1I2E
FEHTE £,

set-cos-transmit CoS #REL., X7y hEEEFELET,

set-dscp-transmit DSCP Z#XEL., Ty FakfELET,

set-prec-transmit precedence ZFXE L, /N7y FEEEFELET,

set-gos-transmit qos-group X E L, Ty MEEEFELET,

% 38: Conform |I_xt$ 2R )H—F7o 3>

FoLav R BA

transmit Ny "EFEELET, ZOT7T 7 aid, A7y BB RT A—
ZIZHEE LTV DRI TE £,

set-prec-transmit IP precedence 7 4 —/L REZ4RE LTEIZHEL T, X7y b &k
BLET, 2077 vaid, ~ry MRARTZA—=ZITHEA L
TWABEBICT I ERTE £4,

set-dscp-transmit Diffserv =— K A" A >~ (DSCP) 7 4 —/V R%& . $5&E L7-{EIC
RELT, Xy bE2FEELET, 20773tk 7y
RRANRTG A—ZIEE L TWAESICFE T ERATE 1,
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FoLav SR BA

set-cos-transmit PF—E R 7 FZ (CoS) 74—/ &, $BELIEICHEEL T,
Ry N ELET, 20T 7y avid, A7y hpRsST A—
AW E L CWAIGEICEFEAcE £7,

set-gos-transmit QoS 7 N—THNET N EFR/TELIMEICRTELT, Xy M &
FEELET, 2077 aii, ANRY O —CREITERATX,
IR RRIRT A=A LTV AESICE TR TE 4,

A\

GE) AUV —t, BHELEARNT X=X L TR EITER > TWnE Ry y T2 Ry
FEFII~— I XTI TEXET, Ry O —I X IO, v —F 2 OEE (95
NR—) BEBERLTLLEE N, 1,

police 2~ RTHEAENDHT—H L— MMZHOWT, KD Ipolice 2~ RDOF—H L— k|

FKCHHLET,

% 39:policea< > FOT—% L— b

B BT

bps vy M (T 740 R)
kbps 1,000 £ > ~/#

mbps 1,000,000 £ > /b
gbps 1,000,000,000 & > k/fb

police 2~ > R THEM EN5H/8—=R |k ¥4 XITONT, KD Ipolice 22 RO/SR—Z | HA
| RTHMHALET,

% 40:police A< > FDIN—A k4 X

RAE—F BEL]

bytes bytes

kbytes 1,000 /31 K
mbytes 1,000,000 /XA k
NES milliseconds
<A 7ok ~A7ufh
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1L—ts&U2L— bk, 285—8&03n5—0Ry vosoiE [

FIEDHE
1. configureterminal
2. policy-map [type qos] [match-first] [policy-map-name]
3. class[type gos| {class-map-name | class-default} [insert-before before-class-name]
4. police[cir] {committed-rate [data-rate] | percent cir-link-percent} [bc committed-burst-rate
[link-speed]][pir] {peak-rate [data-rate] | percent cir-link-percent} [be peak-burst-rate [link-speed]]
[conform {transmit | set-prec-transmit | set-dscp-transmit | set-cos-transmit | set-qos-transmit}
[exceed {drop} [violate {drop | set-cos-transmit | set-dscp-transmit | set-prec-transmit |
set-qos-transmit}]]}
5. [violate {drop | set-cos-transmit | set-dscp-transmit | set-prec-transmit | set-qos-transmit} ]
6. exit
7. exit
8. show policy-map [type qos] [policy-map-name | qos-dynamic]
9. copy running-config startup-config
FIED %
FIE
ARV RFERETI a3 Y BHY
Z 5w 71 |configureterminal Jua—N)Lary7 4 Xalb— gy E— NeBth
1 - LET

switch# configure terminal
switch (config) #

AT J 2 |policy-map [type qos] [match-first] [policy-map-name] | policy-map-name &\ 5 4 RTOAR Y v— < v 7 &

1

switch (config)# policy-map policyl -
switch (config-pmap-qgos) # NZE, TNV T 77Xy b, AT FREIT

BT A0, FOR) L —<oFICTI7EAL, R
v~y 7 =G LET, AV — <7

B—AAT7 L FaEFHLIENTEET, R —
~ o FRNTRICF L/NCFRXR S Hu, Fek 40 3T

FETRETEET,
A7 7 3 |class[type qos] {class-map-name | class-default} classmap-name ~DZEER L, RY v—~<v 7
[insert-befor e before-class-name] 7S5 A a7 4 Xal—i gy B REBBLE

1 -

switch (config-pmap-gos) # class class-default

switch (config-pmap-c-qgos) # BiNEnEd, Rl —~v7HNDT T AL HE—

T, insert-before #fEH L CHIICIHAT DV 7 2%
BELRZWERY, R —<yFORRBIZY T AN

HLTWARWNT T 4 w7 23 NCERT DI,
classdefault ¥— U — R&fFH L x7,

R 7y 7 4| police [cir] {committed-rate [data-rate] | percent crzty MIT, £V 7 L—hDEIGEL L
cir-link-percent} [bc committed-burst-rate TRV 7 LEY, 7= L= bW cir BLF DY
[link-speed]][pir] {peak-rate [data-rate] | percent scconformT 2 Loa Y NET SR ET. beb LY

cir-link-percent} [be peak-burst-rate [link-speed]]
[conform {transmit | set-prec-transmit |

pir BHEE SN TWARWES, o3+ XTO K7
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ARV RFERETIVa Y

B8

set-dscp-transmit | set-cos-transmit | set-qos-transmit}
[exceed {drop} [violate {drop | set-cos-transmit |
set-dscp-transmit | set-prec-transmit |
set-gos-transmit} ]}

T4y violate T 7 v a Ly EFEITLET, beE

7oiZviolate ZF5E L2 BE1X, 7—# L— Fi<i
DIX T 7 v a U BREITSN, FRUSNRLIE T

va UNFEITESIVET, exceed pir violate 7 7 v =

ANZOWTIE,  [Exceed F 7213 Violate (Zx9 5 &~

VW —7 27 ar] £E lconform k35K Y—
T ary] THuMLES, TFL—hE&U 7
HEIZOWTIE, police 2~ RDOTF—H L— k|

F & Tpolice 2~ RDO/N—Z |k A X £ THiH]
LET,

ATy 75 |[ violate {drop | set-cos-transmit | set-dscp-transmit | | set-cos-transmit : cos Z % 7E L TEE L £,
Set-prec-transmit | set-qos-transmit}] B o
set-dscp-transmit : dscp & E L CiEE L E T,
set-prec-transmit : EIENERL 2 5% E L TR L £
set-gos-transmit : qos-group Z X iE L CTiEfE L E 7,
ATy 76 |exit RV — <=y S VIR a7 4 F¥al—g
1 - T-RERTL, KU v— o7 = FEBHL
switch (config-pmap-c-gos) # exit 357r0
switch (config-pmap-qgos) #
ATy F1|exit RV— =y E—REKTL, Ju—rL oy
- TA4F¥alb—rvaryET—RNEelBLET,
switch (config-pmap-gos)# exit
switch (config) #
R 7y 7 8 | show policy-map [type qos] [policy-map-name | (EE) BEFADTXTDOZA T qos DR Y ¥—
gos-dynamic] v EEBR LA A T qos DFY — < v
% - FZonTFHE R LET,
switch (config)# show policy-map
R 79 | copy running-config startup-config (EE) Efrary74FXa2lb—Ya 2 AX—1

1

switch (config)# copy running-config
startup-config

Ty ar74F¥al—a R FELET,

1
KIZ,

switch# show policy-map policyl

policyl RNV ¥ — = v TRIEDRRTEG Z " LET,
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=050 R UTDEE
V= H T RV, RV T ENT =X L= MNIX LT RT 7 v 7 iR
FRIHER L TWAEAI Ty D QoS 7 4 —/V RERETHZ L TY, ~— 7 X7
RY U T HRETHI1E,  [Exceed F£721% Violate Ik ARV Y — T 7] £
lconform |2kt T 2RV Y —T 7 v av| RCTHHTLHIRI T 77 arDset a~vwr N
PEEAHLET,

)

GE) 1L—F 3B T7—DORY) 7 EFRET DHHEL, pir &cir &L TESLLFRUEZEET D4

ERdH0 ET,
FIEDHE
1. configureterminal
2. policy-map [type qos] [match-first] [policy-map-name]
3. class[typeqos] {class-name| class-default} [insert-before before-class-name]
4. police[cir] {committed-rate [data-rate] | percent cir-link-percent} [[bc | bur st] burst-rate [link-speed]]
[[be| peak-bur st] peak-burst-rate [link-speed]] [confor m conform-action [exceed [violate drop set
dscp dscp table pir-markdown-map]]}
5. exit
6. exit
7. show policy-map [type qos] [policy-map-name]
8. copy running-config startup-config
FIED
FlE
AU RFEREET7TIVa Y ]3]
A5 71 |configureterminal sa—rLar7 4 Xal— gy T— Na Bl
fi LET

switch# configure terminal
switch (config) #

AT 72| policy-map [type qos] [match-first] [policy-map-name] | policy-map-name & 9 £ RTOR Y > — < v 7 &1k

1) : T B0, FORY—<oFlcTrEAL, R
vy 7 ' RERABLET, R v— v

switch (config)# policy-map policyl R
switch (config-pmap-qgos) # NE, TN T 77Xy b, AT FRET

B —=AaT LFaZOH I ENTEET, RN v—
< NIRRT L/NCFRXF S 4L, fiek 40 3L
FETRETEET,
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ARV RFERETIVa Y

B8

25w 7 3| class[typeqos] {class-name | class-default} cassname ~DZMBEER L, R —~vF 5
[insert-befor e before-class-name] Zarv 7 4 X¥al—gy B— FEMBLEST,
i - insert-before ZFEH L CRIICHEAT 527 7 A& H57E
switch (config-pmap-gos) # class class-default L’iﬁb\ﬁ& Y N 2N Ui—=~ \\/700351{):%@:7 7 Xﬁljﬁj‘m
switch (config-pmap-c-gos) # ENnET, ARV —<=vTHOT T A LHE—HKL

TWRWRT T 4 w7 2T ~NTERT DI,
classdefault ¥ —U— F&HHA L E£9,

Ry 7 4 | police [cir] {committed-rate [data-rate] | percent Gr 2ty NET, £73V 7 L— hoEIAL L
r'rxképa;?ﬂtgﬁbglzirstt] ?ﬁrsi-ra:egi?lf-sp‘efedﬂ [be| coxy oo/ LEF, F—4 L— Fatcir LT OB

peak-bur st] peak-burst-rate [link-sp conform 207 conf T g L NEST beis s

conform-action [exceed [violatedrop set dscp dscp table E.'c E:o:grm 4 \/; ;Efﬁéﬂi?o e®}:0\

pir-markdown-map] ]} pir IRE SN TWaWEE, o XTO +7
T4y N violate T 7 v a v EFETLET, beF
7Zidviolate 5 E L= AL, 7 —% L— A</
IR T varyBnETSR, FEnAN X TS
T VINFEITSUE T, exceed pir violate 77 ¥ =
NZOWTIL,  [Exceed F 721X Violate |Z%)9 5 &~
VY —T7 7 ar) #£E lconform Tk 2R H—
Trvay| THMHALES, T—FL—brEV Y
HEICOWTIE, Ipolice 2~ ROT—H L— b
# & Tpolice 2~ RDO/N—R K A X | KTl
LET,

ATy 75 |exit RIV— <y V53R ar7 4 Xal—3g
% - EF—RZEKRTL, RV v— v ET— RZHBL
switch (config-pmap-c-gos)# exit ES R
switch (config-pmap-gos) #

AT w76 |exit RV o—=v 7 E—REKTL, Zu—rL oy
i - T4 F¥al—YaryEB— RE2RBLET,
switch (config-pmap-gos) # exit
switch (config) #

AT 77 |show policy-map [type qos] [policy-map-name] (TE) REFHLDOTXTOX AT qos DAY >—
- v ERITERLIZ A T qos DR — <
switch (config)# show policy-map TPV THRER R LET,

R 7 8 | copy running-config startup-config (B Ffrary 74 X2l —arEAX— |

1

switch (config)# copy running-config
startup-config

Ty a7 4 ¥Xal—a B EFELET,
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uoe Ky 5—ots ]

UDE R Y — DAL

ATy

ATy T2

ATvT3

ATy T4

ATy TH

HAEmA —% x> b (UDE) QoSHYU T —ZFEHL T, £ —Y xRy bAFR— FDTTOHLTHE
fEZ7may 7 £13IR L ET,

QoST v 7L — haEH L TH—FmA —xRy NEEET HITE, ROAT v 7% F{TLE
‘@40

FIE

har dwar e access-list tcam region egr-12-qos 256 =1~ > R&fH LT, 1714 ¥ 2 QoS ® TCAM (Ternary
Content Addressable Memory) UV —>a V&2 EL, VY —RX&EID Y TET,

ZDOV—=Ta DY A RE 256 T M UICEELET,

copy runstart 2~ R&EMH L CTETHOMHEK (TCAMY —Va Y OERZETe) /327 — RRE{FL
£

EEERGFTDHE, Va— FRLERTIIRFF S ET,

reload 2~ REEHALTAASL v FZ2 Y r—RL, #HLWTCAMIERLOZEF 2w H L £,
Bl -

switch(config)# hardware access-list tcam region egr-12-gqos 256

TCAM V=Y a v 2 EH Ltk BEREZADIT 2ITE. A v FeHEETOLERH Y £,
interfacetypedot/port 2~ RZ AN LT, 41— Ry b A F—T oA AOREKE— REKT LET,
i

switch (config)# interface Ethernet 1/6
switch (config-if) #

service-policy type qos output default-ndb-out-policy =~ > K&fH L C, UDE QoS%—E R R U v —% A
VHE—T oA AZEALET,

AL o FIE, A=W Fy v B —T oA A LOTRTCOHIJBEERY U LET, AL v Fix, #
ESNIENRTGA=ZEWET NF 74 v 7 Tk L, BRI DN 74 v 2 & Ry 7 LET,

Pefe SN2 QoS R Y v —lF, A —H¥Fy bAR— M EOTXTOMNBELHIRELITT 2y
JLEY, RESNIZRY VU ITNRTGA=ZITWETDH NI 74 v 7 RN EEESNES, T
NBEDNRTA=ZEXTHTXTOR I T4 v 7B Py 7ENET,

RDZRY
show policy-map typeqosdefault-ndb-out-policy =~ > REZHFH L CHRY ' —D AT —H A& Hf
WLET,

switch# show policy-map type qos default-ndb-out-policy
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Type gos policy-maps

policy-map type gos default-ndb-out-policy
class class—ndb-default
police cir 0 bps conform transmit violate drop

BriE DA v 2 —T7 2 A ZAD UDE R U o — DTSR AR LET,

switch# show policy-map interface Ethernet 1/6 output type gos

Global statistics status : enabled

Ethernetl/6

Service-policy (qgos) output: default-ndb-out-policy
SNMP Policy Index: 285213501

Class-map (gos): class-ndb-default (match-any)
Slot 1

61211339 packets 15669992128 bytes

5 minute offered rate 17721223780 bps

Aggregate forwarded :

61211339 packets 110848 bytes

police cir 0 bps

conformed 0 bytes, n/a bps action: transmit
violated 15669881280 bytes, n/a bps action: drop

AR Y —DRE

HER) P —EELHHT DL, RN T RITRA—E B DA v F—T = A AR
WA TEET, WERY S —2ERTHICF,. RS —IC4R2E0 4T, fFELA >
H—T 2 A AR =< v FIZEFDORY H— %@%LiTOVXz®m®v:J?
NTIE, ARV P—I3ARMT S EHNRY S — & BTN TOET,

GE)  HEFRY P —HEHREIX. Cisco Nexus 9508 A1 »F (NX-OS 7.0(3)F3(3) LARE) TOHYHF— k&
hi?o

GE) HEHERVY—0N, BAbaT7FH3A  AZ A ETERDBA L NN—R— NeFo( X —
T A AFEITVLAN ICHEH SNAEE ., cr L— MIRESNEZL— MO 2 EI2h 0 1,

HERV Y —Z2RET DI, ROFIEEFETLET,

1. 77 A~y 7THFERLET,

2. R v—~ov7HElLET,

3 ZITHHTAIHEEFEHLT, K v—~y I oG RY Y —25RLET,
4, = AR v—F A F—T oA AZHEHALET,
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\)

gafyy—onz [

6=

L2 LIEHY EFHA,

ARV —THELLLL— ML, VARV —Z@HA LIcA v F—7 = A 2D
AasnEd, ARV Y —THETL2LIRMADEM L — M 2B A LV F—T oA ANREET

2. switch(config)# qosshared-policer [type qos] shared-policer-name [cir ] {committed-rate [data-rate]
| percent cir-link-percent} [bc committed-burst-rate [link-speed]] [pir] {peak-rate [data-rate] |
percent cir-link-percent} [be peak-burst-rate [link-speed]] { {conform conform-action [exceed {drop
| set dscp dscp table cir-markdown-map} [violate {drop | set dscp dscp table pir-markdown-map} 1]} }

3. switch(config)# policy-map [type gos] [match-first] {gos-policy-map-name | qos-dynamic}

FIEDHE
1. switch# configureterminal
4.

[insert-befor e before-class-map-name]

5.
6. switch(config-pmap-c-qos)# exit
7. switch(config-pmap-qos)# exit
8. (ER)
9. (EE)

F g D ¥4

FIE

switch(config-pmap-qos)# class [type qos] {class-map-name | qos-dynamic | class-default}

switch(config-pmap-c-qos)# police aggr egate shared-policer-name

switch(config)# show policy-map [type qos] [policy-map-name | gos-dynamic]
switch(config)# copy running-config startup-config

ARV KRFERERETY V3 Y

=)

R w 71 | switch# configure terminal 7Ta— )L a7 4 X2 lb—3ay ®— REELG
LET,
R T 72 | switch(config)# gos shared-policer [type qos] HEHERY =2k T 50, ARV F—I2T7 7k

shared-policer-name [cir] {committed-rate [data-rate] |
per cent cir-link-percent} [bc committed-burst-rate
[link-speed]] [pir] {peak-rate [data-rate] | percent
cir-link-percent} [be peak-burst-rate [link-speed]]
{{conform conform-action [exceed {drop | set dscp dscp
table cir-markdown-map} [violate {drop | set dscp dscp
table pir-markdown-map} 1]} }

ALFET, ARY =LKL, TAT7 7y b,
INAT, FRET AR aT UFEEDDH I L
MNTEET, ARV S —LHITKRLFL/PLFRX
BIEI, K40 XLFECHETEET, drx by
FET, E£RFV 7 L—bhOEIEELTRY v
JLET, 7—% L— bR <cir 2513, conform 7
Jva URNFEITINET, bel XD pir #FRE LR
WA, D3+ _TD T 7 4 7 Tviolate 7 7
va rynNFETEINET, beE7zid violate ZHRE L
7258, 7—% L— b <pir 72 513 exceed 7 7
va rRFETIN, FNLSN L B violate T 7 V=
VRETENET,

GE)
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RysriomE |

ARV RFERETIVa Y

B8

64 /5A R D/ N WA X cir pps DA I
ENFET, ZhITED ., 64*8ppsh D bps Tz Ha
EnET,

G
cir-markdown-map 35 &2 UY pir-markdown-map ~ v ~°
I%. CiscoNexus 9508 A1 » F (NX-0S 7.0(3)F3(3))
T FR—FENTOEEA,

R 7y 7 3 | switch(config)# policy-map [type qos] [match-first] | qos-policy-map-name & W\ S L HTDAR Y v — < v 7%
{gos-policy-map-name | qos-dynamic; BT 57, ZORY o—~y AT 7E8AL, &
Vo—~v 7 T—FaillEzd, NI v—~vv
THINE, TAT RNy oA T FIET
H—=2AaAT LFEGZHHIENTEET, R —
~ oy TRNIRICF L NSCFR R S d, FR 40 X
FETRETEET,
R Ty 7 4 | switch(config-pmap-qos)# class [type qos] classmap-name ~OZMEEKR L, R v— <y~
{'class-map-name| gos-dynamic | class-default} IS5 A ALy T 4 XalL— gy F— REEBLE
[insert-before before-class-map-name] 9, insert-before Z i H L CTRIICIHIAT 527 7 2%
RELRWIRY, RN o—~v v TORRIZY T AN
BilEshET, RV v—<yTHNDI TR EBHE—
HLTWRWET T v 7 2 ~NTERT 512,
class-default ¥—7— FZH L £7,
Z 5w 7 5§ | switch(config-pmap-c-qos)# police aggregate R Y — < 7T shared-policer-name ~D & i %
shared-policer-name ek LET,
R T w 7 6 | switch(config-pmap-c-qos)# exit RV —ww 75X ary7 4 FXal—ay
F—FzkTL, RV — <y 7 E—FEMMHL
i‘a‘o

R T 77| switch(config-pmap-qos)# exit NI — =y 7 E—RETL, Ju—rL ayv
TA4FXalb—varET—RefBLET,

AT F8| (f£E) switch(config)# show policy-map [typeqos] |i%EFHDTXTDX A 7 qos DRV v—~ 7,
[policy-map-name | gos-dynamic] FITRIRLI-Z A P qos DR Y &— = FITHON

THEREZRRLET,
ATv79| ({EE) switch(config)# copy running-config FAITHORELAY— T v T a7 4 Falb—

startup-config

va IR ELET,

151
Y/ o

testl AR Y S —RELFRT L0 2R LET,
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wyvorgeowz |

switch# show gos shared-policer testl

)T ERTEDHERE

RNY T OREFMEFTT HIIE ROWTNLDIEEZITVET,

av Uk B#)
show policy-map RV — = TBIORY 2 TIZDO0NTO
HRERRLET,

(o] N -
R T DEREN
W, 1 Lb—b 207 —ORV Y —ICRY I ERETDHHIEOFZ R LET,

configure terminal
policy-map policyl
class one rate 2 color policer
police cir 256000 conform transmit violate drop

WIZ, DSCP~— 2 X #fFHLTIL—h, 2HT7—DORI =R VT ERETD
TFEOHEZRLET,

configure terminal
policy-map policy2
class one rate 2 color policer with dscp
police cir 256000 conform transmit violate drop

WIS, AR —IZR) v T aRET D HEOH 2R LET,

—~N N

configure terminal
gos shared-policer type gos udp 10mbps cir 10 mbps pir 20 mbps conform transmit exceed

set dscp dscp table cir-markdown-map violate drop
policy-map type gos udp policy

class type gos udp_gos

police aggregate udp_ 10mbps
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9.
=% =R

Xa—AVGERTDa—1) VT DERK

XAV TBIOA T2 T (127 =)

s Fa— AV ITRBILOARY Y a—U 7 ORHESME (132 =)
X a— A VTRV a— VBREDHA T A U BLOHIRIFEE (132 %—)
X a—A LT LAV a—Y O (142 _X—)

o BRERE B OMR (151 X—2)

VAT ATOXa—A LT R —0iEl (156 2—)

X a—A VT RBILORT Y a—U T OREDOMR (157 _X—)
« QoS HH Ny 7 7 OFIE (157 ~<—)

s AT I v Ry 7 HEEEH (158 X—)

*QoS X7y h Ny Ty DE=H— (158 =)

e FXa— AV ITBLORATF Y a—U T ORER (160 ~—)

N > o~ S
Fa1—AVIBIVRTDa—-)2Y
Fa— AV ITBIVAT V2= 0707 etvR L0, Fy NI—F NT T 4 w7 BEHT
BIHOBIERT L— 5T — 7 MRIES N, F—FBF y b T — 7 BETRL— X0
WD Z EPRFESNE T, ZTNEFEERT L0, ROo®7 va rTHATLI L, b
TGIA49T Fa—A T, NITTA49 T ATV a—V0 T N4y 7 vx—¥ U7 0F
BEEE, B JOMERE Y — U ANMEH S ET,

S T4 Fa—aA2Y
o749 Xa—Aar 7%, ANEHIAT =2 GOy vOREIHEE L TWET,
TNRARE, BB T T 490 ITTANONRr v b Ao v v T a5 7201285
DF¥2—%PR—-PFCTEES, 21U, Xy NT—J2@RTLHT—F 7u—%Z2FHL, /3
oy BIEFELL LB IND X OICTH7-OICEHETT,
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Fai—AVGERT a2 TOER |
B rsovozrva—uy

S DJ4wHO R5oa—1)25

NFZ T4 DRV a—) o 78id, NI 74v70—B L7 —%3%Bl4570lc,
7y NeEBEREECEMNICH T2 T, NI T AT DAV a— ) U T EEES
FRNT T4 7 VIRCEATAZIET, ITAFIVTAICEST T 7 4 v ZIZEAFT
EITH LM TEET,

DSRARYITDEE

N

GE) REINHIVATAEEDOX2—A LT VITARyTHEERTLHZLIXTEERA,

cTIHILEDEE : T 74NV F T, T_XTOFR Y NU—2 FF 7 4 v 7 ) qosgroup 0
EMEIND 12D HT AV T N—TINET, T, FFEOHERN 2L, $
TOINIT 74y I7RRICLIICHEDOND Z EZERLET,

[VRFLEEY SR (Sysem-Defined Classes) | : Zibid, SESEARZATO LT
T4 w7 DB GTEAEETAERIEREIN AT Y T, EELAFETLHIZLIITEE
h,

IR —ALIE:

EEDX 2 — TN—THRETEDLIA T Fa—Ar T R o—&ETEET,
FHNZOWTCIR, XA T X a—A 7R —DrERE (143—2) 2R LTLTE
éb\o

B4 T QoSHKRY V—%HHL THERD qos-group IZ T 7 4 v 7 ZEN ¥ THEE
I, FEIEOFHI VYTl FEDO=—XZHIZTTEDIZIND DY AT AFEFKRD
R —% SOLICHTHETILERDH Y 7,

RV =~ T LI TRy TOREDFMIONTIE, [TFYV2T7QSa~vr RI A4 A
VA =Tz A A (CLI) OfFEH (11 3—) | OFEEZZBRLTLITEE N,

kS TOqavo Vx—EVS

N7 T7 4w 2=, AT oA AXBND N T T 4y 7 DT v —Z LT,
VE—RNX—F v b AV F—T oA AOWE L —F I, BYEINEZR) o—2 85T 57
DIFEHESNDTFIETT, Zo7atRE, Xry b 7e—%2f{EL, AL—XZT5HZ L
T, T—H L — b FDOARA—FIZL o TRALEZR MRy 7 2E LET, EELRMEITIRD &
By i

[JRXFS T4y L—F (MaximumTrafficRate) | : &R — FOHAIF2a—D T 7 1 >
JL— MIHIBEHRL, TOLIVWEEZBZD 7y b2y 77 )7 LTy ME
KET/DRIZIZ F T,

c RS TAUVIRYSVTEDEE . VI T 4 v =TT, Xy MERr YT
HOTIERLS ANy 77452 T, TCP I 7 4 v 7 DA EL £,
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| Fa—av5Er7Ca—) TR
gunz [

o [FriiEHIfE (BandwidthControl) | : fEHIREZeFIEA fIM CEx £+, T 740 v o0
V== L— MIHET D LS, HEOX—F v b A F—T A ADWEFE L H
DT 747 &EHELET,

cFa1—RMDLELME (QueueLengthThresholds) : F = —EZZEMICEIT 5720, &
IfFF T o F LB (WRED) ZfiH L TS x4,

PR ER o] 5
ROFREFEHL T, T A LD NT T ¢ v 7 OFEELY THHRIZERETE 7,
*TCP £72133ETCP 7 7 ¢ » 7|2 WRED Z @M L 7,
«TCP £721FETCP FT7 7 4 w727 =/ Fuy 7zl LEd,

REEHE
TRBE BT, WOFEEZEHL T, Fa—DRLEWEZBEATCGAEOWEBELZIET5Z &
T, Xy hU—7 RTp—< U AEHEFRFLET,
« BRI 72RMEEFT (ECN)  (Explicit Congestion Notification)
* Approximate Fair Drop
« BT T & LR
RIEE B OREDOTEMIC OV TIE,  THJF 2 —TO WRED O] OHEEZZBRLTLZE
AN
BRSREVZATE X @40 (ECN)  (Explicit Congestion Notification)

Explicit Congestion Notification (ECN) (X WRED DJLIE T, ¥ F 2 —ENFFED L VW MEE
BATHE ATy e Fry 7EFIiy—F 7 LET, TiUE, —FRTr FRA M
AL, N7y Mk ZBE< T L0 ITRTDOITEE B ET,

Approximate Fair Drop

Il7 =7 Ky (AFD) &, @REBERICRFEMORBE 7o — (=L 77 F 7ur—) (T
YERT 2777 47 F=2—8#H (AQM) 7L ITY XLAT, H7e— (vURA 78r—) ([TIFE
BLEHA,

HERR N REAET D &, AFD 7V 3 U XA AL, KB 7 a—h bRy N& e v
L. V70— 0328252 PI0, BESNEF2—0EE LVMETH =2 —0O 5FHREHEE
LET,

ECNiZ, N7y b Fu v 79500 |[ZiEEREEr~—F 0 V357012, FFED T 7 4 v
7 7T ATAFD & F&ICTE £,
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. Approximate Fair Drop

Fai—AVGERT a2 TOER |

A\

GE) AFDT7AIYXAT, =L 770k 7u— ¢ L TREENZ7e— oL@ TxET,

TR Ta—|IREEINTEY, MD%D/7®%%%XTiﬁAO

AFD 1—% JnJ74 L
AFD TIZRD 3 2O —W Fua 7 7 A AR ET,
cRAyva (TTLyvT)
AFD BELXWETRAP # A ¥~ —I7 7 Ly VTR EINTWNDHoD, Fa—DERIITEN
FEREL AL, Fa—0FFE LWMEOE  ICHEFFES N E T,
cN—=Z b (FTT7H/NVE)
AFD BXOETRAP X A ~— X7 7 Ly 7 THavs AT 4 7 ThRNed, Fa—0
WERF 2 —DEE LVMEDELIZHDZ EBHERTEET,
s UL RTINR=R b (FUHNRT 4 T)

AFD # f <—& ETRAP ¥ A =32 L Y N\T 4 TIZHEINTWDEZD, L&D
N MBI EN, Fa—DEEDODEHNF 2 —DLE LVMEDJE D CHEZRSNET,

noora 7y A NI, ETrapB L NAFD ¥ A ~—% EFICR—AMEOSHDL T 7 4 v
T EITFIUIENR—=RA MEDIRN T T 4 v 7l SESERNTF T4 FaT7 7 AL
(2% U CHFRNCBROE SN BOE LE 4, REORKEZFmD D0, TnT7 7 AL T&
JE &7 ETrap period /%, hardwareqosetrap =~ > K C ETrap age-period Zi% /&9 5 Z & TFE
HEXTEET, L, AFD A v —[3EETE A,

IZ. ETrap age-period D& EH &~ L E T,

switch (config)# hardware gos etrap age-period 50 usec

WIZ, AFD 2—% a7 7 A VOEREFZRLET,

* Mesh (Aggressive with ETrap age-period : 20 psec and AFD period : 10 usec)

switch (config)# hardware gos afd profile mesh

* Burst (Default with ETrap age-period: 50 psec and AFD period: 25 psec)

switch (config)# hardware gos afd profile burst

* Ultra-burst (Conservative with ETrap age-period: 100 psec and AFD period: 50 usec)

switch (config)# hardware gos afd profile ultra-burst

ILZ27rko0—

7 1 —"T%/5 L7z/34 h4%23 Etrap byte-count-threshold TIEE Sz 31 MNgEBEZH &, 7
—FT L7y Tu—%kid, KRBT e - R EnE T,
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| Fa—av5Er7Ca—) TR
saitirs oy aemas [

To—NE|XmECL Ty 7 —THHEOIIE, RS2 A ~—HREICHERR S -
bw_threshold D /31 MEZIET2HLERH Y £3, ZNLSNOEAE, 72 —1L ETrap /> v
Va T—=7NnbHIBRENE T,

TRTCHOZVLTZ7 7 b 7a—DASL— REHEEN, AFD 703 Y XAREET L H I
Rk SN E T,
ILIZ7ob bS5y

L7787y (ETrap) 37—l LT 2L, Fry PHEOFEDOLD
7na—LDBFEL— M2 AFDIZIRELE T, Jiud, KR 7e—tEnrn—% X
B, KB 70 —0DHN AFD K v 708 L7225 L 5T 2DIE&ELHE T,

ETrap /X5 A —4
ETrap (21X, MRKFTREZR IRDNT A —FZRH Y £ .
* Byte-count

Byte-count|Z, =L 77 F 7o —ZihT o0 I ET, 7 —TZE LA
A M4 byte-count-threshold THEE SN7- A NazE#x 5L, To7r—lI=L 77>
F7mr—tRRINnET, (5744 O byte-count (£ 1 MB L FTY)

+ Age-period & & U Bandwidth-threshold

Age-period 35 £ U) Bandwidth-threshold [, =L 77 > 70 —0D7 7 7 ¢ 7EZBIT 5
ez keI S E T,

T— U 7 HIM T O EHBE S EE SNV HIIE L X WE L Y SIRWES, =T 7 v
h7a—3IET T4 T ERREN, FALT U MR, =Ty b Ta—T—7
ADLBHIBRENET, (F7 /0 FOFKRIEMILS0 ~A 7 e TT, 774/ RO
bandwidth-threshold /% 500 /XA kT3,

R

switch (config)# hardware gos etrap age-period 50 usec
switch (config)# hardware gos etrap bandwidth-threshold 500 bytes
switch (config)# hardware gos etrap byte-count 1048555

EAHFTFI U LEREE

BT T X LB, oL Ny THREHE L, VT T4 v 7T ADTA
TO7ur—T/"ry MeERNNZ Re » 7T 550 AQM 7 /L= U XL TY, AFD & [FIRFIZfE
AT LIXTEERA, ELOLLEHMIIRTTTR, HFERERDLZDTT,

WRED & AFD 0D LLER

HERE WRED AFD

TARY RBLA T TOF 4T o TOF 4T o
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Fa—AVHERYCa— )T DR |
B - rssvrsrva—u o romegs

113 WRED AFD

Ry AN ALMEEEEH | 7 X L Ny THERZE | BE7 e —0RF L — MO
B, NTT74v 7 7T7AD | ST Ry THEREHE
TRTCO7u—T_7ry bz | L, fHEINZEIEL— &
AN Fa vy 7 LET, H#gL, vYa—h 7o—IC%
BrhHzPTIT, KRBT —
MHEDNNTy haeRay 7L
E3 N

(SSEOPS IS X754V 0T | BHEMGOL Tk Ta—
0 —ZHERFT S 7201z, N LEMO~A A 7 a—% X5
T NDTTAXTIT ¢ THI LWLV NS EEMR
(CoS, DSCP/NT7 7 w7 7| L, A A 7r—RNEKkry7/
Z A, F721Z IP precedence SNV EIIZLET,

i) =&&

)

(¥) AFD & WRED #[RBFIZEAT 5 Z L1X T EH A, VAT ATHHATE DL 27217 T,

Fa—AVITBELUVRT 21— VT DRHREH
Fa—A UITBLORT Va— UV ORHESRME. RO LB TT,
«EY 27 QoS CLLIZOWTHEL TW5D,
e TFNRA AT AL LTWARENHY £3,

Fa— AT ERTDA—ILEEOHA KSA0ELD
Gl ESE S

Fa—A L ITRBLOATF V2= 7 OREICHET HIEESREL LOHKHEEIT, ko LBY
TTO

)

GE) A=)V DIERIZHOWTIE, U U —REFED [Cisco Nexus 9000 Series NX-OS Verified Scalability
Guide] #ZH L T 72 &0,

Xa1—AVIBEVRTDa—) VT DR ER— FOFIREE
« R— ~ DHIREIE
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| F2a—A25E25 01— T DR
F1—AVGERT 1 LEEDAA K4 vasusnEE [

 BHEIZIIHW A ENE T, FRELZR— A TOR— M@ dT o 7747 T
. B O T T o o ZHRRPEET DWREMDRH Y £, FBELLLYA T DR —
FAFT R TRBEZZIT ST

e NI v VAIZHENNALZ NV ET, 1 OFLIFEROBESNT=Z A T D
R— IR, FHF 2 —OEEL FERTH-OICEHA SN -T2 —A V7 RY —fF
FELRWGS, ZO0FX2—ZHTH N7 74 v 7 v B TIEINT 4=~ ZADKT
WIEAETHAREERH Y £,

« WRED (X, ALE XJ&7 73 ZADRIHE/SFAVD 40G T v 7V 7 R— hTIEHHR— b

ENnFHA, VAT ALYV TWRED BRE SN TV DA, ZOREITER S,
TT— Ay —VFERENETA, B—bF LULTWRED BARESNTWVDHE
A, TOREIFELTIN, =7 — AvE—URFRINET,

« RO HIIR
cinternal F—U— RN TW0 S show a2 RFHFR— S TWEEA,

e TNRART, VAT A LNLDFa—A T R =Y HR—KFLTWDDH,
Fa—A TRV V—ERETIHEIL, VAT LOTRCOR— MNIEBEL 2 F
¥

stypequeuing /R &—ix, VAT AETLIFATNMD VT 7 4 v 7 OEBDA > H—
T A APITICHES TE £,

T ITATIRNT T4 INBHBR—RNTI 7 777 0AETHE, RLEIZ
BIRDHATA A LOMOAR— FN2@imd 537y N7 7 47 OBRPFEELE
T, 7 —OEEEZERET H121E, T2 —HIRE2T 7 44 MED S L VARV MBI S
L, VAT AL L~ LTHEALTLIEEN,

AHD I TA~y T Fa— (SPQ) DT TAF VT 4 KT 255, QS 7 —7
3T ITAFVT 4 R L TLZSW, DIV TA vy T Fa—DT T A4
TAERET DA, TNED B REREFEZDQS I N—TDTT7AF VT 1 HBIE
LTLEEY, £, QoS V=T I3MHAICHE L TWAMERHY £, 72L& x
1. 2D SPQ 2T 58A1%. QoS Z/v—TF3 L QoS VN —TF2DF T AF
T AR T AVERNH Y FT,

FEEESNTITIN—TDHARAEZIANF2a—A TR —2HHLTREESN- Ny
TS ENTWRWESIL, Fa— LGy 7y OBRMERA S ET,

Fa—AVTERTDA—ILEEDRA v FHIKEIR

* Cisco Nexus 9300-GX2/H2R/H1 7'T v h 7 4 —h AA v FBIORT A v h— KDBFA.
T = —R—DF/PNRIEITZF 2 —H7= 1 200 Mbps T,

s J—T7 A Af 2V (LSE) ®IGAA v TF DR KF =2— EFHRIL, 64K &/ (K
13 MB) ([ZHIR S TWET,
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Fai—AVGERT a2 TOER |
B 2o xr 0 LBROHA BS54 LB L UHINEE

¢« IRD CiscoNexus ¥V —X A v FBIRTA v H—FDOFEH, HI1v =——NF¥a2—
T LI ET X 2 f/IMENL 100 Mbps T,

« Cisco Nexus 9300-FX/FX2/GX 7T v b 7 —h AA v F

* Cisco Nexus X97160YC-EX. 9700-FX 71 > i— K

Z @ queue-limit # %%, 9600-R/RX 7 A > I — KZ&$4 L7z Cisco Nexus 9500 A A v F
DANNFa2—A T R) —ZOHEHAINET,

Z @ bandwidth percent #hi%iZ. 9600-R/RX 7 1 - 71— RZ#4# L 7= Cisco Nexus 9500 A
Ay FOHNFa—A 7 R —ICOHEH S E T, bandwidth percent 2~ 7 R &
T DRENT, ANF 2 —HIRPHER SN TS Z 2l LET,

» Cisco Nexus 9300-FX LIBED L UV — X A A v FIZHONWTIE, F=2—I1ZEID Y Tondi
R IX 1% T9,

e 74— Ny 77 :CiscoNexus 9332D-H2R 7 J v b 7 #—b AA v FiE, 2=F ¥ A |
KNG4I DT 4 —T Ry T7EYR—FLET, T4—T v T77&2EHTIHLE, A
A v FNOEGFD /Ny 77 (40MB) (22 T8GB DB NNy 7 7 g5 2 LT, &
AvTFHNORED N T 7 4 v 7 ZUHETEET, T4—7T RNu77iE, §3COF2—7T
VAT ATT 74V NTHINZ R > TnWDH, EOFXFa—ThigEy U Ahiczhsd
DRy 77 HFIEFTEET, S AVFXY AN VT 749 71F, T4—T7 RNy 77
T, AR —FShTWERA,

» Cisco Nexus 9332D-H2R 77 v R 74— b AA v FIZiE, EEFBRIN T 740 v 7 HD 2o
DEERIR 33, 34 R—F2RH D FJ, ZNOHDR— ML, ROBEERE, BEDOR—
LR CHERE DN i » TV E,

* MACsec & PTP 5 L WVEKRE ORIV R — SN TWERA,

o« F o —DRBUTHIERH D=0, T4 —T RNy 773 N5DOR— FTIEYHR— &
NWTWEH A,

o ZHUOIHMERA IR AR — T,

s INLDOR—MEI, ARNT TR 747 —RE—RKTOREELET,

s INHDR— ME, V2= "—DR/NR RV — MiiEz AR — F LT EREA,
* PFC 8L Wno-drop 7 7 AL, TNHDR— M TIEHAR— S EHA,
*FCE— FNIEX, TNHDOFR—FTIEYHR—FSNERA,

Fa—A VT ERT D 1 — LR EDHEEHIEE
s hSTawH I —EVY

c "T T 4w =TT, Xy MR Fa—A T ENDE, ARNTT U RT F
T—RE—RZTA =N NI THD, Fa—A 712Ky NOBIENK
XL 2D AEEMERH Y F T,
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Fa—A VT ERTS1—1 VT DR
F1—AVGERT 1 LEEDAA K4 vasusnEE [

e NTT7 4 v T x=—E L 7L, CiscoNexus 9300 ALE 40G DR — F TlEPAR— b X
FHA, ALE40G 7 v 7V 7 R— FOFEMIZ OV TiE,  [Cisco Nexus 9000 3 U —
A AL F D ALE40G T v 7V 7 R— FOFIER] 2L T E &V,

cHNF 2 =TI 747 == T EERT 256, levenrange] =2~ N T
X 1 ~ 400000000000 DFEFHENERINET, L L, AL v TFTHR—FEINDHEK
KAF— MERIC—BT 2L 910, ZORMEEET 2LERH Y £,

X a—DITT 4T V2= RET, BULRY) —~<vTNTT I T 4
SLEHIEIIRTTE L E R A,

S VAT A Fa—A 27 Y T—id, PR b R OWIE SR A b O I
MahEd, FI74 97 v=2—EV TNV ATLADFa—A T R) —TA F—
TADEE, RNTT 4y s vx— B ZENEE- MCbEH S ET, XA R T
FIFAAELT, VAT A Fa— AT KV —ChTI T4 v) Ve—EL T %
ARXR—=TNWIZLIRNTLTEEN,

e )1V 2 —R—NH 2 — T L FTE A /IMEIL. Cisco Nexus 9300-FX/FX2/GX.
B LU X97160YC-EX, 9700-FX A~ »F T 100 Mbps T,
« FEX

« FEX #74— b
eNIF N7 4 v ZIZxt+TAHIF O ATAANS (AS) V=L Fa—g s,
eNIFNOHHIF~D 77 4 v 7 BIRHIFENOHIF~D NT 7 4 v 7 DY AT A
W () v Fa—o 7,

e HIFa— A U IHEREIT. N—R R— I L TOLERE L, FEX R— MIX LT

IIHERE L EH A,

c AA TPV R—= " TEVART LA X 2—A TR —RRESINTWBEA. FEX
T 74V R —ZERALET,

*FEX QoS VAT L LU Fa—A 7 KRY —iL, WOBREELZIFR—FLTWnEHE
Ao

« WRED
o F =2 —ffil R
s hTT 4T x-S
«EY T UHsRE
« EHEOBINEN L~ L,

« AFD

* CiscoNexus 9508 A1~ (NX-0S7.03)F3(3)) T, #fED 7 =7 Fa v 7 IHKR—
FERTWERA,
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Fai—AVGERT a2 TOER |
Fa1— AT ERTDA—IVEEDHA FT4 B L UHINEIE

+« AFD & WRED Z[RIBHZHEAT 22 LIXTEEHA, VAT ATHATE DI
PRSI

cAFD R U =N TIZV AT A QoS IZHH I TEY, 2 20—FED AFD ¥ = —A
VIRV —FEHRELTVWAESIT. AIULATA A EOR— NMIFNAEN—ED AFD
R —2@HTLIVLERDHY 7,

W2, WILATA AT—EDAFD RV > —Z2/ER L T LR WA D Y AT L =

T—OH R LET,
Ethl1/50 1a006200 1 0 40 255 196 -1 1 0 0 <<<slice
1

Ethl/51 1a006400 1 0 32 255 200 -1 0 32 56
<<<slice 0

Ethl/52 1a006600 1 0 64 255 204 -1 1 24 48
<<<slice 1

Ethl1/53 1a006800 1 0 20 255 208 -1 0 20 40

<<<slice 0

switch(config)# interface ethernet 1/50

switch (config-if)# service-policy type queuing output LM-out-40G

switch (config)# interface ethernet 1/51

switch (config-if) #service-policy type queuing output LM-out-100G

switch (config)# interface ethernet 1/52

switch (config-if)# service-policy type queuing output LM-out-100G

Unable to perform the action due to incompatibility: Module 1 returned
status "Max profiles reached for unique values of queue management parameters
(alpha, beta, max-threshold) in AFD config"

VAT A QoS IZAFD AR Y —RN T TCIZHEH SN TW WAL, B AT A4 AD
F— NZFRICAFD R Y > — & T 50, WICAT A ADKR— M2 5H AFD AR Y
R TEET,

A\

GE) #%TYUATAL QoS TAFD Fa—A 7 a2+ 5 LixTEx
NEUR

WIZ, AFD ¥ 2 —A >V IR T TIC VAT AICBREINTWVAEED VAT A =5 —
OBlZE R LET,

interface Ethernetl/50

service-policy type queuing output LM-out-40G
interface Ethernetl/51

service-policy type queuing output LM-out-40G
interface Ethernetl/52

service-policy type queuing output LM-out-100G
interface Ethernetl/53

service-policy type queuing output LM-out-100G
interface Ethernetl/54

service-policy type queuing output LM-out-100G

(config-sys-qgos)# service-policy type queuing output LM-out

Unable to perform the action due to incompatibility: Module 1 returned
status "Max profiles reached for unique values of queue management parameters
(alpha, beta, max-threshold) in AFD config"

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



Fa—A VT ERTS1—1 VT DR
F1—AVGERT 1 LEEDAA K4 vasusnEE [

fRIRDIER
W, —BHFEIEAN Y 7 7 RIEDIRRNEFF & 7T A XV T 4 7 —TDOF 2 —lRIZ OV TR
L/iﬁ‘O

« Ny T 7 BIED—KFEIE
—HHFEIE Ny 7 7 OFRGEF, ROMERF TR S ET,

A H—T 2 A AANIF2—AL T R)— FEHASNTWBEEES., TDV T AT
A=A Ny 7 7 HEENEESINTWDEHR) .

¢ VAT AANFa—A T RY — GEAIN, —RHEIEN Y T 7 RN ED T T A
WCHESHTWBIEES) &

e VAT LRy FU—=7QoSAKY — (EHINTWDIEE, £DJ T ADKR—=Z /Ry
7 rRE) .
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TIAFVT 4 IN—TDF 2 —HIRIL, IRONEF THRINET,

A E—T 2 A AANNFa—A T R)— (@A, D7 T AT queue-limit
BRPEE SN TWDEE)

e VAT LANFa—A T R v— EHA S, DY T AT queue-limit FERLDHE
EINTWDLGE)

« hardware qosing-pg-share #% & CHE S U7,

o VAT ADT 7 F /v MA,

AAFxa—gaY
ANFa—A I T L EEFHZRIOORLET,
T ITFININDUVATAIANFTFa—A L7 R —ITFEELEE A

AN Fa—t T EY L—iE, FEE SRR X Ny T R LR AT I
SHET,

» Cisco Nexus 9000 NX-OS OLIFTD Y V—R|ZX U 7 L— KT DH5E51F, T XTDOAN
Fa—oA VITRELHIRT DMLERD Y 77,

s ANFa—A L THERRIE, TIA AV T 4 Tu—HfllHN R — SN TWDET Ty T —
LATORYR—FENET,

s AJJF 2—A 71, 100G R— b EH X727 A ATIEYAR— S A,

» Cisco Nexus 9636C-R 35 LT 9636Q-R 7 > — K & Cisco Nexus 9508-FM-R 7 7 7' U v
7 &Y a2—/)L (CiscoNexus 9508 A1 v FN) X, AJjFa—A TR —FLET,
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fRtEns K&E X 77 20HT D720, N—A N ET—FDHAEHR—FLET,

A

GB) AL HEHAICHR AR — MEEEZENT 2 Z L2/ LE
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YR—rENBH))—X HYR—bENETIY k HIREIE
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HR—brEhBYU—ZR HR—FENBTSY b TH—L4
10.3(1)F LAR% Cisco Nexus 9808 >V — X A A v F
10.4(1)F LAF% Cisco Nexus 9804 >V — X A A v F

Cisco Nexus 9800 ' U — X A A v FTHHR— FZINTWAEEEZI1Z VAR — F I LTV

HEo
o Fo—A TEHNYR— N ENTHET,
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R— SR THET,

« SP, DWRR, WRED, BLUECNAYHR—hEnTWnxd, =72L, ¥=—/3—L DWRR
DOFEEITIL 5% DIZHOX RN H Y F97,

s KT === EFRYHIR YR — F &R TV E T,

A7 UNR=A N F=FY UTIFT R FINTVWERA,
e U7 L7 m—filillE Y AR — ST ER A,

« B 2 —HIRIEY R — STV ER A,

e NTFF Y AN Fa—A U THEHIVAR— SN TWEREA,

« CiscoNX-0S V U—Z 105Q3)F LI, 777U v 27 &N LTCETR_RTCDNT T 4 v 7 Zb—
T AT THEODICERECN v~ —F /Y R—hEhT0nET, Zhicky,
N9K-X9836DM-A I L INNIK-X98900CD-A 7 1 > 1 — K %A 2 7= Cisco Nexus 9800 > U —
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KOFXa—A U TBIOAF V2= v I OWKEETTEET,
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Ta— ) TEBIONNy 77 )7 LET, type queuing AR Y 2 —(E QoS 7 —7
TS, VAT AERFADEIEA N T 74 v 7 OEROA o F—T =4 A
IREATEET,
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EOWTHETEET,

* WRED #8RL : /1% = —TCTWRED ik L, /b OERKRKOAry h Fay 7L
TVMEAZRECTEET, Fa— A ADNFENPLEWVEZBZSIZONT, Rry X
NHENRTy NOFHENREL 2V ET, RALEWMEZBAS L, Fa—IZkT 5T
TONTry "R Rey 7ENET,

«AFD ¥R : AFD 1Z. H/1F¥a—A v 7 R > —RITHERTE £7°,
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ENRTEET,
s TSAF VT AR 774 AV T A EEELRWES, VAT AEEROH T T T4
FVT 4 Fa— (pq) F=—ITEAEX = — LRIERICEIEL E7,
cHNTTAFTT 4 Fa2a—TCRETEDTTAF VT 4 DOL~YLH LUV
T, RV —~vTOERLEERDES 2 —NDZ A IS LT, VAT I
EFEDTIAFTIVT 4 Fa— VT AEFHLET,
T TAFVT 4 F2—IZOWVTL, EFX=—IZH Y Y THEY OFIBIBEO %
METEXET, 774V FTIE, T AR OFISEEZIETTA A4V T 4
X o — (IS LET,

N

GE) T ITAFTVT 4 X2 —RREINTWVWBEEE. O —FHD
Fa—I, FAURY > —~ v 7 THRY OFHEIE LoVEH T
FH A,

AEHDI TA T Fa— (SPQ) DT TA AV T 4 MK
THEE. QS VIV —TF3DFTAF VT 1 ZRERT HLE
BV ET, BEOITA~y T F¥a2— (SPQ OTTFAF
VT 4 #RETHHE. 2LV L REREEDQOS 7/ /L—
TDOTITAFTVT 4 ZRERT HRERHY £, £72. QoS
TN—TI3MEICHEE L T ARERH Y £7, =& 2iF,
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B s 721 Kyus—omm

ATy T2

ATvT3

ATv74

ATy TH

ATvT6

switch# configure terminal
switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRIE, RRA0 LFORET, AT FREITRIFEMERTE . RCFL/NFRK
AlEnEd,

classtypequeuingclassname =~ > RZETLT, 7 7 A~y 7 aRI — <y FICEEMIT, fEELT
VATAITAArT 4 Xal—rar - RERBLET,

i

switch (config-pmap-que)# class type queuing c-out-g-default

switch (config-pmap-c-que) #

priority 2~ > REZFITL T, 2DV TACHYT LN T 74 v I PREREL Fa—llvy B 7 3ND
XoEELET,

i

switch (config-pmap-c-que)# priority

nopriority a~> REEITL T, ZOVTADRNT T4 v IDOLRETTALVT 4 Fa—A 7 ZHIBR
L\i‘é—(}

shape min Target-bit-rate [ kbps| mbps| gbps| mbps| pps] max Target-bit-rate [ kbps| mbps| gbps| mbps| pps]
avr REFETLT, Fa—DRRBLOR/NOY = —7 A4 XZ2EELET,

1 -

switch (config-pmap-c-que)# shape min 100 mbps max 150 mbps

bandwidth percent percentage =~ > R&FATL T, HKIZR2 A L F—T =AM ADY 7 L—FDOEIGE L
TA v E—T = A ZFBIRO RNV — b2 M ¥ 2 —128H0 B TET,

1 -

switch (config-pmap-c-que) # bandwidth percent 25

STERTTAFTVT 4 Fa—0RWEE, 7T RFIA V2 —T oA AEIEICE D Y TOENEZA— T —
CHEZITEY ET, 2L, BT IAF YT 4 Fa—NFETIHIHEEIT. TAREEIREOLE 2 &I
ZATHD £, B0 OHSEIEIL, FHREO S—% T — U TRESNTZ Y T A DO BT ISV T
HENET, & 21T, 2T IAFVT 4 F2a—0HEIED 90 S—F > FE2 5O TWARINT, H5H
7 F AT NRN— Yy NOBEMITBEEINTWDLES, £07 7 A THWIEOKDY O 10 X—k 2 FD
IO TS N— L NEZITID Z IR £,

GE)
¥ 3" class-default & class-fcoe DT 7 4/ F OEIGIEZRE A /NS < THIE. FD 7 T A8 E 2 1E 5125
NETHZ ENTEET,

no bandwidth percent percentage =~ > K& 34T L T, WRIEDIEEL Z D7 7 ANHHIBRL £,

(f£) priority level level ==~ > R 317 L C, Cisco Nexus 9000 'V — & AL v FDEEEL L%
HRELET,

1 -

switch (config-pmap-c-que)# priority level 3
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szozoEn ]

HiPH 1~ 7,

ATv 71 (EE) queuelimit queuesize [dynamic dynamicthreshold] =~ > K% 3247 L T, Cisco Nexus 9000 3V — X
AA v FOF 2 —TCHHTEX DN E BN T HIRZIEE L £,
11 -

switch (config-pmap-c-que)# queue-limit 1000 mbytes

« YRR 2 —HIIRIT, WRTDF2—ICEHEDOY A A2 EXLET,
G¥)
/AN Fa2—PA XL 50KBULETHDLLERDH D £,

cBAF 2T xa—HRIZ. 77 7 EOBENSFIHAMEER 7 ) — oI > TH 2 —
DOLEVEY A X Z2RELET,

G¥)

« Cisco Nexus 9200 > U — X A A v FIE, TAT77EICEALTYZ 7 A2 L-ULOEIF) L& VWMERE D
HEYR—FLET, 2L, 77 ANOT RN TCOR— MRRIUTNAV T 7iExF T2 L2 E
L ET,

o U U —R2104(1)F LIRE, PR iz = —HIBRO&EPHIL 0 ~ 9437184 T9~, Cisco Nexus 9332D-H2R
Iy M T —h A v FTHR—FENDHTRKLEVVEIL 256 MB T,

FRER[E] B DR
T—/L Ka v 77213 WRED OFEREZ (] L CHERERLEEAZ R E T 7, &H L OMKRE
WAOORY) v— <y P TEHTEET,

)

GE) WREDBIXOT— Fey7%2FEL7 T ANTHRET DI EIITEEEA,

HAF21—TOT—IL FOY TOEK
WA * 2 —T7 =1 Koy 7EMmT 5103, ROFMEEZFETLET

FIE

ATy Tl Jo—rL a7 4 X2 b—3 g F— KT hardwareqosg-noise percent value =~ > R&ZFEITL, 7
B ) AR NG A—=HEfELET,

51

switch# configure terminal
switch (config)# hardware gos g-noise percent 30
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ATy T2

ATvT3

ATy T4

T 74Nk 20 83—k b,

policy-map [type queuing] [match-first] [policy-map-name] =~ > KZFEITL T, A 7 Fa—A LT DR
Vw7 EREL, MELLER) Vv THORY = vy T E— FERMBLET,

i

switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY — <y THIE, K40 LFOET, N 72, FRETRIFEEHTE, KT E/DNXTFRK
BEET,

classtypequeving classname=~ > RZFAT L CHA T Fa—A T DI T A<y TEER L, R —
T IV TAXa—A T T— RERBLET,

{1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

I ITAXa—A L THIX, BIRD (VAT ENEROIA T Fa—A LT 7 TA <y 7| RIREHLTWH
i‘j‘o

queue-limit {queue-size [bytes | kbytes| mbytes] | dynamicvalue} =~ > K& H L T, Fa—H A X|THS
WTT— /L Ry 7 LEVEEZEID Y TET,

i -

switch (config-pmap-c-que)# queue-limit 1000 mbytes

SNA B, FaAL b AT FHEOF 22— ZFEE, FEHARREESELORIIG L THF2—0
LEVEY A REZEPRETE DL ICLET, BELLLEWEEZBX 537y ME, 73 AL -
TRey7ENhET,

N b R—=ZDF 22— B A ZOHNME 1~ 83886080 T,
AT IvT Fa—DY A XOHFHME : ROFBIHEENTNSHLEIIZ0~10 TT,

alpha M & | Network Forwarding Engine (NFE) |J—JR/NA VI 2P Y (LSE) ®ERA v F
HIERA Y F
E&E Fa1—-—TLORK |EE Fa—T&DJEK |ASICE

L—Fk (%) L—Fk (%)

0 1/128 ~0.8% 1/8 ~11% 0

1 1/64 ~15% 1/4 ~20% 1

2 1/32 ~ 39 1/2 ~ 33 9% 3

3 1/16 ~ 6% 3/4 ~ 42 % 5

4 18 ~11% 11/8 ~ 53% 8

5 1/4 20% 13/4 ~ 64 % 14
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| Fa—av5Er7Ca—) TR

ATy TH

ATvT6

ATy FT17

whxa—cor—L oy Iomn ]

alpha OB | Network Forwarding Engine (NFE) | J—J X/ X4 > TPy (LSE) AR A v F
FIERA v F
E& Fa1—TLOEK |EE Fa1—TLD&EK |ASICIE

L—Fk (%) L—Fk (%)

6 12 ~33% 3 ~ 75 % 16

7 1 50 % 5 ~ 83 % 18

8 2 ~ 66 % 8 ~ 89 % 21

9 4 ~ 80 % 14 ~925 27

10 8 ~ 89 % 18 ~ 959 31

T2 AAFTIv s Fa— P A XL L T6aRETDHE, alphaflilL s T, ¥4 TFTIv7 Fa—
PAXELLTTERET DL, alphafiid 1 TI,

queue-limit ZFHHE T HERCIT, LFOREZE L T ZE0,

queue-limit = (alpha/(1 + alpha)) x /3> 7 7 &5k

e X, XA T I v 7 Fa— YA X272 LT queve-limit Z3% E T D55, queue-limit O KALIL
(VA x BFFASy 7780 120 E3, 2F V. lqueuelimit=%x BF Ny 778 L7800 E£7,

GE)

FROFFIZ L o> THRRF 2 — HHEEPRE I E T, Application Spine Engine (ASE2, ASE3) X
U—7 Af v 2V (LSE) ®IEAA v FOWE, TXTHOIr —ATHRRF 2 — HHHFIT 64K £/
HR S ET,

GE)

ALE XS T N ATO LEVVEDORTEIL., VAT A LV TOHAYR—FENET, "— b L-UL TR
PR—hENEEA,

MOXa2— 7T AT EH7—/L Fay P LEVEZED Y THITIE, ATy 38L04Z2B0VIRLE
7

show policy-map [type queuing [policy-map-name | default-out-policy]] =~ > KZ& 34T L T, MEREHAD TR
TORY) =<7 TRCODEA T Fa—A LT ORI — v 7 BRLIEIA T Fa—A 7D
RV —~v7 FHEFT 74NV ENOHNIF2—A 7 K =20, FREERLET,

1 -

switch (config)# show policy-map type queuing shape queues

copy running-config startup-config =2~ > RZET L CFEfTa L 74 Fa bl —val b AX— T v 7 av
T4 X 2lb—Ta AMRGFLET,

i
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Fai—AVGERT a2 TOER |

B 52 —<owre o

switch (config)# copy running-config
startup-config

H A% 1 —TO WRED DH#ERK

ATy I

ATy T2

ATvT3

WRED % 7715 = —|Z#E 3 2 FIEIZ, RO LBV T,

FIRr

policy-map [type queuing] [match-first] [policy-map-name] =~ > R&EFITL T, A4S Fa—A T DKRY
V= w T EERL, BELERY) -~y THORY) v— vy T— FERBLET,

1 -

switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRIE, RRA0 LFORET, AT FRETRIFEMENTE . RCFLPFRK
plEnEd,

classtypequeuing classname=~ > RZFAT L CHA T Fa—A T DI T A<y TEER L, R —
T I TAXa—A T T RERKBLET,

51

switch (config-pmap-que)# class type queuing c-out-qgl
switch (config-pmap-c—-que) #

JIAXa—A U T8E, BIRD AT LAEZBDIA T F*a—Ar T 7T7A 7] RIRENLTN
i—a‘o

random-detect [minimum-threshold min-threshold {packets| bytes| kbytes| mbytes} maximum-threshold
max-threshold {packets| bytes| kbytes| mbytes} drop-probability valueweight value] [threshold {bur st-optimized

| mesh-optimized}] [ecn | non-ecn] [queuelength weight value] =~ > REZFEITLC, EESNFa—A 7
77 AT WRED Z Ak L £,

1 -
WRED ## 5%

switch (config-pmap-c-que) # random-detect
minimum-threshold 10 mbytes
maximum-threshold 20 mbytes

B -
JEECN &7 3 » & L7 WRED % /€

switch (config-pmap-c-que)# random-detect non-ecn
minimum-threshold 1000 kbytes

maximum-threshold 4000 kbytes

drop-probability 100

switch (config-pmap-c-que)# show queuing interface eth 1/1 | grep WRED
WRED Drop Pkts 0
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| Fa—av5Er7Ca—) TR

ATv74
ATvT5

HAF21—TO AFD DR .

WRED Non ECN Drop Pkts O
switch (config-pmap-c-que) #
Ny heXa—no Fay 7T 50T 2R/ EBLURKO LEXVEEZfEETEET, LI VMEIT,
Ny MR N MR, eSS ML FTIEA TS, METHRESNE T, B IUOERKO L EVWVE
IR A 72T 20BN H Y £9, #PH : 1 ~ 52428800,
oDz, R=RA b FEEEFIA Y2 b T 74 v 7 HICHEBELEINTZ LEWVVEZIEET 50 F723HARA
fRigEE (ECN) [ZEESW TRy & ey 7925 K 912 WRED 2% E C& £7, Cisco NX-OS Release
7.0(3)16(1) L% Tld, Network Forwarding Engine (NFE) 77 > h 74—, JEECN7r—0O Fa v 7L
EVVEEZRTET H72DD non-ecn 27> g EVR—FLTWET,
(6=
+ minimum-threshold 33 X Y maximum-threshold /X7 A —# [, Cisco Nexus 9300 77 v b 7 4+ — AL A A v
FTIEVFR— SN TWERA,

« U U—2Z104(1)F LAFE, WRED ¥ X OV ECN & = —Hil|[RO#iFH X 0 ~ 52428800 T, Cisco Nexus
9332D-H2R 77 v b 7 4 —Ah AA v F THHR— FZN DKL ZVMHEIT 256 MB T,

random-detect 7% policy-map THEFL SV TWAEE, T 74/ PO LEVMEE Ru v PHERITIRO X 5127

D i‘é—o

1L LW Ty b74+—ATHE, LEWVEIZOTHY, Ny 7 7 HRICERZR S ey 7R 6
SNET,

2. Wy F T —ATIE, LEWEIZE/S 100 KB, H& K 120KB T,

Fay 7RI, T X3TO7T7y h 7+ —LTAR—X Mgk & A v aigi{b TENEFN 10% & 90%
T—ELTWET,

o740 DFa2—ROEAMNTERTETDHZELTEET, F=2—KOFMAIZ0~15TT,

EE) MoFa—o 27 75 Tk 5 WRED T 51212, AT v 7 2~3 20K L%,
(f£&) congestion-control random-detect forward-nonecn % 17 L £3 a2~ Ri&, JEECN xHii b 7
74 v 7 BWRED LEVMEZNANZL, HhFa—HllRET—/L Fay FRREAETDHETHIIRTE 5 &
INZLET,

£

switch (config-pmap-c-que)# congestion-control random-detect forward-nonecn

o7 ua—sN)b 3w KX, WRED+ECN# CHEMHTHZ LB ELTEY ., FEECNXIG T 7 1 v
7 @O WRED Fr v 7&E#ETHIEEZBERLTNET,

HAH¥1—To AFD DIERK

AFD Z#H)% = —2#E T 2 PIEIZ, kO LB TT,
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. HHF2—TOD AFD DR

ATy T

ATy T2

ATvT3

Fai—AVGERT a2 TOER |

FIE

71 —N)UERLE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& FE(TL T, #
AT Fa—AITDOR) =<y TeREL, HELLER) =~y THORY) —~v 7 T— F&H
BLET,

51

switch# configure terminal
switch (config) # policy-map type queuing afd 8g-out
switch (config-pmap-que) #

RY ==y TR BRK A0 LFORT A 7o ERETHRLTFE2ENTE, KT L/AFERK
MEinEds,

classtypequeuing classnamer~ > RZFE[TLTHA TV Fa—A T DI T A<y T oMK L, RY —
YT T TAFa—A T FT— FERBLET,
{1

switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que) #

TIAFXa—ALThIF, GO VAT LAERTDIA T Fa—A 2T TRy 7] RITRIATD
F9,

MBI 2 — & FRET 5 1291 afd queue-desired <number> [bytes| kbytes | mbytes] [ecn] =~ > K& 3T L
£,
1

ECN Z{#fif L 72> AFD O E

e

switch (config) # policy-map type queuing afd 8g-out
switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que)# afd queue-desired 600 kbytes

ECN Zffi ] L 7= AFD OE
switch (config) # policy-map type queuing afd-ecn 8g-out

switch (config-pmap-que)# class type queuing c-out-8g-g3
switch (config-pmap-c-que)# afd queue-desired 150 kbytes ecn

SFE I E AR — MEEIIKT D OHEREE IR O &Y TF, queue-desired

R— MEE Fa1—0fE
10G 150 kbytes
40G 600 kbytes
100 G 1500 kbytes
GE)

s Fa—DEITE—FRRETEET,
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| Fa—av9er52a—y )0
suezown [

« JUJ—2104 (1) F LI, AFD & = —ilBROFPFHIL 0 ~ 52428800 T¥, Nexus 9332D-H2R 77 v k
T —b AL v FTYHR—FENIHEKLEVVEILZ 256 MB T1,

RDERY
AFD O EHR, WO LRI =%V AT LEFIA v F—T = A WA TEET,
« VAT A

switch (config)# system gos

switch (config-sys-qos) # service-policy type queuing output afd 8g-out

cAHF =T xR

switch (config)# int el/1
switch(config-if)# service-policy type queuing output afd 8g-out

RERTEDOENK
ROFEEEHSTAD ) LWF NN DT ER) — vy T TRETEET,

« bandwidth 3 X O bandwidthremaining =~ > R H L C, &/hOFT—% L— hEF 22—
WZEID B THHR,

epriority A~ REFEHL T, 774 v 7 D7 FZAIKHTHTXTCOT —F 52T T A4

U7 4 F2—I2E Y4 T5 5, bandwidth remaining =~ > K&Z#HL T, VD 7
T4V I HEFETITAFTVT 4 Fa—MTHETEET, 7740 b TIL FRD OF IR
VAT UZRSTCIHTTAFT I T 4 Fa—RTHEFEIIHESNET,

eshape =~ FZ2MH LT, ABLORKROT =% L—Fa2F%2—(2EH0 5 TLH A,

TRINT AR TSRS Z T, SROWTINNDOX 2 —lier R > —~< v DK T T A TH
e Fa— P A RXEF2—HIRDOFEFIHESS T—L Fa vy 7 LEVWHE, FEHCOVL T,
HAFa2—ToOT—/v Ra vy 7Ok (145 X—) 2B LTLEI0,

By FO Fu v A% d 5 WRED, sffilc WL, TH 1% = —"Td WRED @
BRE] ODHEEZB LTI,

N

(G¥)  WRED /% Cisco Nexus 9508 A2 A »F (NX-OS 7.0(3)F3(3)) Tix¥
AR—hSHFEHA,
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Fai—AVGERT a2 TOER |

B seessossEorsosmn

wEIES & UV HEIRDZREDHEK

ATy T

ATy T2

ATvT3

B/ANDA B —T = A AHIIE (%) ZF2—I28 04 TH X Hic, B2 —ofER X
VIR OFFIRIEZ R ETEET,

)

GE)  REESIESRE SN TVEEE. TIA AV T4 Fa—FHRALEY v— v 7 TF 4 & —

TNCTHHENHD 77,

H 3% 2 — OREIE Z T 21213, ROFIREZFATLET,

\}

GE)  FEX OH ) = —THE & #IRE 05k © 254 2856813, feature-set fex MNANZ 72> T

WHZ EEMERLET,

FIE

7 v — U RLE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& 34T L T, #
AT Fa—ATOR) =3y TH2REL, HELILR) = vy THOR) — vy 7 E— N
HBLET,

51

switch# configure terminal
switch (config) # policy-map type queuing shape queues
switch (config-pmap-que) #

RY =~y TRhIE, BRRA0 LFORET, AT FRETRIFEMENTE ROFLPLFRK
MEinEds,

classtypequeuing classnamer~ > REZFE[TLTCHA T Fa—A T DI T A <y T MK L, R —
v ITAFa—A 7 E— RERKLET,
{1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

TIAFa—A L THF, BIRO VAT AERBOIAT Fa—A2 T JT7A ST | RIORSATH
i‘ﬂ‘o

bandwidth {percentpercent} =~ > RZEITL T, HKICRDHA4 X —T =4 ADY 7 L— FOEIGE LT
AU =T oA AFBIROF/N L — N2 ¥ 2 —I1ZHID Y TET,

1 -

switch (config-pmap-c-que)# bandwidth percent 25

HIZRDBA L H =T 2 ADY T L— DEIGLE LTSV H—T = AR OR/N— N EH % 2 —
WZHEID M TEJ, & 0~ 100 T,
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| Fa—av5Er7Ca—) TR
wrEmos [Jj

ZOBITIE, HERERKICR DY 7 b— FOR/N25% IZEREL TWET,

R 7w 74 bandwidth remaining percent percent =~ > KZ {7 LT, &V OFFRIED S—E 7 —U 2 E| Y YT F
bdéo
11 -

switch (config-pmap-c-que)# bandwidth remaining percent 25
O OFIRIEOEIA 2 ZOF 2 —I28 0 Y4 TEJ, HPH : 0~ 100 TI,
ZOBITIE, ZOF 2 —OHIIE 2 7% D ORI D 25% IR E L TV ET,
AT9TE (TR MoFXa— 7 7 RATHEREEZEV Y TDHITIE, AT v 7 3L 4FETS ZHVIRLET,

ATFYT6 exita~v L FEFEITLT, RV — <=y Fa—F—FE2KRTL, Je—L a7 Xal— g
E— FEBBLET,

51 -

switch (config-cmap-que) # exit
switch (config) #

ATv 71 (EE) show policy-map [type queuing [policy-map-name| default-out-policy]] =~ > R & E1T L T, ALK
HDOTRTCOR) =<7 TRCDIAT Fa—A L TOR)— <7 BRLIEZZAA T Fa—
AVITDORY) =~y FET 74NV MO TIFa—A T RY =20 T, ERERFLET,

51

switch (config) # show policy-map type queuing shape queues

AT w78 copyrunning-configstartup-config 2~ > RZE T L CHEITALy 7 4 Fal—TalZAX— T v 7 av
T4 X2l —va REFELET,

51

switch (config)# copy running-config startup-config

B SEIRL DFERK

Hi)% 2 —DERIAML 245 ET 2113, ROFIEZFEITLET,

\)

GE)  FEX O = —OELIAN Z KT 25513, feature-set fex BANZ /2> T\ D Z & &l
BLET,

FIE

ATv 1 7 u—r LR — KT policy-map [type queuing] [match-first] [policy-map-name] =~ > K& 4T LT, #
AT Fa—AITOR) =<y T2REL, HELIELR) =~y T4DORY) v— vy 7 ET— N2
WBLET,
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B erEsommn

ATvT2

ATvT3

ATvT4

ATy T5

ATvT6

1 :

switch# configure terminal
switch (config) # policy-map type queuing ing pri
switch (config-pmap-que) #

KU — <o 7L, K40 LTOHFET, A T2 FREFTRITFEEATE, RXFENLTFRX
BlENET,

classtypequeving classname=~ > RZFETLTHA T XFa—A L T DI T A2y TEREL, R —
VTS I TAFa—A T T—RERBLET,

1 -

switch (config-pmap-que)# class type queuing c-in-g3
switch (config-pmap-c-que) #

U TR Fa— AU IRIE, FIRD [VAFAERD LA T Fa—AL T /TR vy 7| BRI TH
£7.

priority [ level valug] =~ > FZFTL T, ZOXFa—%2 7 I 4V T 1Fa—L LTBIRL £, +R—
FENTWETTAFY T 4 LT 1 LULE T T,

1 -

switch (config-pmap-c-que) # priority

Gx)
FEX QoS 77 A 4 VU7 4 1%, cout-q3classmap CHOHY R — h IjLET,

(f&) classtypequeuingclassname~ > REZFITLTHA T Fa—A L T DI T A<y T ERRL,
RV —<wo T IV TAFa—A 7 T—REHBLET,

&1

switch (config-pmap-c-que) # class type queuing c-in-g2
switch (config-pmap-c-que) #

JIAFa—A U THIE, AIRD (VAT LERDOIAT Fa—A 7 7T7A 3y RIREHLTHD
i‘ﬂ‘o

RO ORIBIE AR ET HIET TA LTV T 4 Fa—ZBRLET, 774/ M T, XD ORIRIEIZ A7
PMZESTIHTTAZFTV T 4 Fa2—HTHEICHEINET,

bandwidth remaining percent percent =~ > K& J4T L T, % OFIiEDO S—t o 7 — V%2 E 0 Y TF
j—o

1 -

switch (config-pmap-c-que) # bandwidth remaining percent 25
Y OFBIEDOEI G2 ZDOF 2 —IZHIV Y TET, #iPH: 0~ 100 TI,
ZOFITIE, ZOF 2 — ORIIE A FR D OFIED 25% ([TREL THET,

fEE) AT v 74~552BVIRLT, TOMDIETTA GV T 4 Fa—ICTT7AF VT 4 &EID Y TE
K
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| Fa—av5Er7Ca—) TR

ATy 717

ATvT8

k57495 vr—tvsonz |

(f£#&) show policy-map [type queuing [policy-map-name | default-out-policy]] =~ > K& %47 LT, WKW
HDTRCOR) =<7 TRCDIA T Fa— AL TOR) v— <o BRLEZAA T Fa—
AT DORY) =T FLFT TN FOHNFa—A TR —IZoNT, ERERTFLET,

£

switch (config) # show policy-map type queuing shape queues

copy running-config startup-config =~ > RZET L CFfTa 74 Xal—valBAX— T v av
T4 F¥al—va VITRIFLET,

i -

switch (config)# copy running-config startup-config

kS T4 vH o —EVYNDERE

ATy T

ATy T2

ATvT3

N7 4w ve— T EMET DL, ROTFNAIZHENET,

458 HHEIIZ
Nry DT ZABHO TRIBIOERL S WVEZREL T,

FIE

71 —N)URERE — R C policy-map [type queuing] [match-first] [policy-map-name] =~ > K& FEITL T, #
AT Fa—AITDOR) =<y TEeREL, HELLER) =~y THORY) —~v 7 E— N
MLUET,

51

switch# configure terminal

switch (config) # policy-map type queuing shape queues

switch (config-pmap-que) #

RV = vy THIE, BKA0SUFOERT, " 70 ERIETHRIFEFEHTE, RCFL/DFRX
BlEET,

e

classtypequeuing classnamer~ > RZFE[TLTHA TV Fa—A T DI T A vy TEMHRKL, RY—
VT ITAFa—A T T— RERBLET,

&1

switch (config-pmap-que)# class type queuing c-out-gl
switch (config-pmap-c-que) #

TIAFa—ALT/IF, AIRD VAT LAEFZTDIA T Fa—A 2T JIT7A Sy 7] RITRIATD
F9,

shape min value {bps| gbps| kbps| mbps| pps} max value {bps| gbps|kbps| mbps|pps} =~ K& 3T L T
HAOFz—0/ B0 AE Yy b L— &8I0 Y TEd,
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B x7ecoxai—vrv®Ryo—oEm

1 :

switch (config-pmap-c-que)# shape min 100 mbps max 150 mbps

T74/VEDOE Y b L— KNI bps TT,

ZOFITIE, L= 100 AT E Yy b (AFTEY M) BILORKLV—F150mbps IC M7 7 4 v 7 %
Vx—bEU T LTVET,

GE)

NoT7 40 = TRRERITEAEDT T Y A TIE, max shaper [EO B DR EVBLETY, =&
ZE. NI T4 v RV =T L, BB RKL— MIHIBRBT25A8. /by = —R—fE%E 012,
BRY ==~ E R RSN — MIRELET,

RNy =Nl RAEL— RRRBERFFED STV FNICOHBRET HDMLENHY £, & xIE b
774 v ZIREEL — P ERET D5 A, Hi/J\/:n_/\_ﬁ%f%?EI/_ & LUTRIEL, mANEZRAE
L—h (FRER— FPHEL— FOREKME) L0 REWVEICRELET,

ATvT4 (EE) MOFa—7 TRy 2= F 774w 7 %F0VYTHITE, AT v 7 2E3 20K LET,

ATwv 75 ({EE) show policy-map [type queuing [policy-map-name| default-out-policy]] =~ > K& 31T L T, Mk
HDFTRTORY) — vy T TRTCOIAT Fa—A L TORI— o7 BRULIEIAT Fa—
AVTORY) =~y T FLET7AN O IF2—A T HRY —IZONT, FEREERRLET,
i -

switch (config) # show policy-map type queuing shape queues

AT w76 copyrunning-configstartup-config 2~ > REZETLTCHETALr 74 Fal—va B AX— T vy 7 ar
T4 F¥al—va VITRIFLET,

1 -

switch (config)# copy running-config startup-config

SARATLTDFX2—A2T KR O—DEMA

VAT LADFa—A LT R)—F a0 —rLICHEAT AT OISR D AT FIHENET,

FIRr

ATFYT1 VAT L QoS E— RICALEZDIIZua—r)L ary 7 4 Fal— g F—RTsystemqos 2~ R&%E
TLET,
1 -

switch# configure terminal
switch (config)# system gos
switch (config-sys-gos)#
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| F2a—A25E25 01— T DR
f1—qoop&URTSa—yvroaEoRER ]

AT w72 service-policy type queuing output {policy-map-name | default-out-policy} =~ RZ3FATLTHRY > — < v
TV AT LOANTI Ty FEFHE TNy MBI LT,

1 -

switch (config-sys-qgos)# service-policy type queuing mapl

GE)
coutput ¥— U — RiZ, ZORY o— v TNA X —T oA ADEBEE» N T 7 4 v 7 A SN 5D
BN D Z R LET,

VAT AETIFNIDFa—A 2T P—ERARY —IZRETITE., Zoa<wr RO noBER A A
L9,

Fa—AVIBLVRTDa—Y) VT DEREDHER

Xa—A VT BILORF Va— ) VT OREEMRT DL, kOa<r REERLET:

avw vk EL:g]

show class-map [type queuing [ class-name]]  |REFHDT R TDY T A vy 7| TRTDH
AT Xa— AT DI TA~ T FI2X
BRI A T Xa— AL T DI TAS YT
IZOWT, FMERRLET,

show policy-map [typequeuing [policy-map-name | i E % DT X TOR Y v— < v 7 T
| default-out-policy]] DI T Ha— A TORY v—~v T %
TIIBIR LA T Fa— A TDORY —
~v 7 FRET ANV MO T a— A v
TRV —ZOoNWT, (FRERRLET,

show policy-map system VAT ADREFHOTRTORY v— < v
ZICBT i wAE FoR LE T

QoS £FH /Ny T 7 D

QoS Ny 7 7id, R—FMNFa—BIUOELFAR—RAZTLIZHR—-FLET, TRET 42—
TLEFITHIBET A2 LT, T_XTO7a—THEEEIND QoS Ny 7 7 ZHlIfHTx F1,

ZOa<wr RiE, QoS IAE Ny 7 7 ZHlET 7= H S vE T, hardware gos min-buffer
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. BALFIws Ry IrEEEE

har dwar e qos min-buffer[all |default |none] o all

TRTOFRINEN 72> TWDHED

BiE (ON) .

+ default
qos-group-0 {Zxf L CORTHIE A 21—
JZLET,

* none

F T D qos-group D FHIZT 4 E—T /L
CLET,

ZDavy R, BIEONRNy 7 7 REEERTT HT2OICHH I LE T, show hardware qos
min-buffer

BAFIVO NI 7HEZEE

NX-087.0 (3) 17 (4) LIBETIX, AT7A AWM TOXAFTI v \w 7730 (v 7y
U > Z7) 73 hardware gos dynamic-buffer-sharing =~ > R CREINE T, a~vr FDHEIZ,
AL v FEIa—RLTHEAFTIvINy Ty Vo ThEARX—T VT HLERDH Y 7,
Ny 77 AT XA FI v 7 0 7EY YT (18 T=4k T, 1 BL=416 31 1) I
KoTHEMZRD, ATA RGBS ND NN HERT L7 —bar hra—F (eCPU)
WEoTHIfl SN ET, AT Iy I Ny 77 IH T, &R T4 RZ6ED THRIFEHR N7
(10MB) »fEffiEiv, A7 A AMTHAEHIZ 12D 27 (20MB) BiEfitSivE T,

\)

GE)

BAF Iy 7Ny 77 A1, Nexus9300-FX2 77 v b7 4 —Ah AL v FTOHRYPR—bSh
£9. WNexus A v F 7T b7 —LYHR—b~ ) v27 2] 2ZRLTIIZENY,

QS /Ny NNV IT7DEZ=ZR—

Cisco Nexus 9000 &V — & T34 AL, R—FBLOFXAF I v 7FGAEY TLICHMA L
LTREILGNTZ 12MBDOAEY Ny 77350 9, KriE/ SRV A— bOHIIZIE, 41F
DA=F Y AR Fa—L4HOYLTFr AN Fa—0H0 F9, N—R NF2ITEHE T
UATIE, HEHAR—=MNIFZAFI v 7 IEAT I NOERy 77 2 EE L ET,

TEER 77DV TNEALLBIOE T AT —HZ A% R—FZLIZERTEET, LD
WELT, $R_XTOI T EZRFRENTET, FBAIT208314 FTH, FHEEELHEHAT
BEZ 2BV OIIZEI LT, ZFua— UL Ll Ny 7 7 OB A FR X FET,
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| Fa—av5Er7Ca—) TR

\)

s /iy kv rne=s— |

GCE)  ALEXIGT AAAADOEERy 77 DF=F Y 71, R—F L LTI R— RSN TWE

A,

\)

GE) ZZTHMTDHITIE. AN— & 51T Broadcom ASIC DR — kT,

WIZ, VAT ANy T RRENMMEMBI D 227 VT 5012 RLET,

switch# clear counters buffers
Max Cell Usage has been reset successfully

WIZ, FEDEY 22— LDy 7 7 RO LEWEZRET 20 2RLET,

switch (config)# hardware profile buffer info port-threshold module 1 threshold 10
Port threshold changed successfully

\)

GE) ¢ Ny 77 LEVVEMEREIZ, no-dropZ 7 AZREL TWHHE (PFC) . A— M TA 13 —7
72> TWER A,
B

* X E

ENTZLEVEDONR Yy 77 7 ME, R— DT RTCOF2—{ZBWT, £TDOR—

MIEHEN DT XTONRNYy 77T LT, SBILICTF =y 7 ERET,

T RTOEV a— ANFEFRITHEDEY 2 —LOTRTOR— MIEHAEINS, LEVED
HEEZHRETEET, 774V DO LEVHEIX, AT —/LSP-0AA v FOEAHD 90%
T, ZOREIE. A—Vxy b @FE ARwL) K= FBLONE (HG) &— bOlil
Wi S vET,

Ny 77 LEVWVEEREIL. ACIXIGT /S A2 R— FTEHR— SN EEA,

W, f v B =Tz A AN=FRU=2T v~y T 2ERTDHEZRLET,

switch# show

interface hardware-mappings

Legends:
SMod - Source Mod. 0 is N/A
Unit - Unit on which port resides. N/A for port channels
HPort - Hardware Port Number or Hardware Trunk Id:
FPort - Fabric facing port number. 255 means N/A
NPort - Front panel port number
VPort - Virtual Port Number. -1 means N/A
Name Ifindex Smod Unit HPort FPort NPort VPort
Eth2/1 12080000 4 0 13 255 0 -1
Eth2/2 12080200 4 0 14 255 1 -1
Eth2/3 12080400 4 0 15 255 2 -1
Eth2/4 12080600 4 0 16 255 3 -1
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Eth2/5 1a080800 4 0 17 255 4 -1
Eth2/6 1a080a00 4 0 18 255 5 -1
Eth2/7 1a080c00 4 0 19 255 6 -1
Eth2/8 1a080e00 4 0 20 255 7 -1
Eth2/9 1a081000 4 0 21 255 8 -1
Eth2/10 1a081200 4 0 22 255 9 -1
Eth2/11 1a081400 4 0 23 255 10 -1
Eth2/12 1a081600 4 0 24 255 11 -1
Eth2/13 1a081800 4 0 25 255 12 -1
Eth2/14 1a081a00 4 0 26 255 13 -1
Eth2/15 1a081c00 4 0 27 255 14 -1
Eth2/16 1a081e00 4 0 28 255 15 -1
Eth2/17 1a082000 4 0 29 255 16 -1
Eth2/18 1a082200 4 0 30 255 17 -1
Eth2/19 1a082400 4 0 31 255 18 -1
Eth2/20 1a082600 4 0 32 255 19 -1
Eth2/21 1a082800 4 0 33 255 20 -1
Eth2/22 1a082a00 4 0 34 255 21 -1
Eth2/23 1a082c00 4 0 35 255 22 -1
Eth2/24 1a082e00 4 0 36 255 23 -1

Xa1—AVIBIVRY D a—1) VT DEREH
IITHE, Fa—A VI BLOAF Y a—) VT OREFERLET,
~

GE) TI7HNVEIDVAT AT T A, qos-group IZHEANWTHFa—A T —HEANLET (T 74
bV R TliE, qos-group 02T XTHO T 7 4 w7 N—FH L, ZOT 74/ b F2—(F100% DH;
WHEZRGELET) o AT Fa—A 27 7 I7ABIORY O—IC@EUN—ET 5 L)1,
BT qos-group X TET H XA 7 QoS AV v —ZERK L ET,

5l - HH¥21—TO WRED DL E

Iz, H71% =—® WRED #EEA R ET HHl 2~ LET,

configure terminal
class-map type queuing match-any c-out-gl
match gos-group 1
class-map type queuing match-any c-out-g2
match gos-group 1
policy-map type queuing wred
class type queuing c-out-gl
random-detect minimum-threshold 10 bytes maximum-threshold 1000 bytes
class type queuing c-out-g2
random-detect threshold burst-optimized ecn

— ~ [o) » E |
Bl: cZ 7499 D—EVIDERE
WIZ, &7 7 A2 500mbps & 1000 mbps ZfHLCRT7 7 4 v v=— VB T ERET D0
o LET,

configure terminal
class-map type queuing match-any c-out-qgl
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match gos-group 1

class-map type queuing match-any c-out-g2
match gos-group 1

policy-map type queuing pqu

class type queuing c-out-8g-g3
bandwidth percent 20
shape min 100 mbps max 500 mbps

class type queuing c-out-8g-g2
bandwidth percent 30
shape min 200 mbps max 1000 mbps

class type queuing c-out-8g-g-default
bandwidth percent 50

class type queuing c-out-8g-gl
bandwidth percent 0

class type queuing c-out-8g-g4
bandwidth percent 0

class type queuing c-out-8g-gb
bandwidth percent 0

class type queuing c-out-8g-g6
bandwidth percent 0

class type queuing c-out-8g-g7
bandwidth percent 0

system qgos
service-policy type queuing output pqu
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v kFJ—% 00S DEEE

e Xy FT—2 QoS IZHOWVT (163 ~<—)

« % v b7 —7 QoS DHIHESM (163 ~<—)

« Network QoS DA KT A4 B IXOHIFIEHE (163 2—)

e v hT7—27 QoS KU —DRE (165 <—)

« VAT ALATOFR Yy hT—7 QoS KV —iEH (168 ~=—)
« X FU—7 QoS Dfftid (168 ~—)

v kT —%2 QoS [ZTDLVT
F FU—=27 QoS ¥ —lE, Ry hU—=IBIKDQoS Ve T 4t ZEHRLET, Xy FU—
7 QoS ARV —ZEHALT, ROZELEZRETEET,

o —HRHEIBIE : QS /N —T N AL AWWEEZME L T HNE I DERETEET, = A
U AEEIR, BRIEE A LRSS v MEEEBC PFC A =X M2 K-> TEI S
F9, drop (FRR Yy 7 TELZDEERS7 L—24) BEWnodrop (e y 7 TE720N 2
DIEEFFOT7 L—2L) ZRETEET, /2, Fay7BIO0ERe v THETIE, A—
KN¥AL T PFC 2 A 32— 7T DHENH Y £9°, PFC OFEHIIZOWTIX, 7T 44
U7 4 7ua—flloskE] OMESRL T3,

v FJ—% QoS DBRIRSEH

Fv hT—27® QoS AV —IZiX, WORMHESEMERH Y £,
¢ £ =27 QoS CLIIZ DWW TCEiE LT3,

e TR RIS A LT WD,

Network QoS D1 K54 U E L UFIFIEIE

Ay hT =7 D QoS NV L —DHA T A BILOHIKFHEIL, KDOLEBD TY,
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#v k7—2 S DEE |
B srz00 85y rEan

* PVLAN/ZPVLAN QoS% 74— F LEHA,

eshow =+ R (internal ¥—U— FffZ ) [ZHAR—FIhTWHEEA,

« X hU—7 QoS ANV I —DZEEIFHM &t 5 |IETT D, —MELITT~TOR— L
ThI774v7 Fay7BRETHAEEERH D £7°,

s Vv VRMTU ZEHCTDE, F7HL bOFy hU—2 QoS KU v—F Vv VR 7

L—L%&YR—FTEXET, v FY—7 QoS A Y ¥ —FTiX, no-drop 7 7 ADFKE S
Ne%a. MTUIEANy 77 I—E U ZIZOMERINET, *Yy RV —27 QoS AU r—
TV ¥ AR MTU ZHR— 325012, ZOMO MTU fiIZNEDH D XA,

*NX-0S Ti&, R —~vvFTLIZ22L V%L Dno-drop 7 7 A%FFAI L EH A,
*« X FU—7 QoS iZ Cisco Nexus 9508 A A v FTIIH R —F I TWHERA,

« NX-0S 7.0(3)17(4) LA Tlx, %2158 PFC 47+ 3 > @ pause pfc-cos cos-list receive=~
VREMBALT, QS 7 7AZT LRy NU—7 QoS —HHEILGHEEZ AN TE T,

DX TvarERETLE, FEDFa—A T R V— 7T AFEITF 2 —D PFC
=R 7 L— DARRDP NI £,

F v U —2 QoS KU v —I2iE. &3 6 >DIEXIFRPFC (APFC) B L OPFC 7 7 A% 4
OHZENTEET,

A

G¥)  HA—PFTAPFC &YV KR— hT 521X, FDOKR— FTPFC AL
THYLEND D £9,

« ZITIE, BAF I vy FOBRIENATT OB A BT A v & FIRFEIEIZ OV TR
Li—g—o

¢ CiscoNX-0OS U U —2Z 10.3(1)F LARE, &~ NV —7 QoS 35 & ' DPP iX Cisco Nexus 9800
Ty N7 d =LA ALy F TR SREEA,

» Cisco NX-OS U U —=% 10.4(1)F LAK%. QoS I Cisco Nexus 9332D-H2R A A » FTHHR— k

STV ET,

* Cisco NX-OS U U — & 10.4(2)F LAF&, QoS IE Cisco Nexus 93400LD-H1 A A »» FTHHR— k
SR THWET,

* Cisco NX-0OS U U — 2 10.4(3)F LI, QoS & Cisco Nexus 9364C-H1 A A v FTHHR— k&
NTWET,

FAFZIVT INTy MEMHE
AT w7 Xy MESEIENATT (DPP) 1. BEDNT 7 4 w7 7T ANOTXTOH
LW B —OfRE IOy M EBERIRMAHT L, DPPA~ v BV 7 ER TV HRER
BDRNFT 47 JFTAENLTCEEINET,
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| ®v+F7—% 00s DEE
2y k-5 s Ky v —oiE |

T —NONRT y NEBFFED LEVMEIZET 2 & BIRENAMATAET L, 7e—HNokk
DTy MIEE O 7 T ABEN L £,

\}

GE) T304y M 120 T,

o« N NOEKREL
T AU —ay AL Y (ASE2) fHGEAA v F ;256

e J—T ANRA v vy (LSE) ®GSAA v T : 1024

Jo— RHRIZERFREIND 782 —|E, DPPIZ Lo TEREIEMFITENAWEER"HY T+, 7
0 —%, RS ANHIENY. SNTZRICOBMEIRINET,

Cisco NX-OS U U — 2% 9.3(3) LI, Cisco Nexus 9300-GX 77 » b7 #—2L A A T DPP #
eEtAR—hLTWnET,

DPP X, =— 7 U N ZA~—%FEHLTTA Vv 7u—%28RLET,

\}

GE) 7740 FORBIFRILS I U BTT,

DPP #fE1X. *~ h U —7 QoS ARV v —%E T dpp set-qos-group 2~ > REMHEH L THF=—
THINLET,

\)

(GE)  DPP it = —% no-drop ¥ = —IZ9 5 Z LT TXFHA (=& 21X, pause pfe-cos & dpp D
MR UXFa—TEHENITLHZEIITETEREAL) &

R —ORGE L BEAIFKRD LB TT,

switch (config)# policy-map type network-gos dpp

switch (config-pmap-ngos)# class type network-gos c-8g-ngl
switch (config-pmap-ngos-c)# dpp set-gos-group 7

switch (config)# system gos
switch (config-sys-qos)# service-policy type network-gos dpp

age-period 3 £ O" max-num-packets DR EXRDO EF Y T,

switch(config)# hardware gos dynamic-packet-prioritization age-period 5000 usec

switch (config)# hardware gos dynamic-packet-prioritization max-num-pkts 120

v bT—2 Q@S K —DETE

INHDOFHED I DI >THERy FU—27 QoS R v —aHETE £,
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 EFRFARY —  BRICEDE CHEAERINTZAY NUY—7 QoS A Y »—%iH T
xFJ, 774V hTIL, default-ng-policy 2% € SALE T,

e A—PEBEORY — VAT AERRY —D 1 DIZHEMTE Ry hT—27 D QoS
Uy —ZfETE £,

ERFHLY ET—9 QSR —DaE—

FIEDHE
1. {prefix [} 7 1 » 7 A} qos copy policy-map type network-gos default-ng-policy prefix suffix
2. show policy-map type network-qos my_nq
FIED ¥
FIE
AU RFERET7TIV3 Y B#J
AT T 1| {prefix [ 7 4 >~ 7 A} qos copy policy-map type ERFHLLRY NI =T DQoSKRY v —& b —L,
networ k-qos default-ng-policy prefix suffix LENCY T 4 o P AFETIIT VT 4 w7 A& EBML
i - FY, TVT A v I AERFIT 4 v I ADRIT
. . E. TAT7 75Xy b AT ETET X —A
switch# gos copy policy-map type network-gos . . _ R
default-ng-policy prefix my ng = Yi%%é\y)é ZENTEFET, V9IRS TA
RS LN E 40, K 40 SCFF Tk
ETEET,
AT 72 | show policy-map type network-gos my_nq (ER) 7277 4 77Fy FT—2 QoS & A 7 DR
% - Vo— <o 7 aFRRLET,
switch# show policy-map type network-gos my ng

User-Defined *v kT —% QoS 7R ) o —MDEETE

FIRDHE

configureterminal

class-map type networ k-gos match-any class-name
match gos-group group

exit

policy-map type networ k-qos policy-map-name
classtype network-qos {class-name | class-default}
pause group

NOO A WN
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User-Defined v ~7—% QoS K > —n&E ]

=3[k 2t
FlE
AU RFEREET7TIVa Y ]3]
X w 71 | configureterminal JTa—)L a7 4 X2 lb—3ay e— REELG
fl - LET
switch# configure terminal
switch (config) #
R T w 7 2 | class-map type networ k-qos match-any class-name Xy T =2 QoSEA T DI TR~y THHREL,
5l - U IA T T REMALET. 752
A R = e o
switch(config)# class-map type network-gos network—qos biFﬂJJiOD r/?\jb‘ﬂi&@&/(7
match-any c-ng2 network-qos 7 7 A ¥ v 7 | RIREINTHET,
switch (config-cmap-ngos) #
R T 7 3| match gos-group group BET D QoS /I NV—7%fELE T, #PHIZ0~3
i - RRE
switch (config-cmap-nqgos) # match gos-group 2
AT 74| exit JIARyTE—REKTL, Fr—rLar7y
i - Xal—varE—RERBLET,
switch (config-cmap-ngos)# exit
switch (config)#
Z 7 75 | policy-map type networ k-gos policy-map-name N v— T afflLEd, R v— <y 74
il - i TT 7Ny b AT T A
. . . AATXLFEGDDIENRTEET, KV v—<v
switch(config)# policy-map type network-gos map2 R - e o .
TRNTIRICF &/ NCFDER S H, fek 40 X7 &%
TRETEET,
Z 5w 7 6 | classtype network-qos {class-name | dlass-default} | %7 o7 2 CRE LT % v U —2 QoS XA T D
Bl A~y TEBRLET,
switch (config-pmap-ngos)# class type network-gos
cl-ng2
AT 71 |pausegroup QoS 7'/ —=7"C no-drop 8 E L 7,
fi G¥)
switch (config-pmap-ngos-c) # pause 7.03)I1(1) PIHTCIE. Cisco Nexus 9300 7°7 » k
pfe-cos 2 TA—ALDFRy T —727 QoS A Y I —T no-drop
Fo—A UITREFTIR—FINTOHERA,
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VATLTORY FT—2 QS K

v bT—% QoS D%

—MiE A

VAT LDF Y FU—27 QoSHY —% 7 u— VLA LET, Fv hU—27 QoSHKY —

AT E, ST DEX2—A 7 AU —DHEBNICEASNET,
FIEDHE
1. configureterminal
2. system gos
3. service-policy type networ k-qos {policy-map-name | default-ng-policy}
FIED ¥
FI&E
AU RFERETIVa Y B#
X w 71 | configureterminal JTa—\)L a7 4 X2 lb—ay e— RERG
1 - LET
switch# configure terminal
switch (config) #
AT 72 |systemqos VAT I qos B— REBABLET,
1 -
switch (config)# system gos
switch (config-sys-qgos)#
AT 7 3 |service-policy type network-qos {policy-map-name| |KY o — < v FE T AT LOP—E A RY —L

default-ng-policy}
{1 -

switch (config-sys-qos)# service-policy type
network-gos mapl

LTHERT S &9 HRE

GE)

TT74NE Fy hT—27 QoS P —E AR v—|Z
VAFAERETICIE., Zoawy RO no R EE
HALET,

L\iﬂ—o

GE)
network-qos R > — v v TDFDOLA Y 47T
<~y FETRT, VAT Aqos LoULO FCHEAT
DHANCRET 2MERH Y £,

j&ﬁ/ kT — 67‘108‘j)ﬁ5mu

WY o T OREFHREFTRT H121E, ROWTRPDOIEEZITVET,
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v r7—5 s 0k [

avy kR

S

show class-map type networ k-qos

Xy hT =27 QoS HA T DI TA~y Thik
A~LET,

show policy-map type networ k-qos

TIT 4T IeFy hU—2 QoS ¥ A 7T DKY
Vvl EFRILET,

show policy-map system type network-qos

TIT 4TIy NIT—2 QoS XA T DI T
Ay T heRRLET,
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s 11

y2h LARJL 7 0—4%IEHDERE

s U s L T —iilil (171 <—Y)

sV LeL Tu—HIHOH A FT A LHIREE (171 <)
s UV LeUL T u—HIEIC T A (172 =)

S YU Ly T —HAORESE (173 <)

PV Ler T e —ORER (175 ~—2)

)2 L)L 7 O—&|EH

')

L

Voo Loy 7a—filffiid, VAT LAOREBENRISND £ TT — Xk EE —RHEILT 58
B EEAN T, ZIET A ANEHEREEIC/2 D, PAUSEZ L—L%2EELChT VA
ZEBELET, BET A AL, —HHEILET L —L2ZETEHE, ThUBROT—4% 71—
LD Z ERFE I LU E T, )/7v«w7mwﬁ@% X, VY FOFTRTO T
T4 7 IC#EAINET, EZESFMIIEINCRETCEET, T 74NV ERTIE V7 LL
7 v —HEILE S TT 4 =7 TT,

N)L72O—FEOHA K54 2 EFIREIER

Vo7 LoyL 7 —#lf (LLFC) 1%, ROBRTELOH A R4 LEIKEENH Y F7,
o F—U— KRN TWnHa<wy R FR— I TWEREA, show internal

« FEXHIF £ 721X FEXHIFPO A ' ¥ —7 = A4 A T® LLFC OEFE £/ 1IREIT I R—F &
NWTWER A,

s A =YKy b A 2 H—T = A AT LLFC HAER BRI L £t A, LLFC I3XHIRANIC R E
THBERD Y ET,

*LLFC Z 2T 2121, Ny 77 D—fa PHT2L6ERH Y £9, ZOTHITED
A FRE R Ny 7 7 SEEN A L E T

* Data Center Bridging Exchange 7' k =2/l (DCBX) [¥H A — F ST EHA,
« R—=RX 7 L — AORERHE IV R —FShEEA,
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yos LR 7o—4lEngE |
B .y vxn oo—simices ama

e FHE A =YXy b A FZ—T A AT, AA v FIIPEC £721L LLFC DWWk A X —
TNZTEETN, MHFARF—TMITHZLITTEERA,

A

GE¥)  PFC & LLFC DA 12— 7 VDA, LLFC BRI N FE T,

AU =T 2 A ATLLFCERET D&, AV F—T=A AR T7 Ty 7L, —KlR b7
74w JHEERDFEELET,

* no-drop QoS 7V —7 A RET HHEIE. 7 v —Hfil{#l send-on 23RE SN TNRVWAR— T
A& L7237 v R A3 no-drop QoS 7 /b —ICHFHI NN K DT T 20BN H Y £,

cHAF =D Fe v FEG X T AR H D70, no-drop 7 T A TITEANT T v
X LB (WRED) ZHNCLARNTLEE0,

*no-drop 7 7 ANNIT 7 4N DRy T 7 YA ZEAEHT D2 LA HERL 3, CLI 24
ALT ARy 77 A4 X&_ETH L, UV 7@EELE MTU VA XI2BRR<, 3TCTO
A= MIF U NNy 77 A ANREY B TENDETZDTT,

s N T T 4 IRV RITLLFCRRELAZER T H A HELES, BHLAVE, ¥R
T AD MMU 2T TIZIEET B8 v MO P SN B AT 2 WEERH Y £,

« LLFC 8 X O PFC IZ. Cisco Nexus 9300-X 7 77 K A7 —)L 7T v N T 5 —h AA vF
BLXOR500 )V —X IS5 R 22— 2T AL v FTHR—FENET,

* Cisco NX-OS U U — & 10.4(1)F LA, LLFC % Cisco Nexus C9348GC-FX3 TH AR — k S
i‘j‘o

* Cisco NX-OS U U — % 10.4Q2)F LA, LLFC % Cisco Nexus C93108TC-FX3 A A » FTH
AR—hSNTWET,

* CiscoNX-OS U U—2% 104 (1) F LA, LLFC 3 XU LLFCWD #£#E13 Cisco Nexus
C9348GC-FX3PH TH AR — FXNEH A,

)2 LA 70—HEICEET 415

A= ARAD) T LX)L 7 O—Flf

Uo7 L7 a—HENERE SN TWEGE, ESNTA VX —T oA ANT v 7IREE
DYGE, VAT AFA U H—T oA AOREE T T ATER L, 7 —HlHoOBREEZEA L E
T, MENA F—T 2 A RAZEFITEASIND &, VAT AFA X —T = A A% UPIKHE
2T LET,
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R—bDU Y LA 70—l .

R— kDY Y LAR)L 7 O—#lH

R—=F vy b AR IO, A Z =T A 2O 7 01— E TR S I E T8,
Vo7 BT 74 v 7 OEZEITONEE AL, N— FOREA X Mz, 7o —Hilf#EEk
EBN— R =TS Ed,

1y LR)L 720—4IHERENDA—N

EEFMEZEFMIPLICRETE, Xy NU—7 FOKT A RIRARZ) 7 L~
2 —ilffl (LLFC) REZFFOIENTETET, ROKRIZ, HEN B L7WT /A ADOFA.

TERZRLET,

AA4YFA A4 YFB S5ER

PAUSE 7 L — A %3%52129 % |PAUSE 7 L — A 52235 L | A1 v A T 802.3x PAUSE
L IR E & iz LLFC, I IZER T &= LLFC, 7L —AL%EEL, 802.3x

PAUSE 7 L — L ZWLRCx F
9, AA vF B, 802.3x
PAUSE 7 L — A% Z(ZDHT
xFET,

PAUSE 7 L — A% 1%5{29 % |PAUSE 7 L — A& EET D L | A1 v F A 1% 802.3x PAUSE
L OB E &z LLFC, I B E &7z LLFC, 7L —AEEFL, 802.3x
PAUSE 7 L — A ZWHRCTX £
9, AA v F Bl 802.3x
PAUSE 7 L — A% EETX F
TR, ZELTETITO
PAUSE 7L — A% Fa v/ L
F7,

)2 LX)V 7 a—HIEOKRTEHE

)y LA 2 0—FIHZEDETE

FIEDOHE

configure terminal
interface ethernet 1/1
flowcontrol receive on
exit

b=
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F IR D

FIE

yoy LR 7o—#EogE |

ARV RFERFTIaY

=)

X w 71 |configure terminal

1

Device# configure terminal

Ta—N)ary7 4 X¥al—ay E— Nk
Li‘j—‘o

R w 72 |interface ethernet 1/1
B -

Device (config) # interface ethernet 1/1

A H—T 2 A AZATEREL, £ F—TxA
AarZ4Xalb—varyET—RelBLET,

Z v 7 3 |flowcontrol receive on

1 -

Device (config-if)# flowcontrol receive on

A B—=T 2 A ATOTaTAR—X T L —LD
ZEEAR—T NI LET,

AT w74 |exit
B

Device (config-if)# exit

Ao H—TxA A a7 4 Fal—aryE—FK
T LET,

)29 LANLT O—FIEEIED

=L =

ax ;&

A E=T A AT 7 L7 u—fillilliEE ZRET DI, A F—T=2Af ATT7 10—
HlH A2 A F—T7 2L, Fv T —7 QoS ¥ A 7 ® QoS &~V 2 —%5iE L T no-drop QoS 7
N—T A F—=TWIZL, QoS XA 7D QoS HKY v —%iH L CHLERNT 7 4 v &k
L¥7, no-drop BifE% no-drop 7 7 AIZEBM L £ 7,

no-drop 7 7 A% EFRT HLAIE. F=2—A 7RV —%H LT, No-Drop QoS 7 7 AIZ
HIBIRAEI D B THNTND Z 2R T 20ERH Y £, FEMIc VWL, [ 4 7Fa2—
AVITRI)—DORE] #BRLTIZIN,

\}

GE)  no-dropQoS 7/ V—T7ERET L&A 1L, 7 7 —li#l send-on BNFRE SAL TRV — FTEAF
L72/3% > F 23 no-drop QoS Z /v — 2SN WIS IZT HHERHY £9, Zhix, 7
= —ifillfHl send-on N ESNTELT, Vo7 LXLVDOR—XT L—LEERTET, HET
NA AZEFEEEIET 2 X HICERT D HERRN D, MEBETT, LeR-sT, §3THA
VHE—T oA AT 0 —HIEERHEESN TORWGEAIE, VAT ARY =2 L TN
7 % no-drop QoS Z /L — I L 7e T 7Za W, b vz, 7 v —Hil{#l send-on 23
Mo TNWDA L H—T 2 AV HZ—T =2 AQoS K v —%2@EHTHIVNENDHY F

‘/9‘«0
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FlaD#EE
1. configure terminal
2. interfaceethernet 1/1
3. flowcontrol send on
4. exit
F g > ¥ 48
FIE
AU rERETIVa Y BH#Y
R w 71 |configure terminal Jua—)Lar7 4 Xal—ay T— &G
15“ : L/ij‘o

Device# configure terminal

R T 7 2 |interface ethernet 1/1 A B =T 2 Af AFATHEZEREL, A F—T A
1 ZaryZ 4 ¥al—aryE—REHEEBELET,

Device (config) # interface ethernet 1/1

2T 7 3 |flowcontrol send on A B —T 2 AN B— TS AR —R7
i - L—h&kETEDEIICLET,

Device (config-if)# flowcontrol transmit on

ATy 74 |exit AV HF—Tx2A A AT (X2l —T gy F—F
% - ERTL, Zu—Lar 74 FXFal— g F—
RIZEY £797,

Device (config-if)# exit

)20 LAV 7 a—#IEO R EH
Bl: Yoy LA JO—SlE0ESIEDSRE
)29 LR 720—FIHOEZEDERT

WIZ, TNRAATY 7 Loyb 7 a—HlHOEZEE2RET 50 2R LET,

« LLEC MG DA BA R 72856 . no-drop 7 7 A% ¥ AT I network-qos CTax iEd 5
EHIHV A,
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Device# configure terminal

Device (config)# interface ethernet 1/1
Device (config-if) # flowcontrol receive on
Device (config-if)# exit

LLFC O&ZAE E HEDOW T DA I TOBHAIL, VAT L%y bT—7 QoS
Tno-drop 7 7 A% ET HMENH Y £, (no-drop 7 7 A DFREIZ DOV TIL,
[No-Drop AR U > —DRE] OHIEZHRL TIEIWNY) |

Device# configure terminal

Device (config)# interface ethernet 1/1
Device (config-if)# flowcontrol receive on
Device (config-if) # flowcontrol send on
Device (config-if) # exit

LLFC X8 D A3 H 2h 72554 . no-drop 27 7 A% 3 AT I network-qos T iE T 5 44
ZRHY T, (no-drop 7 7 ADEREICOWTIL,  No-Drop R Y v — DR E )
ORI ESZR LT TZEWN) |

Device# configure terminal

Device (config)# interface ethernet 1/1
Device (config-if)# flowcontrol send on
Device (config-if)# exit
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TS5A4A) T4 20—%IEHOERK

« FTAF VT 4 Tr—flflizonT (177 ~—2)

« FTAF VT 4 T —HIEHOFHRSME (179 X—)

s TTAF VT 4 Ta—HlIHOTA R4 EHFEE (180 =—)

« CiscoNexus 9364E-SG2 > U — X AA v FDPFC DA KT A > LHIBHIE (184 2—)

c TIAFNT 4 Tu—{liEOT 7 L FRE (185 L—)

« FTAF VT 4 Tu—HlHOMR (185 <—)

cNTT 4w ITADTTAFY T 4 Tu—HllHllOA x—T 1 (186 ~—)

« NT7T7 4wV 7T ATOPFC DAL (CiscoNexus 9364E-SG2 ' J — A A A wF) (190
_—=)

LTy F Ry T TITA4F VT 7Y v F Ky 7DD
Rk (194 ~—2)

« LLFC WD 5 X OV PFC WD #% (Cisco Nexus 9364E-SG2 ' U — X A A v F) (199 ~—

V)
AN F AT RY B LA — R Ny 77 LENMEE % 2 —HIROZRE (204
R

c TTAXY T 4 T u—HEOBEOHRE (206 ~—)
T ITAFV T 4 T u—HlHOREE (206 <—)

T5A4A4Y) T4 720—FHIEIZDNT

TIAF VT 4 7a—{lil (PFC) 1L, n ALV AL —Hxy NCEHIH, Vo 78— K —
NoOT—27a—%HLET, FFEDONT 7 4 v T TFTAF VT 4, £721F Tno-drop) &
LTHRESINTZZ ZACEELTCWET, BEDI TAERIITIA4 AV T 4T, HDHFa—
LEVMEICET D &, PFCR—XT7 L —LNY 78— b F—(ZXEE&NET, PFCR—RX7
V—AIRFEDO Y 7120 0a—A Nl b OTTR, b7 7 4 v 7 DMREIRRBIC 72 - TlgiE )
HETDE, BELZLTTHAO Y 7126 LT, PFCAR—X7 L—AnER S5 Z &0
HVEET, Tk, BRIEMNEZES, FRE7 TRETDHN T 740 v 7B, X b
U — 7 BRTRERIRARBIC e D /RN S Y £7,
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T4+ T4+ 70—#lE0HEE |
B o5 1v5 7oty rvF ryTiIconT

TS5A4F) T4 20—HEO+ Yy FRFyTIZDOLT

TIAF VT 4 7a—#l#l T+~ F K F (Priority Flow Control Watchdog, PFCWD) (%, X v
FT—=2ZHNOPFC A b—2L (Fa—R% v 7iRHE) ZMH L TR T 720G S A
H=AXLTT, PFC V4 vTF Ky ZHREIZ, no-drop = —ND /X7 v NHBEE I N2 RN
WRLA Y ENTWDNE I DERHTEDL LI ITHERLET, Bl ARETLE, FL—r
SNTWRWPFC ¥ 2 —¢,~v v TF T4 0 =T =24 ADTXTORENT Y bR Fr vy
SNET,

N

(GE)  PFC 74 vF Ky ZHREIL, no-drop ¥ = —TCOAYR—hEnE7,

7244 ) T4 J8—HlHlI+YF Y ITDT—YTHE—
*PEFCxfitn¥=a— (/—FRuyFF¥a—) 2F=FX LT, BEOMR (vxrvF Ky /[
fE) (CIBFI72 5D PFC R— X7 L—A%EZE LTI, FREfELET,

s WD JHEIZRB D PFC 7 L— 2% ZE L, MIETH5F2—D N T 7 4 v 7 BREINT
BRI CE L L2 =% LEY (HE)+ BEEDOFEK) .

ey NEDU L AA=—FBB L, Fa—DIREER wait-to-shutdown IZZEFE L £,

A UH—T oA AFEREBIR LT E (X —T = AREFEDPERIIN TV DEE) |
FF VY Y MU VRS A ~—OHIREBR L& (57— 7 = A ZAREDHRERK
SNTWRWEGES) | Fa—nTyy MREICBITLERS T, 7XTOT—%37 v K
ZRey7LET,

*PFC7 L —2DF%a—%F v/ L, Vv NEUVREIBETIZY2—NO T 7 4 v 70
FIEALZ 7 L TWENE I E, AR (1002 VOR—Y 7 ZAf~—) T
HLET,
cPFC 7w FRBIEFE LBIT TCNWDEEIZ T 74 v I NFa—TAX v 7 LTWDHE
B, Fa—lZ ey REEZITI Yy P D UREEOE FI2720 97,
e X2 —MNPFCT7 L —LEZELRN2T2lZDIC N T T 4 v I NRAF v 7 LTWRNE
B, Fa—ITET=FHBREIZED £,

e "I T U IMARE I L o lmbEIZ, PFCT7 L —ARFKNTxFa—NAZ v 7 L
TWENE I DETEHICHRE L., BEEETTXY A ~—0NBLET,

<O ABETCHRE (K—V 7 2 A ~—* AEECRK) ORIZF = —72 PFC 7
L—2bzZE LSRG, ABELS A ~— (B) W TR By bEh T,

c B OBHBE THETICF 2 —NPFC 7 L—AEZE L2548, Vv F Ry
TV a—WEixa—%E L., T 7oy EHERLET,
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Configure PFC WD

Start PFC WD timer

Timer Expired

Is traffic
exiting the
queue?

No

Fixed
restore multiflier
configured?

no-drop queue Auto multiplier

Reset Stuck count |
configured?

‘ Monitor the

Keep the queue in Shut State
(until manual override)

Queue depth
is non-zero?

Interface
multiplier
configured?

Increment Restore count

No Queue count
is same (Queue Restore
is struck)?, count reached the

Use auto multiplier

. - Keep the queue in
rfé Itipl
| User interface multiplier fixed restore Shut State
multiplier?

PFC
Frames are
received?.

Move the queue to
Active State

Incoming

Increment Stuck count PFC is stopped?

Keep the queue in Shut State
Reset the restore count (Reset the restore count)

Increment Restore count

Stuck
count reached

Interface

the shutdown multiplier
multiplier configured?
threshold?

Restore
count exceeded
the multiplier

Stuck
count reached
the interface
multiplier
threshold?,

Move the queue to
Active State
(Generate Syslog)

Move the no-drop queue
to the Shutdown State
(Generate Syslog indicating Q-shut)

@
@
3
&
in

T7244 )74 20—FIEHODBHRSE
PFC |21, ROFMHRSMERH Y £7,

«EY 2T QoS CLLIZHOWTHEL TW5,
s TNARZa A LTINS,
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B 75 tus« so—smors r54 0 eRuEE

T5A4F) T4 20—HIHOHA K54 2 EFIREIER
A\

GE) AT —nLOBERIZONTIE, U U —2FFED [CiscoNexus 9000 Series NX-OS Verified Scalability
Guide] ZZM L TSV,

PFC REWRFDH A R T A v LHIFIFHITRD LBV TH,

* QoSACLIZH A LA ¥ 2 —DDSCP—E X] NEEINTNDHEE, DSCP [X] Z#FHi>
T RTO/X7 > b (IP, TCP, UDP 72 ¥) (IR AL A Fa—lvyv 7 EINET,

* CiscoNexus 9300-GX 77 v b 7 4 — L AA v FITE. WOHTA KT A4 U REHAINET,
Ny 77 EID YT, A— FOBEEREIZERR S, REICE S ET,

PFC @{EE— R34 1272 b &L 2Ny 7 7 id no-drop BIEIZEID Y ToHNET, f ¥ —
Tz A ANZ T L, PFCEIEE— RRA L DEEIC iiof%\ No-drop /N> 7 7 [3EI D
BTonNFzFIZRD ET,

o [—WHEIE NNy 77 A4 X LEVME] REOBIME, 77— 7 /VEN 100m Kl O%A 134
TaryThy, RETHLEIHY FHA,

-Aﬁ%;%4/7fj/%7/7 I—HHEIE Ny 7 7 LT T A 4V T ¢ R %[RRI
Fl ’_./:E’j‘é\_k i—(%iﬁ/l/o

=T NENI00mEBZ D55, [—FHEIE ANy 7794 XOLEVHE] REIFHSLET
HY, QS KU —RED—EE L THLETT,

i

*PFC NAR— FEZIFER— N T RNV TA RX—TMIEINDIHETH, A— b 77 271X
RKELER A,

« PFC I, 5 (Tx) BLURE Rx) OE SR TPFC %A r—7 /W LET,
s R—X T L —LDOEREHEFEMEF TR —FEINFEREA,

s ZOREIX, FED NI T 4w VJTAFa—|Ivy 7S, —FHEIERERIN
ﬁX M) =&Y R—FLEFEA, 7 TRy BT ESNETXTOT 2—E, no-drop
ELTHbNET, LY, Fa—2FKOR TV a—1 IR fThbitT, $a—07F
RTCODARN)—=ATKIIT7 4 v 7 P—FHEILLET, no-drop 7 7ADBE AL A H—E 2R
ZEHT DL, F=2—WNTno-dropZ 7 AD NT 7 4 v ZIZIRETHZ &R L £9,

°n0dr0p7§Xﬁ§8021pCOSx WZHESWTHEEN, N7 744V 7 45 (QoS 7 /v—
7)) y BED B CTEEAE, 802.1pCoS ETORNT 7 4 v 7 ZXKBT 5728 :W%77
4%)74Lx%ﬁ%bf o7 4 — )V REHERA LW D L E2HELE L E3, 720803 CoS

WZEDWTWRWGS, BV Y TN Ty FTIA4 4T 413x T, ZHUZED, KW
WMTIAFT VT A xBEIRy DTy "BRREICTITAF VT 4 xITvy B 7T HR5RE
0 ET,
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o EOFKEERAL (MTU) B A XThH, K3 DD no-drop 7 7 AW AKR— hILET,
7272 0. IROERIZE, ST, PFC-enabled 1 X% — 7 = A ADEIZHIBERH Y F97,

* no-drop 7 7 A® MTU H#A X

« 10G 3 L 140G R— F 0¥k
« system jumbomtu =~ > RZHEH LT, Y A7 ATOMTU O LREZEFHRTE E9, MTU
FPHIL, 1500 ~ 9216 /XA F T, T 74 /L ME 9216 /XA K TT,

e B—T 2 A Z QoS HKY L —IFL AT AL RY —L 0 LB SILET, PFC OESLE
DOIRAE S [F TNEFF TV E T,

s AN EHTTOTIFTIZBNT, T XTOPFCXinA v X —T7 2 A ATRILAS VH—T A
A LD QoS AU —%EHLTWDAZ L EMRLET,

A

pe3

el

PFC DR EICERARL . A v F—T 2 A A L~ YLETZIIT AT A
LUV CREER L~V RNHEF 22— 7 R —0HAE
TITHIBRZ T DRI N T 7 4 v 7 BEIET D 2 L 2 HER L F97,

e Xy NT—=2 % LTy RY—Zr ROBR ALV R —ERAZEBT 5I21E, no-drop 7
FA NI T 4w 7 77— (Tx/Rx) N LTHEA L H—T A ATPFC A X —7 VI
THZLEHLELET,

c NI T4y VPRV RIIPFCRELERTH I LR LET, ZoLolclang,
o A7 D Memory Management Unit (MMU) (ZBEIZE EN TS 37 > Rs, FHISH
HEBITHMBEINRONAREERH D 7,

e no-drop 7 7 AT 7 AN b DNy T 7 YA ZEEHT D0, F721L10G B L TV40G A
2 —7 A AF L WPno-drop 7 7 AMTU Y A XZiii LIz BB AN Fa—A L T RY —
ERETHIEE#MRELET, Ny 77 A X% CLLAZEH L THRET2HE81E, Vv
7 HEE, MTU A RIZBfRRL . T_RTOR=MIFA LAy 77 4 X03E 0 B THR
F9, 10GBLV40G A v H—T =2 A~DREILHR—R Ny 7 7 A X0 AT R—

FENEEA,
¥ —T ey FOJRKIZ/R D7D, no-drop 7 7 AT WRED % A Rr—7 /LT L7
TLEEN,

e XA F Iy m—RKRFT TR, PFC 2T H2NE Y v 7 TldA F—7 LICTE
fH¥ A, DLB %#F 4 &—7/L{Z L. port-channel load-balanceinternal rtag7 =~ > K% fifi
MALUTHERY » Z1Zx L RTAGT = — K RT3y v Tk 2—T M LET,

XA F Iy m—RKNRT 27 (DLB) ICHES Ny X, A4 H—RoT
RTONTY 7 TF 74V N TA X—T N> TWET, DLBAA R—T L DA
WY > 7 OFFEERHA L, PFC @A S5 &, no-drop N7 7 1 v 7 TIELL 2WA
BTy FEENRBRAETLIZ LNV ET, VAT L EOT 7Y r—a UNIELL 2
WIEROEME DR %2 D354, qos-group L)L TDLB &5 4 E—7 /T 52 &
T, ZOAXRY MIRRTEET, QoS A Y — ~ 7D setdlb-disable 77 > = & |
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no-drop 7 7 AIZ%F3 % set qos-group 7 7 v a Y EMH LT, DLB%T 4 —7/LZ L&
j—O

WOFITIL, qos-group 1 23no-drop 7 7 A THHZ L%, mitgL LET, setdlb-disable T
7 a & stqosgroup 7V v a L aEBINT S Z & T, 2D no-drop 7 7 AIZx L T DLB
WT 4 B—T M) £,

switch
switch

config)# policy-map pl
config-pmap-gos) # class cl

switch (config-pmap-c-gos) # set gos-group 1
switch (config-pmap-c-gos) # set dlb-disable
switch (config-pmap-c-gos) # end

switch# show policy-map pl

Type gos policy-maps

policy-map type gos pl
class cl
set gos-group 1
set dlb-disable

N

GE) D CiscoNexus 77 v b 7 —2Ah AA v FIL, set-dlb-disable =
< FEYHR—KFLTWERA,

* Cisco Nexus 9300-FX/FX2 7'F v N 7 —2 AA v F

* X97160YC-EX B XL WV -FX T A > 1 — F## D Cisco Nexus
9500 77 v b7 —Db AA v F

* VLAN % 7 ft &8 » NOBAE, 7744V T 41X VLAN % 7D 802.1p 7 4 —/L RITHE
SWTEID B THL, BB THRENETF A4 YT 1+ (qos-group) L0 HESESNE
T, DSCPEIXIP T 72 AU A MDA, VLANZ V& 7 L — A TCTIHEfTCEEH
}\/o

« IEVLAN & 7 (& 7 L—ADEE, AJI QoS KU v —I12 k- TRt E N 5 set qos-group
T aNIEONWTTTAF YT 4 NEID Y THNET, 2FIE, precedence, DSCP,
F721F access-list 72 ED QoS R Y v — T SN D —HEEMHICEKESEET, 27T AD
network-qos R U 3 —THEfE SN 5 pfe-cosfEAY. Z DA D qosgroup fEE R L TH D =
LEMERLET,

U7 Loyl 7 u—iilifl3 L OVPFC 1%, ALE (Application Leaf Engine) % % ¢ Cisco Nexus
9300 VU —X A v TFBIORTA» I—RTHFR—FENET,

*PFCon £— FiX, PFCZVAHR—F L TWAENRT—Z o Z— TV o FTHRERRH T 1
k=l (DCBXP) IV AR—F LTWRWEA MY R— T 5720ICFEHEINET,

*DCBXP (IKDT T v b7 4 —ATHHR—FSINET,
* Cisco Nexus 9300-FX2 77 v 74— 2 A A v F
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« no-drop CoS N 522N —HT 2 HEITD I, DCBXPIZ L > TPFCHOR AL T — 3 VIR
Lz Al sivEd,

enolldp tlv-select dcbxp =~ > RiZ, Ny 7YV =Ry 7 2L v FOWPOA o Z—7 = A
AT PFC NENIZ 25 KO ITHLRS TV ET,

* CiscoNX-0S U U —=% 104 (1) FLIF&., PFC #¥&HEIT Cisco Nexus C9348GC-FX3 THHR— k
SNET,

* CiscoNX-0S U U —2 104 (1) F LAF&. PFC £ X Y PECWD #4#EIT Cisco Nexus
C9348GC-FX3PH A A v FTHR— FENEH A,

« U U —Z10.5(1)F LLFE, ¥R show =t~ > R2MLIE & #1. Cisco Nexus 9300-FX3 FEX 75 &
kA ¥ —T7xAA (HIF) ®PFCIHEHRNFREIND L2 ELE,

« show interface priority-flow-control

« show interface priority-flow-control detail

*BUM K7 7 ¢ v 7, no-dropPFC ¥ = —Tix¥ AR — FEhFEthA, ~VFF¥ AN T
T4 v V% no-drop E LTV—F 7L, INLOFa—ICEFETDHI EIHETTES
AN

« J J—2 10.5Q2)F LAK&, hardware qos pfc static =< > K Cisco Nexus-9300-GX2A/GX2B
V=X AL v FTHR—=bENFET, 7272, Zoa~vr BRI s e, 71—7
7 U K AR— Tk, SOD, SPAN/ERSPAN (Tx /A C) IR — SN EHA,

« interface-multiplier % 5 &7 | priority-flow-control % F# 9% & | interface-multiplier 7%
EN BB /2D £, ZHICTK Y, PFCWD MR RIRIZEEL 5 2% [nol B
Dawy FeAEFI, A F =T oA ZFHeT 740~ (L) OREICY & b
TE X7,

« hardware profile pfc mmu buffer-reservation =t~ > F23MERL STV 554, Cisco Nexus
AA v FTHR—FEINTW WD, a~vr RBRESSNDLZEERTZTI— A vE—
URERRINET,

CiscoNexus 9800 ') —X XA Y FTODTSA4 A )T« 20—FHDHA K54 2 EHIBREE

+ Cisco NX-OS U U — 2% 10.5(1)F LA, RDMA over Converged Ethernet (RoCE) v2 7'm k=
I L HHRIEIL, Cisco Nexus N9K-C9804 35 L TUNNIK-C9808 A A F THII /2> TV E
T, ROFIRD DY £,

« 3#if5E L 72 Xon 7 L— L4738, N9K-C9800 ¥ U —RXAA v F D PFC %A v 4 —7 = A
APBEFINET, BEELV— MIFR— MNEEICL > TRARY, A— MrEiE D 0.01%
ZHELET, ZNH07 L—2A0E, show interface priority-flow-control =~ KT
1272 < . showinterfaceinterface-name =2~ > RO Rx/Tx —HE IR TEBEINET, F
7o, E7 T AL ATHEEINET,

* PFC7 L — A DEENANL 5 QoS VN — T ~D~ v BV JIXFRI L THHLERH D F
T, 7R ARy BT R— RSN TWERA,
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T4+ T4+ 70—#lE0HEE |
B ciscoNexus 9364E-562 2 U — X X4 Y F D PFC A4 K54 > EHIRBIE

o IR Ny 7 7 LEVEORERIL, *y hT—727 QoS Tlx#AR— SN THEH
o ANTFa2—A L TRY —THERTDILENDY 7,

« PFC X, MACsec XN > TS MACsee AR — F TiEHR— FEN TV ER
/Uo

¢ 2 2® no-drop ¥ = —[IVR—FEZNTWVET,

s INT XY ANNT T 4 v VIE no-dtoph T T 4 v I TRATEEFESNDE Ky
INET,

Cisco Nexus 9364E-SG2 ') — X R4/ Y FDOPFCDHA K
Z4 2 EFIREIE
A\

GE)  HARTA L EHIRIZ. 7744V T 4 7ua—iil#l (PFC) (ZB99 % CiscoNexus 9364E-SG2-Q
B L N9364E-SG2-0 AA v FICHHINE T, A7 —/LDFEMICOWTIE, U U —REFEED
['Cisco Nexus 9000 Series NX-OS Verified Scalability Guide] #Z&M L T 72 &,

* CiscoNX-08 U U —Z 10.5Q)F LAF§, 7Z A4 A4V T ¢ 7 —fliIhR—hSivET,

s LUUTOza<> KEMH LT, no-drop. drop. 3 XL O headroom allocations /3 7 7
YA RERETEET,
hardware gos pool nodrop-size nodrop-size in MB drop-size drop-size in MB
headroom-size headroom-size in MB

Ny 7 7EDVYTERETDHIET, Ny hERay X T52 7k, BEEDS
WBHEALVA NT T 4T DON—A NELET OIS AT BFHAETHD Z
L EWRLET,

N

G¥) T 74V F T, no-drop 3 L Wdrop pools X, VU Y —ADF|H %
LT DDA —NN—Y TR T, T ENET,

*PFC XOFF LEVMHEIZT 7 /L hTHEAFI v 7T, UFDa<w K& L T,
BERIDOATHF—FEFa—IZRKH LT, ~y Fb—ALbtLPa—LbF 78y gl
Ay TNLT7 7 XOFF LEVMEEZHER TE 9,

pause dynamic alpha headroom headroom-size in bytes resume-offset
resume-offset-size bytes

AAF w7 LEWVETIE, VAT LB T D%y U — 2 R RAI @)
L, BEREOEWNNT 7 4 v I PEEBORELZ TN I LET,
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| 7544054 7n—HEOHER
TSA4A ) T4 720—HEHOT I+ FRE .

A

GB) BUEDLZA FATIvI AT v 7 AT E8DIHRYAR—
SNTVET,

« 2O set-dlb-disable =~ > Nl AR —h S THEHEA

T5A4A4) T4 20—#HIEHOT 74U FERTE

RU:TIHIL D PFCERTE

NS A—4H T4+

PFC H# (Auto)

To24F) T4 70—HIEHOERK

TIT 4Ty RU—27 QoS AR Y 2 —"TiER I TV 5 CoS D no-drop BifEZE A R —T /LT
T 5T, A— FEALO PFC #3%E TX £9, PFC L, KD 3FHDE— ROWT NI
ETEET,
cauto : DCBXP IZ K-> TT RAZ A XIp, BT &xadv=— k&5 X 9T no-drop CoS
EEAX—7 NI LET, EFRrITo— 9 TlE, no-drop CoS TP PFC 784 F—
TR T, ETHEEO AR —ENRERE CTRENEAET DH L, PFCHA X —T VIR
PRVATEEMEZN B D £, (Cisco NX-0S U U — 2 7.0(3)I3(1) LAKE)
con: BT OMEREICEIR R, v —B/ R— KN TPFC A X —7LIZ LET,

soff: =—H /)L R—FTPFC 27 4 &—7 I LET,

)

(GE)  priority-flow-control override-interfacemodeoff =~ > KM+ 25 &, BIEOA v ¥ —T = A
AREBIRIRL . TRTDOA o F =T = ATPFC &/ B — T 4 E—T /LI TEE
T, ZOavYRE, NIV a—T 4 VTR T 57200 DT, HA v F—T A
ATPFC 27 4 B—7 /M5 Z &72< | PFC ZiHIZT 4 E—7 MTTEET,

FIEDEE

1. configureterminal

2. interfacetype dot/port

3. priority-flow-control mode [auto | off |on]
4. hardware gos pfc static
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F IR D

5. (E®)

FIE

IS4+ T4 J0—#@poEs |

show interface priority-flow-control

ARV RFEERETIVa Y

B8

R w 71 | configureterminal ra—x)L a7 4 ¥l — gy F— Na Bt
fi LET,
switch# configure terminal
switch (config) #
AT 72 |interfacetype slot/port FBELEA =T 2 AA A LT H—T = A
i - T FEBLET,
switch(config)# interface ethernet 2/5
switch (config-if)#
R w 7 3 |priority-flow-control mode [auto | off |on] PFC % on E— RIZRELF T,
fi
switch (config-if)# priority-flow-control mode on
AT 7 4 | hardware qgos pfc static H—/—Kny7 ¥2—T400G K— rDT A
i - L—F b7 74 v BERLET,
switch (config-if)# hardware gos pfc static
ATw 75| ({E&E) show interface priority-flow-control FTR_RTCDOA B —T = A ATPFC AT — & ANFR

1 -

switch# show interface priority-flow-control

ShET,

NS T4V DSRADTS5AA) T4 Z2O0—FH|EHOA
*—JJLiE

FIRDEE

WEDNT 74y 7 TADPFC A X —T I TEET,

configureterminal

match cos cos-value
match dscp dscp-value
exit

policy-map type qos policy-name

oaks~wN-=

class-map typeqosmatch {all | any } class-name
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7 class class-name

8. set qos-group qos-group-value
9. exit

10. exit

11.  policy-map type network-qos policy-name

12. classtype network-qos class-name
13. pausepfc-cosvalue| receive]

14. exit

15. exit

16. system qos

17.  service-palicy type network-gqos policy-name

18. exit
19. interfaceethernet 2 v ~ [ &HE

20. priority-flow-control mode { auto | on | off }
21. service-policy type qosinput policy-name

22. exit
F gD F¥H
FlE
AV RFERETI 3y B#Y
25w 1 |configureterminal Ja—)ar7 4 Xal— gy T— REth
i - LET
switch# configure terminal
switch (config) #
AT w2 |classmaptypeqosmatch {all|any } class-name NI T4 I DI TAERTARMNEAT =7 b
Bl - EERLET., 77 A~y THICE, TAT 7y
. . Mo AT FRETUE—RaATLFEEDD
switch (config)# class-map type gos cl N _ ) .
switch (config-cmap-qos) # ZEMTEET, VTR TLITRLTF L/
FORRBI S, K40 LFETRETEET,
match {all |any }: 7 7 4/ MMIKRDO L B0 TT
matchall (BEEDO—EHT 2 A7 — A2 FRFEIET
L%EE. TRT—ETDLENRDHY £7) .
A5 w73 |match coscosvalue Ny N ZDU T ATHET LHARICRET D
Bl - CoSfEZFE L E T, CoSfHIEL, 0~ 7 DFIPH TR
switch (config-cmap-qgos)# match cos 2 ETEET,
switch (config-cmap-qgos) #
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IS4+ T4 J0—#@poEs |

ARV FFEREETIVa Yy

S

AT w74 |matchdscp dscp-value Ny bEZDOV RGBT 2HAICRAET D
i - DSCPfEZRE L £7, 0— 63 DHiPH > DSCP H,
switch (config-cmap-gos)# match dscp 3 EYSELEC éﬂfb‘éﬂﬁ%jﬁﬁ‘ﬁf% 357;*0
switch (config-cmap-qos) #

ATy 75 |exit ATy T E—REKTL, Za—ULay
i - T4 X2l—var = NERBLET,
switch (config-cmap-gos)# exit
switch (config) #

ATw 76 |policy-maptypeqos policy-name NTT7 4w 2T ADEy MIEHENLRY v—
bl - Dy P ERTANNEFT V= bR LE
switch(config)# policy-map type gos pl To AU ==y THE FRAOLTORT,
switch (config-pmap-qgos) # A7 if:&i?%ﬁi?%ﬁﬁﬁf%\ j(j(?&’]‘j(

FRERENET,

ATy 1 |classclass-name U IR~y TRR) v— vy TICBEEMT, HRE
- LIV AT AT FADAY T 4 Fal— a3
switch (config-pmap-qgos) # class cl FEBia L £
switch (config-pmap-c-qgos) # G¥)

TYYvE—hENDTTATyTITIE, R v
YT BAT LRI A TRRBETT,

RTS8 |setqosgroup gos-group-value N7 40P HBZDI TRy FIIHETLIHS
R IZHRET 5 1 DEITEED qos-group AT E L
switch (config-pmap-c-qos)# set gos-group 3 FI. TN MERD Y A,
switch (config-pmap-c-qgos) #

AFy79 |exit VATAITGAAYT fFal—YarE—KE
Bl - BTL A=~y 7 = REfliaLEd,
switch (config-pmap-c-gos) # exit
switch (config-pmap-qgos) #

ATy 10 |exit R —~y T EF—FEKTL, Zrn—rUbay
i - T4 X2l —varET—RERBLET,
switch (config-pmap-qgos)# exit
switch (config) #

Z 5w 711 |policy-map type network-gos policy-name N7 4y 7T ADE Y MIEHENLRY v—

1 -

switch (config)# policy-map type network-gos

pfc-gos
switch (config-pmap-ngos) #

DYy MERTLIMMNEAT V27 FEERLE
To BV — =TI, KA LTFOHRT, N
A7, FTRIETFRCTFEFEATE, KUTFE/MX
FTRRBESNET,
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ARV FFEREETIVa Yy

E:)

A7 712 |classtypenetwork-qos class-name I IR~y TR —~ v TITBEMNT, HRE
- LIV AT LI TADAY T 4 Falb—TgrE—
switch (config-pmap-ngos) # class type network-gos fféfﬁﬁﬁﬁl/ﬂi7fo

nw-gos3 GE)

witch (config-pmap-n -c)#

ST e TYVE—RENE Y T Ay T, K v—
VT BEATER LA TRMETT,

A7 713 |pausepfc-cosvalue| receive] PFC X, £ CoS fli% —RHE LT 2 LENRH 5 H>
B - IR 7 L— A& K5 LET, PCFCOSTH
switch (config-pmap-ngos-c)# pause pfc-cos 3 DY A }‘“C:‘ﬂi‘ PFC iﬂg@@ﬁ‘ﬁ?jﬂ\’—fi ) i'é_o
giiiiZTconfig—pmap—nqos—c)# receive : ZOMEREOF—U— REMMAT L L, PRC

FAR—=X 7 —LzZf5 LB LET, PFCIE
R—=R 7L —LEEELETAL, UL TIERFR
PFC| LRI ET,

GE)
VHATITZH D EEAN, I a~vr RO
qos-group-value & —ET 2 M E R H Y £7°, pause
pfc-cos set qos-group FEEDFE 8 ™ set qos-group
av U REZRLTIZEIN,

AT 14 |exit a7 4 F¥al—varyE—REKRTL, RY—
- ~y 7 E'—FERBLET,
switch (config-pmap-ngos-c)# exit
switch (config-pmap-ngos) #

ATy F15 |exit RV —~vy T E—REKTL, Jr—Layr
i - TA4FXalb—varyET—RefBLET,
switch (config-pmap-nqgos) # exit
switch (config) #

AT w716 |systemqos VAT AT TAAYT 4 X al—varyE—RE
R BAtE L E77,
switch(config)# system gos
switch (config-sys-qos) #

R w 711 |service-palicy type network-gos policy-name VAT A LV ETIIESEEDA X —T oA AT
i - F v FU—27 QoS 4 A FTORY v—~ v 7 %M
switch (config-sys-qgos)# service-policy type LET,
network-gos pfc-qgos

ATy 718 |exit RV —=v7E—FREKTL, FJua—Layr
i - T4F¥ a2l —varEB—RERBLET,
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B 5599 952ToPrcOEMIE (Cisco Nexus I364E-562 & 1) —X R A v F)

AT RERETIVa Y

S

switch (config-sys-qos) # exit
switch (config) #

AT w719 |interfaceethernet A v k[ &5 BRLI-Av Yy MBIy —VFFHOA —H
i - Iy AV E—T oA AFREEANTILET,
switch (config)# interface ethernet 1/1
switch (config-if)#

25w 720 |priority-flow-control mode { auto| on | off } U H =T 2 A ADTTAHY T 4 70—l
Bl - Ji—%AFX—7MILET,
switch(config-if)# priority-flow-control mode on
switch (config-if)#

AT w21 |service-policy typeqosinput policy-name LARTIZRRE S 4172 CoS F721% DSCP fEIZ—E T %
Bl - 2Ny RRE LW QoS Z—F I EEN D L9

oy AV H—T A R BNLET,

switch (config-if)# service-policy type gos input]
pl

Ry T 22 |exit A=V Ry b A FZ =Tz AFT—FEKT L.
- Ja—m)ar7 4 ¥al—ay E®— etk

switch (config-if)# exit
switch (config) #

LEY,

kS 2J49w9 25X TOHPFCDOEXIE (Cisco Nexus
9364E-SG2 ') — X XA v F)

BEDRNT T 4T 75 ADPFC A4 X —T M TEFET,

FIRDOEE

configureterminal

match cos cos-value

match dscp dscp-value

exit

policy-map type qos policy-name
class class-name

set gqos-group qos-group-value
exit

exit

©ENDGOHWN

o Y
N = O

class type networ k-qos class-name

classsmap typeqosmatch { all | any } class-name

policy-map type network-gos policy-name
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13.  exit
14. exit
15. system qos

16. service-policy type network-gos policy-name

17. exit

18. interfaceethernet 21 v [ HE

19. priority-flow-control mode { auto| on | off }
20. service-policy typeqosinput policy-name

21. exit
F gD F%H
FIR
AU RFEREETIYaY B#Y

ZFwF1 |configureterminal Ja—sL Ay 7 4 ¥alb—ar E— FE R
i - LET
switch# configure terminal
switch (config) #

2w F2 |classmap typeqosmatch {all |any } class-name NS T 4 I DI T AEFETAENTEFT S R
Bl - R LET, 77 Ay AR, TAT 7y

. . fo AT, FRET UV E—AaTLTEEDD
switch (config)# class-map type gos cl . _ , .
switch (config-cmap-qgos) # ZENTEET, 7F7RA T4 IIRCF &N

FRRBI S, K40 LFETRETEET,
match {all |any }: 7 7 4 /L MIRDO LB TT
matchall (D82 AT — b AL FBFET
LHEEIE. TR T—HTH2LERHY ET) .

RFw 73 |match coscosvalue Nry e ZDr T AT HBEICRET D
B - CoSfEZFEEL £ T, CoSTHHIZ., 0~ 7 DR T
switch (config-cmap-gos) # match cos 2 EET% ij«o
switch (config-cmap-gos) #

AT 74 |match dscp dscp-value Ny NeZ Dy T AR THLAICRET D
i - DSCPEZ 5 E L £ 3. 0— 63 O#ill> DSCP i,
switch (config-cmap-gos)# match dscp 3 EZEFY AR éhfl]\é{ﬁ%ﬁi(j& ij_o
switch (config-cmap-qgos) #

ATy S5 |exit JIARy T E—REKTL, ZFr—rUL ay
451 - TA4FX 2l — gy FT— RERBLET,
switch (config-cmap-gos)# exit
switch (config) #
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ARV FFEREETIVa Yy

S

AT w76 |policy-maptypeqos policy-name NFGT74v 7 7T ADE Y MIERSNLRY v—
o Dy b EETARIHEAT V= b EfER L E
switch (config)# policy-map type gos pl T K=~ 7(7%11\ K 40 j(%@’ﬂ_i%\ 7N
switch (config-pmap-qgos) # A7y, FRIETHRIFEMATE, KXFLE/IXL

FRREET,

AT w1 |classclassname I IA Ny TERRY v~y FICBHEAHT, BE
i - LIV AT A TADaLY T 4 Fal— g F—
switch (config-pmap-gos)# class cl ]\%E‘ﬁﬁé biﬁ—o
switch (config-pmap-c-gos) # GE)

TYT—RNENDHTTA Sy TITIE, R —
v BEATERULA T NVETT,

ATw 78 |setqosgroup qos-group-value NG 7490 %ZDITA~y TICHET LA
B - WA T2 1 DFEITHEELD qos-group HZFXE L
switch (config-pmap-c-qgos) # set gos-group 3 T TT7AN MERD Y EE A
switch (config-pmap-c—-gos) #

ATy 79 |exit VAT AT TAAYT 4 X al—varE—RE
Bl KTL, K v— <7 e FERHLET,
switch (config-pmap-c-gos) # exit
switch (config-pmap-qos) #

AT v 710 |exit RV —<=v7E—FREKTL, Fua—Lay
B - T4 X 2lb—vary T RNERBLET,
switch (config-pmap-gos) # exit
switch (config) #

A5 711 |policy-map type network-gos policy-name NTT4v 7 7 T7ADEy MIEASNLRY v—
bl - Dy P ERTANNEFT V2 b E R LE
switch (config) # policy-map type network-gos To RY = vy THE BRALFORT, N
pfc-gos A7, ifl&i?%ﬁi?%ﬁiﬁﬁfg\ KILF L/
switch (config-pmap-nqgos) # ?753‘ E%[Jéﬂij—o

R T w F12 |classtype network-qos class-name TRy TR v— <y FIZEEMNT, fBE
- LIV AT AT FADAY T 4 Fal— 3
switch (config-pmap-ngos)# class type network-gos ]\;Esﬁﬁébij—"

nw-qos3 GE)
wi ig- - -c) #
srreh{controTpnapTadosTe) TYvI— NSRBI T Ay AL, K —
vy AL T ERUSA T RLETT,

ATwv 13 |exit a7 4 X2l —varyE—REKRTL, R —

R ~v 7 E— NERBLET,
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ARV FFEREETIVa Yy

E:)

switch (config-pmap-ngos-c)# exit
switch (config-pmap-ngos) #

ATy 14 |exit RV —~<=v 7 E—KREKTL, Ja—Lay
il - T4 Xalb—var T NERBLET,
switch (config-pmap-ngos)# exit
switch (config) #

AT w715 |systemqos VAT A TAAYT fFal—varyE—KRE
Bl Bk L 27,
switch (config)# system gos
switch (config-sys—-qgos) #

AT w716 |service-palicy type network-gos policy-name VAT A LULEF B EDA VX —T =4 AT
Bl - X FU—2 QoS ZA TDRY — ~ v T hHH
switch (config-sys—-qgos)# service-policy type L/EEjfo
network-gos pfc-gos

ATy 17 |exit RV —~v7FE—FRZKTL, Ja—Lar
i - TA4FXalb—varET— R LET,
switch (config-sys-qgos) # exit
switch (config) #

AT 718 |interfaceethernet 2z~ bk /&5 BRLTA Yy FBROVYy—FZHOA—V
Bl - Fv R AV E—T 2 AREEAN LET,
switch (config)# interface ethernet 1/1
switch (config-if)#

25w 719 |priority-flow-control mode { auto| on | off } LB =T 2 A ADTTAHY T 4 70—l
R Ji—%AX—7 M LET,
switch(config-if)# priority-flow-control mode on
switch (config-if)#

ATy J20 |service-policy typegosinput policy-name LIRIZRRE S 4172 CoS F721% DSCP fEIZ—E ¥ %
Bl - 27y RNIE LW QoS ZV—FITEEND L O

W2, A Z =T A AT BIMLES,
switch (config-if)# service-policy type gos input
pl

ATy TN |exit A =B Ry b A F =T A FT—REKT L,

i - Jua—)ary7 4 ¥al— 3 ET— K&tk

switch(config-if)# exit
switch (config) #

L\iﬁ—o
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. Do LRLIA—HlY 4 v F FvTETSAF T4 70—FEI+vF Ey T ODER

oo LRLO—FEOAYF R TETSA4F4) T4
J0—&EHOA Yy F Ry T DODER

Vo7 beb 7ua—ili#ly 4 vF Ky 7 (LLECWD) (X, 77 4 /v kT a— L uic
o TWET, /X —T7 2 ALETPFCBLUPFCWDINRESNDE, AV H—T = A A
= LLFCWD 28 BEIIZ A R —T 272 ) £9°, LLFC 233 E S 4L TV 720 PFC/PFCWD #%
EA B —T x4 ATLLFC N7y b END &, LLFC V4 v F Ry 7R MU H—Eih
3

PFCWD @3 L O'PFCWD 4 CLI =2~ > K& H L C. LLFCWD gk L O A2FHE L
£, ZOFEEZLEHL T, LLFC YV 4+ v F Ky ZRE L | no-drop F = —DE LI T 5 3%

e

)

gﬁ/\dg L/iﬁ‘o

GE)

N

AN ey 7, B/ X%V AR— M CTPFC U vTF Ky Ku v 7 X7y sOREHERZ %
HELUF4,

GE) Cisco Nexus 9300-FX/FX2 77 » R 7 —Lh AA v F, BILOXITI60YC-EX £721% -FX 7 A
¥ J1— R%Af 2 7= Cisco Nexus 9500 7°7 > b 7 4 — b AA v FOEE, IROWTILNOFHE
EFEITLT, Fa—0Nv ¥y MU AT —MIBTLET,

A B =T 2 A AREPEL SN T D5E, ROGFHEMNMEA SN ET,
priority-flow-control watch-dog interval value * priority-flow-control watch-dog
inter nal-interface-multiplier multiplier
A E =T oA AFRENRES N TORWGEIE, ROVICUA Yy TF Ry 7 vy y TR
BRI ET,
priority-flow-control watch-doginterval value * priority-flow-contr ol watch-dog shutdown-multiplier
multiplier

1R AR

Vo7 by 7a—ililly v F By ZHRBERET D0, KOREBFEL TSV,

s U7 LyL 7u—{il#l Y 4 v T Ky ZiE, RO Cisco Nexus 9000 >V — X 75 v k

T4+ = AL v FBIOTA» H— RTYR—-FESnE7,
* N9K-X97160YC-EX
* N9K-C93180YC-FX3S
* N9K-C93108TC-FX3P
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Do LRLIA—HlY 4y F FvTETSAF T4 70RO+ vF Ey T ODER .

*PFCIIA L H—T 2 A ATAX—TNICTHVLENHY £, PFCWDIX, /¥ —7 =
ARATTa— NI EDNCTALERHY FF, LLFCZR LA v X —T7 = A RTHEL
RNTL &N,

A

GE) PFCUAvTF RyZix, a~r REHEHLT, Fa—»0 [R¥y

7] LTWbHI EERT syslog A vbE—VE2EEFELET
(priority-flow-control watch-dog-interval on disable-action) , Z

DA~y RPPFCA v 4 —T = A ATHRH S NESHA, Fa2—
Ty v MU ERT, ROV ITsyslog A vE—VBERK S
£9, LLFCU 4 > F Ry ZHRERAEZT, Vo7 L\ rop7n—
Bl s b3 X =T 2 A ATEZFEIND E, PFC U+ v F
K 7@ disable-action =~ > RBHENI/2 > TWDHEATH,
Fa—lIFLoNET,

« BENE L L FEEEICE 0 ITRE LRV T IZE N,

o f U H—T A AT LLEC WA > T\WAE4E ., LLFC WD IZEMNZ/2 D £97,

FIEDHE
1. configureterminal
2. priority-flow-control auto-restore multiplier value
3. priority-flow-control fixed-restore multiplier value
4, priority-flow-control watch-dog-interval {on | off}
5. priority-flow-control watch-dog interval value
6. priority-flow-control watch-dog shutdown-multiplier multiplier
7 (&) priority-flow-control watch-dog inter nal-inter face-multiplier multiplier
8. (f£#&) show queuing pfc-queue [interface interface-list] [module module] [detail]
9. (f£&) show queuing lifc-queue [interface interface-list] [module module] [detail]
10. (&) clear queuing pfc-queue [interface] [ethernetlii] [intf-name]
1. (L&) clear queuing llIfc-queue [interface interface-list] [module modul€]
12. ({E&) priority-flow-control recover interface [ethernetlii] [intf-name] [qos-group <0-7>]
FIED
FIE
ARV KRERETIVaY B#
XFw 71 |configureterminal rTa— ) a7 4 X2 lb—3ay EB— NEELG
il L&
switch# configure terminal
switch (config) #

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



IS4+ T4 J0—#@poEs |

. Do LRLIA—HlY 4 v F FvTETSAF T4 70—FEI+vF Ey T ODER

ARV FFEREETIVa Yy

S

XF w2 |priority-flow-control auto-restore multiplier value | B#EECEKOMEEER LET, Zhit. /EIN
7= PFC WD MHl@RsfH 23 U CRtR Sk ¥, &P
10~ 100 T,
GE)
HENMECREUT 0 ICRRE L RN TLEE N,
LLFC 7 4 v K v 7 no-drop ¥ = — R EL D
L. Fa—DOREEZELHTHVAT L v 7
Avt—Y 2 MUMERSNET, RIT, Ay
?_V@{yd%fﬁ—“ Lij—o
Error Message TAHUSD-SLOT#-2-
TAHUSD SYSLOG_LLFCWD QUEUE RESTORED : [chars]
Description : NO DROP Queue Restored due to LLFC
WatchDog timer expiring message
ZMa~ RiE, LLFCWD & PFCWD i J7 15
MEET,

R w73 |priority-flow-control fixed-restore multiplier value |prC EEETTEROEEZHZTELET,

R w74 |priority-flow-control watch-dog-interval {on | off} FTRCOA LV H—T=2A ADPFC U4 vF K

51

switch (config)# priority-flow-control
watch-dog-interval on

fifgz 7 a— Ui 2—7 V£ T =T
WCLET, Zoavwr RiE, Ze— LBl 0 v~
H—T 2 ATRETDILENHY 7,

Ja— NV TRESNZa~y ROROBEZSR L
TLIEE,

switch (config)# priority-flow-control
watch-dog-interval on

A H—T 2 A ATHREINTZa~ ROWRDH %
ZHRLTLZE,

switch (config)# interface ethernet 7/5
switch (config-if)# priority-flow-control
watch-dog-interval on

GE)

S H =Tz AT 4 Fal—grF—FK
TIDRLavy REHEHLT, FFEDA ¥ —
72 A ADPFC U+ vTF Ky 7RlREA X—T v
FRIET 4 =T MCTEET,

Zp =< RiX, LLECWD & PFCWD O 7123
Aanxdt,
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Do LRLIA—HlY 4y F FvTETSAF T4 70RO+ vF Ey T ODER .

ARV FFEREETIVa Yy

E:)

FEDY vy MU R ffoA v =T = A

ATRESNT-A~ 2 FORDOFEZZMLTIZS

VN (Cisco NX-OS U U — 2 7.0(3)I7(4) LAK%) .

switch (config)# int el/36

switch (config-if)# priority-flow-control

watch-dog-interval on interface-multiplier 10
GE)

interface-multiplier DEDO&FH X 1 — 10 T,

RFw 75 |priority-flow-control watch-dog interval value ORERNE NN 25 TDABTRTOF 2 —B L
. e kDU v F Ry SRINERIEE LE T, H5E
switch(config)# priority-flow-control watch-dog T"é( %)il}(i 100 ~ 1000 < U %}‘T'ﬂ—o

interval 200 (/I)
Z M=o~ RiE, LLFCWD & PFCWD i 7125
M E7d.

RFw 76 |priority-flow-control watch-dog shutdown-multiplier |PFC % = —% 2 ¥ v 7 L v v hE T T L HR—
multiplier Vo IROREE LTEST 54 IV V&REL
i - F9, &PHIZ1— 10T, F 74/ MEIX 1 TT,
switch (config)# priority-flow-control watch-dog| (3F)

shutdown-multiplier 5 PEC %1_75\;}& “/7 L Lfﬁééj’bé L . PFC
F o —DOREEFLFRT 5 syslog =2 I U 23ERK
ET, (CiscoNX-0S VU U —2A 7.003)I7(4) LAK:
DY Y—2)

ATvT1 (&) priority-flow-control watch-dog HiGig™ f v % —7 = A AOPFC U vTF Ky 7/
internal-inter face-multiplier multiplier A=V T RIREEEZRELET, B EMAIT0
Bl - ~10T, F7 40 MEZ2 T, 523 (0) OHEA
switch (config)# priority-flow-control watch-dog Li‘ HiGigTM /r :/& -7 I/r ADZ @*éﬂ%ﬁ'éﬁ!? A

internal-interface-multiplier 5 TB—T IR iﬁ‘o
GE)
ZPawy RiE, EoR A4 v FIZOAG M S ivE
TO
ATvT8 (f£&) show queuing pfc-queue [interface PFCWD #taHiEsHa &R LE T,

interface-list] [module module] [detail]

1 -

switch (config)# sh queuing pfc-queue interface
ethernet 1/1 detail
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. Do LRLIA—HlY 4 v F FvTETSAF T4 70—FEI+vF Ey T ODER

IS4+ T4 J0—#@poEs |

aAv U RFERET7TIVaY B#)
ATFv79 (f£&) show queuing lIfc-queue [interface LLFCWD #atE# e £ R LET, Z DO FIEDHKHE
interface-list] [module module] [detail] IZhHAH I ESBR LT N,
1
switch (config)# show queuing llfc-queue interface
ethernet 1/1 detail
ATy 710 | (f£&) clear queuing pfc-queue [interface] BREEAMPFCWD #iattEda 7 V7 LET,
[ethernet]ii] [intf-name]
i -
switch (config)# clear queuing pfc-queue interface
ethernet 1/1
ATy 71 | ({EE) dear queuing llfc-queue [interface LLFCWD ¥ = —DO#iEHE#®REZ 7 V 7 LET,
interface-list] [module modul€]
151 -
switch (config)# clear queuing llfc-queue
interface ethernet 1/1
ATv 712 | ((£E) priority-flow-control recover interface A B —T oA A FETHIELET,

[ethernet]ii] [intf-name] [qos-group <0-7>]
i -

switch# priority-flow-control recover interface
ethernet 1/1 gos-group 3

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)

il

CiscoNX-0S U U — Z 7.0(3)I6(1) LAKE. Cisco Nexus 930033 L T89500 7T & k7 o — A
AL FTIE, FEMA T arEFERALT HAORe y 7E2EFEBICAND ZENTE

5

| QOS GROUP 1 [Active] PFC [YES] PFC-COS [1]

e ettt ittt +

| | Stats |

e ettt ittt +
Shutdown | 0l
Restored| 0l

|

|

| Total pkts drained|
| Total pkts dropped]
| Total pkts drained + dropped|
| Aggregate pkts dropped]
| Total Ingress pkts dropped|
| Aggregate Ingress pkts dropped|

0l
0| ===>>>>>Ingress
0|===>>>>Ingress

LFOFITIE, A=Y %y M1/ A ¥ —7 = A A ® show queuingllfc-queue = < >

ROFEME 2R LET,

switch# show queuing llfc-queue interface 1/1 detail

slot 1
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LLFC WD & & U PFC WD # 5% (Cisco Nexus 9364E-SG2 > ') —X X A v F) .

Fom +
Global watch-dog interval [Enabled]

Fom +
Fom +

Global LLFC watchdog configuration details

LLFC watchdog poll interval : 100 ms
LLFC watchdog auto-restore multiplier : 10

LLFC watchdog fixed-restore multiplier : 0
o +
o +
Ethernetl/1 Interface LLFC watchdog: [Enabled]
o +
o +
| QOS GROUP 6 [Active] LLFC [YES] LLFC-COS [6]
o +
| | Stats |
o +
| Shutdown | 1]
| Restored| 1]
| Total pkts drained| 554 |
| Total pkts dropped| 56093783 |
| Total pkts drained + dropped| 56094337
| Aggregate pkts dropped| 56094337
| Total Ingress pkts dropped| 0|
| Aggregate Ingress pkts dropped| 0|
o +

LLFC WD & & U PFC WD #&5k (Cisco Nexus 9364E-SG2 </
) —X XA v F)

Voo v~y 7a—#lily v F Ky 27 (LLECWD) 1%, T 7 4/ T a— VAT
o TWET, /X —T7 2 ALETPFCBLUPFCWDNRESNDE, AV H—T = A A
@ LLFCWD 28 HEWJIZ A 2 —7 272 0 £9°, LLFC i E 4TV 72\ PEC/PFCWD %
EA L H—T A ATLLFC N7y RS s &, LLFC V4 v F Ry 7N KU H—&i
3

PFCWD @3 K TONPFCWD 4 CLI =2~ > R&fEH L C. LLFCWD [#lgk L O A2HT L
EF9, ZOFEEZEH LT, LLFC YV 4+ vF Ky ZRkE L | no-drop ¥ = —DETIZEH T 5 3%
BAaEBRTELET,

)

GE)  AJTRvvlE, BIEAARXIVEAR—=FTPFC U4 v F Ry 7 Fa v 73 ry FOHEHBERE1E
B FE9,
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. LLFC WD & & U PFC WD # 5% (Cisco Nexus 9364E-SG2 > ') —X R A v F)

FIEOHE

\)

IS4+ T4 J0—#@poEs |

6=

Cisco Nexus 9300-FX/FX2 7T v b 7 —Ah AA v F, BLUVX97160YC-EX £721F -FX 7 A
v 71— R %1 272 Cisco Nexus 9500 77 v k7 +—2 AL v T OHA, IROWT IO FHE
EETLT, Fa—0BT ¥y MU AT —MIBITLET,

A B =T 2 A AFEPRERL SN T D5E, ROGHFREMMEHSET,
priority-flow-control watch-dog interval value * priority-flow-control watch-dog
internal-interface-multiplier multiplier

A Z =T 2 A ARBPRESNTORWEEIE, RDVICTryTF Ry 7 vy y b DR
B SN ET,

priority-flow-control watch-doginterval value * priority-flow-control watch-dog shutdown-multiplier
multiplier

1R BHHIIZ
Vo7 by 7ua—iilli#ll g+ v F Ry ZHRERET DH1IC, ROBREEBE LTI TEEN,

A

*PFCIIA L H—T 2 A ATA X—TNCTHVLENHY £7, PFCWDIX, A X —7 =

ARATTa— VI EDNCTALERHY FF, LLFC ZR LA v X —T7 = A RTHEL
RNTL SN,

GE)

PFC U+ vTF Ry ZlE, a~v> FEHEHALT, F=2—2» [X¥y
7] LTWbHI EERT syslog A v E—V%EELET

(priority-flow-control watch-dog-interval on disable-action) , Z
Da<y RWPFCA v H—7 = A4 ATHRHENTHE, Fa—
T vy M EnT, bV ITsyslog A v E—I BRI I
£9, LLFCU 4 > F Ry ZHRERAEZT, Vo7 L ro7n—
Ty IR 2 —T 2 A ATZFEINDE, PFCUF v F
K 7' ® disable-action =~ > RBNFHZ2> TODEHE TS,
Fa—lIFLoNET,

BENE T L BERITCE 0 IZRE LRV T IZE N,

o U H—T A AT LLEC WA > T\ ABE4E ., LLFC WD IZEMNZR D £97,

oaprwbdA

configureterminal

priority-flow-control auto-restore multiplier value
priority-flow-control fixed-restore multiplier value
priority-flow-control watch-dog-interval {on | off}
priority-flow-control watch-dog interval value
priority-flow-control watch-dog shutdown-multiplier multiplier
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LLFC WD & & U PFC WD # 5% (Cisco Nexus 9364E-SG2 > ') —X X A v F) .

7. ({£E) show queuing llIfc-queue [interface interface-list] [module module] [detail]
8. (&) dear queuing pfc-queue[interface] [ethernetlii] [intf-name]
9. ({LE) priority-flow-control recover interface [ethernetlii] [intf-name] [qos-group <0-7>]
FED
FIE
ARV RFERETI Va3 Y B
A7y 71| configureterminal Jua— L ar 7 4 Fal—a - ek
15“ : ]\/i‘g_o

switch# configure terminal
switch (config) #

Z v 7 2 | priority-flow-control auto-restore multiplier value HENE TIREDME AR LET, Zud,. RESIN
72 PFC WD [HF@Ief 2 3 U CRHR S vk 7, &P
0~ 100 T,

GE)
HENME LIEEIT 0 ICRRE L2V T 7E &0,

R Fw 7 3 |priority-flow-control fixed-restore multiplier value |pPFC B EHE TEBKOMEAZEL T,

R v 7 4 | priority-flow-control watch-dog-interval {on | off} FTRCOA v H—T 2 A ADPFC T+ vF K 7R

Bl - R4 7 a— S X =T NV E LT 4 B—T i
switch (config)# priority-flow-control Lijﬂc’ =D :l:?: Fbi‘\ 7 E\_/\/I/;BJ:U/( -
watch-dog-interval on B —T oA ATHETIVLENDH Y 7,
Ta— )L TCEHREINEa~Y ROROH %5/ L
TLTEENY,

switch(config)# priority-flow-control
watch-dog-interval on

A B =T 24 ATREINT-a~ FOROH %
ZHLTLZEN,

switch (config)# interface ethernet 7/5
switch(config-if)# priority-flow-control
watch-dog-interval on

GE)

A H =Tz A AT 4Fal—raryET—F
TZORICa~wy REEHL T, FFEDA & —
72 A ADPFC V4 vF Ky TRIEE A R—T Vv
FRIT =T MICTEET,

Pz~ RFix. LLFCWD & PECWD Ol 5125
AEhEd,
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. LLFC WD & & U PFC WD # 5% (Cisco Nexus 9364E-SG2 > ') —X R A v F)

IS4+ T4 J0—#@poEs |

ARV RFERETIVa Y

B8

FEDY Y v b U U REBEERFHOA v —T = A

ATRESNTZa~vy FOROHFIZSHLTLITEE

VN (Cisco NX-OS U U — 2 7.003)17(4) LAKS)

switch(config)# int el/36

switch (config-if)# priority-flow-control

watch-dog-interval on interface-multiplier 10
GE)

interface-multiplier ODEDO&FHIL 1 — 10 T,

ATvT5

priority-flow-control watch-dog interval value

1

switch (config)# priority-flow-control watch-dog
interval 200

ZOERNENC > TNDE TR TOF 2—B LW
A= OUrvF Ky 7HRHEEZEELE T, BE
T&E AP 100 ~ 1000 2 VT,

(6=

Z®O=a< 2 R, LLECWD & PFCWD O 525
HanE7d,

ATvT6

priority-flow-control watch-dog shutdown-multiplier
multiplier
1 -

switch (config)# priority-flow-control watch-dog
shutdown-multiplier 5

PFCXa2—%AX w7 x>y NED VTR ER—T
VIERORE LTCEE T A IV H2IEELE
T, #PHIZ1— 10T, 74/ MEIZ1 T,

ATy T17

(f£E) show queuing llIfc-queue [interface
interface-list] [module modul€] [detail]
i -

switch (config)# show queuing llfc-queue interface
ethernet 1/1 detail

LLECWD#EHESRZF R LET, ZOFIEHOKEZIC
HHHIIBESR L TS0,

ATvT8

({£E) clear queuing pfc-queue [interface]
[ethernet|ii] [intf-name]
1 -

switch (config)# clear queuing pfc-queue interface
ethernet 1/1

REEAS PFECWD HistiEHaE 7 UV 7 LET,

ATvT9

(f£&) priority-flow-control recover interface
[ethernet|ii] [intf-name] [qos-group <0-7>]
1 -

switch# priority-flow-control recover interface
ethernet 1/1 gos-group 3

A F =T =2 A AEFHTEELET,

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| 7544054 7n—HEOHER
LLFC WD & & U PFC WD # 5% (Cisco Nexus 9364E-SG2 > ') —X X A v F) .

151

CiscoNX-0S V U —Z 7.0(3)I6(1) LAK&. Cisco Nexus 9200, 9300, 9300-EX. 35 J 129500
FI5y N T —b AL v FTlE, FFlA T a v E2EALT, W Rey F52E[EIC
ANDZ ENTEET,

| QOS GROUP 1 [Active] PFC [YES] PFC-COS [1]

o +

| | Stats |
o +

| Shutdown | 0]

| Restored| 0]

| Total pkts drained| 0]

| Total pkts dropped| 0l

| Total pkts drained + dropped| 0]

| Aggregate pkts dropped] 0l

| Total Ingress pkts dropped| 0| ===>>>>>Tngress
| Aggregate Ingress pkts dropped| 0|===>>>>Ingress

UTFOBITIE, 41— Fy b 1/1A v H—7 A AFD show queuing llfc-queue =< >
ROFEMM D 2R L ET,

switch# show queuing llfc-queue interface 1/1 detail

slot 1

e et e it LT e e e +
Global watch-dog interval [Enabled]

e et e it LT e e e +
e et e it LT e e e +

Global LLFC watchdog configuration details

LLFC watchdog poll interval : 100 ms
LLFC watchdog auto-restore multiplier : 10

LLFC watchdog fixed-restore multiplier : 0
et +
et +
Ethernetl/1 Interface LLFC watchdog: [Enabled]
et +
et +
| QOS GROUP 6 [Active] LLFC [YES] LLFC-COS [6]
et +
| | Stats |
et +
| Shutdown | 1]
| Restored| 1]
| Total pkts drained| 554 |
| Total pkts dropped| 56093783 |
| Total pkts drained + dropped| 56094337
| Aggregate pkts dropped| 56094337
| Total Ingress pkts dropped| 0]
| Aggregate Ingress pkts dropped| 0]
et +
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T4+ T4+ 70—#lE0HEE |
B oarsa— ooy —EERLER—X Ry T 7 LEWMEE F 1 —HIROBRE

ARAF2—AVITHR)O—2FRALIR—X/NNyT7L
SIMEE Fa—HIRDEETE

network-qos N Y O —TCHEINTLZR—X Ny 77 LEVWVHEIL, VAT ANOTXTOR— K
THAEINET, 7L, WS ODPDOR— IMRRRDL LI WVEEZLEETLGE1HY £7
(BB ) . ZOEOICANFa—A T R o—%HTEET,

ANFa—A 27 KUY =T, no-drop 7 7 AT L > CTFRENTZ—FEIE NNy 7 71T
THEHTE Gy 77 DEZFHIIRT 5720IT queve-limit #FHTETHZ &L HTXET,

% no-drop 7 7 A1x, ANTHMTR—= DT ITAFVT 4 T N—T D1 DICHEIIC~ v B
TINET, RESNTEAR—A Ny 77 LEWVEE ¥ 2—fillRIEZ, 77 ACEEMT b
FAFIT 4 I —FICHAINET,

)

G FN—=ZARyT77 A XDOLEVVEREDBEIMNL, ¥—7AEN 100 m REDOHEEITAT > 3
UTHY, BRETHMEIIH Y A,
=7 NEN0mEBZ 556G, K=y 77 4 2O L EVEHRETLETHY . QoS
RY—FHEDO—HE LTHETT,

FIEDHE
1. configureterminal
2. policy-map type queuing policy-map-name
3. classtypequeuing c-in-gl
4. pause buffer-size buffer-size pause threshold xoff-size resume threshold xon-size
5. no pause buffer-size buffer-size pause threshold xoff-size resume threshold xon-size
6. queue-limit queue size [dynamic dynamic threshold]
F gD FEH
FIE
AU bFERETIVa Y B#Y
R w 71 | configureterminal 7Ta—r )L a7 4 X2 lb—3ay B— FEELG
LET,
R T 7 2 | policy-map type queuing policy-map-name RY)—~v T Fa—AT 77 A T— Neflth
L, AT Fa—A2 7 K — < 7IZHD Y
ThONeR Y — vy 7T &inl LET,
AT 73 |classtypequeuing c-in-ql BAT HRa—AL T DI TAyTEAML, R
Vo= VTR Fa—Ar7 E—N&btEL

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)
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ANFa—AIR) O —FFRALER—X Ny T 7 LEWMELE F21—FIRDEE .

AU RFERETIVa Y

B8

£, VITAFa—A LT RIT. (VAT LEFED
AT Xa—ALT VTAyT|] ORIREN
TWET,

(3¥)
7 7 AZBELTT B A7z qos-group (X, ¥ AT A qos
i <% network-qos 78 U 3 —"C no-drop 7 7
AL LTCERTHLENRDY £,

GE)
Cisco Nexus 9636C-R 38 L TN 9636Q-R 7 A > I1— K
¥ XU Cisco Nexus 9508-FM-R 7 7 7' U v 7 &
¥ 2—/L (Cisco Nexus 9508 A A ~FN) TiL, &
RKE8ODDANF a—NHAR—hIvEd, &PHIT
c-in-8q-g-default—c-in-8q-q1 — 7 T,

R v 7 4 | pause buffer-size buffer-size pause threshold xoff-size | R— XL HREDO=HD /Ny 7 7O L X VMERE LS
resume threshold xon-size FLET,

R T 7§ | nopause buffer-size buffer-size pause threshold xoff-size | ;R — X L BEID - DNy 7 7 O L XV MEHE % 4
resume threshold xon-size BRLE,

R T w 7 6 | queue-limit queue size [dynamic dynamic threshold] EZ) AT TAFVT 4 70— alRE?R

FHOE 73R HIRAZFRE L E T, #ef o —
HIRRIE, KT DT A4V T 4 T NA—TIZEED
A XeERLET, BINRF = —HIfRIX. 7w
7 7 OB GRIHRRE 7 U — VORI
Ko T T4 F VT4 TNA—TDLEWVEYA X
ERELET,

GE)

CiscoNexus 9200 77 v b 74— AA v F L, 7
N7 FAEIZBAL T A L-ULOEIY L X\ VERR
EOHEZYR—FLES, Zhid, 77 ZARDOT
TOR—IRECT VT 7 lZ2IEGT 52 L2 ER
LT,

GF)
Cisco Nexus 9636C-R 3 L TN 9636Q-R 7 A > 1 —
K. 3 & O Cisco Nexus 9508-FM-R 7 7 7' U v 7 &
¥ 2—/L (Cisco Nexus 9508 A A v FHN) DX = —
HlRRIZ, 7X—& > N EITNA Mk2SA Mmoo
Ng A MRATANTEET, 72& 2L,
queue-limit percent 1 & 7213 queue-limit bytes100 T
R
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IS4+ T4 J0—#@poEs |
B 75 1v5+¢ so—smonrnwR

TS53AX ) T4 70—HIHDOETEDHER

PFC REZ R DITIE, ROMEXEZFEITLET,

avw vk =L:g]

show interface priority-flow-control [module |4 _ChH A v & —7 =4 A F - ITHEDTE
number] Va—/VDPFC DAT —H A%k RKRLET,

T75A4A4 ) T« 70—HIEHDEEH
KIZ, PFC OFEHRZRLET,

configure terminal
interface ethernet 5/5
priority-flow-control mode on

WwIiZ, "I T7 4w 7T ATPEC A 2 —7 T B0 %R LET,

switch (config)# class-map type qos cl

switch (config-cmap-gos)# match cos 3

switch (config-cmap-qgos) # exit

switch (config) # policy-map type qgos pl

switch (config-pmap-gos) # class type gos cl

switch (config-pmap-c-gos) # set gos-group 3

switch (config-pmap-c-gos) # exit

switch (config-pmap-gos)# exit

switch(config)# class-map type network-qos match-any cl
switch (config-cmap-ngos)# match qos-group 3

switch (config-cmap-ngos) # exit

switch (config) # policy-map type network-gos pl

switch (config-pmap-ngos) # class type network-gos c-ngl
switch (config-pmap-ngos-c)# pause pfc-cos 3

switch (config-pmap-ngos-c)# exit

switch (config-pmap-ngos) # exit

switch (config)# system gos

switch (config-sys-qgos) # service-policy type network-gqos pl

WIZ, PFC U+ v F Ry ZOFHESIETH S PFC E— REZF DRI o — 2T A6 %27~ L
ij‘o

Watchdog is enabled by default, with system default values of:
Watchdog interval = 100 ms
Shutdown multiplier = 1

Auto-restore multiplier = 10

WIZ, PFC U 4 v F Ny ZitiHEm e+ o202 " L £,

switch# show queuing pfc-queue interface ethernet 1/23

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| 7544054 7n—HEOHER
I544 105+ 7o—smonzs [

Global watch-dog interval [Enabled]

Forced Global watch-dog [Enabled]
o +
o +

Global PFC watchdog configuration details

PFC watchdog poll interval : 100 ms
PFC watchdog shutdown multiplier : 1
PFC watchdog auto-restore multiplier : 10
PFC watchdog fixed-restore multiplier : 0
PFC watchdog internal-interface multiplier : 2
o +
o +
| Port PFC Watchdog (VL bmap) State (Shutdown) |
o +
Ethernetl/23 Enabled ( 0x8 ) - = = =Y - = = >>>>>>>>>>>>>>>> The Queue

is marked as SHUT

switch# show queuing pfc-queue interface ethernet 1/23 detail

slot 1
o +
Global watch-dog interval [Enabled]

Forced Global watch-dog [Enabled]
o +
o +

Global PFC watchdog configuration details

PFC watchdog poll interval : 100 ms
PFC watchdog shutdown multiplier : 1

PFC watchdog auto-restore multiplier : 10

PFC watchdog fixed-restore multiplier : 0

PFC watchdog internal-interface multiplier : 2
o +
o +

Ethernetl/23 Interface PFC watchdog: [Enabled]
Disable-action : No
PFC watch-dog interface-multiplier : 0

o +
o +
| Q0S GROUP 3 [Shutdown] PFC [YES] PFC-COS [3]

o +
| | Stats |
o +
| Shutdown | 1]
| Restored]| 0l
| Total pkts drained| o
| Total pkts dropped]| o
| Total pkts drained + dropped]| 0]
| Aggregate pkts dropped| o
| Total Ingress pkts dropped| 1924 >>>>>>>>> Account for Ingress
drops here

| Aggregate Ingress pkts dropped| 1924
o +
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Fow Ja LR o—DE&E

WIZ, no-drop KU v —ZREL, ORI v—%Eyvar R —Z#EHT 2506
EaRLET,

Device# configure terminal

Device (config) # class-map type network-qos classl

Device (config-cmap-ng) # match gqos-group 1

Device (config-cmap-nq) # policy-map type network-gos my network policy
Device (config-pmap-nqg) # class type network-gos classl

Device (config-pmap-ng-c) # pause pfc-cos 2

Device (config-pmap-ng-c)# system gos

Device (config-sys-qgos) # service-policy type network-gos my network policy
Device# show running ipgos

cSTO4 9D FAYTHLYISRAADDE

TR_RTD T 7 4 v % no-drop 7 7 A2~ v 7% QoS R U L —DHIERR T D F %
WITRLET,

Device# configure terminal

Device (config) # class-map type gos classl

Device (config-cmap-gos) # match cos 2

Device (config-cmap-qgos) # policy-map type gos my_gos_policy

Device (config-pmap-gos) # class type qos classl

Device (config-pmap-c-gos) # set gos-group 1

Device (config-pmap-c-gos) # interface el/5

Device (config-sys-qos) # service-policy type gos input my gos_policy
Device (config-sys-qgos) #

ROBNT K 91T, qos-group | DAFIHIE A PRFET D F = —A > 7 AR U 2 —% system-qos
DAL £,

policy-map type queuing my queuing policy
class type queuing c-out-g-default
bandwidth percent 1

class type queuing c-out-g3

bandwidth percent 0

class type queuing c-out-g2

bandwidth percent 0

class type queuing c-out-gl

bandwidth percent 99

system gos

service-policy type queuing output my queuing policy
FREOBITIE, cout-ql (7 74/ hTqos-groupl D77 4w t—FLET, L
72> T, qos-group 1 li—FT 5% 2—A L THOT 74V NUSND T T A~ 7T
VEHY EHA, Fa—AVTOREDEMZONVTIE, [Fa—a T ORE] %
ZRLTSIESN,

LLFC BT 5 I21%, network-qos Tno-drop R Y v — %R ET HLERH Y £7°,
Ry T Yo T2l a—UE, —BElL (2 —T A R L -YULDRBREIZESNT
LLFC £721ZPFC) %#/EMT 5L IICMACEY 2 — /LT HLERH Y £T, 7
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| 7544054 7n—HEOHER
I544 105+ 7o—smonzs [

X T H~DPFC Fx A =— 3 X, DCBX i L %9, LLFC £7/2ILPFC %, A
VHE—T 2 A ADREIZL > THIE S vET, =& 21E. flow-control send and receive
oniEA > ¥ —7=xAATLLFC %A %x—7/WMZ L, priority-flow-control modeon (%1
VB =T 2 A4 ATPFC A X —T M LET,

DCBX N HR—FENTWBEA, auto T — NIIT7 X7 Z L PFC &2 av=— kL%
7, ZAUE, LLFC 721X PFC 24 X—TWIZT DA v F—T =2 A4 A LLORET
953, LLFC 2’¥EET 5 72 91T1E, network-qos L)L DR — AR TEZ R TET D HLEN
HVET, NTFT 4 w7 D qos-group 1 IZHFASINTWTEH, —FHEIEBERK SIS
L AE =T 2 A ALV ORREIZEE DV T LLFC MR S VE T,
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QoS #EHEHRDE=2) Y

* QoS FAHEHRIZOWVWT (211 =)

* QoS HFHEHRDE =% U > 7 ORiHEEM (211 =)

s QSHEEHEMDE=F VY L Z7IZHT LA RT7 A4 LHIRFE (211 ~—)
« HEHEHRDOA F—T b (214 =)

 HEHEROE=F VU 7 (215 —)

 HEHERDOZ VT (216 RX—)

* QoS MEHEHRDOE=X Y T OFREH (217 =)

QoS #EHIFEFRIZDULVNT
TRA ZADEFED QoS MeHF AT R TEET, HHEROMEIXTT 741 F T Rx—T v

IZR > TOWETN, T A= THZ ENTEET, FEMIOVTIE,  TQoSHEHEHRD
FoX Y T OEREN ] OWEESL TIEEN,

QoS MMETRIMDE=42 1) U DREMHZEH
QoS KEEHEWMDE=4 VU v OFHESRMIX, KO LBV TT,
e E 25 QoS CLLIZHOWTHIEL TW5,

cTNRA RO T A LTWVD,

QoSHEETFERDE=2 ) U JICEAT 04 K54 2 &l
fRZ=I8

QoSHFHERDE=2 U > 7, ROHA KT A4 v EHIFIFERDH Y £5,
eshow =< K (internal ¥—V— Fft& ) IV FR—FEhT0EHA,
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B ossstamoT—52U 518 254 K54 L LHIBREE

4B N T —FT T F ¥y

e Xa—A L ITREXOHINL, ISHROR CMEEHRFEFLET,

« clear statistics t DRIZADOH 1L, K 15K, BafiGHE®azmREL 7,
« show queuinginterface =~ > FZ2FEMTL L, WA ¥ —T7 =4 ADOFEREE R L E
‘a‘o

ZOWERERSZT HLGEDO IO a~vy ROBERNL, iixyz T, xITEY 2 —%FK
HoYIHE L ZIZEY 2=V NOWEA  F—T = A AFFHTT,

A

GE) EFV2—VNOREA v Z—T A ZAFKEIT. T4 H—RDX
AL TR F9,

A

GE)  F72d, avr R TEYa— B SE2EETH LT, NE» >
2 —T7 A AIHEHTHEREF R TEET, showqueuingEy = —
NEEHEDDH LT, BV a—/LORIE/ SFILENHA v Z—
T2 A ADMIT DX 2 —A » TIERN IR R INET,

B
switch# show queuing interface ii 4/1/2

Egress Queuing for 1i4/1/2 [System]

QoS-Group# Bandwidth% PrioLevel Shape
Min Max Units

3 — — — —

2 0 - - -

1 0 - - - -

0 100 - - - -
Bt ettt T e e P +
| QO0S GROUP 0 |
Bt ettt T e e P +
| |  Unicast | OOBFC Unicast | Multicast
Bt ettt T e e P +
| Tx Pkts | 0| 0| 235775]
| Tx Byts | 0| 0| 22634400 |
| Dropped Pkts | 0| 0| 0|
| Dropped Byts | 0| 0| 0|
| Q Depth Byts | 0| 0| 0|
Bt ettt T e e P +
| Q0SS GROUP 1 |
Bt ettt T e e P +
| |  Unicast | OOBFC Unicast | Multicast
Bt ettt T e e P +
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| oos#itiEmOE=421 Y
QSHEHERDE=2 U V1T B4 K51 v esimEE

| Tx Pkts | 0] 0] 0]
| Tx Byts | 0] 0] 0]
| Dropped Pkts | 0] 0] 0]
| Dropped Byts | 0] 0] 0]
| Q Depth Byts | 0] 0] 0]
B ettt et +
\ Q0S GROUP 2 |
B ettt et +
| |  Unicast | OOBFC Unicast | Multicast

B ettt et +
| Tx Pkts | 0] 0] 0]
| Tx Byts | 0] 0] 0]
| Dropped Pkts | 0] 0] 0]
| Dropped Byts | 0] 0] 0]
| Q Depth Byts | 0] 0] 0]
B ettt et +
\ Q0SS GROUP 3

B ettt et +
| |  Unicast | OOBFC Unicast | Multicast

B ettt et +
| Tx Pkts | 0] 0] 0]
| Tx Byts | 0] 0] 0]
| Dropped Pkts | 0] 0] 0]
| Dropped Byts | 0] 0] 0]
| Q Depth Byts | 0] 0] 0]
B ettt et +
| CONTROL QOS GROUP

B ettt et +
| |  Unicast | OOBFC Unicast | Multicast

B ettt et +
| Tx Pkts | 0] 0] 0]
| Tx Byts | 0] 0] 0]
| Dropped Pkts | 0] 0] 0]
| Dropped Byts | 0] 0] 0]
| Q Depth Byts | 0] 0] 0]
B ettt et +
\ SPAN QOS GROUP |
B ettt et +
| |  Unicast | OOBFC Unicast | Multicast

B ettt et +
| Tx Pkts | 0] 0] 0]
| Tx Byts | 0] 0] 0]
| Dropped Pkts | 0] 0] 0]
| Dropped Byts | 0] 0] 0]
| Q Depth Byts | 0] 0] 0]
B ettt et +

Cannot get ingress statistics for if index: 0x4al80001 Error Oxe

Port Egress Statistics

WRED Drop Pkts 0

PFC Statistics

TxPPP 0, RxPPP 0

COS QOS Group PG TxPause TxCount RxPause RxCount
0 - - Inactive 0 Inactive 0
1 - - Inactive 0 Inactive 0
2 - - Inactive 0 Inactive 0
3 - - Inactive 0 Inactive 0
4 - - Inactive 0 Inactive 0
5 - - Inactive 0 Inactive 0
6 - - Inactive 0 Inactive 0
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B stmox—Jnik

7 - - Inactive 0 Inactive 0

Cisco Nexus 93C64E-SG2 > 1) — X X A v F TD QoS #HEHFHRDE=2 ) VT DHA FSA &
HIPREIE

» Cisco Nexus 9364E-SG2-Q A1 v FTiL, L QoS RNV > —NEH DA v #—7 = A AT
EHENTWAEE, A ¥ —T 24 AT L ORHERIIMEHA T T/ A, stats 7+ =
UBEMII o TVDHEE TS, Tounddtg snE T, MEHERIX. FUFRY o—%FF
DA UH =T oA AR TEHNEINET, ZTOEFICLY, EEEAHELES, 27
L, lxDA B —7 x4 ZAOMEHERITIRIE SN2 D LICHERE LTI,

* Cisco NX-OS U U — & 10.5(3)F LAR&, Cisco 9364E-SG2-Q AA v FIEF = —A » 7 HatD
PAR— h R L ET,

HEHIEHRD A r—T L1k

FRA ZADTRCDA L HE—T = A ZZHONT, QoSHaHEMEA X —T IV EIFT 4 &—7
JNZTEET, 774/ FTiE, QoS FaHEHIZA X —T7 MZ72 5> TWET,

FIEDHZE
1. configureterminal
2. QoS HEHEMEA X —T N FERITT 4 B—T NI LET,
* QoS HLattE iz A r—7 M T H5G
gos statistics
c QoS HFHEME T 4 E—T NI T HGE
no qos statistics
3. show policy-map interface
4. ({£&) show policy-map interface brief
5. copy running-config startup-config
FIEDEEH
FIE
ARV RFERRETI a3 Y B#J
AT w 71 | configureterminal Ja—xN)Lar7 4 Xal—iay FT— REBLG
switch# configure terminal
switch (config) #
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| oos#itiEmOE=421 Y
grmgoe=59>5 |

ARV RFERETI Va3 B#)
AT YT 2| QoSHEHEREA X—TNEIZT 4 E—7NIZL |+ QoS MEHERE A X—7 NMTT 2 5E

=7 TRCDOA VH—T =4 A TQoSHatEH % A
* QoS HFHERE A *—7 M T %A F—=T M LET,
qos statistics * QoS MEHE WA T 4 £ —7 M T BHE
« QoS WMEHEHRAT 4 E—TNICT HHEE T_XCDOA L H—T = A AT QoS etk %
no qos statistics TA4E—T M LET,

i :

* QoS MaEHEHAE A X —T NMIZT H5GE

switch (config)# gos statistics

* QoS WG HRAET 4 B—T7 MZT 255

switch (config)# no gos statistics

AT 7 3 |show policy-map interface (EE) T_CTOA v Z—T7 =4 A LOFHEERD
i - AT = HABLOREFRAHORY =~ v T o FonR
switch (config)# show policy-map interface L/EET?O

ATv 74| ({£&E) show policy-map interface brief TRTCORY — LR o —4 DO 2 FoR
1 LET, DT IODICHINL 25 CFE T

N , , , , IZHIR ST Ed,
switch (config)# show policy-map interface brief

R T w 75 | copy running-config startup-config LR Ff7ar74FXal—arvr s x¥—|
i - Ty ar74Xalb—a JAREFELET,

switch (config) # copy running-config
startup-config

MetRHMODE=HR) VT

FTRTCOA L H—T 2 A ATONT, HBAVTEIR LA v F—T A A, T—FJFA., £7-
£ QoS # A 722V T, QoS HatFMa KR TEET,

FIRDHE

1. show policy-map [policy-map-name] [inter face [input | output]] [type {control-plane| networ k-qos
| qos| queuing}]
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QoS #EEtEHRNE=2U Y |

FIED
FIg
AU RERET Sy B
Z 5 7 1 | show policy-map [policy-map-name] [interface [input | | +-=Co v % —7 = 1 2, $5E LIz v 4 —7 =

output]] [type {control-plane| network-qos| qos|
queuing}]

1 -

switch# show policy-map interface ethernet 2/1

AR FBELIZT —# M, £721EQoS ¥ A 7liz>
WT, MAHEHRB L OREFHORNY v—~v v T %
FRLET,

GE)
Cisco NX-OSV U — & 10.6(1)FLAKE, Cisco Nexus
9336C-SE1 A4 F D show queuing 2~ NI,
gos HEt BRE & 1IN U CTHERE L £97, LRI,
show queuing*o)ﬁjjjéi\ gos statistics ﬁ§4)j<*‘
TN DG EZDHERFRET L7z,
Cisco Nexus 9364E-SG2-Q 35 JL UM 9364E-SG2-O0 A A
FOBE, ZOEEIZCiscoNX-0S U U — % 10.5(3)F
THASNE L,

WHatiE

FIEDHE

F IR D

ROV )T

FTRTDOA L E =T =2 A ZZDONT, HOWTEBR LA v F—T = A R T—F )0, £
1% QoS # A 7DV T, QoS HattEwha 7 V7 T& £,

1. clear qos statistics[interface [input | output] [type {gos| queuing}]]

FIE

ARV RFERFTIVaY

=)

ATy T

clear gosstatistics[interface[input | output] [type {gqos
| queuing} ]]

1

switch# clear gos statistics type gos

TRTOA L F—T oA A FBELTA VH—T =
AR, FEELIEZT —2 M, £721F QoS # A 712>
WT, MEHERB LOREFHAOR) v—~v v T %
7T LET,
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QoS fREHEHRDE=2 12T D

I, QoS WFHEMD L RITIEDHIZ R L ET,

&% TE 151

aos gratEmoE=42 1y o nEEs [

Global statistics status enabled
Ethernet6/1
Service-policy (queuing) output: default-out-policy
Class-map (queuing): c-out-g3 (match-any)
priority level 1
Class-map (queuing) : c-out-g2 (match-any)
bandwidth remaining percent 0
Class-map (queuing) : c-out-gl (match-any)
bandwidth remaining percent 0
Class-map (queuing): c-out-g-default (match-any)

bandwidth remaining percent 100

WIZ, Fa—A 2 7TBIXOPFC BE# A U Z T AIERDODAFEFTEOHZ/RLE T,

switch (config-vlan-config)# show queuing interface ethernet 2/1

Egress Queuing for Ethernet2/1 [System]
QoS-Group# Bandwidth% PrioLevel Shape
Min Max Units

3 - 1 - - -

2 0 - - - -

1 0 - - - -

0 100 - - - -
e +
| Q0S GROUP 0 |
e +
| Tx Pkts | 0] Dropped Pkts 0]
e +
| Q0S GROUP 1 |
e +
| Tx Pkts | 0] Dropped Pkts 0]
e +
| Q0S GROUP 2 |
e +
| Tx Pkts | 0] Dropped Pkts 0]
e +
| Q0S GROUP 3 |
e +
| Tx Pkts | 0] Dropped Pkts 0]
e +
| CONTROL QOS GROUP 4
e +
| Tx Pkts | 58] Dropped Pkts 0]
e +
| SPAN QOS GROUP 5
e +
| Tx Pkts | 0] Dropped Pkts 948 |
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A4 0/ N—X DEER

e v A v N—A MO (219 X—)

e A N—ZA | FT=Z Y U OEEEEEFRHEE (219 2—)
e ¥ o —HTDO~wA 7 aN— A MREHOZE (222 2—)

« AA v THADO~A 7 BN "—Z MEHOBETE (224 *—7)

ewA T N—=XMEHOZ VT (226 X—)

e v AT N—Z MEHOMER (227 X—)

e v A 7= MM OF (227 X—)

T4 0/N\—X FDEESR

A N—RA =X ) U THEREEERT S L, EFICEORRE (A7) ANTH
T4 FBF=H L, PTHILAWT =2 X=X a2l TcEEd, Zhickyh, T—%4#E%k
RFxy NT—=JHEHEOV R I NHHFYy NI—FTNDONT T v 7 BRI TEET,

HOFXa2—DONNy 77 fFEHARRRESINZEFLEVE (NS bERE, N—krTF7—TH
) ZATHE, ~A 78 X=X MPBEHENET, F2—DOR =2 MI, Fa—0y
T HEHEPER SN TRUEVE O ML E2IE, N—k 7 —Y) ZTFR5EKT
LET,

COMREIL, A7 RXR—2A N B R U ITRENIR o TVWASESERF 2 — 12T 5
A DAL TR ELOBRR Ry 7 7 HRER AR L E 9,

AL v FIIR LT, A4 7 A=A Mt aF 2 —BLE 21T AL v FHRA TS X—7 /1T
%iTO

A0 N—XAFEZZ)OTNDZEEEELHIFNEIR

RIZ, A7 N=ZANE=Z Y TDHA FTA4 L EHIRFHEEZRLET,

* CiscoNX-0S UV U —210.1 (x) HE=# 1V > 7% Cisco Nexus 9500 77 v b 7 #— 2L
AA v FTHR—FINTWETA,
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B < ron—=zrEzsy xR HNEE

XA NR—ANDE=Z YT EREIZ. ROT Ty F 74— L THFR— SN THE

A

R

« Cisco Nexus 9300-FX A A v F

* Cisco Nexus 9300-FX2 A A v F

* Cisco Nexus 9300-FX3 A A v F

« Cisco Nexus 9300-GX A A v F

» Cisco Nexus 9300-GX2 A A > F

» Cisco Nexus 9300-H2R A A

« Cisco Nexus X9700-FX 7 A > B — K

* Cisco Nexus X9716D-GX 74 > 71— R
INDDAAL v TF T, A7 NN—ANE=H VU ITR2=Fy A BV LT ¥y
A MHF 2 =DM THR—=F SR TOET, THHDAL v FTEH, A7 B/A—2R

N E=HFV I N2=F A N IF2—THR—bINTWET, vLFFr A b,
CPU, FHEFANN U Fa2—TEHYFR—FEINETA,

EnIT, BEOA—=Z2 FOBMBRHB T R—FShEd, SPEHEIL3—A NDEE, N—
A BRI B SHPRRICHEMNN—R IR L 2 — RBERR I, N—A MPREBIK TS
EEHEINET, ZHE. Cisco Nexus 9300-FX LA D 7T » s 7 — 2 A A v F TIEH
R—hENTHWETAL, HILWT Ty b7 —A AL v FiE, Ny 77 FHAENMETLE
WMEZ FEISG/IcDH, 4 7 —X NERLET,

GE)

. Cisco Nexus

INHDARAL v F T, v 7 e "—X MIRITEREI N X =—
DEDEELZ T ER A,

e F— T — KRB TWD show <2 RiZAR— SN TWEH A, internal

» Network Forwarding Engine (NFE2) # &2 A A v FTlX, ~A 7 _"—XA ME=F U T
12 10 FPGA /X—30 3 > 0x9 LAEDS LB T,

FPGA %27 v /27 L— R4 572 ® EPLD 711 75 X o VY OFEMIC OV THEEE,  [Cisco
Nexus 9000 Series FPGA/EPLD Upgrade Release Notes] Z & L T<L 72 &1y,

« RIZ, Network ForwardingEngine (NFE2) #Z T 2T AL v FTOVA 7 m/3—2R
NAMOTA R A v E R LET,
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T4 0 N—X FDER
vqsan—zrE=syvrozasassnEE ]

A\

GE) <A 7 m =2 ML, BATaEe S—2 NI T, 72k %
X 13 HOFa—IZx LT 7= F =X 70
HESINTWDLEE, 064~ 7 ufpbriBxb~A 7 r/3—A |
DHENET, v~ (27— =X L 7HICERESN
Xa—OREHELT L, MHTE A= MIMAELS 2D £
7, ZAUE, CiscoNexus9300-FX, 9300-FX2LAED 7' Z » 7 +—
LAy FIITEH S EE A,

1—3F%a— 0.64 <A 7 v ok

FRNENI0EHOR— R EES8 DX 22— 9.0 v 7 a ORI

FNEN IR FEOR— 52> 10 5D WM 140 ~A4 7 i (014 2 VD)
Fao—

« T 74V F T, AA v FITRK 1000 DR—A L a— REREFELET, La— Kok
KREQTFHEFRE TS, #iPHIX 200 ~ 2000 L =2 — R T,
e N—Z K La— FORKRBIZELESGAETH, D7 EH20D3—Z F La— KR
%ﬂ%ﬂ—\—‘i:'f%ﬁénjzwg«o
e N—AbFLa—RFOFERBITETDHE, LWL a— F2RFETEDLLI TR W
La— RPHIBRSLET,
« har dwar e qos bur st-detect max-r ecor ds number-of-records =~ > K& H L T, RFET
HN—=Z B La— ROERBEHFRETEET,

« show hardwar e qos bur st-detect max-records =~ > KZfEH L T, fRIFTE 53— 2
bl a—RORRKBERRTEET,

R T T U I NF 2= RL— ENTWERIC RNy 7Y — Ry 7 NX—A s La—F
NETEBLE, VoA BRRETIREERHY £,
Uy B ZaEEd 5I21%, fall-threshold % rise-threshold X VW & /NS HRELE T, XA K 7
F 07 4 AL LT, fall-threshold I%. rise-threshold f& (/34 k) DOFI20%ICRTE L 7,
* CiscoNX-OS U U—RZ 102Q)F LI, ~A 7 m/3—RZ K E=4 U 7% Cisco Nexus 9300-FX3
FEX CTHHR— I ET,
* CiscoNX-0S U U—2103 (3) FURE, w1 7 v "—R h BE=X I > JHREIZR OH¥%RE
PIEEELF T,
o v A 7 /N—R MERIE. Cisco Nexus 9300-FX/FX2/FX3/GX/GX2 A A v F ., BL W
NIK-X9700-FX 7 A > 51— K& L 7= CiscoNexus 9500 77 v k7 4 —h A A v F
TiE, S FEIEFRNC A= T —VHEMNTRETEE T,
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B s-—sto~c oo —x rtiozE

e v A /X —R | La— KX, CiscoNexus 9300-FX/FX2/FX3/GX/GX2 /' Z > N7 % —
AAALyTFOY 7 727 T ARM)EMH LT, uburstbytes 7 — & ~—Z & (3]
|Z Network Insights Resources (NIR) |27 AR — kI ET,

X —HMOIA 7 O0NN—X CEHOETE
TNRAALEDTRTOA L H—T 2 RAZXH LTS 787 N—R MaHZEAEICTEET,

)

CE) ZoOFEZ., Fa2—HMOLEWVMEEZ YR — T 53T CiscoNexus 9000 > V) — X 2 A
FhxHE L TWET,

WDAA »FTIE, Fa—T LIS LI~ 27BN N—Z N LEVWVEZADNCTEET,
« U J—2 102(1) F LA Cisco Nexus X9716D-GX 7T & k7 4 —L AL v F
« U U —210.1(2) LLFE®D Cisco Nexus 9336C-FX2-E A A1 v F
« Cisco Nexus 9300-FX3 77 v b 7 +—Lh AA v F
» Cisco Nexus 9300-GX/GX2/H2R 7 v N 7 4 —AL AA v F
* Cisco Nexus 9336C-FX A1 v F
« U U —293(7) LAFE® Cisco Nexus 93360YC-FX2 35 L U Cisco Nexus 93216TC-FX2 A A v
+
NIA=LZF, Fa—Ar 7 K=<y TOEADOF 2 —TERINET,

FIEOHE

configureterminal

policy-map type queuing policy-map-name

classtype queuing class-name

burst-detect rise-threshold rise-threshold-bytes bytes fall-threshold fall-threshol d-bytes bytes
exit

exit

interface ether net slot/port

service-policy type queuing output policy-map-name

NSO A WN S
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fa—gnvsson—2z rgtone [

F gD EEHE
FIg
AU RFERET7TIV3 Y B#
R 7w 71 |configureterminal su— L Ay 7 4 ¥ ab—3i gy E— NE Bk
1 LET

switch# configure terminal
switch (config) #

AT 72 | policy-map type queuing policy-map-name AT Fa—A L TOR)— vy FTHEREL,
%l - BELER) =~y THOR) V— vy T E—
R&ZBItE L F9,

switch (config)# policy-map type queuing xyz
switch (config-pmap-que) #

AT 7 3 |classtype queuing class-name BAT Xa—ALTDIFTAy TEFEEL, N
i - Vo=~ T VA Fa—A(7 T—FEBAL
ij_o

switch (config-pmap-que) # class type queuing
c-out-def
switch (config-pmap-c-que) #

X 7 4 | burst-detect rise-threshold rise-threshold-bytesbytes | <. 7 g x\— 2 MO FH L XVMEE FREL X W
fall-threshold fall-threshold-bytes bytes EEfEELET,

Bl : CiscoNX-0S U U — %103 (3) FLUBETIL, ~A 7
ton (conti ' buretdetect 73— MR o risethreshold & fall-threshold %

switch (config-pmap-c-que urst-detec . e e - o "

rise-threshold 208 bytes fall-threshold 208 bytes N T —UTHEETEET, . RIIHIZTRL

£7,

switch (config)# burst-detect rise-threshold 60
percent fall-threshold 40 percent

ATy 75| exit R v—<v 7 Fa—T—RFEKRTLET,
U

switch (config-pmap-c-que)# exit
switch (config-pmap-que) #

ATy 76 |exit R v—~v 7 Fa—FT—REKTLET,
I -

switch (config-pmap-que) # exit
switch (config) #

R w 77 |interface ethernet slot/port AV B —T 2 ABBEELET,
{5l
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B =< vrsmovcrsni—z rahoRE

AU RFERET7TIV3 Y B
switch(config)# interface ethernet 1/1
switch (config-if) #

AT v 7 8 |service-policy type queuing output policy-map-name | R > — < v P& AT LD AT B EILH
151 Fi%r s MBI L £,

switch (config-if)# service-policy type queuing
output custom-out-8g-uburst

AAYFERADTA YV AN—X MRHDERTE

FNRAAEDTRTOAL L F—T 2 AKH LT A 70 X=X MEHZAEICTE £,

\)

GE)  ZoFEI., AL v FHEMO LEVMEEZ Y R— F3 59T Cisco Nexus 9000 >V — & &
A v FeRtgl LTWET,

WDAAL »FTlE, AL v F T LEVEZAENCTILENH £9°,
* Cisco Nexus 9300-FX A A v F

* NOK-X9700-FX T A o J1— R#&EH D Cisco Nexus 9500 77 v F 7 4+ —2h AA v F

L7Z=MN->T, LEVEIZZ g — L ’”*é‘gézh Fa—AL T R —TA 71 "=}
R HINZ > TND TR TOF 2 —|ZHEH S ET,

FIEDEE

1. configureterminal

hardwar e qos bur st-detect rise-threshold rise-threshold-bytes bytes | per centfall-threshold
fall-threshol d-bytes bytes

policy-map type queuing policy-map-name

class type queuing class-name

bur st-detect enable

exit

exit

interface ethernet slot/port

service-policy type queuing output policy-map-name

N

©ONDU AW

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| 190 1—2 xR

RAYFHREDTA 7 ON—X MREDERTE .

F gD FEH
FIE
AU RFEREET7TIVa Y ]3]
A7 71 |configureterminal Ja—rL Ay T 4 X ab— gy T— REth
fi LET
switch# configure terminal
R T w 7 2 | hardware qos bur st-detect rise-threshold <A aN—2 MEHEO FH LEUMEE FRLX W
rise-threshold-bytes bytes | per centfall-threshold A E LET,
fall-threshold-bytes bytes
| CiscoNX-0S U U—2103 (3) FLRETIE, v~ 17
Bl HS— 2 RO risethreshold & fall-threshold %
switch (config) # hardware gos burst-detect N BN N T b s Y 17 —
rise-threshold 10000 bytes fall-threshold 2000 A /T%)?Elﬂif%ij—o &d\—WJ%TLi
bytes Tro
switch (config)# hardware qos burst-detect
rise-threshold 60 percent fall-threshold 40
percent
R T 7 3| policy-map type queuing policy-map-name AT Fa—A L TOR)V— vy THREL,
Bl - HBELER) ==y THORY v— vy T E—
> N
switch (config) # policy-map type queuing b %f%ﬂﬁgl,EE‘fo
custom-out-8g-uburst
Z 5w 7 4 | classtype queuing class-name BAT Ha—A v TDITE vy TEEEL, K
Bl - Vo=~ T 7 T7AFa—Ar 7 - FRERHL
switch (config-pmap-que) # class type queuing EER
c-out-8g-g-default
AT 75 | burst-detect enable Xoa—TvA27u "= M EEIZLET,
fi
switch (config-pmap-c-que) # burst-detect enable
AT 76| exit RV —<v T IV TAFa—F— R TLET,
i)
switch (config-pmap-c-que) # exit
2Ty 77 |exit RIS —<v T Fa—F—RE2KRTLET,
fi
switch (config-pmap-que) # exit
R w 7 8 |interface ethernet dot/port AR —T 2 A AEBELET,
i
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B <70 s—=zritosy7

AU RFERET7TIV3 Y B
switch(config)# interface ethernet 1/1
switch (config-if) #

AT v 79 |service-policy type queuing output policy-map-name | R > — < v 7 &L AT LD AT B EILH
15 - Ji3% s MBI L E£7,

switch (config-if)# service-policy type queuing
output custom-out-8g-uburst

A48 N—X EEHDT )T

TRTCDOA L Z =T 2 A AENTBRLIA V=T =2 ADA 7 u X=X MEHa 27 V7T
TEET,

\)

GE) AV —TaAAPLFa—Ar T R U—%HBRLTH, BRiO~A 7 7 N—Z MNEEHE
WIFFEV ET, BVoOLa—FRE27 U7 35120%, a2~ R&liHLE7, cear queuing

bur st-detect
Fig
aAvY RFERET7IOIY BRI
R 7y 71 |clear queuing burst-detect [slot] [ interface port [queue| -~ TDA v ¥ —7 = AFFIFEE LI A v & —
queue-id]] Taxf ApbwAra A= MEREZ VT LE
Bl E

151
o AU B —T A AZADW :

clear queuing burst-detect interface Ethl/2
« Fa—Df:
clear queuing burst-detect interface Ethl/2 queue 7

* FEX O :

clear queuing burst-detect fex 101
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4 0/I1N—XFEEDFE

B
[t

WIZ, A 7m N=Z | FT=2 ) U TIEREFRRLET,

vq 40 n—z rtowrz [

avy kR

Sl

show queuing bur st-detect

TRCDOA v H—T o2 ADA T 1O /X— R
Ao HERERRLET,

e A LB —T A ADF :

show queuing burst-detect interface Eth 1/2

o X o — D) :

show queuing burst-detect interface Eth 1/2 queue 7

* FEX O :

show queuing burst-detect fex 101

A4 AaN—X MEHEE DA

TOR A A F DO H J1#,

belvd= show gueuing burst-detect detail

slet 1

Microcburst statisties

Flags: E - Early start record, U - Unicast, M - Multicast

Ethernst |gueus| start |

start Time | peak | Peak Time | End | End Time | puration
| pepth | | Depth | |
| tbytes) | | ibytes)y | |

|2011/01411 22:31:31:081723|310128|2011/01/11 22:31:31:081723 0|2011/01/11 22:31:31:081018]103.14 us
|2011/01/11 22:31:31:181763|311168|2011/01/11 22:31:31:1817463] 0|2011/01/11 22:31:31:161932|193.00 us
|2011/01/11 22:31:31:281823|263712|2011/01/11 22:31:31:281623 0|2011/01/11 22:31:31:262018|103.63 us
|2011/01411 22:31:31:381862 263712 [2011/01/11 22:31:31:381862 0|2011/01/11 22:31:31:362034|103.42 us
201140111 22:31:31:4B1883|312000]2011/01/11 22:31:31:481883 0]2011/01/11 22:31:31:482080|104.42 us
2011/01/11 22:31331:361074[221312[2012/01/11 22:31:31:381974 0]|2011/01/11 22:31:31:362108|193.38 us
2011/01/11 22:31:31:6B1064|201616]2011/01/11 22:31:31:481064 0|2011/01/11 22:31:31:682137|193.10 us
2011/01/11 22:31:31:762067|100112]2011/01/11 22:31:31:782067|16312|2011/01/11 22:31:31:762134| £6.22 us
201140111 22:31:31:862167| 70312[2011/01/11 22:31:31:882167 0|2011/01/11 22:31:31:862233| €3.74 us
201140111 22:31:32:082111|183328|2011/01/11 22:31:32:082111 0|2011/01/11 22:31:32:082304|193.00 us
2011/01/11 22:31:32:1B2158|243836]2011/01/11 22:31:32:182138 0]2011/01/11 22:31:32:182332|193.34 us
2011/01/11 22:31:32:262203|138112|2011/01/11 22:31:32:282293 0]|2011/01/11 22:31:32:262360| ©0.33 us
2011/01/11 22:31:32:362284|242112|2011/01/11 22:31:32:382284 0|2011/01/11 22:31:32:382478|193.33 us
|2011/01411 22:31:32:482264 103312 |2011/01/11 22:31:32:48234B| 0|2011/01/11 22:31:32:462742|278.16 us
|2011/01/11 22:31:32:382334 200312 |2011/01/11 22:31:32:382334| 0|2011/01/11 22:31:32:362612|278.12 us
2011/01/11 22:31:32:062432|164012|2011/01/11 22:31:32:682432|13312|2011/01/11 22:31:32:062317| €3.42 us
201140111 22:31:32:7B2387|148304[2011/01/11 22:31:32:782387 0[2011/01/11 22:31:32:782380|192.04 us
2011/01/11 22:31:32:862402[226512[2011/01/11 22:31:32:882492 0]|2011/01/11 22:31:32:862083|193.37 us

Intfe | Depth |
] | tbytes) |
Ethls3a| Do | 310128
Ethl/346| Do | 311168
Ethl/346| o | 283712
Ethls3a| Do | 283712
Ethl/3a| wo | 312000
Eth1/3a6| wo | 221312
Ethl/3a| vo | 201016
Ethl/3a| wo | 190112
Eth1/36| wo 70312
Eth1/3a| wo | 183328
Ethl/3a| wo | 243836
Eth1/36| wo | 138112
Eth1/3a| wo | 242112
Ethls3a| D0 | 130448
Ethl/36| Do | ze93lz
Ethl/36| o | 1g4812
Ethl/3a| wo | 143304
Ethl/36] wo | zze312
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B < von—xrtsnon

Y bO—9 A YA MERBSH]

Cisco NX-OS U U — % 10.3(3)F LAF%, Nexus Dashboard Insight (%, Cisco Nexus
9300-FX/FX2/FX3/FXP/GX/GX2 AA v FTHR— M ENTWET, LElFERY hT—7 A~
A~ UY—22 (NIR) LI TN ZHDTT,

ROBNE, V7 ho=7 TLVAMIEFEHLT, vA 27 =2 La—Fx 15T ¢I
Nexus Dashboard Insight (=27 AR — h 45 HiEE R L TWET,

< ROH : show queuing burst-detect nir

config# show queuing burst-detect nir

Microburst Statistics

Flags: E - Early start record, U - Unicast, M - Multicast

Ethernet |Queue| Start Time | Peak Depth]| Peak Time
| Duration
Interface| | | (in bytes) |
Ethl/56| U2 | 2022/05/09 15:41:31:899758 | 9984 | 2022/05/09 15:41:31:899764
6.88 us
Ethl/56| U2 | 2022/05/09 15:41:31:899765 | 7714304 | 2022/05/09 15:41:32:070481 |
9.97 s
Ethl/56| U2 | 2022/05/09 16:45:06:763271 | 2912 | 2022/05/09 16:45:06:763272
1.90 us

=< RO . show queuing burst-detect nir detail

config# show queuing burst-detect nir

Microburst Statistics

Flags: E - Early start record, U - Unicast, M - Multicast

Ethernet |[Queue|Start Depth] Start Time | Peak Depth]| Peak Time
|End Depth]| End Time | Duration

Interface]| | (bytes) | | (bytes) |
| (bytes) | |

Ethl/6| U6 | 416 | 2023/06/28 13:11:45:005625 | 3120 | 2023/06/28
13:11:45:005626 | 416 | 2023/06/28 13:11:45:005627 | 1.11 us

Ethl/6| U6 | 416 | 2023/06/28 13:11:45:005057 | 3120 | 2023/06/28
13:11:45:005058 | 416 | 2023/06/28 13:11:45:005059 | 1.44 us

YA AN=RA N T =EEZETDHIEODAL v FOT LA K UREROH]

telemetry

destination-group 1

ip address receiver ip address port receiver port protocol grpc encoding GPB-compact
sensor-group 1

. Cisco Nexus 9000 < ') — X NX-0S Quality of Service #ErAH 1 K 1) 1) —X 10.6(x)



| =190 -2 r0%#R
T4y BNR—R MREH OB .

data-source native

path microburst

subscription 1

dst-grp 1

snsr-grp 1 sample-interval O
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FEX QoSE% T

« FEX QoS i EfF R (231 ~—2)

« FEX QoS ® TCAM B —t > 7 (233 <—)
* FEX QoS O EHR] (235 ~—)

« FEX QoS &% DOffgst (250 ~—2)

FEX QoS 5% TE 5 R
~

(GE)  FEX QoS IZ Cisco Nexus 9508 A1 »F (NX-0OS 7.03)F3(3)) Tix¥AR— S FEHA,

)

GE)  FEX TIE4Q Fa—A 2V R — EFNOLNRYR—FENET, 8QFa—A 27 R
V—F—RFRTFEXZEFLLIETDE, 2T— Ay b—URERRENET,

R (VAT AN KA T qos HY v—)

BAT SRTL LA N— R 70DEE (Hardware
(System Level) I mplementation)
Toay 4 L7 a3 (Direction) :IN
(Action)
FEX AA v F
—% cos O FEXF I
ip access list FERT s FExFi
dscp FERFIE FEXFIE
ip FERT s FExFi
precedence FERFIE FEXFIE
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FEX QoSi % |

7'wa k@ FHxFI FHxpE
¥k qos-group O RPN
precedence FERTIE FHxpE
dscp RIS RPN
cos FERFIE FHxpE
24T A2RA—T AR L |N—FDx7DEE (Hardware
~)L I mplementation)
Tovav 7 4 V7 a (Direction) :IN
(Action) FEX 2 T
—E cos FERTIE O
ip access list FERFIE O
dscp FEX I O
ip RIS O
precedence XTI O
7'm han RIS O
vk dscp XTI O
precedence FHERFIE O
qos-group Fexbits O
cos RIS O
ANFa—A 7
DATL LR (System | /N\— Rz 7 DFEE (Hardware Implementation)
Level) F41 23 (Direction) :IN
772 <3 (Action) FEX EVNE
7 O HERS I
PRAFA Sl O FERFIE
TI7A4F T4 (Lol (O RSN
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| FEXQoSERE

FExaos nTcaM h—t 25 [

AF3—T AR LR

N— Rz 7DOERE (Hardware | mplementation)

7Y < 3ar (Action) 7 4 V7 3 (Direction) :IN
FEX AL v F
bR FERFIG RSN
FRAT FERbIE FExti
TIAF VT« FERFIG RS
NS VIE R GV

AT L LRV (System
Level)

N— Rz 7DOERE (Hardware Il mplementation)

5 4 L7 3 (Direction) : OUT
74232 (Action)

FEX AA > F
I O O
FRAT A S0 O O
TIAFT VT 4 O O

(FEX TlXL~UL 1 DI,

AA v FTIEL3I L)

A3 —T 44X LX)

N—Fz7DEE (Hardware mplementation)

FTovav 74 V7 i a (Direction) : OUT
FEX ALy F

5 IR FERF I O

FRATH R FHERFIE O

TIAFTVT 4 FERF I (A

FEX QoS @ TCAM h—E >4

FEX QoS @ TCAM 1 — & > 725t d B 72012, REEFH D TCAM A ~— R Bl filrd™ 25 B

b FET,
S
() FEX QoS /¥ Cisco Nexus 9508 A A~ F (NX-OS 7.0(3)F3(3)) TiEHAR—hshEztA,

Cisco Nexus 9000 < ') — X NX-0S Quality of Service ¥ H4 K ') 1) — X 10.6(x) .



FEX QoSi % |
FEX QoSZ&5E

«IPvd T 7 4 v 7 D FEX QoS TCAM 1 —t v 7 DEFAIL, a~r REHHATEET,
hardwar e access-list tcam region fex-qos 256

NRANTFZ 7T 4R LT, R —%2HLRWEEICa~v REEHTEET,
har dwar e access-list tcam region fex-qos-lite 256

N

GE)  fex-qos-lite U —2 2 TiE, —ET 5 IPv4 DR Y H—fiEHE
R—FRHY EHEA,

« IPv6 QoS TCAM 1 —t 7 R — h DA, 2~ REfEHTE £ 7, hardware
access-list tcam region fex-ipv6-qos 256

* MAC X—Z D QoS TCAM 1 —t > 7 HR— hDEAFK, a~r FefliHTcE £,
har dwar e access-list tcam region fex-mac-gos 256

«HIF B RETA/SFRINL R— b ~DT L RV —2 0 N Fa— A VT EFETHHEIE. QoS
DHEARY v—% VAT A EHIFOMGICHEAT 52 4ERH Y £9, 2LV, FEXIZA
71 (AT L) THYNZF =2—A 7T, Wi Spx/V A — MIEICY 2 —A 7
(HIF) Tx%79,

1l

system gos
service-policy type gos input LAN-QOS-FEX

interface Ethernet101/1/12
service-policy type gos input LAN-QOS-FEX

FEXQoS ¥ —F > 5 R O—REDHI

WOFITIE, BEFNT 747 BDSCPEEZMEHLCLAY3IT v 7Y 7 R—FTHTRL
DA setcos ZRELET, ZDOLEICLT, T T74 97N AF¥3FR—MIEEL.
FEXHIF R— "B H1END L X1, cos iz FEX AR— M niELE T,

class-map type gos match-all DSCP8
match dscp 8
class-map type gos match-all DSCP16
match dscp 16
class-map type gos match-all DSCP32
match dscp 32
policy-map type gos-remark
class DSCP8
set gos—-group 1
set cos 0
class DSCP16
set gos-group 2
set cos 1
class DSCP32
set gos-group 3
set cos 3
class class—-default
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| FEXQoSERE

ToFV T LAY IR—FORE :

Int

FEX QoS D&% 7E
M

ethx/y
Service-policy type gos input gos-remark

A

Fex aos i s ]

GE)

FEX QoS % Cisco Nexus 9508 A »F (NX-OS 7.0(3)F3(3)) Tix# AR —

FENEREA,

RIZ, FEX QoS i & DAl DFlZ R~ LET,

P (VRATLAA T qosKRY) —)
2A 7 qos DRV —i%, BENTy NepfETs-0lc@HInET,

T TRy TERIE:

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.

switch (config)# class-map type gos match-all cosO
switch (config-cmap-gos) # match cos 0

switch (config-cmap-gos) #

switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos
switch (config-cmap-gos

class-map type gos match-all cosl
match cos 1

#

#

#

# class-map type gos match-all cos2
# match cos 2

#

# class-map type gos match-all cos3
# match cos 3

#

)
)
)
)
)
)
)
)
)
)

R —=yF a7 s ¥Fal—ar:

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.

switch (config)# policy-map type gos setpol
switch (config-pmap-gos)# class cos0
switch (config-pmap-c-gos)# set gos-group 1
switch (config-pmap-c-gos)# class cosl
switch (config-pmap-c-gos)# set gos-group 2
switch (config-pmap-c-gos)# class cos3
switch (config-pmap-c-gos)# set gos-group 3
switch (config-pmap-c-gos)
switch (config-pmap-c-gos)

Y=t ARV =%V AT AL~y NREWLZLT X T LET,

class class-default

#
#
#
#
#
#

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
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K3
it

switch (config)# system gos
switch (config-sys—-qgos)# service-policy type gos input setpol

c DPHEMEGR L ET,

switch# show policy-map system type gos

Service-policy (gos) input: setpol
policy statistics status: disabled (current status: disabled)
Class-map (gos): cos0 (match-all)

Match: cos 0
set gos-group 1

Class-map (gos): cosl (match-all)
Match: cos 1
set gos-group 2

Class-map (gos): cos23 (match-all)
Match: cos 2-3
set gos-group 3

Class-map (gos): class-default (match-any)

switch# show queuing interface ethernet 101/1/1

Ethernetl101/1/1 queuing information:
Input buffer allocation:
Qos-group: ctrl

frh: O

drop-type: drop

cos: 7

xon xoff buffer-size
_________ o
2560 7680 10240
Qos-group: 0 1 2 3 (shared)
frh: 2

drop-type: drop
cos: 01 23456

xon xoff buffer-size
_________ o
19200 24320 48640
Queueing:
queue gos-group cos priority bandwidth mtu
——————— Fom o Fommm e i Fommmm o +-——
ctrl-hi n/a 7 PRI 0 2400
ctrl-lo n/a 7 PRI 0 2400
2 0 456 WRR 10 9280
3 1 0 WRR 20 9280
4 2 1 WRR 30 9280
5 3 23 WRR 40 9280
Queue limit: 66560 bytes

Queue Statistics:
queue rx tx flags
—————— B et et
0 0 68719476760 ctrl
1 1 1 ctrl
2 0 0 data
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3 1 109453 data
4 0 0 data
5 0 0 data

rx drop rx mcast drop rx error tx drop mux ovflow
0 0 0 0 InActive

Priority-flow-control enabled: no
Flow-control status: rx 0x0, tx 0x0, rx mask 0x0

cos gos—-group rx pause tx pause masked rx pause
——————— B i e et e
0 1 xon xon xon
1 2 xon xon xon
2 3 xon xon xon
3 3 xon xon xon
4 0 xon xon xon
5 0 xon xon xon
6 0 xon xon xon
7 n/a xon xon xon

DSCP to Queue mapping on FEX
——— - - e

DSCP to Queue map disabled
FEX TCAM programmed successfully

switchi#

switch# attach fex 101

fex-101# show platform software gosctrl port 0 0 hif 1
number of arguments 6: show port 0 0 3 1

QoSCtrl internal info {mod 0x0 asic 0 type 3 port 1}

PI mod 0 front port 0 if index 0x00000000
ups 0 downs 0 binds 0

Media type O

Port speed 0

MAC addr b0:00:04:32:05:e2

Port state: , Down

Untagged COS config valid: no

Untagged COS dump:

rx_cos_def[0]=0, tx cos def[0]=0
rx_cos_def[1]=3, tx cos def[1l]=3

Last queueing config recvd from supId: 0
————— SUP 0 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|
|id|bw% |bw_unit|priority
grp |00]100/0000000/00000000
grp |01]000/0000000/00000000
grp 102]000/0000000/00000000
grp |03]000/0000000/00000000
grp |04]000/0000000/00000000
grp |05]000/0000000/00000000
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Scheduling Classes 00008]

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|dir |g2cos]|class_grp|wk_gmap
class 0010x01/1000|/000/0000000|0000007|0001| TX| 0x80]/000000000]|0000000
class 10110x02|001|/000/0000000|0000007|0001| TX| 0x00/000000000]0000000
class 10210x041002|000/0000000|0000007|0000| TX| 0x08]000000002|0000000
class 0310x08|003|100/0000100|0000007|0000| TX| 0x£f7/000000003]0000000
class 10410x10/004|000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 105/0x20/005/000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 106/0x40/006/00010000000|0000007|0000| TX| 0x00/000000003]0000000
class [0710x80|007|/00010000000|0000007|0000| TX| 0x00/000000003]0000000

————— SUP 1 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|
|id|bw% |bw_unit|priority
grp |00]100/0000000/00000000
grp |01]000/0000000/00000000
grp 102]000/0000000/00000000
grp |03]000/0000000/00000000
grp |04]000/0000000/00000000
grp |05]000/0000000/00000000

Scheduling Classes 00008]

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|ldir |g2cos]|class_grp|wk_gmap
class 10010x01/1000|/00010000000|0000007|0001| TX| 0x80]/000000000]|0000000
class 10110x02|001/000/0000000|0000007|0001| TX| 0x00/000000000]0000000
class 10210x041002|000/0000000|0000007|0000| TX| 0x08]000000002|0000000
class 10310x08|003|100/0000100]0000007|0000| TX| 0x£f7/000000003]0000000
class 10410x10/004|000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 105/0x20/005/000/0000000|0000007|0000| TX| 0x00|/000000003]0000000
class 106/0x40/006/00010000000|0000007|0000| TX| 0x00|/000000003]0000000
class |0710x80|007|/000/0000000|0000007|0000| TX| 0x00/000000003]0000000

PFC 0 (disabled), net port 0x0
END of PI SECTION
HIF0/0/1

Default CoS: 0
CoS Rx-Remap Tx-Remap Class
et SRR e +--——-

SJoUnd WM RO
SJo 0 WN RO
SJo 0 WN RO
R NDNNMNDNDOO_W

Class FRH CT-En MTU-Cells [Bytes]

—————— R e
0 0 0 30 [2400 ]
1 0 0 30 [2400 ]
2 2 0 116 [9280 ]
3 2 0 116 [9280 ]
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FRH configuration:

116
116
127
127

9280
9280
10160
10160

Port En: 1, Tail Drop En: O,

FRH Xon Xoff Total Pause u-Pause Class-Map
- +o———— e B Fo—m
0 2 6 8 1 0 0x03
1 0 0 0 0 0 0x00
2 15 19 38 1 0 0x3c
3 0 0 0 0 0 0x00
4 0 0 0 0 0 0x00
5 0 0 0 0 0 0x00
6 0 0 0 0 0 0x00
7 0 0 0 0 0 0x00
Global FRH:

FRH Map: 0x00, Pause Class Map: 0x00

Xoff Threshold: 0, Total Credits: 0
Pause configuration:

PFC disabled

Rx PFC CoS map: 0x00, Tx PFC CoS map: 0x00
Index CoS-to-Class Class-to-CoS—----- - -
0 0x00 Oxff
1 0x00 Oxff
2 0x00 Oxff
3 0x00 Oxff
4 0x00 Oxff
5 0x00 Oxff
6 0x00 Oxff
7 0x00 Oxff
0Q configuration:

Credit Quanta: 1, IPG Adjustment: 0O

PQO En: 0, PQO Class: O

PQl En: 0, PQl Class: O
Class XoffToMap TD HD DP Grp LSP GSP CrDec bw
————— Fomm - B Rt e T e +-——=
0 00 1 0 0 0 1 0 0 0
1 00 1 0 0 1 0 1 0 0
2 00 1 0 0 2 0 0 50 10
3 00 1 0 0 2 0 0 24 20
4 00 1 0 0 2 0 0 16 30
5 00 1 0 0 2 0 0 12 40
6 00 1 0 0 2 0 0 0 0
7 00 1 0 0 2 0 0 0 0
SS statistics:
Class Rx (WR_RCVD) Tx (RD_SENT)
______ o
0 0 0
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0

Emergency Stop En:

Err Discard En:

rexeosizE I
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Rx Discard (WR_DISC): 0
Rx Multicast Discard (WR _DISC MC): O
Rx Error (WR RCV_ERR): 0

0OQ statistics:
Packets flushed: 0
Packets timed out: 0

Pause statistics:

CoS Rx PFC Xoff Tx PFC Xoff
______ o
0 0 0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 0 0

7 0 0

Rx Xoff: 0

Rx Xon: 0

Tx Xoff: 0

Tx Xon: 0

Rx PFC: 0

Tx PFC: 0

Rx Xoff Status: 0x00

Tx Xoff Status: 0x00

SS RdPort Class Head Tail QCount RealQCountRx

———tm R fmmm R R e
0 1 0 3113 9348 0 0

0 1 1 11057 4864 0 0

0 1 2 5356 4257 0 0

0 1 3 12304 10048 O 0

0 1 4 11346 2368 0 0

0 1 5 162 165 0 0

0 1 6 14500 112 0 0

0 1 7 12314 9602 0 0

fex-101#

ANF2—A2T (VARTLBAT Xa—A VT ARRI) V=)

N

GE) YATFAIANF2—A27F. HIEDSBNIF~D 57 4 v 7 ONIFAR— MIEAINET,

s VTR (VAT LERDI TA v ORE :

switch# show class-map type queuing
Type queuing class-maps

class-map type queuing match-any c-out-g3
Description: Classifier for Egress queue 3
match gos-group 3

class-map type queuing match-any c-out-g2
Description: Classifier for Egress queue 2

match gos-group 2

class-map type queuing match-any c-out-ql
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Description: Classifier for Egress queue 1
match gos-group 1

class-map type queuing match-any c-out-g-default
Description: Classifier for Egress default queue
match gos-group 0

class-map type queuing match-any c-in-g3
Description: Classifier for Ingress queue 3
match gos-group 3

class-map type queuing match-any c-in-g2
Description: Classifier for Ingress queue 2
match gos-group 2

class-map type queuing match-any c-in-gl
Description: Classifier for Ingress queue 1
match gos-group 1

class-map type queuing match-any c-in-g-default
Description: Classifier for Ingress default queue
match gos-group 0
switch#

Ry —~wvF a7 s ¥Fal—ar:

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch (config)# policy-map type queuing ing pri

switch (config-pmap-que) # class type queuing c-in-g3

switch (config-pmap-c-que) # priority level 1

switch (config-pmap-c-que)# class type queuing c-in-g2

switch (config-pmap-c-que) # bandwidth remaining percent 50
switch (config-pmap-c-que)# class type queuing c-in-gl

switch (config-pmap-c-que) # bandwidth remaining percent 30
switch (config-pmap-c-que)# class type queuing c-in-g-default
switch (config-pmap-c-que) # bandwidth remaining percent 20
switch (config-pmap-c-que) #

Y=t R RV =% AT A L=y NREWXLT X vTF LET,

)
)
)
)
)
)
)
)

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.

switch (config)# system gos
switch (config-sys-qos)# service-policy type queuing input ing pri

AT F 2—A > 7 DS

switch# show policy-map system type queuing input

Service-policy (queuing) input: ing pri
policy statistics status: disabled (current status: disabled)

Class-map (queuing) : c-in-g3 (match-any)
priority level 1

Class-map (queuing) : c-in-g2 (match-any)
bandwidth remaining percent 50

Class-map (queuing) : c-in-gl (match-any)
bandwidth remaining percent 30
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Class-map (queuing) : c-in-g-default (match-any)
bandwidth remaining percent 20

switch# attach fex 101

fex-101# show platform software gosctrl port 0 0 nif 1
number of arguments 6: show port 0 0 2 1

QoSCtrl internal info {mod 0x0 asic 0 type 2 port 1}

PI mod 0 front port 0 if index 0x00000000
ups 0 downs 0 binds O

Media type 3

Port speed 10000

MAC addr 00:00:00:00:00:00

Port state: , Down

fabric num 0, ctrl vntag 0
ctrl vlan 0, vntag etype 0

Untagged COS config valid: no
Untagged COS dump:
rx_cos_def[0]=0, tx cos def[0]=0

rx_cos _def[1]=3, tx cos def[1l]=3

Last queueing config recvd from supId: 0
————— SUP 0 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|
|id|bw% |bw_unit|priority
grp |00]100/0000000/00000000
grp |01]000/0000000/00000000
grp 102]000/0000000/00000000
grp |03]000/0000000/00000000
grp |04]000/0000000/00000000
grp |05]000/0000000/00000000

Scheduling Classes 00008]

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|dir |g2cos]|class_grp|wk_gmap
class 00/0x01/1000/000/0000000|0000007|0001| TX| 0x80|/000000000]|0000004
class 0110x02|001/000/0000000|0000007|0001| TX| 0x00/000000000]|0000005
class 10210x041002|000/0000000|0000007|0000| TX| 0x08]000000002]|0000000
class 10310x08|003|100/0000100]0000007|0000| TX| 0x£f7/000000003]0000000
class 10410x10/004|000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 105]10x20/005/00010000000|0000007|0000| TX| 0x00/000000003]0000000
class 106/0x40/006/00010000000|0000007|0000| TX| 0x00/000000003]0000000
class [0710x80|007|/000/0000000|0000007|0000| TX| 0x00/000000003]0000000

————— SUP 1 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|

|id|bw% |bw_unit|priority
grp [00[/100/0000000/00000000
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grp 101]000/0000000100000000
grp 102]000/0000000100000000
grp |03]000/0000000100000000
grp 104]000/0000000100000000
grp 105]000/0000000100000000

Scheduling Classes 00008]

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|dir |g2cos]|class_grp|wk_gmap
class 00/0x01/000/000/0000000|0000007|0001| TX| 0x80]/000000000|0000004
class 0110x02|001/000/0000000|0000007|0001| TX| 0x00/000000000]|0000005
class 10210x041002|000/0000000|0000007|0000| TX| 0x08]000000002|0000000
class 10310x08|003|/100/0000100|0000007|0000| TX| 0x£f7]/000000003]0000000
class 10410x10/004|000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 105/0x20/005/000/0000000|0000007|0000| TX| 0x00|/000000003]0000000
class 106/0x40/006/00010000000|0000007|0000| TX| 0x00/000000003]0000000
class [0710x80|007|/000/0000000|0000007|0000| TX| 0x00/000000003]0000000

PFC 1 (enabled), net port 0x0
END of PI SECTION
NIF0/0/1

Default CoS: 0
CoS Rx-Remap Tx-Remap Class
et SR e +--——-

SJoUnd WM RO
SJo0nd WM RO
SJoUnd WM RO
R NDNNMNDNDOO_W

Class FRH CT-En MTU-Cells [Bytes]

—————— R e e
0 0 1 30 [2400 ]
1 0 1 30 [2400 ]
2 2 1 116 [9280 ]
3 3 1 116 [9280 ]
4 4 1 116 [9280 ]
5 5 1 116 [9280 ]
6 2 1 127 [10160]
7 2 1 127 [10160]

FRH configuration:
Port En: 1, Tail Drop En: 1, Emergency Stop En: 1, Err Discard En: 1

FRH Xon Xoff Total Pause u-Pause Class-Map

e o= o= o o
0 2 6 16 1 0 0x03

1 0 0 0 0 0 0x00

2 0 0 0 0 0 0x04

3 0 0 0 0 0 0x08

4 0 0 0 0 0 0x10

5 0 0 0 0 0 0x20

6 0 0 0 0 0 0x00

7 0 0 0 0 0 0x00
Global FRH:

FRH Map: Ox3c, Pause Class Map: 0x3c
Xoff Threshold: 0, Total Credits: 0
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Pause configuration:
PFC disabled
Rx PFC CoS map: 0x00, Tx PFC CoS map: 0x00

______ T
0 0x00 Oxff
1 0x00 Oxff
2 0x00 Oxff
3 0x00 Oxff
4 0x00 Oxff
5 0x00 Oxff
6 0x00 Oxff
7 0x00 Oxff

0Q configuration:
Credit Quanta: 1, IPG Adjustment: 0O
PQO En: 0, PQO Class: O
PQl1 En: 0, PQl Class: O

Class XoffToMap TD HD DP Grp LSP GSP CrDec bw

————— Fommm - s S e ettt L B +--—-

0

0
24
16
10
255
0

0

JdousWwWNKREO
ocooooooo
ocooooooo
ocooooooo
ocooooooo
R R RRRRRR
MNNNNNNKREO
Ocoooooor
OcoroOoOOORO

SS statistics:

Class Rx (WR_RCVD) Tx (RD_SENT)
______ +_______________________+___________________
0 0 68719476736
1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 0 0

7 0 0

Rx Discard (WR DISC): 0

Rx Multicast Discard (WR DISC MC): O

Rx Error (WR RCV_ERR): 0

0Q statistics:
Packets flushed: 0
Packets timed out: 0

Pause statistics:
CoS Rx PFC Xoff Tx PFC Xoff

I
I
I
I
|
I
+
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
I
I
I
+
I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
|
I
I

~ o U WP O
O O O O o o oo
O O O O o o oo

Rx Xoff: 0
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Rx Xon: 0

Tx Xoff: 0

Tx Xon: 0

Rx PFC: 0

Tx PFC: 0

Rx Xoff Status: 0x00
Tx Xoff Status: 0x00
fex-101#

HAFx1—A2T (VRATLBRLA T Fa—A2THARY V—)

N

GE) S AFAHHXa2—A 27T NIEDRSLHIF~D N7 7 4 v 7 OHIFR— MIEAINET,

ARV — =T (ATLAERORY — <)

switch# show policy-map type queuing default-out-policy

Type queuing policy-maps

policy-map type queuing default-out-policy
class type queuing c-out-g3
priority level 1
class type queuing c-out-g2
bandwidth remaining percent 0
class type queuing c-out-qgl
bandwidth remaining percent 0
class type queuing c-out-g-default
bandwidth remaining percent 100

ARV =T (=P ERR) V— <) OFE :

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# policy-map type queuing outqg

switch (config-pmap-que)# class type queuing c-out-g3

switch (config-pmap-c-que) # bandwidth percent 40

switch (config-pmap-c-que) # class type queuing c-out-g2

switch (config-pmap-c-que) # bandwidth percent 30

switch (config-pmap-c-que) # class type queuing c-out-gl

switch (config-pmap-c-que) # bandwidth percent 20

switch (config-pmap-c-que) # class type queuing c-out-g-default
switch (config-pmap-c-que) # bandwidth percent 10

switch (config-pmap-c-que) #

e —ERRY—FB VAT A Xy NRECT X FLET,

)
)
)
)
)
)
)
)

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.

switch (config)# system gos
switch (config-sys—-qgos)# service-policy type queuing output outqg

X a—Aa T OMER
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switch# show policy-map system type queuing output

Service-policy (queuing) output: outqg
policy statistics status: disabled (current status: disabled)
Class-map (queuing) : c-out-g3 (match-any)

bandwidth percent 40

Class-map (queuing) : c-out-g2 (match-any)
bandwidth percent 30

Class-map (queuing) : c-out-gl (match-any)
bandwidth percent 20

Class-map (queuing) : c-out-g-default (match-any)
bandwidth percent 10

switch# show queuing interface ethernet 101/1/1

Ethernetl101/1/1 queuing information:
Input buffer allocation:
Qos—-group: ctrl

frh: 0

drop-type: drop

cos: 7

Xon xoff buffer-size
_________ o
2560 7680 10240
Qos-group: 0 1 2 3 (shared)
frh: 2

drop-type: drop
cos: 01 23456

Xon xoff buffer-size
_________ e
19200 24320 48640
Queueing:
queue gos-group cos priority bandwidth mtu
——————— e e et o e +----
ctrl-hi n/a 7 PRI 0 2400
ctrl-lo n/a 7 PRI 0 2400
2 0 456 WRR 10 9280
3 1 0 WRR 20 9280
4 2 1 WRR 30 9280
5 3 23 WRR 40 9280
Queue limit: 66560 bytes
Queue Statistics:
queue rx tx flags
—————— B et e
0 0 68719476760 ctrl
1 1 1 ctrl
2 0 0 data
3 1 109453 data
4 0 0 data
5 0 0 data
Port Statistics:
rx drop rx mcast drop rx error tx drop mux ovflow
——————————————— B e et e Attt T e
0 0 0 0 InActive
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Priority-flow-control enabled: no
Flow-control status: rx 0x0, tx 0x0, rx mask 0x0

~ o wN P O

gos-group rx pause tx pause masked rx pause
e Fmm Fmm o

1 xon xon xon

2 xon xon xon

3 xon xon xon

3 xon xon xon

0 xon xon xon

0 xon xon xon

0 xon xon xon

n/a xon xon xon

DSCP to Queue mapping on FEX
——— - - e

DSCP to Queue map disabled

FEX TCAM programmed successfully

switchi#

switch# attach fex 101
fex-101# show platform software gosctrl port 0 0 hif 1
number of arguments 6: show port 0 0 3 1

QoSCtrl internal info {mod 0x0 asic 0 type 3 port 1}

PI mod 0 front port 0 if index 0x00000000
ups 0 downs 0 binds O

Media type O

Port speed 0

MAC addr b0:00:04:32:05:e2

Port state: , Down

Untagged COS config valid: no

Untagged COS dump:

rx_cos _def[0]=0, tx cos def[0]=0
rx_cos_def[1]=3, tx cos def[l]=3

Last queueing config recvd from supId: 0

SUP 0 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|
|id|bw% |bw_unit|priority
grp |00]100/0000000/00000000
grp |01]000/0000000/00000000
grp 102]000/0000000/00000000
grp |03]000/0000000/00000000
grp |04]000/0000000/00000000
grp |05]000/0000000/00000000

Scheduling Classes 00008]

class
class
class
class
class
class

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|dir |g2cos]|class_grp|wk_gmap
]00]0x01/000|/000|/0000000|0000007]0001|] TX| 0x80]000000000]0000000
]01]10x02]001/000/0000000]0000007]0001| TX| 0x00]000000000]0000000
]02]10x041002|000|/0000000|0000007|0000|] TX| 0x08]000000002|0000000
]03]10x08|003|100/0000100]000000710000|] TX| 0x£f7]00000000310000000
|04]10x10/004|000|/0000000|10000007]0000|] TX| 0x00]00000000310000000
]05]0x201005/000|/0000000|0000007]0000|] TX| 0x00]00000000310000000
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class [06/0x40/006|/00010000000]/0000007[0000| TX| 0x00[000000003]0000000
class [07]10x80[007]00010000000]0000007[0000| TX| 0x00[000000003]0000000

————— SUP 1 start -----

Queuing config per gos_group
Interface queueing config valid: no

Queueing per gos_group: 00006]|
|id|bw% |bw_unit|priority
grp |00]100/0000000/00000000
grp |01]000/0000000/00000000
grp 102]000/0000000/00000000
grp |03]000/0000000/00000000
grp |04]000/0000000/00000000
grp |05]000/0000000/00000000

Scheduling Classes 00008]

[id|cbmp|gid|bw%|nor bw%|bw unit|prio|dir |g2cos]|class_grp|wk_gmap
class 00/0x01/000/000/0000000]0000007|0001| TX| 0x80]/000000000|0000000
class 0110x02|001/000/0000000]0000007|0001| TX| 0x00|/000000000]|0000000
class 10210x041002|000/0000000|0000007|0000| TX| 0x08]000000002|0000000
class 0310x08|003|100/0000100|0000007|0000| TX| 0x£f7/000000003]0000000
class 10410x10/004|000/0000000|0000007|0000| TX| 0x00|/000000003]0000000
class 105/0x20/005/000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class 106/0x40/006/000/0000000|0000007|0000| TX| 0x00/000000003]0000000
class [0710x80|007|/000/0000000|0000007|0000| TX| 0x00/000000003]0000000

PFC 0 (disabled), net port 0x0
END of PI SECTION
HIF0/0/1

Default CoS: 0
CoS Rx-Remap Tx-Remap Class
et SRR e +--——-

SJoUnd WM RO
SJo0nd WM RO
SJo0nd WM RO
R NDNNMNDNDOO_W

Class FRH CT-En MTU-Cells [Bytes]

—————— R e
0 0 0 30 [2400 ]
1 0 0 30 [2400 ]
2 2 0 116 [9280 ]
3 2 0 116 [9280 ]
4 2 0 116 [9280 ]
5 2 0 116 [9280 ]
6 2 0 127 [10160]
7 2 0 127 [10160]

FRH configuration:
Port En: 1, Tail Drop En: 0, Emergency Stop En: 1, Err Discard En: 1
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FRH Xon Xoff Total Pause u-Pause Class-Map
- +o———— e B Fo—m
0 2 6 8 1 0 0x03
1 0 0 0 0 0 0x00
2 15 19 38 1 0 0x3c
3 0 0 0 0 0 0x00
4 0 0 0 0 0 0x00
5 0 0 0 0 0 0x00
6 0 0 0 0 0 0x00
7 0 0 0 0 0 0x00
Global FRH:
FRH Map: 0x00, Pause Class Map: 0x00
Xoff Threshold: 0, Total Credits: 0
Pause configuration:
PFC disabled
Rx PFC CoS map: 0x00, Tx PFC CoS map: 0x00
Index CoS-to-Class Class-to-CoS--—---- - -
0 0x00 Oxff
1 0x00 Oxff
2 0x00 Oxff
3 0x00 Oxff
4 0x00 Oxff
5 0x00 Oxff
6 0x00 Oxff
7 0x00 Oxff

0Q configuration:

Credit Quanta: 1, IPG Adjustment: 0O

PQO En: 0, PQO Clas
PQ1 En: 0, PQl Clas

s: 0
s: 0

Class XoffToMap TD HD DP Grp LSP GSP CrDec bw

————— Fommm - s S e ettt LR T +--—-

JdousWwWNKREO
Ocooooooo
Ocooooooo
R R RRRRRR

SS statistics:
Class Rx (WR_RCVD)

O O0OO0OO0Oo0oooo

O O0OO0OoO0Oo0oooo

NNNMNMNDNMNREO

OoO0OoO0OoO0Oo0Oooor
Oo0Oo0oOo0oookro

(RD_SENT)

0
0
50
24
16
12
0
0

0
0
10
20
30
40
0
0

______ e

~ o U WP O
O O O O o oo

Rx Discard (WR DISC):

Rx Multicast Discard (WR DISC MC):

Rx Error (WR RCV_ERR)

0Q statistics:
Packets flushed: 0
Packets timed out: 0

O O O O o o oo

rexeosizE I
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Pause statistics:

CoS Rx PFC Xoff Tx PFC Xoff
______ o
0 0 0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 0 0

7 0 0

Rx Xoff: 0

Rx Xon: 0

Tx Xoff: 0

Tx Xon: 0

Rx PFC: 0

Tx PFC: 0

Rx Xoff Status: 0x00

Tx Xoff Status: 0x00

SS RdPort Class Head Tail QCount RealQCountRx

———tm R fmmm R R e
0 1 0 3113 9348 0 0

0 1 1 11057 4864 0 0

0 1 2 5356 4257 0 0

0 1 3 12304 10048 O 0

0 1 4 11346 2368 0 0

0 1 5 162 165 0 0

0 1 6 14500 112 0 0

0 1 7 12314 9602 0 0

fex-101#

FEX QoS &% & DR

FEX QoS E X MR T HITIE, kD a<r REfHLET,

avU R =E]:g]
show class-map type [qos | queuing] qos El2lEFa—A T XA TORTEEY

TA =y ZICETHERE RN LET,

show policy-map type [qos | queueing] qos E721EF 2 —A L7 XA T OREFHAR
Vyo— vy Il AR ERRLET,

show policy-map system type [qos| queuing] | 3 AT ADFEEFRHDTTD qos Z A 7D
RYv— =y 7T 2 ERE R R LET,

show queuing interface ether net f =P Ry N A B —T 2 ATHFa—A
74 otEmEFR LET,
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T DMDSEER

Z O T, CiscoNX-0OS 7 /34 A L T? Quality of Service (QoS) D ZEHE|ZBE# 32 B HNE
BHZOWTHB L £,

ZOfERIE, ROETHER SN TWET,
«RFC (251 ~X—7)

RFC

RFC 24 kL

RFC 2474 Differentiated Services Field

RFC 2475 [ Architecture for Differentiated Services (5]
k=207 —%7 7 Fv) |

RFC 2697 'A Single Rate Three Color Marker J

RFC 2698 [ADual Rate Three Color Marker (5 = 7 /b

L—h3HT—~—0—) |

RFC 3289 ' Management |nformation Base for the
Differentiated Services Architecture (ZERI{bH—
ERA T —X%7 7 F ¥ OFERFHRS—R) ]
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class type queuing  224-225
congestion-control random-detect forward-nonecn 149

H

hardware profile tcam resource service-template 59
hardware profile tcam resource template 59
hardware qos burst-detect rise-threshold 224225

interface ethernet 222-225

P

policy-map type queuing 224-225

priority-flow-control override-interface mode off 185

priority-flow-control watch-dog internal-interface-multiplier 195,197

priority-flow-control watch-dog interval 195, 197, 200, 202

priority-flow-control watch-dog shutdown-multiplier 195, 197, 200,
202

priority-flow-control watch-dog-interval 195196, 200-201

R
reload 58-59

S

show hardware access-list tcam template  59-60

&

P—EARY — AT Fa—A T HTT 222,224,226
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