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PIMおよび PIM6について
マルチキャスト対応ルータ間で使用される PIMは、マルチキャスト配信ツリーを構築して、ルー
ティングドメイン内にグループメンバーシップをアドバタイズします。PIMは、複数の送信元か
らのパケットが転送される共有配信ツリーと、単一の送信元からのパケットが転送される送信元

配信ツリーを構築します。

Cisco NX-OSは、IPv4ネットワーク（PIM）および IPv6ネットワーク（PIM6）で PIMスパース
モードをサポートしています。PIMスパースモードでは、ネットワーク上の要求元だけにマルチ
キャストトラフィックが伝送されます。PIMと PIM6は、ルータ上で同時に実行するように設定
できます。PIMおよび PIM6グローバルパラメータを使用すると、ランデブーポイント（RP）、
メッセージパケットフィルタリング、および統計情報を設定できます。PIMおよび PIM6イン
ターフェイスパラメータを使用すると、マルチキャスト機能のイネーブル化、PIMの境界の識
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別、PIM helloメッセージインターバルの設定、および代表ルータ（DR）のプライオリティ設定
を実行できます。

Cisco NX-OSは、PIMデンスモードをサポートしていません。（注）

CiscoNX-OSでマルチキャスト機能をイネーブルにするには、各ルータでPIMおよびPIM6機能を
イネーブルにしてから、マルチキャストに参加する各インターフェイスで、PIMまたは PIM6ス
パースモードをイネーブルにする必要があります。IPv4ネットワークの場合はPIMを、IPv6ネッ
トワークの場合は PIM6を設定できます。IPv4ネットワーク上のルータで IGMPがイネーブルに
なっていない場合は、PIMによって自動的にイネーブルにされます。IPv6ネットワークでは、デ
フォルトでMulticast Listener Discovery（MLD）がイネーブルになります。

PIMおよび PIM6グローバルコンフィギュレーションパラメータを使用すると、マルチキャスト
グループアドレスの範囲を設定して、次に示す配信モードで利用できます。

• Any Source Multicast（ASM）：マルチキャスト送信元の検出機能を提供します。ASMでは、
マルチキャストグループの送信元と受信者間に共有ツリーを構築し、新しい受信者がグルー

プに追加された場合は、送信元ツリーに切り替えることができます。ASMモードを利用する
には、RPを設定する必要があります。

•送信元固有マルチキャスト（SSM）は、マルチキャスト送信元への加入要求を受信するLAN
セグメント上の代表ルータを起点として、送信元ツリーを構築します。SSMモードでは、RP
を設定する必要がありません。送信元の検出は、その他の方法で実行する必要があります。

•双方向共有ツリー（Bidir）：マルチキャストグループの送信元と受信者間に共有ツリーを構
築しますが、新しい受信者がグループに追加された場合は、送信元ツリーに切り替えること

ができません。Bidirモードを利用するには、RPを設定する必要があります。Bidir転送では
共有ツリーだけが使用されるため、送信元を検出する必要はありません。

Cisco Nexus 9000シリーズスイッチは、PIM6 Bidirコマンドをサポート
していません。

（注）

これらのモードを組み合わせて、さまざまな範囲のグループアドレスに対応することができま

す。

ASMおよび Bidirモードで使用される PIMスパースモードと共有配信ツリーの詳細については、
RFC 4601を参照してください。

PIM SSMモードの詳細については、RFC 3569を参照してください。

PIM Bidirモードの詳細については、draft-ietf-pim-bidir-09.txtを参照してください。
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vPCを使用した PIM SSM
Cisco NX-OSリリース 7.0(3)I4(1)以降、vPC機能とともにアップストリームレイヤ 3クラウドを
備えた Cisco Nexus 9000シリーズスイッチで PIM SSMを有効にできます。

vPCVLAN（vPCピアリンクで伝送されるVLAN）上のスイッチ仮想インターフェイス（SVI）と
ダウンストリームデバイス間の PIM隣接関係はサポートされません。この設定により、マルチ
キャストパケットがドロップされる可能性があります。ダウンストリームデバイスと PIMネイ
バー関係が必要な場合は、vPC SVIではなく、物理レイヤ 3インターフェイスを Nexusスイッチ
で使用する必要があります。

vPC VLAN上の SVIでは、vPCピアスイッチとの PIM隣接関係が 1つだけサポートされます。
vPC-SVIの vPCピアスイッチ以外のデバイスとの vPCピアリンク上の PIM隣接関係はサポートさ
れていません。

N9K-X9636C-RおよびN9K-X9636Q-Rラインカードを搭載したCiscoNexus 9508スイッチで、PIM
SSMは Cisco NX-OSリリース 7.0(3)F2(1)以降でサポートしますが、vPC上の PIM SSMは Cisco
NX-OSリリース7.0(3)F3(1)までサポートしません。N9K-X9636C-RXラインカードは、CiscoNX-OS
リリース 7.0(3)F3(1)以降、vPCの有無にかかわらず PIM SSMをサポートします。

（注）

PIMフラッディングメカニズムと送信元発見
送信元発見（SD）（PFM-SD）を使用した Protocol Independent Multicast (PIM)フラッディングメ
カニズムにより、マルチキャストデータストリームの送信中にランデブーポイント（RP）が不
要になります。この手法は、共有ツリーから短いパス（*, G）ツリーへの切り替えに関連する展

PIMおよび PIM6の設定
3

PIMおよび PIM6の設定

vPCを使用した PIM SSM



開の遅延に適しています。PIMのこの技術は、PIMレジスタ、RP、または共有ツリーを必要とせ
ずにPIMスパースモード（SM）をサポートする方法を提供します。この手法は効率的で（S,G）
ツリーのみを作成します。マルチキャストソース情報は、PIMフラッディングメカニズムを使用
して、マルチキャストドメイン全体に伝播できます。PFM-SDモードは、Non-Blocking Multicast
（NBM）と共存できます。PIM-SDモードの詳細については、RFC 8364を参照してください。

Cisco NX-OSリリース 10.3（2）F以降、PFM-SD機能は、Cisco Nexus 9000シリーズ、Nexus 9800
スイッチ、および N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636Q- R、N9K-X9636C-RXおよび
N9K-X96136YC-Rラインカード。

Helloメッセージ
ルータがマルチキャスト IPv4アドレス 224.0.0.13または IPv6アドレス ff02::dに PIM helloメッ
セージを送信して、PIMネイバーとの隣接関係を確立すると、PIMプロセスが開始されます。hello
メッセージは30秒間隔で定期的に送信されます。PIMソフトウェアはすべてのネイバーからの応
答を確認すると、各 LANセグメント内で優先順位が最大のルータを代表ルータ（DR）として選
択します。DR優先順位は、PIMhelloメッセージのDR優先順位値に基づいて決まります。全ルー
タの DRプライオリティ値が不明、またはプライオリティが等しい場合は、IPアドレスが最上位
のルータが DRとして選定されます。

helloメッセージには保持時間の値も含まれています。通常、この値は helloインターバルの 3.5倍
です。ネイバーから後続のhelloメッセージがないまま保留時間を経過すると、デバイスはそのリ
ンクで PIMエラーが生じたと判断します。

設定された保留時間の変更は、インターフェイスで PIMを有効または無効にした後に送信される
最初の 2つの helloには反映されない場合があります。その後、インターフェイスで送信される最
初の 2つの helloについては、設定された保留時間が使用されます。これにより、正しい保留時間
のhelloを受信するまで、PIMネイバーは、初期ネイバーセットアップについて、誤ったネイバー
タイムアウト値を設定する可能性があります。

PIMソフトウェアで、PIMネイバーとの PIM helloメッセージの認証にMD5ハッシュ値を使用す
るよう設定すると、セキュリティを高めることができます。

PIM6はMD5認証をサポートしません。（注）

Join-Pruneメッセージ
DRが新しいグループの受信者または送信元から IGMPメンバーシップレポートメッセージを受
信すると、DRは、ランデブーポイント（ASMモードまたは Bidirモード）または送信元（SSM
モード）に面しているインターフェイスから PIM Joinメッセージを送信することにより、受信者
を送信元に接続するためのツリーを作成します。ランデブーポイント（RP）とは、ASMまたは
Bidirモードで PIMドメイン内のすべての送信元およびホストにより使用される、共有ツリーの
ルートです。SSMでは RPを使用せず、送信元と受信者間の最小コストパスである最短パスツ
リー（SPT）を構築します。
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DRはグループまたは送信元から最後のホストが脱退したことを認識すると、PIM Pruneメッセー
ジを送信して、配信ツリーから該当するパスを削除します。

各ルータは、マルチキャスト配信ツリーの上流方向のホップに JoinまたはPruneアクションを次々
と転送し、パスを作成（Join）または削除（Prune）します。

このマニュアル内の「PIM joinメッセージ」および「PIM pruneメッセージ」という用語は、PIM
join-pruneメッセージに関して、Joinまたは Pruneアクションのうち実行されるアクションのみを
わかりやすく示すために使用しています。

（注）

Join/Pruneメッセージは、ソフトウェアからできるだけ短時間で送信されます。join-pruneメッセー
ジをフィルタリングするには、ルーティングポリシーを定義します。

ステートのリフレッシュ

PIMでは、3.5分のタイムアウト間隔でマルチキャストエントリをリフレッシュする必要があり
ます。ステートをリフレッシュすると、トラフィックがアクティブなリスナーだけに配信される

ため、ルータで不要なリソースが使用されなくなります。

PIMステートを維持するために、最終ホップである DRは、Join/Pruneメッセージを 1分に 1回送
信します。次に、（*, G）ステートおよび（S, G）ステートの構築例を示します。

•（*, G）ステートの構築例：IGMP（*, G）レポートを受信すると、DRは（*, G）PIM Join
メッセージを RP方向に送信します。

•（S, G）ステートの構築例：IGMP（S, G）レポートを受信すると、DRは（S, G）PIM Join
メッセージを送信元方向に送信します。

ステートがリフレッシュされていない場合、PIMソフトウェアは、上流ルータのマルチキャスト
発信インターフェイスリストから転送パスを削除し、配信ツリーを再構築します。

ランデブーポイント

ランデブーポイント（RP）は、マルチキャストネットワークドメイン内にあるユーザが指定し
たルータで、マルチキャスト共有ツリーの共有ルートとして動作します。必要に応じて複数のRP
を設定し、さまざまなグループ範囲をカバーすることができます。

スタティック RP

マルチキャストグループ範囲のRPは静的に設定できます。この場合、ドメイン内のすべてのルー
タに RPのアドレスを設定する必要があります。

スタティック RPを定義するのは、次のような場合です。

•ルータに Anycast RPアドレスを設定する場合

•デバイスに RPを手動で設定する場合
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BSR

ブートストラップルータ（BSR）を使用すると、PIMドメイン内のすべてのルータで、BSRと同
じ RPキャッシュが保持されるようになります。BSRでは、BSR候補 RPから RPセットを選択す
るよう設定できます。BSRは、ドメイン内のすべてのルータに RPセットをブロードキャストす
る役割を果たします。ドメイン内の RPを管理するには、1つまたは複数の候補 BSRを選択しま
す。候補 BSRの 1つが、ドメインの BSRとして選定されます。

BSRは、Cisco Nexus 9300-FX、Cisco Nexus 9300-FX2、および Cisco Nexus 9300-FX3Sプラット
フォームスイッチでサポートされています。

BSRは、Cisco Nexus 9300-EX/FX/FX2/FX3/GX/Cおよび 9500-EX/FX/GXプラットフォームスイッ
チでサポートされます。

次の図に、BSRメカニズムを示します。ここで、ルータ A（ソフトウェアによって選定された
BSR）は、すべての有効なインターフェイスから BSRメッセージを送信しています（図の実線部
分）。このメッセージには RPセットが含まれており、ネットワーク内のすべてのルータに次々
とフラッディングされます。ルータ Bおよび Cは候補 RPであり、選定された BSRに候補 RPア
ドバタイズメントを直接送信しています（図の破線部分）。

選定された BSRは、ドメイン内のすべての候補 RPから候補 RPメッセージを受信します。BSR
から送信されるブートストラップメッセージには、すべての候補 RPに関する情報が格納されて
います。各ルータでは共通のアルゴリズムを使用することにより、各マルチキャストグループに

対応する同一の RPアドレスが選択されます。

図 1 : BSRメカニズム

RP選択プロセスの実行中、ソフトウェアは最も優先順位が高い RPアドレスを特定します。2つ
以上のRPアドレスのプライオリティが等しい場合は、選択プロセスでRPハッシュが使用されま
す。1つのグループに割り当てられる RPアドレスは 1つだけです。

デフォルトでは、ルータは BSRメッセージの受信や転送を行えません。BSRメカニズムによっ
て、PIMドメイン内のすべてのルータに対して、マルチキャストグループ範囲に割り当てられた
RPセットが動的に通知されるようにするには、BSRリスニング機能および転送機能をイネーブル
にする必要があります。
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BSRメカニズムは、サードパーティ製ルータで使用可能な、ベンダー共通の RP定義方式です。（注）

PIM6では BSRはサポートされていません。（注）

Auto-RP

Auto-RPは、インターネット標準であるブートストラップルータメカニズムに先立って導入され
たシスコのプロトコルです。Auto-RPを設定するには、候補マッピングエージェントおよび候補
RPを選択します。候補 RPは、サポート対象グループ範囲を含んだ RP-Announceメッセージを
Cisco RP-Announceマルチキャストグループ 224.0.1.39に送信します。Auto-RPマッピングエー
ジェントは候補 RPからの RP-Announceメッセージを受信して、グループと RP間のマッピング
テーブルを形成します。マッピングエージェントは、このグループとRP間のマッピングテーブ
ルを RP-Discoveryメッセージに格納して、Cisco RP-Discoveryマルチキャストグループ 224.0.1.40
にマルチキャストします。

次の図に、Auto-RPメカニズムを示します。RPマッピングエージェントは、受信した RP情報
を、定期的に Cisco RP-Discoveryグループ 224.0.1.40にマルチキャストします（図の実線部分）。

図 2 : Auto-RPのメカニズム

デフォルトでは、ルータは Auto-RPメッセージの受信や転送を行いません。Auto-RPメカニズム
によって、PIMドメイン内のルータに対して、group-to-RPマッピング情報が動的に通知されるよ
うにするには、Auto-RPリスニング機能および転送機能をイネーブルにする必要があります。

Auto-RPは PIM6ではサポートされていません。（注）
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同じネットワーク内では、Auto-RPプロトコルと BSRプロトコルを同時に設定できません。注意

PIMドメインで設定された複数の RP

このセクションでは、1つの PIMドメイン内に複数の RPが設定されている場合の選定プロセス
のルールについて説明します。

Anycast-RP

Anycast-RPの実装方式には、マルチキャスト送信元検出プロトコル（MSDP）を使用する場合と、
RFC 4610、『プロトコル独立マルチキャスト（PIM）を使用する Anycast-RP』に基づく場合の 2
種類があります。ここでは、PIM Anycast-RPの設定方法について説明します。

PIMAnycast-RPを使用すると、Anycast-RPセットというルータグループを、複数のルータに設定
された単一の RPアドレスに割り当てることができます。Anycast-RPセットとは、Anycast-RPと
して設定された一連のルータを表します。各マルチキャストグループで複数のRPをサポートし、
セット内のすべてのRPに負荷を分散させることができるのは、このRP方式だけです。Anycast-RP
はすべてのマルチキャストグループをサポートします。

ユニキャストルーティングプロトコルの機能に基づいて、PIM登録メッセージが最も近い RPに
送信され、PIM参加/プルーニングメッセージが最も近い RPに向けて送信されます。いずれかの
RPがダウンすると、これらのメッセージは、ユニキャストルーティングを使用して次に最も近
い RPの方向へと送信されます。

PIMは、PIM Anycast RPおよび PIM Bidir RPに使用されるループバックインターフェイス上に設
定する必要があります。

PIM Anycast-RPの詳細については、RFC 4610を参照してください。

PIM登録メッセージ
PIM Registerメッセージは、マルチキャスト送信元に直接接続された指定ルータ（DR）から RP
にユニキャストされます。PIM Registerメッセージには次の機能があります。

•マルチキャストグループに対する送信元からの送信がアクティブであることを RPに通知す
る

•送信元から送られたマルチキャストパケットを RPに配信し、共有ツリーの下流に転送する

DRはRPからRegister-Stopメッセージを受信するまで、PIMRegisterメッセージをRP宛に送信し
続けます。RPが Register-Stopメッセージを送信するのは、次のいずれかの場合です。

• RPが送信中のマルチキャストグループに、受信者が存在しない場合

• RPが送信元へのSPTに加入しているにもかかわらず、送信元からのトラフィックの受信が開
始されていない場合

PIMトリガーレジスタはデフォルトで有効になっています。
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ip pim register-sourceを使用できますコマンドは、登録メッセージの送信元 IPアドレスが、RP
がパケットを送信できる一意のルーテッドアドレスではない場合に、登録メッセージの送信元 IP
アドレスを設定するために使用します。このような状況は、受信したパケットが転送されないよ

うに送信元アドレスがフィルタリングされる場合、または送信元アドレスがネットワークに対し

て一意でない場合に発生します。このような場合、RPから送信元アドレスへ送信される応答は
DRに到達せず、Protocol Independent Multicast Sparse Mode（PIM-SM）プロトコル障害が発生しま
す。

次に、登録メッセージの IP送信元アドレスを DRのループバック 3インターフェイスに設定する
例を示します。

ip pim register-source loopback 3

Cisco NX-OSでは RPの処理の停滞を防ぐため、PIM Registerメッセージのレート制限が行われま
す。

（注）

PIM Registerメッセージをフィルタリングするには、ルーティングポリシーを定義します。

指定ルータ

PIMのASMモードおよび SSMモードでは、各ネットワークセグメント上のルータの中から指定
ルータ（DR）が選択されます。DRは、セグメント上の指定グループおよび送信元にマルチキャ
ストデータを転送します。

LANセグメントごとの DRは、「Helloメッセージ」に記載された手順で決定されます。

ASMモードの場合、DRは RPに PIM Registerパケットをユニキャストします。DRが、直接接続
された受信者からの IGMPメンバーシップレポートを受信すると、DRを経由するかどうかに関
係なく、RPへの最短パスが形成されます。これにより、同じマルチキャストグループ上で送信
を行うすべての送信元と、そのグループのすべての受信者を接続する共有ツリーが作成されます。

SSMモードの場合、DRは送信元方向に (S,G) PIM joinまたは pruneメッセージをトリガーします。
受信者から送信元へのパスは、各ホップで決定されます。この場合、送信元が受信者または DR
で認識されている必要があります。

指定フォワーダ

PIMの Bidirモードでは、RPを検出する際に、各ネットワークセグメント上のルータから指定
フォワーダ（DF）が選択されます。DFは、セグメント上の指定グループにマルチキャストデー
タを転送します。DFは、ネットワークセグメントから RPへのベストメトリックに基づいて選
定されます。

RPFインターフェイスでRP方向へのパケットを受信したルータは、そのパケットを発信インター
フェイス（OIF）リスト内のすべてのインターフェイスから転送します。パケットを受信したイン
ターフェイスが属するルータが、LANセグメントのDFに選定されている場合、そのパケットは、

PIMおよび PIM6の設定
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着信インターフェイスを除く OIFリスト内のすべてのインターフェイスに転送されます。また、
RPFインターフェイスを経由して RPにも転送されます。

Cisco NX-OSでは、RPFインターフェイスをMRIBの OIFリストに追加しますが、MFIBの OIF
リストには追加しません。

（注）

共有ツリーから送信元ツリーへの ASMスイッチオーバー

Cisco NX-OSでは、RPFインターフェイスをMRIBの OIFリストに追加しますが、MFIBの OIF
リストには追加しません。

（注）

ASMモードでは、共有ツリーだけを使用するようにPIMパラメータを設定しないかぎり、受信者
に接続された DRが、共有ツリーから送信元への最短パスツリー（SPT）に切り替わります。

このスイッチオーバーの間、SPTおよび共有ツリーのメッセージが両方とも表示されることがあ
ります。これらのメッセージの意味は異なります。共有ツリーメッセージは上流の RPに向かっ
て伝播されますが、SPTメッセージは送信元に向かって送信されます。

SPTスイッチオーバーの詳細については、RFC 4601の「Last-Hop Switchover to the SPT」の項を参
照してください。

マルチキャストフローパスの可視性

CiscoNX-OSリリース 10.2（1）F以降、TRMフローのマルチキャストフローパス可視化（FPV）
とともに、TRM L3モードおよびアンダーレイマルチキャストでサポートされます。この機能に
より、Cisco Nexus 9000シリーズスイッチのすべてのマルチキャストステートをエクスポートで
きます。これは、送信元から受信者までのフローパスの完全で信頼性の高い追跡性を確保するの

に役立ちます。

Cisco Nexus 9000シリーズスイッチでマルチキャストフローパスデータエクスポートを有効に
するには、multicast flow-path exportコマンドを使用します。

この機能は次をサポートします。

•フローパスの可視化（FPV）。

•障害検出のためにフローの統計と状態のエクスポート。

•フローパスに沿ったスイッチの根本原因分析。これは、適切なデバッグコマンドを実行する
ことによって行われます。

PIMおよび PIM6の設定
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管理用スコープの IPマルチキャスト
管理用スコープの IPマルチキャスト方式を使用すると、マルチキャストデータの配信先に境界を
設定することができます。詳細については、RFC 2365を参照してください。

インターフェイスを PIM境界として設定し、PIMメッセージがこのインターフェイスから送信さ
れないようにできます。

Auto-RPスコープパラメータを使用すると、存続可能時間（TTL）値を設定できます。

マルチキャストカウンタ

マルチキャストフローカウンタの収集は、2つの異なる方法で有効にできます。

•「マルチキャストヘビーテンプレートの有効化」セクションの説明に従って、マルチキャス
トヘビーテンプレートを有効にします。

•デフォルトのテンプレートで hardware profile multicast flex-stats-enableコマンドを構成しま
す。

マルチキャストカウンタをサポートするのは、Cisco Nexus 9300-EX、X9700-FX、9300-FX、およ
び 9300-FX2シリーズスイッチだけです。これらのカウンタは、マルチキャストトラフィックに
関するより詳細な精度と可視性を提供します。具体的には、絶対マルチキャストパケット数（す

べてのマルチキャストS,Gルートのバイトとレート）を示します。これらのカウンタは、S,Gルー
トに対してのみ有効であり、*,Gルートに対しては有効ではありません。マルチキャストヘビー
テンプレートが有効になっている場合、show ip mroute detailおよび show ip mroute summary コ
マンドの出力にマルチキャストカウンタが表示されます。

Cisco NX-OSリリース 10.6（1）F以降、IPv4のマルチキャストフローカウンタ機能はCisco Nexus
N9336C-SE1でサポートされます。この機能を有効にするには、 hardware profile multicast
flex-stats-enableコマンドを実行し、copy running-config startup-configコマンドを使用してスイッ
チをリロードします。

マルチキャストヘビーテンプレート

ずっと多くのマルチキャストルートをサポートし、show ip mrouteコマンドの出力にマルチキャ
ストカウンタを表示するために、マルチキャストヘビーテンプレートを有効にすることができ

ます。

マルチキャストヘビーテンプレートは、次のデバイスおよびリリースでサポートされています。

• Cisco Nexus N9K-X9732C-EX、N9K-X9736C-E、および N9K-X97160YC-EXラインカード、
Cisco NX-OSリリース 7.0(3)I3(2)以降、ただし拡張性の向上のみ

• Cisco Nexus 9300-EXシリーズスイッチ、Cisco NX-OSリリース 7.0(3)I6(1)以降、拡張性とマ
ルチキャストカウンタの両方が向上

• Cisco Nexus 9300-FXシリーズスイッチ、Cisco NX-OSリリース 7.0(3)I7(1)以降、拡張性とマ
ルチキャストカウンタの両方が向上

PIMおよび PIM6の設定
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マルチキャスト VRF-Liteルートリーク
Cisco NX-OSリリース 7.0(3)I7(1)以降、マルチキャストレシーバーは VRF間で IPv4トラフィッ
クを転送できます。以前のリリースでは、マルチキャストトラフィックのフローは同じVRF内で
のみ可能でした。

マルチキャスト VRF-liteリーキング機能は、受信側 VRFのマルチキャストルートでのリバース
パスフォワーディング（RPF）ルックアップを、送信元 VRFで実行できるようにします。した
がって、ソース VRFから発信されたトラフィックをレシーバ VRFに転送できます。

PIMグレースフルリスタート
プロトコル独立マルチキャスト（PIM）のグレースフルリスタートは、ルートプロセッサ（RP）
スイッチオーバー後のマルチキャストルート（mroute）のコンバージェンスを改善する、マルチ
キャストハイアベイラビリティ（HA）の拡張です。PIMのグレースフルリスタート機能では、
RPスイッチオーバー時に、（RFC 4601で定義された）生成 ID（GenID）値を、インターフェイ
ス上の隣接 PIMネイバーで、全ての（*,G）および（S,G）状態に対する PIMジョインメッセー
ジを送信させるトリガーのための機構として利用します。これは、インターフェイスをリバース

パス転送（RPF）インターフェイスとして使用します。このメカニズムにより、PIMネイバーで
は、新しくアクティブになった RP上でこれらの状態を即座に再確立できます。

生成 ID

生成 ID（GenID）は、インターフェイスでProtocol IndependentMulticast（PIM）転送が開始または
再開されるたびに生成し直される、ランダムに生成された 32ビット値です。PIM helloメッセー
ジ内の GenID値を処理するために、PIMネイバーでは、RFC 4601に準拠する PIMを実装した
Ciscoソフトウェアを実行している必要があります。

RFC4601に準拠しておらず、PIMhelloメッセージ内のGenIDの差異を処理できないPIMネイバー
は GenIDを無視します。

（注）

PIMグレースフルリスタート動作

この図は、PIMグレースフルリスタート機能をサポートするデバイスのルートプロセッサ（RP）
のスイッチオーバー後に実行される動作を示します。

PIMおよび PIM6の設定
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図 3 : RPスイッチオーバー中の PIMグレースフルリスタート動作

PIMおよび PIM6の設定
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PIMグレースフルリスタート動作は次のとおりです。

•安定した状態で、PIMネイバーは定期的に PIMハローメッセージをやりとりします。

•アクティブ RPは、マルチキャストルート（mroute）の状態をリフレッシュするために PIM
joinを定期的に受信します。

•アクティブ RPに障害が発生すると、スタンバイ RPが代わって新しいアクティブ RPになり
ます。

•新しいアクティブ RPは世代 ID（GenID）値を変更して、PIMハローメッセージで新しい
GenIDを隣接する PIMネイバーに送信します。

•新しい GenIDを持つインターフェイスで PIM helloメッセージを受信する隣接 PIMネイバー
は、このインターフェイスをRPFインターフェイスとして使用するすべての (*, G)および (S,
G) mrouteに PIMグレースフルリスタートを送信します。

•これらの mroute状態は、新しくアクティブになった RP上でただちに再確立されます。

PIMのグレースフルリスタートおよびマルチキャストトラフィックフロー

PIMネイバーのマルチキャストトラフィックフローは、マルチキャストトラフィックで PIMグ
レースフルリスタートPIMのサポートを検出するか、デフォルトのPIMhello保持時間間隔内に、
障害が発生した RPノードからの PIM helloメッセージを検出した場合には、影響を受けません。
障害が発生した RPのマルチキャストトラフィックフローは、非停止転送（NSF）対応かどうか
に影響されません。

デフォルトの PIM hello保持時間は PIM hello期間の 3.5倍です。デフォルト値の 30秒よりも小さ
い値で PIM hello間隔を設定すると、マルチキャストハイアベイラビリティ（HA）動作が設計ど
おりに機能しないことがあります。

注意

高可用性

ルートプロセッサがリロードすると、VRF間のマルチキャストトラフィックは、同じ VRF内で
転送されるトラフィックと同じように動作します。

ハイアベイラビリティの詳細については、『Cisco Nexus 9000シリーズ NX-OSハイアベイラビリ

ティおよび冗長性ガイド』を参照してください。

PIMおよび PIM6の前提条件
PIMには以下の前提条件があります。

PIMおよび PIM6の利用条件は次のとおりです。

•デバイスにログインしている。

PIMおよび PIM6の設定
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•現在の仮想ルーティングおよびフォワーディング（VRF）モードが正しい（グローバルコマ
ンドの場合）。この章の例で示すデフォルトのコンフィギュレーションモードは、デフォル

ト VRFに適用されます。

• PIMBidirの場合、hardware access-list tcam region mcast-bidir コマンドを使用してACLTCAM
リージョンサイズを設定する必要があります。

この hardware access-list tcam region ing-supコマンドを使用して、ACL TCAMリージョンサ
イズを変更し、入力スーパーバイザ TCAMリージョンのサイズを設定します。

詳細については、『ACL TCAMリージョンサイズの設定』を参照してください。

この制限は、Cisco Nexus 9300-EXシリーズスイッチには適用されませ
ん。

（注）

デフォルトでは、mcast-bidirの領域サイズはゼロです。PIM Bidirをサ
ポートするには、この領域に十分なエントリを割り当てる必要がありま

す。

（注）

• Cisco Nexus 9300シリーズスイッチの場合、Bidir範囲のマスク長が 24ビット以上であること
を確認してください。

PIMおよび PIM6に関する注意事項と制限事項
PIMおよび PIM6に関する注意事項および制限事項は次のとおりです。

• Cisco NX-OS PIMおよび PIM6は、Cisco Nexus 9300-EX、Cisco Nexus 9300-FX、Cisco Nexus
9300-FX2、および Cisco Nexus 9300-FX3Sプラットフォームスイッチでサポートされていま
す。

•セカンダリ IPアドレスを RPアドレスとして構成することはサポートされていません。

•ほとんどのCiscoNexusデバイスでは、RPF障害トラフィックはドロップされ、PIMアサート
をトリガーするために非常に低レートで CPUに送信されます。Cisco Nexus 9000シリーズス
イッチの場合、RPF障害のトラフィックは、マルチキャスト送信元を学習するために、常に
CPUにコピーされます。

•ほとんどの Cisco Nexusデバイスのファーストホップ送信元検出では、ファーストホップか
らのトラフィックは送信元サブネットチェックに基づいて検出され、マルチキャストパケッ

トは送信元がローカルサブネットに属する場合に限り、CPUにコピーされます。CiscoNexus
9000シリーズスイッチではローカル送信元を検出できないため、マルチキャストパケット
は、ローカルマルチキャスト送信元を学習するためにスーパーバイザに送信されます。

PIMおよび PIM6の設定
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http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/security/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_Security_Configuration_Guide_7x_chapter_01001.html


• Cisco NX-OSの PIMおよび PIM6は、いずれのバージョンの PIMデンスモードまたは PIMス
パースモードバージョン 1とも相互運用性がありません。

• PIM SSMおよび PIM ASMは、すべての Cisco Nexus 9000シリーズスイッチでサポートされ
ています。

• Cisco Nexus 9000シリーズスイッチは、vPC上の PIM6 SSMをサポートしています。

•より低い IPアドレスを持つ L2デバイスでスヌーピングクエリアを設定して、L2デバイスを
クエリアとして強制することをお勧めします。これは、マルチシャーシ EtherChannelトラン
ク (MCT)がダウンしているシナリオの処理に役立ちます。

•ランデブーポイントがPIMデータレジスタを受信すると、そのレジスタは処理のためにCPU
にパントされることが予期されます。この操作中に、レジスタのカプセル化が解除され、そ

のグループに関連する OIFがある場合は、そのデータ部分がソフトウェアで転送されます。

• (S,G)ルートは、spt-threshold infinityの設定に関係なく、データパケットがパントされるとコ
ントロールプレーンに作成されます。ルートは、コントロールプレーンを保護し、パケット

のパントを制限するために作成されます。

•次に示すように、サービスインターフェイスが作成される前にNATフローが確立された場合
は、clear ip mroute group sourceコマンドを使用して、影響を受けるルートを手動でクリアし
ます。

2024 Jan 30 15:26:17.127933 MFX2-4
%IPFIB-SLOT1-2-MFIB_EGR_NAT_INVALID_INTF: Service Intf Ethernet1/31.100
not available, Impacted translation flow:
(118.4.0.1,2.1.13.153)->(228.4.11.49,204.0.1.59)L4(0,0)2024 Jan 30
15:26:23.039119 MFX2-4 %ETHPORT-5-IF_UP: Interface Ethernet1/31.100
is up in Layer3

• Cisco NX-OSリリース 9.2(3)以降：

• TOR上の PIM6は、マルチキャストヘビー、拡張ヘビー、およびデフォルトのテンプ
レートでサポートされています。

• EX/FX/GXラインカードを搭載したCisco Nexus 9500ボックスの PIM6は、マルチキャス
トヘビー、拡張ヘビー、デュアルスタックマルチキャストテンプレートでのみサポー

トされます。

• Cisco NX-OSリリース 9.3(3)以降、SVIの PIM6サポートは、vPCの有無にかかわらず、
「EX」、「FX」、「FX2」で終わるスイッチのTORに導入され、「EX」、「FX」で終わる
スイッチの EORに導入されました。

• SVIでの PIM6サポートは、MLDスヌーピングが有効になった後にのみ可能です。

• Cisco NX-OSリリース 9.3(5)以降、SVIでの PIM6サポートが、Cisco Nexus 9300-GXプラット
フォームスイッチと、Cisco Nexus 9500プラットフォームスイッチで導入されました。

• Cisco Nexus 9000シリーズスイッチは、vPCで PIM ASMおよび SSMをサポートします。

PIMおよび PIM6の設定
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• Cisco Nexus 9000シリーズスイッチは、vPCレッグまたは vPCの背後にあるルータとの PIM
隣接関係をサポートしていません。

• Cisco Nexus 9000シリーズスイッチでは、PIMスヌーピングはサポートされていません。

• Cisco Nexus 9000シリーズスイッチは、PIM6 ASMおよび SSMをサポートします。

N9K-X9400または N9K-X9500ラインカードまたは N9K-C9504-FM、
N9K-C9508-FM、およびN9K-C9516-FMファブリックモジュール（ある
いはその両方）を備えた Cisco Nexus 9500シリーズスイッチのみが、
PIM6ASMおよびSSMをサポートします。他のラインカードまたはファ
ブリックモジュールを備えた Cisco Nexus 9500シリーズスイッチは、
PIM6をサポートしていません。

（注）

• PIM双方向マルチキャスト送信元VLANブリッジングは、FEXポートではサポートされてい
ません。

• PIM6双方向はサポートされていません。

• PIM6は、Cisco NX-OSリリース 9.3(3)より前の SVIではサポートされていません。

• PIM6は、FEXポート（レイヤ 2およびレイヤ 3）ではサポートされていません。

• PIM双方向は、Cisco Nexus 9300-EX、Cisco Nexus 9300-FX/FX2/FX3、および Cisco Nexus
9300-GXプラットフォームスイッチでサポートされます。

• CiscoNexus 9000シリーズスイッチは、vPCでのPIMBidirまたは vPCでのPIM6ASM、SSM、
および双方向をサポートしていません。

• PIM Bidirプロトコルには次の制限があります。

•設計上、すべてのリンクで DFとして機能するルータが 1つだけある必要があります。

• DFのルータがない場合、パケットはドロップされます。

•複数のルータが DFである場合、パケットが重複またはループする可能性があります。

•トポロジが変更されると、1つのルータが DFでなくなり、別のルータが新しい DFにな
る場合があります。

•トポロジの変更中は、PIMDFの選択は迅速に行われますが、多くのマルチキャストルー
トが影響を受ける可能性があります。影響を受けるすべてのルートを処理し、フォワー

ディングプレーンを更新するために必要な時間は、影響を受けるルートの数によって異

なります。ルート数が少ない場合は数ミリ秒ですが、ルートが数千ある場合は 1分以上
かかる場合があります。

•次のデバイスは、レイヤ 3ポートチャネルサブインターフェイスで PIMおよび PIM6スパー
スモードをサポートしています。

• Cisco Nexus 9300シリーズスイッチ

PIMおよび PIM6の設定
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• Cisco Nexus 9300-EXシリーズスイッチおよび Cisco Nexus 3232Cおよび 3264Qスイッチ

• N9K-X9400またはN9K-X9500ラインカードまたはN9K-C9504-FM、N9K-C9508-FM、お
よびN9K-C9516-FMファブリックモジュール（あるいはその両方）を備えたCiscoNexus
9500シリーズスイッチ。

•マルチキャストヘビーテンプレートは、リアルタイムパケットとバイト統計をサポートし
ますが、VXLANおよびトンネルの出力または入力統計はサポートしません。

•リアルタイム/フレックス統計は、以下でサポートされています。

• hardware profile multicast flex-stats-enable コマンドの構成を備えたデフォルトのテンプ
レート。

•構成のないヘビーテンプレート。

リアルタイム統計は、拡張ヘビーテンプレートをサポートしていません。

• IPv4上の GREトンネルはマルチキャストをサポートします。IPv6上の GREトンネルはマル
チキャストをサポートしていません。

• GREトンネルでマルチキャストをサポートするのは、Cisco Nexus 9300-EXおよび
9300-FX/FX2/FX3プラットフォームスイッチだけです。

• CiscoNX-OSリリース 10.2(1q)F以降、マルチキャストGREはCiscoNexusN9K-C9332D-GX2B
プラットフォームスイッチでサポートされます。

• GREトンネルはホスト接続をサポートしていません。

• IGMP機能はホスト接続の一部としてサポートされていないため、IGMP CLIは GREトンネ
ルでは使用できません。

•静的トンネル OIFはマルチキャストルートに追加できない場合があります。IGMP CLIは
GREトンネルでは使用できず、マルチキャストグループを発信インターフェイス（OIF）に
静的にバインドする必要があるためです。

• SVI IPアドレスはトンネルの送信元またはトンネルの宛先として使用しないでください。

•トンネルの宛先は、L3物理インターフェイスまたは L3サブインターフェイスを介して到達
可能である必要があります。

•トンネルの宛先に到達可能な L3物理インターフェイスまたはサブインターフェイスでは、
PIMが有効になっている必要があります。

•同じデバイス上の複数のGREトンネルでは、同じ送信元または同じ宛先を使用しないでくだ
さい。

• GREでカプセル化されたマルチキャストトラフィックの ECMP負荷共有はサポートされて
いません。トンネルの宛先に複数のリンクを介して到達できる場合、トラフィックはそのう

ちの 1つのみに送信されます。

•マルチキャスト整合性チェッカーは、GREトンネルではサポートされていません。

PIMおよび PIM6の設定
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• GREトンネルは、送信元または宛先インターフェイスが同じVRFのメンバーである場合にの
み、VRFのメンバーになることができます。

•マルチキャスト VRF-Liteルートリークは GREではサポートされていません。

• PIM Bidirは GREではサポートされていません。

• Cisco Nexus 3232Cおよび 3264Qスイッチは、PIM6をサポートしていません。

•インターフェイスに PIM/PIM6ネイバーがない場合、そのインターフェイスは、最短/ECMP
パスに基づいて RPFインターフェイスとして選択できます。送信元と受信者の間に複数の
ECMPがある場合は、リンクの両側で PIM/PIM6を有効にするようにしてください。

• Cisco NX-OSリリース 9.3(6)以降、GRE上のマルチキャストは、Cisco Nexus 9300-GXプラッ
トフォームスイッチでサポートされます。

• Cisco NX-OSリリース 9.3(6)以降では、以下がサポートされます。

•スイッチ 1の着信 RPFインターフェイスは、デフォルトの VRFの下にあり、他の VRF
ではスイッチ 2にあります。

•スイッチ 1のトンネルインターフェイスはデフォルト VRFの下にあり、他の VRFでは
スイッチ 2にあります。

•スイッチ 1の発信インターフェイスは他の VRFにあり、デフォルトの VRFの下ではス
イッチ 2にあります。

• Cisco Nexus 9000スイッチに GREトンネルが存在すると、サブインターフェイスと共存でき
ません（サブインターフェイスへのマルチキャスト転送で dot1qタグが欠落する場合があり
ます）。これは、サブインターフェイスでのマルチキャストトラフィックの受信に影響しま

す。トラフィックは、サブインターフェイスではなく、親インターフェイスで受信されます。

この影響は、標準/ネイティブマルチキャストパケットのみに影響し、マルチキャスト GRE
（カプセル化およびカプセル化解除）パケットには影響しません。この制限は、Cisco Nexus
9300-GXプラットフォームスイッチに適用されます。

•トンネル（機能トンネルまたは feature nvオーバーレイ）は、サブインターフェイスと共存で
きません（サブインターフェイスへのマルチキャスト転送で dot1qタグが欠落している可能
性があります）。これは、サブインターフェイスでの受信マルチキャストトラフィックに影

響します。この制限は、Cisco Nexus 9300-GXプラットフォームスイッチに適用されます。

• GREトンネルの送信元または宛先の設定が間違っている場合（送信元/宛先に互換性がないな
ど）、それらは自動的にシャットダウンされ、設定が回復された後でもシャットダウンされ

たままになります。回避策は、そのようなトンネルを手動でシャットダウン/シャットダウン
解除することです。

• PIM-SMでは、転送パスに変更があると、パケットの重複またはドロップが予想される動作
になります。これにより、次のようなデメリットが発生します。

•共有ツリーでの受信から最短パスツリー（SPT）に切り替える場合、通常、パケットが
ドロップされるときに小さなウィンドウが発生します。SPT機能はこれを防止すること
ができますが、重複が発生する場合があります。

PIMおよび PIM6の設定
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• PIMレジスタまたはMSDPを介して受信した可能性のあるパケットを最初に転送するRP
は、次にネイティブ転送のために SPTに参加しますが、そのため、RPが同じデータパ
ケットを2回転送する小さなウィンドウが生じます。1回はネイティブパケットとして、
1回は PIM登録またはMSDPカプセル化解除の後です。

これらの問題を解決するには、長い (S,G)有効期限を設定するか、SSM/PIM Bidirを使用し
て、転送パスが変更されないようにします。

• Cisco NX-OSリリース 10.3(1)F以降、Cisco Nexus 9808プラットフォームスイッチで PIMの
サポートが提供されます。

• CiscoNX-OSリリース 10.4(1)F以降、PIMは、CiscoNexus 9808スイッチを搭載したCisco
Nexus X98900CD-Aおよび X9836DM-Aラインカードでサポートされます。

• Cisco NX-OSリリース 10.4(1)F以降、PIMは Cisco Nexus 9804プラットフォームスイッチ、
Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカードでサポートされます。

• PFM-SDには、次の注意事項と制限事項があります。

•ポリシーベースの PFM-SD管理境界評価はサポートされていません。

•マルチサイトのサポートはありません

• PFM-SDモードは、VRFごと、および一連のグループ範囲に対して有効にできます。
PFM-SDモードはデフォルトでイネーブルになっていません。

• PFM-SD範囲の RPを設定しないでください。

• PMNでは、グループごとの複数の送信元の帯域幅管理はサポートされていません。

• PIMは、送信元、受信者、およびランデブーポイント（RP）間のすべての L3インターフェ
イスで構成する必要があります。

•アップストリームルータのインターフェイスでPIMが有効になっていない場合、トラフィッ
クはドロップされます。

• HSRP対応の PIMは、 Cisco NX-OSではサポートされていません。

•マルチキャスト対応 BLがリロードされる場合、顧客は、ルートスケールに応じて、ファブ
リックポートトラッキングタイマーが 3〜 5前後に設定されていることを確認する必要があ
ります。

ファブリックポートトラッキングにより、L3outの起動が遅くなり、L3outを通過するルート
でのユニキャストコンバージェンスが遅延します。これにより、PIM過負荷タイマー（3分）
がマルチキャストステートとデータストリーム、およびストライプウィナー関連の作業を完

了し、処理する準備を整えるのに十分な時間が提供されます。

リロードされたBLが起動中である間は、代替またはバックアップBLがデータストリームを
処理し、ストライプウィナー関連の作業を実行することが予想されるため、ポートトラッキ

ングを増やしても現在実行中のデータストリームには影響しないことに注意してください。

PIMおよび PIM6の設定
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• CiscoNX-OSリリース 10.6（1）F以降、ip pim spt-switch-gracefulコマンドはデフォルトで有効
になっています。このコマンドを無効にするには、no ip pim spt-switch-gracefulコマンドを使
用します。この機能では、共有ツリーから最短パスツリー（SPT）へのグレースフルスイッ
チオーバーを設定してパケット損失を最小化します。この場合、最初のデータパケットを受

信して最短パスツリー（SPT）の完全な確立および検証が完了するまで、共有ツリーは使用
されます。

•以前のリリースでは、このコマンドはデフォルトで有効になっていません。

•この機能は、TRM VRFではサポートされていません。

•この機能は、 RPFとして SVIではサポートされていません。

Helloメッセージに関する注意事項と制限事項
Helloメッセージには、次の注意事項および制約事項が適用されます。

• PIM hello間隔はデフォルト値が推奨されます。この値は変更しないでください。

ランデブーポイントの注意事項と制限事項

ランデブーポイント (RP)には、次の注意事項と制限事項が適用されます。

•候補 RPインターバルを 15秒以上に設定してください。

•同じネットワーク内では、Auto-RPプロトコルと BSRプロトコルを同時に設定できません。

• PIM6は BSRと Auto-RPをサポートしていません。

• PIMは、PIM Anycast RPおよび PIM Bidir RPに使用されるループバックインターフェイス上
に設定する必要があります。

•すべての Cisco NX-OS 7.x以降のリリースでは、マルチキャストで RPを設定するために使用
されるループバックインターフェイスに ip[v6] pimsparse-mode設定が必要です。

• PIMRP（スタティック、BSR、またはAuto-RPのいずれか）の設定に使用されるインターフェ
イスには、ip [v6] pim sparse-modeが必要です。

• RPF失敗パケットの過剰なパントを避けるために、Cisco Nexus 9000シリーズスイッチは、
ASMのアクティブな送信元に対して S、Gエントリを作成する場合があります。ただし、そ
のようなグループにはランデブーポイント (RP)がありません。送信元に対するリバースパ
ス転送（RPF）が失敗した状況でも同様です。

この動作は、Nexus 9200、9300-EXプラットフォームスイッチ、およびN9K-X9700-EXLCプ
ラットフォームには適用されません。

•デバイスにBSRポリシーが適用されており、BSRとして選定されないように設定されている
場合、このポリシーは無視されます。これにより、次のようなデメリットが発生します。

PIMおよび PIM6の設定
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•ポリシーで許可されているBSMをデバイスが受信した場合、意図に反してこのデバイス
が BSRに選定されていると、対象の BSMがドロップされるために下流のルータではそ
の BSMを受信できなくなります。また、下流のデバイスでは、不正な BSRから送信さ
れた BSMが正しくフィルタリングされるため、これらのデバイスでは RP情報を受信で
きなくなります。

• BSRに異なるデバイスから送られた BSMが着信すると、新しい BSMが送信されます
が、その正規の BSMは下流のデバイスでは受信されません。

•送信元VRFが、たまたまRPである非フォワーダ vPCピアにマルチキャストトラフィックを
転送した場合、S、Gエントリはフォワーダ vPCピアに作成されません。これにより、これ
らの送信元のマルチキャストトラフィックがドロップする可能性があります。これを回避す

るには、vPCピアが同時に RPでもある場合は常に、トポロジにエニーキャスト RPを設定す
る必要があります。

マルチキャスト VRF-liteルートリークの注意事項と制限事項
マルチキャスト VRF-liteルートリークには、次の注意事項と制限事項が適用されます。

• Cisco Nexus 9000シリーズスイッチは、マルチキャスト VRF-liteルートリークをサポートし
ます。

•マルチキャストVRF-liteルートリークは、-Rラインカードを備えた Cisco Nexus 9500プラッ
トフォームスイッチではサポートされていません。

• PIMスパースモードと PIM SSMは、マルチキャスト VRF-liteルートリークでサポートされ
ます。ただし、vPCを使用した PIM SSMは、マルチキャスト VRF-liteルートリークではサ
ポートされません。

•マルチキャスト VRF-liteルートリークでは、スタティックランデブーポイント（RP）のみ
がサポートされます。

•送信元とランデブーポイント（RP）は同じ VRFにある必要があります。

デフォルト設定
この表に、PIMおよび PIM6の各種パラメータについてのデフォルト設定を示します。

表 1 : PIMおよび PIM6のデフォルトパラメータ

デフォルトパラメータ

無効共有ツリーだけを使用

無効再起動時にルートをフラッシュ

無効ログネイバーの変更

PIMおよび PIM6の設定
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デフォルトパラメータ

無効Auto-RPメッセージアクション

無効BSRメッセージアクション

IPv4

• 232.0.0.0/8

IPv6

• ff32::/32

• ff33::/32

• ff34::/32

• ff35::/32

• ff36::/32

• ff37::/32

• ff38::/32

• ff39::/32

• ff3a::/32

• ff3b::/32

• ff3c::/32

• ff3d::/32

• ff3e::/32

SSMマルチキャストグループ範囲ま
たはポリシー

無効PIMスパースモード

1DRプライオリティ

無効hello認証モード

無効ドメイン境界

メッセージをフィルタリングしないRPアドレスポリシー

メッセージをフィルタリングしないPIM Registerメッセージポリシー

メッセージをフィルタリングしないBSR候補 RPポリシー

メッセージをフィルタリングしないBSRポリシー

メッセージをフィルタリングしないAuto-RPマッピングエージェントポ
リシー

PIMおよび PIM6の設定
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デフォルトパラメータ

メッセージをフィルタリングしないAuto-RP候補 RPポリシー

メッセージをフィルタリングしないJoin/Pruneポリシー

すべての PIMネイバーと隣接関係を確立ネイバーとの隣接関係ポリシー

無効化BFD

PIMおよび PIM6の設定
PIMは、各インターフェイスに設定できます。

PIMと PIM6の両方を、同一のルータに同時に設定できます。インターフェイスで IPv4または
IPv6のどちらが実行されているかに応じて、インターフェイスごとに PIMまたは PIM6を設定で
きます。

Cisco NX-OSは、PIMスパースモードバージョン 2のみをサポートします。このマニュアルで
「PIM」と記載されている場合は、PIMスパースモードのバージョン 2を意味しています。

（注）

下の表で説明されているマルチキャスト配信モードを使用すると、PIMまたはPIM6ドメインに、
それぞれ独立したアドレス範囲を設定できます。

説明RP設定の必要性マルチキャスト配信モード

任意の送信元のマルチキャストはいアーキテクチャセールスマネージャ

（ASM）

双方向共有ツリーはいBidir

送信元固有マルチキャストいいえSSM

マルチキャスト用 RPFルートいいえマルチキャスト用 RPFルート

PIMおよび PIM6の設定作業
次の手順では、PIMおよび PIM6を設定します。

1. 各マルチキャスト配信モードで設定するマルチキャストグループの範囲を選択します。

2. PIMおよび PIM6をイネーブルにします。

3. ステップ 1で選択したマルチキャスト配信モードについて、設定作業を行います。

PIMおよび PIM6の設定
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• ASMモードまたは Bidirモードについては、ASMおよび Bidirの設定を参照してくださ
い。

• SSMモードについては、SSMの設定を参照してください。

•マルチキャスト用 RPFルートについては、マルチキャスト用 RPFルートの設定を参照し
てください。

4. メッセージフィルタリングを設定します。

次の CLIコマンドを使用して PIMを設定します。

•設定コマンドは、ip pimで始まります。 PIMの場合は、PIM6の場合は ipv6 pimを使用しま
す。

• show ip pimで始まるコマンドを表示 PIMの場合は、PIM6の場合は show ipv6 pimを使用し
ます。

（注）

PIMおよび PIM6機能のイネーブル化
PIMまたは PIM6コマンドにアクセスするには、PIMまたは PIM6機能をイネーブルにしておく必
要があります。

Cisco NX-OSリリース 7.0(3)I5(1)以降、PIMまたは PIM6を有効にするために、少なくとも 1つの
インターフェイスを IP PIMスパースモードで有効にする必要はなくなりました。

（注）

始める前に

Enterprise Servicesライセンスがインストールされていることを確認してください。

手順の概要

1. configure terminal
2. feature pim
3. feature pim6

4. （任意） show running-configuration pim

5. （任意） show running-configuration pim6

6. （任意） copy running-config startup-config

PIMおよび PIM6の設定
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

PIMをイネーブルにします。デフォルトでは PIMは
ディセーブルになっています。

feature pim

例：

Step 2

switch(config)# feature pim

PIM6をイネーブルにします。デフォルトでは PIM6
はディセーブルになっています。

feature pim6

例：

Step 3

switch(config)# feature pim6

PIMの実行コンフィギュレーション情報を示します。（任意） show running-configuration pim

例：

Step 4

switch(config)# show running-configuration pim

PIM6の実行コンフィギュレーション情報を示しま
す。

（任意） show running-configuration pim6

例：

Step 5

switch(config)# show running-configuration pim6

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 6

switch(config)# copy running-config startup-config

PIMまたは PIM6スパースモードパラメータの設定
スパースモードドメインに参加させる各デバイスインターフェイスで、PIMまたは PIM6スパー
スモードを設定します。次の表に、設定可能なスパースモードパラメータを示します。

表 2 : PIMおよび PIM6スパースモードのパラメータ

説明パラメータ

デバイスにグローバルに適用

PIMおよび PIM6の設定
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説明パラメータ

Auto-RPメッセージの受信と転送をイネーブルにします。これらの機
能はデフォルトではディセーブルになっているため、候補 RPまたは
マッピングエージェントとして設定されていないルータは、Auto-RP
メッセージの受信と転送を行いません。

（注）

PIM6は、Auto-RP方式をサポートしていません。

Auto-RPメッセージア
クション

BSRメッセージの受信と転送をイネーブルにします。これらの機能は
デフォルトではディセーブルになっているため、候補 RPまたは BSR
候補として設定されていないルータは、BSRメッセージの受信と転送
を行いません。

（注）

PIM6は BSRをサポートしていません。

BSRメッセージアク
ション

IPv4に設定可能なBidirRPの数を設定します。PIMの各VRFでサポー
トするBidir RPの最大数を 8以下にする必要があります。有効範囲は
0～ 8です。デフォルト値は 6です。

（注）

PIM6は Bidirをサポートしていません。

Bidir RP制限

IPv4または IPv6Registerのレート制限を毎秒のパケット数で設定しま
す。指定できる範囲は 1～ 65,535です。デフォルト設定は無制限で
す。

Registerのレート制限

IPv4または IPv6の初期ホールドダウン期間を秒単位で設定します。
このホールドダウン期間は、MRIBが最初に起動するのにかかる時間
です。コンバージェンスを高速化するには、小さい値を入力します。

指定できる範囲は 90～ 210です。ホールドダウン期間をディセーブ
ルにするには、0を指定します。デフォルト値は 210です。

初期ホールドダウン期

間

デバイスの各インターフェイスに適用

インターフェイスで PIMまたは PIM6をイネーブルにします。PIMスパースモード
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説明パラメータ

現在のインターフェイスに、PIM helloメッセージの一部としてアド
バタイズされる指定ルータ（DR）プライオリティを設定します。複
数の PIM対応ルータが存在するマルチアクセスネットワークでは、
DRプライオリティの最も高いルータが DRルータとして選定されま
す。プライオリティが等しい場合は、IPアドレスが最上位のルータが
DRに選定されます。DRは、直接接続されたマルチキャスト送信元
に PIM Registerメッセージを送信するとともに、直接接続された受信
者に代わって、ランデブーポイント（RP）方向に PIM Joinメッセー
ジを送信します。有効範囲は 1～ 4294967295です。デフォルトは 1
です。

DRプライオリティ

PIMhelloメッセージでアドバタイズされるDRプライオリティを指定
期間にわたり 0に設定することで、指定ルータ（DR）の選定への参
加を遅延させます。この遅延中、DRは変更されず、現在のスイッチ
にはそのインターフェイスでのすべてのマルチキャストの状態を把握

する時間が与えられます。遅延期間が終了すると、DR選出を再び開
始するために、正しい DRプライオリティが helloパケットで送信さ
れます。値の範囲は 3～ 0xffff秒です。

指定ルータの遅延

インターフェイスで、PIM helloメッセージ内のMD5ハッシュ認証
キー（パスワード）をイネーブルにして、直接接続されたネイバーに

よる相互認証を可能にします。PIMhelloメッセージは、認証ヘッダー
（AH）オプションを使用して符号化された IPセキュリティです。暗
号化されていない（クリアテキストの）キーか、または次に示す値の

いずれかを入力したあと、スペースとMD5認証キーを入力します。

• 0：暗号化されていない（クリアテキストの）キーを指定します。

• 3：3-DES暗号化キーを指定します。

• 7：Cisco Type 7暗号化キーを指定します。

認証キーの文字数は最大 16文字です。デフォルトではディセーブル
になっています。

（注）

PIM6はMD5認証をサポートしません。

hello認証モード

PIMインターフェイスでキーチェーン認証を有効にします。ここで
<keychain>はキーチェーンの名前です。

（注）

PIM6はキーチェーン認証をサポートしません。

Hello認証キーチェーン
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説明パラメータ

helloメッセージの送信インターバルを、ミリ秒単位で設定します。
範囲は 1000～ 18724286です。デフォルト値は 30000です。

（注）

このパラメータの確認された範囲および関連付けられたPIMネイバー
スケールについては、『Cisco Nexus 9000 Series NX-OS Verified

Scalability Guide』を参照してください。

hello間隔

インターフェイスを PIMドメインの境界として設定し、対象のイン
ターフェイスで、ブートストラップ、候補 RP、または Auto-RPの各
メッセージが送受信されないようにします。デフォルトではディセー

ブルになっています。

（注）

PIM6は、Auto-RP方式をサポートしていません。

ドメイン境界

prefix-listポリシーに基づいて、どの PIMネイバーと隣接関係になる
かを設定します。1指定したポリシー名が存在しない場合、またはプ

レフィックスリストがポリシー内で設定されていない場合は、すべ

てのネイバーとの隣接関係が確立されます。デフォルトでは、すべて

の PIMネイバーと隣接関係が確立されます。

（注）

この機能の設定は、経験を積んだネットワーク管理者が行うことを

推奨します。

（注）

PIMネイバーポリシーは、プレフィックスリストのみをサポートし
ます。ルートマップ内で使用されるACLはサポートしていません。

ネイバーポリシー

1 prefix-listポリシーを設定するには、『Cisco Nexus 9000 Series NX-OS Unicast Routing
Configuration Guideを参照してください。

PIM6スパースモードパラメータの設定

手順の概要

1. configure terminal

2. （任意） ip pim auto-rp {listen [forward] | forward [listen]}
3. （任意） ip pim bsr {listen [forward] | forward [listen]}
4. （任意） ip pim bidir-rp-limit制限

5. （任意） ip pim register-rate-limit rate

6. （任意） ip pim spt-threshold infinity group-list route-map-name

7. （任意） [ip | ipv4] routing multicast holddown holddown-period

PIMおよび PIM6の設定
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8. （任意） show running-configuration pim
9. interface interface

10. ip pim sparse-mode

11. （任意） ip pim dr-priority priority

12. （任意） ip pim dr-delay delay

13. （任意） ip pim hello-authentication ah-md5 auth-key

14. （任意） ip pim hello-authentication keychain name

15. （任意） ip pim hello-interval interval

16. （任意） ip pim border

17. （任意） ip pim neighbor-policy prefix-list prefix-list

18. （任意） show ip pim interface [interface | brief] [vrf vrf-name | all]
19. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

Auto-RPメッセージの待ち受けまたは転送をイネー
ブルにします。デフォルトではこれらの機能がディ

（任意） ip pim auto-rp {listen [forward] | forward
[listen]}

例：

Step 2

セーブルになっているため、Auto-RPメッセージの
受信と転送は行われません。

switch(config)# ip pim auto-rp listen

BSRメッセージの待ち受けまたは転送をイネーブル
にします。デフォルトではこれらの機能がディセー

（任意） ip pim bsr {listen [forward] | forward [listen]}

例：

Step 3

ブルになっているため、BSRメッセージの待ち受け
または転送は行われません。

switch(config)# ip pim bsr forward

IPv4に設定可能な Bidir RPの数を指定します。PIM
の各 VRFでサポートする Bidir RPの最大数を 8以

（任意） ip pim bidir-rp-limit制限

例：

Step 4

下にする必要があります。有効範囲は 0～ 8です。
デフォルト値は、6です。

switch(config)# ip pim bidir-rp-limit 4

レート制限を毎秒のパケット数で設定します。指定

できる範囲は 1～ 65,535です。デフォルト設定は無
制限です。

（任意） ip pim register-rate-limit rate

例：

switch(config)# ip pim register-rate-limit 1000

Step 5

PIMおよび PIM6の設定
30

PIMおよび PIM6の設定

PIM6スパースモードパラメータの設定



目的コマンドまたはアクション

指定されたルートマップで定義されているグループ

プレフィックスに対して、IPv4 PIM（*, G）状態の
（任意） ip pim spt-threshold infinity group-list
route-map-name

例：

Step 6

みを作成します。Cisco NX-OSリリース 3.1は最大
1000のルートマップエントリを、リリース 3.1よ

switch(config)# ip pim spt-threshold infinity
group-list my_route-map-name り前の Cisco NX-OSは最大 500のルートマップエ

ントリをサポートします。

（注）

ip pim use-shared-tree-only group-listコマンドは、
ip pim spt-threshold infinity group-listコマンドと同
じ機能を実行します。いずれかのコマンドを使用し

てこの手順を実行できます。

両方のコマンド（ip pim spt-threshold infinity
group-listおよび ip pim use-shared-tree-only
group-list）には、次の制限があります。

•これは、Cisco Nexus 9000クラウドスケールス
イッチの仮想ポートチャネル（vPC）でのみサ
ポートされます。

• NX-OS（非 vPC）のラストホップルーター
（LHR）構成でサポートされています。

初期ホールドダウン期間を秒単位で設定します。指

定できる範囲は 90～ 210です。ホールドダウン期
（任意） [ip | ipv4] routing multicast holddown
holddown-period

例：

Step 7

間をディセーブルにするには、0を指定します。デ
フォルト値は 210です。

switch(config)# ip routing multicast holddown 100

Bidir RP制限および Registerのレート制限を含む、
PIM実行コンフィギュレーション情報を表示しま
す。

（任意） show running-configuration pim

例：

switch(config)# show running-configuration pim

Step 8

インターフェイス設定モードを開始します。interface interface

例：

Step 9

switch(config)# interface ethernet 2/1
switch(config-if)#

現在のインターフェイスで PIMスパースモードを
イネーブルにします。デフォルトではディセーブル

になっています。

ip pim sparse-mode

例：

switch(config-if)# ip pim sparse-mode

Step 10

PIMhelloメッセージの一部としてアドバタイズされ
る指定ルータ（DR）プライオリティを設定します。

（任意） ip pim dr-priority priority

例：

Step 11
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目的コマンドまたはアクション

有効範囲は 1～ 4294967295です。デフォルトは 1
です。

switch(config-if)# ip pim dr-priority 192

PIMhelloメッセージでアドバタイズされるDRプラ
イオリティを指定期間にわたり 0に設定すること

（任意） ip pim dr-delay delay

例：

Step 12

で、指定ルータ（DR）の選定への参加を遅延させ
switch(config-if)# ip pim dr-delay 3

ます。この遅延中、DRは変更されず、現在のスイッ
チにはそのインターフェイスでのすべてのマルチ

キャストの状態を把握する時間が与えられます。遅

延期間が終了すると、DR選出を再び開始するため
に、正しい DRプライオリティが helloパケットで
送信されます。値の範囲は 3～ 0xffff秒です。

（注）

このコマンドは、起動時、または IPアドレスかイ
ンターフェイスの状態が変更された後にのみ、DR
選定への参加を遅延させます。これは、マルチキャ

ストアクセスの非 vPCレイヤ 3インターフェイス
専用です。

PIM helloメッセージ内のMD5ハッシュ認証キーを
イネーブルにします。暗号化されていない（クリア

（任意） ip pim hello-authentication ah-md5 auth-key

例：

Step 13

テキストの）キーか、または次に示す値のいずれか
switch(config-if)# ip pim hello-authentication
ah-md5 my_key を入力したあと、スペースとMD5認証キーを入力

します。

• 0：暗号化されていない（クリアテキストの）
キーを指定します。

• 3：3-DES暗号化キーを指定します。

• 7：Cisco Type 7暗号化キーを指定します。

キーの文字数は最大 16文字です。デフォルトでは
ディセーブルになっています。

PIMインターフェイスでキーチェーン認証を有効に
します。ここで<keychain>はキーチェーンの名前で
す。

（任意） ip pim hello-authentication keychain name

例：

switch(config-if)# ip pim hello-authentication
keychain mykeychain

Step 14

（注）

•キーチェーンを設定する前でも、特定のキー
チェーン名を使用して認証を設定できますが、

認証が成功するのは有効なキーとともにキー

チェーンが存在する場合だけです。
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目的コマンドまたはアクション

•キーチェーン認証が構成されている場合、古い
パスワードベースの認証は（存在する場合で

も）無視されます。

helloメッセージの送信インターバルを、ミリ秒単位
で設定します。範囲は 1000～ 18724286です。デ
フォルト値は 30000です。

（任意） ip pim hello-interval interval

例：

switch(config-if)# ip pim hello-interval 25000

Step 15

（注）

最小値は 1ミリ秒です。

インターフェイスをPIMドメインの境界として設定
し、対象のインターフェイスで、ブートストラッ

（任意） ip pim border

例：

Step 16

プ、候補 RP、または Auto-RPの各メッセージが送
switch(config-if)# ip pim border

受信されないようにします。デフォルトではディ

セーブルになっています。

インターフェイスをPIMドメインの境界として設定
し、対象のインターフェイスで、ブートストラッ

（任意） ip pim neighbor-policy prefix-list prefix-list

例：

Step 17

プ、候補 RP、または Auto-RPの各メッセージが送
switch(config-if)# ip pim neighbor-policy
prefix-list AllowPrefix 受信されないようにします。デフォルトではディ

セーブルになっています。

また、prefix-listコマンドを使用して、プレフィック
スリストポリシーに基づいて隣接するPIMネイバー
を設定します。ip prefix-list プレフィックスリスト
は最大63文字です。デフォルトでは、すべてのPIM
ネイバーと隣接関係が確立されます。

（注）

この機能の設定は、経験を積んだネットワーク管理

者が行うことを推奨します。

PIMインターフェイスの情報を表示します。（任意） show ip pim interface [interface | brief] [vrf
vrf-name | all]

Step 18

例：

switch(config-if)# show ip pim interface

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 19

switch(config-if)# copy running-config
startup-config
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PIM6スパースモードパラメータの構成

手順の概要

1. configure terminal

2. （任意） ipv6 pim register-rate-limit rate

3. （任意） ipv6 routing multicast holddown holddown-period

4. （任意） show running-configuration pim6
5. interface interface

6. ipv6 pim sparse-mode

7. （任意） ipv6 pim dr-priority priority

8. （任意） ipv6 pim hello-interval interval

9. （任意） ipv6 pim border

10. （任意） ipv6 pim neighbor-policy prefix-list prefix-list

11. show ipv6 pim interface [interface | brief] [vrf vrf-name | all]
12. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

レート制限を毎秒のパケット数で設定します。指定

できる範囲は 1～ 65,535です。デフォルト設定は無
制限です。

（任意） ipv6 pim register-rate-limit rate

例：

switch(config)# ipv6 pim register-rate-limit 1000

Step 2

初期ホールドダウン期間を秒単位で設定します。指

定できる範囲は 90～ 210です。ホールドダウン期
（任意） ipv6 routing multicast holddown
holddown-period

例：

Step 3

間をディセーブルにするには、0を指定します。デ
フォルト値は 210です。

switch(config)# ipv6 routing multicast holddown
100

Registerレート制限を含めた PIM6の実行コンフィ
ギュレーション情報を表示します。

（任意） show running-configuration pim6

例：

Step 4

switch(config)# show running-configuration pim6

指定したインターフェイスに対してインターフェイ

スコンフィギュレーションモードを開始します。

interface interface

例：

Step 5

PIMおよび PIM6の設定
34

PIMおよび PIM6の設定

PIM6スパースモードパラメータの構成



目的コマンドまたはアクション

switch(config)# interface vlan 10
switch(config-if)#

現在のインターフェイスで PIMスパースモードを
イネーブルにします。デフォルトではディセーブル

になっています。

ipv6 pim sparse-mode

例：

switch(config-if)# ipv6 pim sparse-mode

Step 6

Cisco NX-OSリリース 9.3(5)以降では、Broadcom
ベースのスイッチのSVIインターフェイスでこのコ
マンドを設定できます。

PIM6 helloメッセージの一部としてアドバタイズさ
れる指定ルータ（DR）プライオリティを設定しま

（任意） ipv6 pim dr-priority priority

例：

Step 7

す。有効範囲は 1～ 4294967295です。デフォルト
は 1です。

switch(config-if)# ipv6 pim dr-priority 192

helloメッセージの送信インターバルを、ミリ秒単位
で設定します。範囲は 1000～ 18724286です。デ
フォルト値は 30000です。

（任意） ipv6 pim hello-interval interval

例：

switch(config-if)# ipv6 pim hello-interval 25000

Step 8

インターフェイスを PIM6ドメインの境界として設
定し、対象のインターフェイスで、ブートストラッ

（任意） ipv6 pim border

例：

Step 9

プ、候補 RP、または Auto-RPの各メッセージが送
switch(config-if)# ipv6 pim border

受信されないようにします。デフォルトではディ

セーブルになっています。

ipv6 prefix-listprefix-listコマンドを使用して、プレ
フィックスリストポリシーに基づいてどのPIM6ネ

（任意） ipv6 pim neighbor-policy prefix-list prefix-list

例：

Step 10

イバーと隣接関係になるかを設定します。プレ
switch(config-if)# ipv6 pim neighbor-policy
prefix-list AllowPrefix フィックスリストは最大 63文字です。デフォルト

では、すべての PIM6ネイバーと隣接関係が確立さ
れます。

（注）

この機能の設定は、経験を積んだネットワーク管理

者が行うことを推奨します。

PIM6インターフェイスの情報を表示します。show ipv6 pim interface [interface | brief] [vrf vrf-name
| all]

Step 11

例：

switch(config-if)# show ipv6 pim interface

（任意）コンフィギュレーションの変更を保存しま

す。

copy running-config startup-config

例：

Step 12

switch(config-if)# copy running-config
startup-config
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PIMフラッディングメカニズムと送信元発見を一緒に構成
PFM-SDを構成するには、次の手順に従います：

手順の概要

1. configure terminal
2. [no] ip pim pfm-sd range {prefix | { route-map route-map-name } | { prefix-list prefix-list-name }}
3. [no] ip pim pfm-sd originator-id {interface}
4. [no] ip pim pfm-sd announcement interval { interval }
5. [no] ip pim pfm-sd announcement gap { interval }
6. [no] ip pim pfm-sd announcement rate { rate }
7. [no] ip pim pfm-sd gsh holdtime { holdtime }
8. interface {interface port}
9. [no] ip pim pfm-sd {boundary [direction]}
10. end

11. （任意） show ip pim pfm-sd { cache [local] | [remote-discovery]]}
12. （任意） show ip pim interface {interface port}
13. （任意） show ip pim vrf internal

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

特定のマルチキャストグループ範囲に対して

PFM-SDをイネーブルにします。ルートマップ/プ
[no] ip pim pfm-sd range {prefix | { route-map
route-map-name } | { prefix-list prefix-list-name }}

例：

Step 2

レフィックスリストでは、最大 10の範囲がサポー
トされます。switch(config)# ip pim pfm-sd range route-map r1

PFM-SDアナウンスの発信者を構成します。[no] ip pim pfm-sd originator-id {interface}

例：

Step 3

switch(config)# ip pim pfm-sd originator-id lo5

アナウンスの周期を設定します。デフォルトイン

ターバル値は 60秒です。
[no] ip pim pfm-sd announcement interval { interval }

例：

Step 4

switch(config)# ip pim pfm-sd announcement
interval 170
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目的コマンドまたはアクション

送信されるPFM-SDメッセージ間のギャップを構成
します。間隔のデフォルト値は 1000ミリ秒です。

[no] ip pim pfm-sd announcement gap { interval }

例：

Step 5

switch(config)# ip pim pfm-sd announcement gap
1600

インターフェイスごとの PFM-SDメッセージレー
トを構成します。デフォルト値は 6です。

[no] ip pim pfm-sd announcement rate { rate }

例：

Step 6

switch(config)# ip pim pfm-sd announcement rate
10

PFM-SD送信元ホールドタイムを構成します。デ
フォルトのホールドタイムは 210秒です。

[no] ip pim pfm-sd gsh holdtime { holdtime }

例：

Step 7

switch(config)# ip pim pfm-sd gsh holdtime 250

インターフェイスを設定し、インターフェイスコン

フィギュレーションモードを開始します。

interface {interface port}

例：

Step 8

switch(config)# interface eth1/1
switch(config-if)#

PFM-SD境界を構成します。方向については、in、
out、および bothオプションが使用できます。

[no] ip pim pfm-sd {boundary [direction]}

例：

Step 9

switch(config-if)# ip pim pfm-sd boundary in

インターフェイス構成モードを終了し、特権 EXEC
モードを開始します。

end

例：

Step 10

switch(config-if)# end
switch#

PIMPFM-SDローカルまたはリモートディスカバリ
キャッシュ情報を表示します。

（任意） show ip pim pfm-sd { cache [local] |
[remote-discovery]]}

例：

Step 11

switch# show ip pim pfm-sd cache local

VRFの PIMインターフェイスステータスを表示し
ます。

（任意） show ip pim interface {interface port}

例：

Step 12

switch# show ip pim interface ethernet 1/17

PIM対応の VRFを表示します。（任意） show ip pim vrf internal

例：

Step 13

switch# show ip pim vrf internal
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ASMと Bidirの設定
Any Source Multicast（ASM）は、マルチキャストデータの送信元と受信者の間に、共通のルート
として動作する RP使用の設定が必要なマルチキャスト配信モードです。

AnySourceMulticast（ASM）および双方向共有ツリー（Bidir）のマルチキャスト配信モードでは、
マルチキャストデータの送信元と受信者の間に、共通のルートとして動作する RPを設定する必
要があります。

ASMまたは Bidirモードを設定するには、スパースモードおよび RPの選択方式を設定します。
RPの選択方式では、配信モードを指定して、マルチキャストグループの範囲を割り当てます。

静的 RPの設定

RPを静的に設定するには、PIMドメインに参加するルータのそれぞれに RPアドレスを設定しま
す。

RPアドレスがループバックインターフェイスを使用することをお勧めします。また、RPアドレ
スを持つインターフェイスで、ip pim sparse-modeが有効になっている必要があります。

（注）

match ip multicastコマンドで、使用するグループプレフィックスを示すルートマップポリシー名
を指定できます。または、設定のプレフィックスリスト方法を指定することができます。

CiscoNX-OSはRPを検索するには、最長一致プレフィックスを常に使用します。そのため、動作
はルートマップまたはプレフィックスリストでのグループプレフィックスの位置にかかわらず

同じです。

（注）

次の設定例は、Cisco NX-OSを使用して同じ出力を生成します（231.1.1.0/24はシーケンス番号に
関係なく常に拒否されます）。

ip prefix-list plist seq 10 deny 231.1.1.0/24
ip prefix-list plist seq 20 permit 231.1.0.0/16
ip prefix-list plist seq 10 permit 231.1.0.0/16
ip prefix-list plist seq 20 deny 231.1.1.0/24

静的 RPの設定（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
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2. ip pim rp-address rp-address [group-list ip-prefix | prefix-list name |override |route-map policy-name]
[bidir]

3. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

マルチキャストグループ範囲に、PIMスタティック
RPアドレスを設定します。

ip pim rp-address rp-address [group-list ip-prefix |
prefix-list name |override |route-map policy-name] [bidir]

例：

Step 2

match ip multicastコマンドで、静的 RPアドレスの
プレフィックスリストポリシー名または使用するグswitch(config)# ip pim rp-address 192.0.2.33

group-list 224.0.0.0/9
ループプレフィックスを示すルートマップポリシー

名を指定できます。

bidirキーワードを指定しない場合、モードは ASM
です。

overrideオプションにより、RPアドレスは、ルート
マップで指定されたグループの動的に学習されたRP
アドレスをオーバーライドします。

この例では、指定したグループ範囲にPIMASMモー
ドを設定しています。

BSRの待ち受けおよび転送ステートなど、PIMRP情
報を表示します。

（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

例：

Step 3

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 4

switch(config)# copy running-config startup-config
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静的 RPの設定（PIM6）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIM6がイネーブルになっ
ていることを確認してください。

手順の概要

1. configure terminal
2. ipv6 pim rp-address rp-address [group-list ipv6-prefix | route-map policy-nsmr]
3. （任意） show ipv6 pim group-range [ipv6-prefix | vrf vrf-name]
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

マルチキャストグループ範囲に、PIM6スタティッ
ク RPアドレスを設定します。match ip multicastコ

ipv6 pim rp-address rp-address [group-list ipv6-prefix |
route-map policy-nsmr]

例：

Step 2

マンドで、使用するグループプレフィックスを示す

ルートマップポリシー名を指定できます。モードはswitch(config)# ipv6 pim rp-address
2001:0db8:0:abcd::1 group-list ff1e:abcd:def1::0/24 ASMです。デフォルトのグループ範囲は ff00::0/8で

す。

この例では、指定したグループ範囲にPIMASMモー
ドを設定しています。

PIM6モードとグループ範囲を表示します。（任意） show ipv6 pim group-range [ipv6-prefix | vrf
vrf-name]

Step 3

例：

switch(config)# show ipv6 pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 4

switch(config)# copy running-config startup-config

BSRの設定

BSRを設定するには、候補 BSRおよび候補 RPを選択します。

PIMおよび PIM6の設定
40

PIMおよび PIM6の設定

静的 RPの設定（PIM6）



同じネットワーク内では、Auto-RPプロトコルと BSRプロトコルを同時に設定できません。注意

候補 BSRの設定では、引数を指定できます（次の表を参照）。

PIM6は BSRをサポートしていません。（注）

表 3 :候補 BSRの引数

説明引数

ブートストラップメッセージで使用する、BSR送信元 IPアドレスを取得するた
めのインターフェイスタイプおよび番号。

interface

マスクを適用するために使用される上位桁の 1の個数です。マスクでは、候補
RPのグループアドレス範囲の論理積をとることにより、ハッシュ値を算出しま
す。マスクは、グループ範囲が等しい一連のRPに割り当てられる連続アドレス
の個数を決定します。PIMの場合、この値の範囲は 0～ 32であり、デフォルト
値は 30秒です。PIM6の場合、この値の範囲は 0～ 128で、デフォルト値は 126
秒です。

hash-length

現在の BSRに割り当てられたプライオリティ。ソフトウェアにより、プライオ
リティが最も高いBSRが選定されます。BSRプライオリティが等しい場合は、
IPアドレスが最上位のBSRが選定されます。この値の範囲は0（プライオリティ
が最小）～ 255であり、デフォルト値は 64です。

priority

BSR候補 RPの引数およびキーワードの設定

候補 RPの設定では、引数およびキーワードを指定できます（次の表を参照）。

表 4 : BSR候補 RPの引数およびキーワード

説明引数またはキーワード

ブートストラップメッセージで使用する、BSR送信元 IPアドレスを取得す
るためのインターフェイスタイプおよび番号。

interface

プレフィックス形式で指定された、このRPによって処理されるマルチキャ
ストグループ。

group-list ip-prefix

候補RPメッセージの送信間隔（秒）。この値の範囲は 1～ 65,535であり、
デフォルト値は 60秒です。

（注）

候補 RPインターバルは 15秒以上に設定することを推奨します。

interval
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説明引数またはキーワード

現在のRPに割り当てられたプライオリティ。ソフトウェアにより、グルー
プ範囲内で優先度が最も高いRPが選定されます。優先度が等しい場合は、
IPアドレスが最上位のRPが選定されます。（最も高い優先度は最も低い数
値です。）この値の範囲は 0（優先度が最大）～ 255であり、デフォルト値
は 192です。

（注）

この優先度は BSRの BSR候補の優先度とは異なります。BSR候補の優先
度は 0～ 255の間で、大きい値ほど優先度が高くなります。

priority

bidirを指定しない場合、現在の RPは ASMモードになります。bidirを指定
した場合は、RPは Bidirモードになります。

bidir

この機能を適用するグループプレフィックスを定義するルートマップポリ

シー名です。

route-map policy-name

候補 BSRおよび候補 RPは、PIMドメインのすべての箇所と適切に接続されている必要がありま
す。

ヒント

BSRおよび候補 RPには同じルータを指定できます。多数のルータが設置されたドメインでは、
複数の候補BSRおよび候補RPを選択することにより、BSRまたはRPに障害が発生した場合に、
自動的に代替 BSRまたは代替 RPへとフェールオーバーすることができます。

候補 BSRおよび候補 RPを設定する手順は、次のとおりです。

1. PIMドメインの各ルータで BSRメッセージの受信と転送を行うかどうかを設定します。候補
RPまたは候補BSRとして設定されたルータは、インターフェイスにドメイン境界機能が設定
されていない限り、すべてのブートストラップルータプロトコルメッセージの受信と転送を

自動的に実行します。

2. 候補 BSRおよび候補 RPとして動作するルータを選択します。

3. 後述の手順に従い、候補 BSRおよび候補 RPをそれぞれ設定します。

4. BSRメッセージフィルタリングを設定します。

BSRの設定（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
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2. ip pim bsr {forward [listen] | listen [forward]}
3. ip pim bsr bsr-candidate interface [hash-len hash-length] [priority priority]
4. ip pim sparse-mode

5. （任意） ip pim bsr rp-candidate interface group-list ip-prefix route-map policy-name priority
priority interval interval [bidir]

6. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
7. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

リッスンと転送を設定します。ip pim bsr {forward [listen] | listen [forward]}

例：

Step 2

リモート PE上の各 VRFで確実にこのコマンドを入
力してください。switch(config)# ip pim bsr listen forward

候補ブートストラップルータ（BSP）を設定します。
ブートストラップメッセージで使用される送信元 IP

ip pim bsr bsr-candidate interface [hash-len hash-length]
[priority priority]

例：

Step 3

アドレスは、インターフェイスの IPアドレスです。
ハッシュ長は 0～ 32であり、デフォルト値は 30でswitch(config)# ip pim bsr-candidate ethernet 2/1

hash-len 24 す。プライオリティは 0～ 255であり、デフォルト
値は 64です。

現在のインターフェイスでPIMスパースモードをイ
ネーブルにします。デフォルトではディセーブルに

なっています。

ip pim sparse-mode

例：

switch(config-if)# ip pim sparse-mode

Step 4

BSRの候補 RPを設定します。プライオリティは 0
（プライオリティが最大）～ 65,535であり、デフォ

（任意） ip pim bsr rp-candidate interface group-list
ip-prefix route-map policy-name priority priority interval
interval [bidir]

Step 5

ルト値は 192です。インターバルは 1～ 65,535秒で
あり、デフォルト値は 60秒です。例：

Bidirオプションを使用してBidir候補RPを作成しま
す。

switch(config)# ip pim rp-candidate ethernet 2/1
group-list 239.0.0.0/24

（注）

候補RPインターバルは 15秒以上に設定することを
推奨します。

この例では、ASMの候補 RPを設定しています。
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目的コマンドまたはアクション

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

Step 6

例：

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 7

switch(config)# copy running-config startup-config

Auto-RPの設定

Auto-RPを設定するには、候補マッピングエージェントおよび候補 RPを選択します。マッピン
グエージェントおよび候補 RPには同じルータを指定できます。

Auto-RPは PIM6ではサポートされていません。（注）

同じネットワーク内では、Auto-RPプロトコルと BSRプロトコルを同時に設定できません。注意

Auto-RPマッピングエージェントの設定では、引数を指定できます。この表を参照してください。

表 5 : Auto-RPマッピングエージェントの引数

説明引数

ブートストラップメッセージで使用する、Auto-RPマッピングエージェントの
IPアドレスを取得するためのインターフェイスタイプおよび番号。

interface

RP-Discoveryメッセージが転送される最大ホップ数を表す存続可能時間（TTL）
値。この値の範囲は 1～ 255であり、デフォルト値は 32です。

scope ttl

複数の Auto-RPマッピングエージェントを設定した場合、1つだけがドメインのマッピングエー
ジェントとして選定されます。選定されたマッピングエージェントは、すべての候補RPメッセー
ジを配信します。すべてのマッピングエージェントが配信された候補 RPメッセージを受信し、
受信した RPキャッシュを、RP-Discoveryメッセージの一部としてアドバタイズします。

候補 RPの設定では、引数およびキーワードを指定できます（次の表を参照）。
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表 6 : Auto-RP候補 RPの引数とキーワード

説明引数またはキーワード

ブートストラップメッセージで使用する、候補 RPの IPアドレス
を取得するためのインターフェイスタイプおよび番号。

interface

現在のRPで処理されるマルチキャストグループ。プレフィックス
形式で指定します。

group-list ip-prefix

RP-Discoveryメッセージが転送される最大ホップ数を表す存続可能
時間（TTL）値。この値の範囲は 1～ 255であり、デフォルト値は
32です。

scope ttl

RP-Announceメッセージの送信間隔（秒）。この値の範囲は 1～
65,535であり、デフォルト値は 60です。

（注）

候補 RPインターバルは 15秒以上に設定することを推奨します。

interval

指定しない場合、現在の RPは ASMモードになります。指定した
場合、現在の RPは Bidirモードになります。

bidir

この機能を適用するグループプレフィックスを定義するルートマッ

プポリシー名です。

route-map policy-name

マッピングエージェントおよび候補 RPは、PIMドメインのすべての箇所と適切に接続されてい
る必要があります。

ヒント

Auto-RPマッピングエージェントおよび候補 RPを設定する手順は、次のとおりです。

1. PIMドメインのルータごとに、Auto-RPメッセージの受信と転送を行うかどうかを設定しま
す。候補 RPまたは Auto-RPマッピングエージェントとして設定されたルータは、インター
フェイスにドメイン境界機能が設定されていない場合、すべてのAuto-RPプロトコルメッセー
ジの受信と転送を自動的に実行します。

2. マッピングエージェントおよび候補 RPとして動作するルータを選択します。

3. 後述の手順に従い、マッピングエージェントおよび候補 RPをそれぞれ設定します。

4. Auto-RPメッセージフィルタリングを設定します。

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。
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自動 RPの設定（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. ip pim {send-rp-discovery | auto-rp mapping-agent} interface [scope ttl]
3. ip pim {send-rp-announce | auto-rp rp-candidate} interface {group-list ip-prefix | prefix-list name |

route-map policy-name} [scope ttl] interval interval] [bidir]
4. ip pim sparse-mode

5. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
6. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

Auto-RPマッピングエージェントを設定します。
Auto-RP Discoveryメッセージで使用される送信元 IP

ip pim {send-rp-discovery | auto-rp mapping-agent}
interface [scope ttl]

例：

Step 2

アドレスは、インターフェイスの IPアドレスです。
デフォルトスコープは 32です。switch(config)# ip pim auto-rp mapping-agent

ethernet 2/1

Auto-RPの候補RPを設定します。デフォルトスコー
プは32です。デフォルトインターバルは60秒です。

ip pim {send-rp-announce | auto-rp rp-candidate}
interface {group-list ip-prefix | prefix-list name |
route-map policy-name} [scope ttl] interval interval]
[bidir]

Step 3

デフォルトでは、ASMの候補 RPが作成されます。
bidirオプションは、Bidir候補 RPを構築する場合に
使用します。例：

switch(config)# ip pim auto-rp rp-candidate
ethernet 2/1 group-list 239.0.0.0/24 （注）

候補RPインターバルは 15秒以上に設定することを
推奨します。

この例では、ASMの候補 RPを設定しています。
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目的コマンドまたはアクション

現在のインターフェイスでPIMスパースモードをイ
ネーブルにします。デフォルトではディセーブルに

なっています。

ip pim sparse-mode

例：

switch(config-if)# ip pim sparse-mode

Step 4

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

Step 5

例：

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 6

switch(config)# copy running-config startup-config

PIM Anycast-RPセットの設定

PIM Anycast-RPセットを設定する手順は、次のとおりです。

1. PIM Anycast-RPセットに属するルータを選択します。

2. PIM Anycast-RPセットの IPアドレスを選択します。

3. 後述の手順に従い、PIM Anycast-RPセットに属するそれぞれのピア RPを設定します。

PIMエニーキャスト RPセットの構成（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. interface loopback number

3. ip address ip-prefix

4. ip pim sparse-mode
5. ip router routing-protocol-configuration

6. exit
7. interface loopback number

8. ip address ip-prefix

9. ip pim sparse-mode
10. ip router routing-protocol-configuration

11. exit
12. ip pim rp-address anycast-rp-address [group-list ip-address]
13. ip pim anycast-rp anycast-rp-address anycast-rp-set-router-address
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14. RPセットに属する各ピアルータ（ローカルルータを含む）で、同じ Anycast-RPアドレス
を使用してステップ 13を繰り返します。

15. （任意） show ip pim rp

16. （任意） show ip mroute ip-address

17. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
18. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

インターフェイスループバックを設定します。interface loopback number

例：

Step 2

この例では、インターフェイスループバックを0に
設定しています。switch(config)# interface loopback 0

switch(config-if)#

このインターフェイスの IPアドレスを設定します。
このルータの識別に役立つ一意の IPアドレスにな
ります。

ip address ip-prefix

例：

switch(config-if)# ip address 192.168.1.1/32

Step 3

PIMスパースモードをイネーブルにします。ip pim sparse-mode

例：

Step 4

switch(config-if)# ip pim sparse-mode

エニーキャストRPセット内の他のルータがインター
フェイスに到達できるようにします。

ip router routing-protocol-configuration

例：

Step 5

switch(config-if)# ip router ospf 1 area 0.0.0.0

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

Step 6

switch(config-if)# exit
switch(config)#

インターフェイスループバックを設定します。interface loopback number

例：

Step 7

この例では、インターフェイスループバック1を設
定しています。switch(config)# interface loopback 1

switch(config-if)#
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目的コマンドまたはアクション

このインターフェイスの IPアドレスを設定します。
これは、エニーキャスト RPアドレスとして機能す
る共通の IPアドレスである必要があります。

ip address ip-prefix

例：

switch(config-if)# ip address 10.1.1.1/32

Step 8

現在のインターフェイスで PIMスパースモードを
イネーブルにします。デフォルトではディセーブル

になっています。

ip pim sparse-mode

例：

switch(config-if)# ip pim sparse-mode

Step 9

エニーキャストRPセット内の他のルータがインター
フェイスに到達できるようにします。

ip router routing-protocol-configuration

例：

Step 10

switch(config-if)# ip router ospf 1 area 0.0.0.0

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

Step 11

switch(config-if)# exit
switch(config)#

PIMエニーキャスト RPアドレスを設定します。ip pim rp-address anycast-rp-address [group-list
ip-address]

Step 12

例：

switch(config)# ip pim rp-address 10.1.1.1
group-list 224.0.0.0/4

指定した Anycast-RPアドレスに対応する PIM
Anycast-RPピアアドレスを設定します。各コマンド

ip pim anycast-rp anycast-rp-address
anycast-rp-set-router-address

例：

Step 13

で同じAnycast-RPアドレスを指定して実行すると、
Anycast-RPセットが作成されます。RPの IPアドレ
スは、同一セット内のRPとの通信に使用されます。

switch(config)# ip pim anycast-rp 10.1.1.1
192.168.1.1

—RPセットに属する各ピアルータ（ローカルルータ
を含む）で、同じAnycast-RPアドレスを使用してス
テップ 13を繰り返します。

Step 14

PIM RPマッピングを表示します。（任意） show ip pim rp

例：

Step 15

switch(config)# show ip pim rp

mrouteエントリを表示します。（任意） show ip mroute ip-address

例：

Step 16

switch(config)# show ip mroute 239.1.1.1

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

Step 17

例：
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目的コマンドまたはアクション

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 18

switch(config)# copy running-config startup-config

PIMエニーキャスト RPセットの設定（PIM6）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIM6がイネーブルになっ
ていることを確認してください。

手順の概要

1. configure terminal
2. interface loopback number

3. ipv6 address ipv6-prefix

4. ipv6 pim sparse-mode
5. ipv6 router routing-protocol-configuration

6. exit
7. interface loopback number

8. ipv6 address ipv6-prefix

9. ipv6 router routing-protocol-configuration

10. exit
11. ipv6 pim rp-address anycast-rp-address [group-list ip-address]
12. ipv6 pim anycast-rp anycast-rp-address anycast-rp-set-router-address

13. RPセットに属する各ピアルータ（ローカルルータを含む）で、同じ Anycast-RPアドレス
を使用してステップ 13を繰り返します。

14. （任意） show ipv6 pim rp

15. （任意） show ipv6 mroute ipv6-address

16. （任意） show ipv6 pim group-range [ipv6-prefix ] [vrf vrf-name | all ]
17. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

インターフェイスループバックを設定します。interface loopback number

例：

Step 2

この例では、インターフェイスループバックを0に
設定しています。switch(config)# interface loopback 0

switch(config-if)#

このインターフェイスの IPアドレスを設定します。
このルータの識別に役立つ一意の IPアドレスにな
ります。

ipv6 address ipv6-prefix

例：

switch(config-if)# ipv6 address
2001:0db8:0:abcd::5/32

Step 3

PIM6スパースモードをイネーブルにします。ipv6 pim sparse-mode

例：

Step 4

switch(config-if)# ipv6 pim sparse-mode

エニーキャストRPセット内の他のルータがインター
フェイスに到達できるようにします。

ipv6 router routing-protocol-configuration

例：

Step 5

switch(config-if)# ipv6 router ospfv3 1 area
0.0.0.0

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

Step 6

switch(config-if)# exit
switch(config)#

インターフェイスループバックを設定します。interface loopback number

例：

Step 7

この例では、インターフェイスループバック1を設
定しています。switch(config)# interface loopback 1

switch(config-if)#

このインターフェイスの IPアドレスを設定します。
これは、エニーキャスト RPアドレスとして機能す
る共通の IPアドレスである必要があります。

ipv6 address ipv6-prefix

例：

switch(config-if)# ipv6 address
2001:0db8:0:abcd::1111/32

Step 8

エニーキャストRPセット内の他のルータがインター
フェイスに到達できるようにします。

ipv6 router routing-protocol-configuration

例：

Step 9

switch(config-if)# ipv6 router ospfv3 1 area
0.0.0.0

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

Step 10

switch(config-if)# exit
switch(config)#

PIM6エニーキャスト RPアドレスを設定します。ipv6 pim rp-address anycast-rp-address [group-list
ip-address]

Step 11
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目的コマンドまたはアクション

例：

switch(config)# ipv6 pim rp-address
2001:0db8:0:abcd::1111 group-list
ff1e:abcd:def1::0/24

指定した Anycast-RPアドレスに対応する PIM6
Anycast-RPピアアドレスを設定します。各コマンド

ipv6 pim anycast-rp anycast-rp-address
anycast-rp-set-router-address

例：

Step 12

で同じAnycast-RPアドレスを指定して実行すると、
Anycast-RPセットが作成されます。RPの IPアドレ
スは、同一セット内のRPとの通信に使用されます。

switch(config)# ipv6 pim anycast-rp
2001:0db8:0:abcd::5 2001:0db8:0:abcd::1111

—RPセットに属する各ピアルータ（ローカルルータ
を含む）で、同じAnycast-RPアドレスを使用してス
テップ 13を繰り返します。

Step 13

PIM RPマッピングを表示します。（任意） show ipv6 pim rp

例：

Step 14

switch(config)# show ipv6 pim rp

mrouteエントリを表示します。（任意） show ipv6 mroute ipv6-address

例：

Step 15

switch(config)# show ipv6 mroute
ff1e:2222::1:1:1:1

PIM6モードとグループ範囲を表示します。（任意） show ipv6 pim group-range [ipv6-prefix ] [vrf
vrf-name | all ]

Step 16

例：

switch(config)# show ipv6 pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 17

switch(config)# copy running-config startup-config

ASM専用の共有ツリーの設定

共有ツリーを設定できるのは、Any Source Multicast（ASM）グループの最終ホップルータだけで
す。この場合、受信者がアクティブグループに加入しても、このルータでは共有ツリーから SPT
へのスイッチオーバーは実行されません。match ip[v6] multicastコマンドで、共有ツリーを適用
するグループ範囲を指定できます。このオプションは、送信元ツリーに対する Join/Pruneメッセー
ジを受信した場合の、ルータの標準動作には影響を与えません。

Cisco NX-OSソフトウェアは、vPCでの共有ツリー機能をサポートしません。vPCの詳細につい
ては、『Cisco Nexus 9000シリーズ NX-OSインターフェイス設定ガイド』を参照してください。

（注）
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デフォルトではこの機能がディセーブルになっているため、ソフトウェアは送信元ツリーへのス

イッチオーバーを行います。

ASMモードでは、最終ホップルータだけが共有ツリーから SPTに切り替わります。（注）

ASM専用の共有ツリーの設定（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. ip pim use-shared-tree-only group-list policy-name

3. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

共有ツリーだけを構築します。共有ツリーから SPT
へのスイッチオーバーは実行されません。match ip

ip pim use-shared-tree-only group-list policy-name

例：

Step 2

multicastコマンドで、使用するグループを示すルーswitch(config)# ip pim use-shared-tree-only
group-list my_group_policy トマップポリシー名を指定します。デフォルトでは、

送信元に対する (*, G)ステートのマルチキャストパ
ケットを受信すると、ソフトウェアはPIM (S,G) Join
メッセージを送信元方向に発信します。

コマンドには次の制限があります。

•これは、Cisco Nexus 9000クラウドスケールス
イッチの仮想ポートチャネル（vPC）でのみサ
ポートされます。

• NX-OS（非 vPC）のラストホップルーター
（LHR）構成でサポートされています。
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目的コマンドまたはアクション

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

Step 3

例：

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 4

switch(config-if)# copy running-config
startup-config

ASM専用の共有ツリーの設定（PIM6）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIM6がイネーブルになっ
ていることを確認してください。

手順の概要

1. configure terminal
2. ipv6 pim use-shared-tree-only group-list policy-name

3. （任意） show ipv6 pim group-range [ipv6-prefix | vrf vrf-name]
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

共有ツリーだけを構築します。共有ツリーから SPT
へのスイッチオーバーは実行されません。match ipv6

ipv6 pim use-shared-tree-only group-list policy-name

例：

Step 2

multicastコマンドで、使用するグループを示すルーswitch(config)# ipv6 pim use-shared-tree-only
group-list my_group_policy トマップポリシー名を指定します。デフォルトでは、

送信元に対する (*, G)ステートのマルチキャストパ
ケットを受信すると、ソフトウェアはPIM (S,G) Join
メッセージを送信元方向に発信します。

PIM6モードとグループ範囲を表示します。（任意） show ipv6 pim group-range [ipv6-prefix | vrf
vrf-name]

Step 3
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目的コマンドまたはアクション

例：

switch(config)# show ipv6 pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 4

switch(config-if)# copy running-config
startup-config

SSM（PIM）の設定
Source-SpecificMulticast（SSM）は、マルチキャスト送信元にデータを要求する受信者に対して、
接続された DR上のソフトウェアが対象の送信元への最短パスツリー（SPT）を構築するマルチ
キャスト配信モードです。

IPv4ネットワーク上のホストから、送信元を特定してマルチキャストデータを要求するには、こ
のホストおよびこのホストの DRで、IGMPv3が実行されている必要があります。SSMモードで
インターフェイスにPIMを設定する場合は、IGMPv3をイネーブルにするのが一般的です。IGMPv1
または IGMPv2が実行されているホストでは、SSM変換を使用して、グループと送信元のマッピ
ング設定を行うことができます。

SSMで使用される IPv4グループ範囲のみを設定できます。

デフォルトの SSMグループ範囲を使用する場合は、SSMグループ範囲の設定は不要です。（注）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. [no] ip pim ssm {prefix-list name | range {ip-prefix | none} | route-map policy-name}
3. （任意） show ip pim group-range [ip-prefix | vrf vrf-name]
4. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

次のオプションを使用できます。[no] ip pim ssm {prefix-list name | range {ip-prefix | none}
| route-map policy-name}

Step 2

• prefix-list：SSM範囲のプレフィックスリスト
ポリシー名を指定します。例：

switch(config)# ip pim ssm range 239.128.1.0/24
• range：SSMのグループ範囲を設定します。デ
フォルトの範囲は 232.0.0.0/8です。キーワード例：

switch(config)# no ip pim ssm range none noneを指定すると、すべてのグループ範囲が削
除されます。

• route-map：match ip multicastコマンドで、使用
するグループプレフィックスを示すルートマッ

プポリシー名を指定できます。

noオプションを指定すると、SSM範囲から指定のプ
レフィックスが削除されるか、プレフィックスリス

トまたはルートマップポリシーが削除されます。キー

ワード noneを指定すると、noコマンドは SSM範囲
をデフォルト値の 232.0.0.0/8にリセットします。

（注）

prefix-list、range、または route-mapコマンドを使用
して、SSMマルチキャストに最大 4つの範囲を設定
できます。

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix | vrf
vrf-name]

Step 3

例：

switch(config)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 4

switch(config)# copy running-config startup-config
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vPCを介した PIM SSMの設定
vPC上での PIM SSMが、SSM範囲内で vPCピア上での IGMPv3 Joinと PIM S,G Joinをサポートす
るように設定します。この設定は、レイヤ 2またはレイヤ 3ドメインの孤立した送信元または受
信者に対してサポートされています。vPC上で PIM SSMを設定する場合、ランデブーポイント
（RP）の設定は必要ありません。

(S,G)エントリには、ソースへのインターフェイスとして RPFがあり、MRIBでは *,G状態が維持
されません。

始める前に

PIMおよび vPC機能が有効なことを確認します。

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. vrf context name

3. （任意） [no] ip pim ssm {prefix-list name | range {ip-prefix | none} | route-map policy-name}
4. （任意） show ip pim group-range [ip-prefix] [vrf vrf-name | all]
5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

新しい VRFを作成し、VRF設定モードを開始しま
す。nameには最大32文字の英数字を使用できます。
大文字と小文字は区別されます。

vrf context name

例：

switch(config)# vrf context Enterprise
switch(config-vrf)#

Step 2

次のオプションを使用できます。（任意） [no] ip pim ssm {prefix-list name | range
{ip-prefix | none} | route-map policy-name}

Step 3

• prefix-list：SSM範囲のプレフィックスリスト
ポリシー名を指定します。例：

switch(config-vrf)# ip pim ssm range 234.0.0.0/24
• range：SSMのグループ範囲を設定します。デ
フォルトの範囲は 232.0.0.0/8です。キーワード
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目的コマンドまたはアクション

noneを指定すると、すべてのグループ範囲が削
除されます。

• route-map：match ip multicastコマンドで、使用
するグループプレフィックスを示すルートマッ

プポリシー名を指定できます。

デフォルトでは、SSMグループ範囲は 232.0.0.0/8で
す。S,G joinsがこの範囲で受信される限り、vPC上
のPIMSSMは機能します。デフォルトを他の範囲で
上書きする場合は、このコマンドを使用してその範

囲を指定する必要があります。この例のコマンドは、

デフォルトの範囲を 234.0.0.0/24にオーバーライドし
ます。

noオプションを指定すると、SSM範囲から指定のプ
レフィックスが削除されるか、プレフィックスリス

トまたはルートマップポリシーが削除されます。キー

ワード noneを指定すると、noコマンドは SSM範囲
をデフォルト値の 232.0.0.0/8にリセットします。

PIMモードとグループ範囲を表示します。（任意） show ip pim group-range [ip-prefix] [vrf
vrf-name | all]

Step 4

例：

switch(config-vrf)# show ip pim group-range

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config-vrf)# copy running-config
startup-config

マルチキャスト用 RPFルートの設定
ユニキャストトラフィックパスを分岐させてマルチキャストデータを配信するには、マルチキャ

スト用RPFルートを定義します。境界ルータにマルチキャスト用RPFルートを定義すると、外部
ネットワークへの（RPF）がイネーブルになります。

マルチキャストルートはトラフィック転送に直接使用されるわけではなく、RPFチェックのため
に使用されます。マルチキャスト用 RPFルートは再配布できません。

IPv6ではスタティックマルチキャストルートはサポートされていません。（注）
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ip multicast multipath sg-hash CLIが設定されていない場合、マルチキャストトラフィックは RFP
チェックに失敗する可能性があります。

（注）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMまたは PIM6がイネー
ブルになっていることを確認してください。

手順の概要

1. configure terminal
2. ip mroute {ip-addr mask | ip-prefix} {next-hop | nh-prefix | interface} [route-preference] [vrf vrf-name]
3. （任意） show ip static-route [multicast] [vrf vrf-name]
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

RPF計算で使用するマルチキャスト用 RPFルートを
設定します。ルートプリファレンスは1～255です。
デフォルトプリファレンスは 1です。

ip mroute {ip-addr mask | ip-prefix} {next-hop | nh-prefix
| interface} [route-preference] [vrf vrf-name]

例：

Step 2

switch(config)# ip mroute 192.0.2.33/1 224.0.0.0/1

設定されているスタティックルートを表示します。（任意） show ip static-route [multicast] [vrf vrf-name]

例：

Step 3

switch(config)# show ip static-route multicast

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-configStep 4

マルチキャストマルチパスの設定

デフォルトでは、使用可能な複数のECMPパスがある場合、マルチキャストのRPFインターフェ
イスが自動的に選択されます。
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手順の概要

1. configure terminal
2. ip multicast multipath {none | resilient | s-g-hash}
3. clear ip mroute *

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

次のオプションを使用して、マルチキャストマルチ

パスを構成します。

ip multicast multipath {none | resilient | s-g-hash}

例：

Step 2

• none：URIB RPFルックアップで複数の ECMP
にまたがるハッシュを抑制して、マルチキャス

switch(config)# ip multicast multipath none

トマルチパスを無効にします。このオプション

を使用すると、最も高い RPFネイバー（ネクス
トホップ）アドレスが RPFインターフェイスに
使用されます。

（注）

ip multicast multipath noneコマンドを使用して、
ハッシュを完全に無効にします。

• s-g-hash：RPFインターフェイスを選択するため
に、（デフォルトのS/RP、Gベースハッシュで
はなく）S、G、ネクストホップハッシュを開始
します。このオプションは、送信元およびグルー

プアドレスに基づいてハッシュを構成します。

これがデフォルトの設定です。

• resilient：ECMPパスリストが変更され、古い
RPF情報がまだ ECMPの一部である場合、この
オプションは、再ハッシュを実行して潜在的に

RPF情報を変更する代わりに、古い RPF情報を
使用します。ip multicast multipath resilientコマ
ンドは、URIBからのルート到達可能性通知にパ
スがある場合に、現在の RPFへの回復力（ス
ティッキネス）を維持するためのものです。

（注）
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目的コマンドまたはアクション

no ip multicast multipath resilientコマンドは、ス
ティッキネスアルゴリズムを無効にします。このコ

マンドは、ハッシュアルゴリズムに依存しません。

（注）

X9636C-Rまたは X9636Q-Rラインカード、または
C9508-FM-Rファブリックモジュールを備えたCisco
Nexus 9508スイッチで、resilientオプションから
noneオプションに変更する場合は、最初に no ip
multicast multipath elasticコマンドを入力し、次に、
ip multicast multipath noneコマンドを入力します。

マルチパスルートをクリアし、マルチキャストマル

チパス抑制をアクティブにします。

clear ip mroute *

例：

Step 3

switch(config)# clear ip mroute *

マルチキャスト VRF-Liteルートリークの設定
Cisco NX-OSリリース 7.0(3)I7(1)以降では、マルチキャスト VRF-liteルートリークを設定できま
す。これにより、VRF間の IPv4マルチキャストトラフィックが可能になります。

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal
2. ip multicast rpf select vrf src-vrf-name group-list group-list

3. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

特定のマルチキャストグループのRPFルックアップ
に使用する VRFを指定します。

ip multicast rpf select vrf src-vrf-name group-list
group-list

例：

Step 2

src-vrf-nameは、ソース VRFの名前です。最大 32文
字の英数字で、大文字と小文字が区別されます。switch(config)# ip multicast rpf select vrf blue

group-list 236.1.0.0/16

group-listは、RPFのグループ範囲です。形式は
A.B.C.D/LENで、最大長は 32です。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 3

switch(config)# copy running-config startup-config

RP情報配信を制御するルートマップの設定
ルートマップは、一部の RP設定のミスや悪意のある攻撃に対する保護機能を提供します。

ルートマップを設定すると、ネットワーク全体について RP情報の配信を制御できます。各クラ
イアントルータで発信元の BSRまたはマッピングエージェントを指定したり、各 BSRおよび
マッピングエージェントで、アドバタイズされる（発信元の）候補 RPのリストを指定したりで
きるため、目的の情報だけが配信されるようになります。

ルートマップに影響を与えるコマンドは、match ip[v6] multicastだけです。（注）

Enterprise Servicesライセンスがインストールされていること、および PIMまたは PIM6がイネー
ブルになっていることを確認してください。

RP情報配信を制御するルートマップの設定（PIM）

手順の概要

1. configure terminal
2. route-map map-name [permit | deny] [sequence-number]
3. match ip multicast {rp ip-address [rp-type rp-type]} {group ip-prefix} {source source-ip-address}
4. （任意） show route-map

5. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

ルートマップコンフィギュレーションモードを開始

します。

route-map map-name [permit | deny] [sequence-number]

例：

Step 2

switch(config)# route-map ASM_only permit 10
switch(config-route-map)#

例：

switch(config)# route-map Bidir_only permit 10
switch(config-route-map)#

指定したグループ、RP、および RPタイプを関連付
けます。ユーザは RPのタイプ（ASMまたは Bidir）

match ip multicast {rp ip-address [rp-type rp-type]}
{group ip-prefix} {source source-ip-address}

例：

Step 3

を指定できます。例で示すとおり、このコンフィギュ

レーション方法では、グループおよびRPを指定する
必要があります。

switch(config-route-map)# match ip multicast group
224.0.0.0/4 rp 0.0.0.0/0 rp-type ASM

例： （注）

match ip multicast group-range <> CLIでは、
route-mapの下の group-rangeコマンドはサポート
されていません。

switch(config-route-map)# match ip multicast group
224.0.0.0/4 rp 0.0.0.0/0 rp-type Bidir

設定済みのルートマップを表示します。（任意） show route-map

例：

Step 4

switch(config-route-map)# show route-map

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config-route-map)# copy running-config
startup-config

RP情報配信を制御するルートマップの設定（PIM6）

手順の概要

1. configure terminal
2. route-map map-name [permit | deny] [sequence-number]
3. match ipv6 multicast {rp ip-address [rp-type rp-type]} {group ipv6-prefix} {source source-ip-address}
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4. （任意） show route-map

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

ルートマップコンフィギュレーションモードを開始

します。

route-map map-name [permit | deny] [sequence-number]

例：

Step 2

switch(config)# route-map ASM_only permit 10
switch(config-route-map)#

指定したグループ、RP、および RPタイプを関連付
けます。RPのタイプ（ASM）を指定できます。例で

match ipv6 multicast {rp ip-address [rp-type rp-type]}
{group ipv6-prefix} {source source-ip-address}

例：

Step 3

示すとおり、このコンフィギュレーション方法では、

グループおよび RPを指定する必要があります。switch(config-route-map)# match ipv6 multicast
group ff1e:abcd:def1::0/24 rp 2001:0db8:0:abcd::1
rp-type ASM

設定済みのルートマップを表示します。（任意） show route-map

例：

Step 4

switch(config-route-map)# show route-map

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config-route-map)# copy running-config
startup-config

メッセージフィルタリングの設定

rp-candidate-policyでのプレフィックスの照合では、プレフィックスが c-rpによるアドバタイズの
内容と比較して完全に一致する必要があります。部分一致は許容されません。

（注）

次の表に、PIMおよび PIM6でのメッセージフィルタリングの設定方法を示します。
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表 7 : PIMおよび PIM6でのメッセージフィルタリング

説明メッセージの種類

デバイスにグローバルに適用

ネイバーのステート変更を通知する Syslogメッセージをイネーブル
にします。デフォルトではディセーブルになっています。

ネイバーの変更の記録

ルートマップポリシーに基づいて PIM Registerメッセージをフィル
タリングできるようにします。2match ipv6 multicastコマンドを使用
して、グループまたはグループと送信元アドレスを指定できます。こ

のポリシーは、RPとして動作するルータに適用されます。デフォル
トではこの機能がディセーブルになっているため、PIM Registerメッ
セージのフィルタリングは行われません。

PIM Registerポリシー

ルートマップポリシーに基づく、BSR候補RPメッセージのフィルタ
リングをイネーブルにします。RPとグループアドレス、およびタイ
プ（BidirまたはASM）を、match ip multicastコマンドで指定できま
す。このコマンドは、BSRの選定対象のルータで使用できます。デ
フォルトでは、BSRメッセージはフィルタリングされません。

（注）

PIM6は BSRをサポートしていません。

BSR候補 RPポリシー

ルートマップポリシーに基づく、BSRクライアントルータによる
BSRメッセージのフィルタリングをイネーブルにします。match ip
multicastコマンドで、BSR送信元アドレスを指定できます。このコ
マンドは、BSRメッセージを受信するクライアントルータで使用で
きます。デフォルトでは、BSRメッセージはフィルタリングされませ
ん。

（注）

PIM6は BSRをサポートしていません。

BSRポリシー

ルートマップポリシーに基づく、Auto-RPマッピングエージェント
による Auto-RPアナウンスメッセージのフィルタリングをイネーブ
ルにします。RP、グループアドレス、およびタイプ（Bidirまたは
ASM）を、match ip multicastコマンドで指定できます。このコマン
ドは、マッピングエージェントで使用できます。デフォルトでは、

Auto-RPメッセージはフィルタリングされません。

（注）

PIM6は、Auto-RP方式をサポートしていません。

Auto-RP候補 RPポリ
シー
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説明メッセージの種類

ルートマップポリシーに基づく、クライアントルータによるAuto-RP
Discoveryメッセージのフィルタリングをイネーブルにします。match
ip multicastコマンドで、マッピングエージェント送信元アドレスを
指定できます。このコマンドは、Discoveryメッセージを受信するク
ライアントルータで使用できます。デフォルトでは、Auto-RPメッ
セージはフィルタリングされません。

（注）

PIM6は、Auto-RP方式をサポートしていません。

Auto-RPマッピング
エージェントポリシー

各デバイスのインターフェイスに適用

ルートマップポリシーに基づく、Join/Pruneメッセージのフィルタリ
ングをイネーブルにします。match ip[v6] multicastコマンドで、グ
ループ、グループと送信元、またはグループと RPアドレスを指定で
きます。デフォルトでは、Join/Pruneメッセージはフィルタリングさ
れません。

Join/Pruneポリシー

2
ルートマップポリシーの設定については、『Cisco Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

次のコマンドでは、ルートマップをフィルタリングポリシーとして使用できます（各ステートメ

ントについて permitまたは denyのいずれか）。

• jp-policyコマンドは (S,G)、(*,G)、または (RP,G)を使用できます。

• register-policyコマンドは (S,G)または (*,G)を使用できます。

• igmp report-policyコマンドは (*,G)または (S,G)を使用できます。

• state-limit reserver-policyコマンドは (*,G)または (S,G)を使用できます。

• auto-rp rp-candidate-policyコマンドは (RP,G)を使用できます。

• bsr rp-candidate-policyコマンドは (RP,G)を使用できます。

• autorp mapping-agent policyコマンドは (S)を使用できます。

• bsr bsr-policyコマンドは (S)を使用できます。

次のコマンドでは、ルートマップアクション（permitまたは deny）が無視された場合に、ルー
トマップをコンテナとして使用できます。

• ip pim rp-address route mapコマンドは Gのみを使用できます。

• ip pim ssm-range route mapは Gのみを使用できます。

• ip igmp static-oif route mapコマンドは (S,G)、(*,G)、(S,G-range)、(*,G-range)を使用できま
す。
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• ip igmp join-group route mapコマンドは (S,G)、(*,G)、(S,G-range、(*,G-range))を使用できま
す。

メッセージフィルタリングの設定（PIM）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. configure terminal

2. （任意） ip pim log-neighbor-changes

3. （任意） ip pim register-policy policy-name

4. （任意） ip pim bsr rp-candidate-policy policy-name

5. （任意） ip pim bsr bsr-policy policy-name

6. （任意） ip pim auto-rp rp-candidate-policy policy-name

7. （任意） ip pim auto-rp mapping-agent-policy policy-name

8. interface interface

9. （任意） ip pim jp-policy policy-name [in | out]
10. （任意） show run pim

11. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

ネイバーのステート変更を通知するSyslogメッセー
ジをイネーブルにします。デフォルトではディセー

ブルになっています。

（任意） ip pim log-neighbor-changes

例：

switch(config)# ip pim log-neighbor-changes

Step 2

ルートマップポリシーに基づく、PIM Registerメッ
セージのフィルタリングをイネーブルにします。

（任意） ip pim register-policy policy-name

例：

Step 3

match ip multicastコマンドで、グループアドレス
またはグループと送信元アドレスを指定できます。

switch(config)# ip pim register-policy
my_register_policy
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目的コマンドまたはアクション

ルートマップポリシーに基づく、BSR候補RPメッ
セージのフィルタリングをイネーブルにします。RP

（任意） ip pim bsr rp-candidate-policy policy-name

例：

Step 4

とグループアドレス、およびタイプ（Bidirまたは
switch(config)# ip pim bsr rp-candidate-policy
my_bsr_rp_candidate_policy ASM）を、match ip multicastコマンドで指定でき

ます。このコマンドは、BSRの選定対象のルータで
使用できます。デフォルトでは、BSRメッセージは
フィルタリングされません。

ルートマップポリシーに基づく、BSRクライアン
トルータによる BSRメッセージのフィルタリング

（任意） ip pim bsr bsr-policy policy-name

例：

Step 5

をイネーブルにします。match ip multicastコマンド
switch(config)# ip pim bsr bsr-policy
my_bsr_policy で、BSR送信元アドレスを指定できます。このコマ

ンドは、BSRメッセージを受信するクライアント
ルータで使用できます。デフォルトでは、BSRメッ
セージはフィルタリングされません。

ルートマップポリシーに基づく、Auto-RPマッピン
グエージェントによる Auto-RP Announceメッセー

（任意） ip pim auto-rp rp-candidate-policy
policy-name

例：

Step 6

ジのフィルタリングをイネーブルにします。RP、グ
ループアドレス、およびタイプ（BidirまたはASM）

switch(config)# ip pim auto-rp rp-candidate-policy
my_auto_rp_candidate_policy を、match ip multicastコマンドで指定できます。こ

のコマンドは、マッピングエージェントで使用でき

ます。デフォルトでは、Auto-RPメッセージはフィ
ルタリングされません。

ルートマップポリシーに基づく、クライアントルー

タによる Auto-RP Discoveryメッセージのフィルタ
（任意） ip pim auto-rp mapping-agent-policy
policy-name

例：

Step 7

リングをイネーブルにします。match ip multicastコ
マンドで、マッピングエージェント送信元アドレスswitch(config)# ip pim auto-rp

mapping-agent-policy my_auto_rp_mapping_policy を指定できます。このコマンドは、Discoveryメッ
セージを受信するクライアントルータで使用できま

す。デフォルトでは、Auto-RPメッセージはフィル
タリングされません。

指定したインターフェイスでインターフェイスモー

ドを開始します。

interface interface

例：

Step 8

switch(config)# interface ethernet 2/1
switch(config-if)#

ルートマップポリシーに基づく、Join/Pruneメッセー
ジのフィルタリングをイネーブルにします。match

（任意） ip pim jp-policy policy-name [in | out]

例：

Step 9

ip multicastコマンドで、グループ、グループと送信
switch(config-if)# ip pim jp-policy my_jp_policy

元、またはグループとRPアドレスを指定できます。
デフォルトでは、Join/Pruneメッセージはフィルタ
リングされません。
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目的コマンドまたはアクション

PIM構成コマンドを表示します。（任意） show run pim

例：

Step 10

switch(config-if)# show run pim

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 11

switch(config-if)# copy running-config
startup-config

メッセージフィルタリングの設定（PIM6）

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIM6がイネーブルになっ
ていることを確認してください。

手順の概要

1. configure terminal

2. （任意） ipv6 pim log-neighbor-changes

3. （任意） ipv6 pim register-policy policy-name

4. （任意） ipv6 pim jp-policy policy-name [in | out]
5. （任意） show run pim6

6. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

ネイバーのステート変更を通知する Syslogメッセー
ジをイネーブルにします。デフォルトではディセー

ブルになっています。

（任意） ipv6 pim log-neighbor-changes

例：

switch(config)# ipv6 pim log-neighbor-changes

Step 2

ルートマップポリシーに基づく、PIM Registerメッ
セージのフィルタリングをイネーブルにします。

（任意） ipv6 pim register-policy policy-name

例：

Step 3

match ipv6 multicastコマンドで、グループまたはグ
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目的コマンドまたはアクション

switch(config)# ipv6 pim register-policy
my_register_policyinterface interfaceEnters

ループと送信元アドレスを指定できます。デフォル

トではディセーブルになっています。interface mode on the specified interface.
switch(config)# interface ethernet 2/1
switch(config-if)#

ルートマップポリシーに基づく、join-pruneメッセー
ジのフィルタリングをイネーブルにします。match

（任意） ipv6 pim jp-policy policy-name [in | out]

例：

Step 4

ipv6 multicastコマンドで、グループ、グループと送
switch(config-if)# ipv6 pim jp-policy my_jp_policy

信元、またはグループと RPアドレスを指定できま
す。デフォルトでは、Join/Pruneメッセージはフィル
タリングされません。

このコマンドは、送信および着信の両方向のメッセー

ジをフィルタリングします。

PIM6コンフィギュレーションコマンドを表示しま
す。

（任意） show run pim6

例：

Step 5

switch(config-if)# show run pim6

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 6

switch(config-if)# copy running-config
startup-config

PIMおよび PIM6プロセスの再起動
スタティック RPが設定されている場合、PIMプロセスを再起動し、オプションとして、すべて
のルートをフラッシュすることができます。デフォルトでは、ルートはフラッシュされません。

Auto-RPまたは BSRが設定されている場合、マルチキャストトラフィックはドロップされます
（最大 60秒間）。

（注）

フラッシュされたルートは、マルチキャストルーティング情報ベース（MRIBおよびM6RIB）、
およびマルチキャスト転送情報ベース（MFIBおよびM6FIB）から削除されます。

PIMまたは PIM6を再起動すると、次の処理が実行されます。

• PIMデータベースが削除されます。

• MRIBおよびMFIBは影響を受けず、トラフィックは引き続き転送されます。

•マルチキャストルートの所有権がMRIB経由で検証されます。

•ネイバーから定期的に送信される PIM Joinメッセージおよび Pruneメッセージを使用して、
データベースにデータが再度読み込まれます。
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PIMプロセスの再起動

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

手順の概要

1. restart pim
2. configure terminal
3. ip pim flush-routes

4. （任意） show running-configuration pim

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

PIMプロセスを再起動します。restart pim

例：

Step 1

（注）

再起動プロセス中にはトラフィック損失が発生する

可能性があります。

switch# restart pim

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 2

switch# configure terminal
switch(config)#

PIMプロセスの再起動時に、ルートを削除します。
デフォルトでは、ルートはフラッシュされません。

ip pim flush-routes

例：

Step 3

switch(config)# ip pim flush-routes

flush-routesコマンドを含む、PIM実行コンフィギュ
レーション情報を示します。

（任意） show running-configuration pim

例：

Step 4

switch(config)# show running-configuration pim

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config)# copy running-config startup-config
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PIM6プロセスの再起動

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIM6がイネーブルになっ
ていることを確認してください。

手順の概要

1. restart pim6
2. configure terminal
3. ipv6 pim flush-routes

4. （任意） show running-configuration pim6

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

PIM6プロセスを再起動します。restart pim6

例：

Step 1

switch# restart pim6

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 2

switch# configure terminal
switch(config)#

PIM6プロセスの再起動時に、ルートを削除します。
デフォルトでは、ルートはフラッシュされません。

ipv6 pim flush-routes

例：

Step 3

switch(config)# ipv6 pim flush-routes

flush-routesコマンドを含む、PIM6実行コンフィギュ
レーション情報を示します。

（任意） show running-configuration pim6

例：

Step 4

switch(config)# show running-configuration pim6

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config)# copy running-config startup-config
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VRFモードでの PIMの BFDの設定

VRFまたはインターフェイスを使用して、PIMの双方向フォワーディング検出（BFD）を設定で
きます。

（注）

BFDは PIM6ではサポートされていません。（注）

始める前に

Enterprise Servicesライセンスがインストールされていること、PIMがイネーブルになっているこ
と、および BFDがイネーブルになっていることを確認してください。

手順の概要

1. configure terminal
2. vrf context vrf-name

3. ip pim bfd

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

VRF設定モードを開始します。vrf context vrf-name

例：

Step 2

switch# vrf context test
switch(config-vrf)#

指定された VRFで BFDをイネーブルにします。ip pim bfd

例：

Step 3

（注）

グローバルコンフィギュレーションモードで ip pim
bfdコマンドを入力して、VRFインスタンス上の
BFDをイネーブルにすることもできます。

switch(config-vrf)# ip pim bfd
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インターフェイスモードでの PIMの BFDの設定

始める前に

Enterprise Servicesライセンスがインストールされていること、PIMがイネーブルになっているこ
と、および BFDがイネーブルになっていることを確認してください。

手順の概要

1. configure terminal
2. interface interface-type

3. ip pim bfd instance

4. （任意） show running-configuration pim

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。interface interface-type

例：

Step 2

switch(config)# interface ethernet 7/40
switch(config-if)#

指定したインターフェイスのBFDをイネーブルにし
ます。VRFのBFDをイネーブルにするかどうかに関

ip pim bfd instance

例：

Step 3

係なく、PIMインターフェイスのBFDをイネーブル
またはディセーブルにすることができます。

switch(config-if)# ip pim bfd instance

PIMの実行コンフィギュレーション情報を表示しま
す。

（任意） show running-configuration pim

例：

Step 4

switch(config-if)# show running-configuration pim

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 5

switch(config-if)# copy running-config
startup-config
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マルチキャストヘビーテンプレートと拡張ヘビーテンプレートの有

効化

最大 32Kの IPv4 mrouteをサポートするために、マルチキャストヘビーテンプレートを有効にす
ることができます。

128K IPv4ルートをサポートするには、マルチキャスト拡張ヘビーテンプレートを有効にし、マ
ルチキャストルートメモリを設定する必要があります。

ヘビーテンプレートを使用すると、show ip mroute コマンドはマルチキャストトラフィックカ
ウンタを表示します。

始める前に

Enterprise Servicesライセンスがインストールされていること、および PIMがイネーブルになって
いることを確認してください。

feature tunnelコマンドが設定されている場合は、マルチキャストヘビーテンプレートを有効に
しないでください。これは、マルチキャストヘビーテンプレートが適用されると、feature tunnel
コマンドによってマルチキャスト機能が中断される可能性があるためです。

（注）

手順の概要

1. configure terminal
2. system routing template-name

3. vdc vdc-name

4. limit-resource m4route-mem [minimum min-value]maximum max-value

5. exit
6. ip routing multicast mfdm-buffer-route-count size

7. ip pim mtu size

8. exit
9. show system routing mode

10. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

Step 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

マルチキャストテンプレートを有効にします。テン

プレートとしては、template-multicast-heavyまたは
system routing template-name

例：

Step 2

template-multicast-ext-heavyまたはswitch(config)# system routing
template-multicast-heavy template-dual-stack-mcastが可能です。

template-multicast-heavyまたはswitch(config)# system routing
template-multicast-ext-heavy template-multicast-ext-heavyテンプレートを使用する

場合は、コマンドを有効にした後にシステムをリ

ロードする必要があります。

switch(config)# system routing
template-dual-stack-mcast

VDCを指定し、VDCコンフィギュレーションモー
ドを開始します。

vdc vdc-name

例：

Step 3

switch(config)# vdc vdc1

VDCの IPv4マルチキャストルートマップメモリ
リソース制限を設定します。このコマンドを設定し

limit-resource m4route-mem [minimum
min-value]maximum max-value

例：

Step 4

た後、スタートアップコンフィギュレーションに保

存して、デバイスをリロードします。switch(config-vdc)# limit-resource m4route-mem
minimum 150 maximum 150

VDCコンフィギュレーションモードを終了します。exit

例：

Step 5

switch(config-vdc)# exit

マルチキャスト mfdmバッファルートサイズを設
定します。

ip routing multicast mfdm-buffer-route-count size

例：

Step 6

switch(config)# ip routing multicast
mfdm-buffer-route-count 400

PIMコントロールプレーントラフィックのフレー
ムサイズを大きくし、コンバージェンスを向上させ

ます。

ip pim mtu size

例：

switch(config)# ip pim mtu 1500

Step 7

グローバルコンフィギュレーションモードを終了

します。

exit

例：

Step 8

switch(config)# exit

構成されたルーティングモード：つまりマルチキャ

ストヘビーまたはマルチキャスト拡張ヘビーまたは

デュアルスタックが表示されます。

show system routing mode

例：

switch# show system routing mode
Configured System Routing Mode: Multicast Extended

Step 9

Heavy Scale
Applied System Routing Mode: Multicast Extended
Heavy Scale
Switch#
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目的コマンドまたはアクション

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

Step 10

switch(config)# copy running-config startup-config

SG-RouterIDハッシュ
SG-RouterIDハッシュ機能は、Router-IDを利用して、等コストマルチパス（ECMP）によるスパ
インリーフトポロジでの一貫性のないハッシュの問題を解決します。ハッシュに矛盾があると、

マルチキャストトラフィックのレプリケーションが非効率になり、リソース消費が増加します。

SG-RouterIDハッシュは、一貫したルータ IDを使用してこれに対処し、すべてのリーフノードが
特定のマルチキャストフローの同じスパインノードにハッシュようにします。

ルータ IDは、ネットワーク全体に一貫したマルチキャストトラフィック分散を確保する上で重
要な役割を果たします。ルータ IDは VRFごとに構成され、PIM helloメッセージでアドバタイズ
されます。

SG-RouterIDハッシュの仕組み

Summary

SG-RouterIDハッシュは、SG-Next-Hopハッシュと同様に機能します。主な違いは、ネクストホッ
プがルータ IDで構成された PIMネイバーの場合、ハッシュ計算でネクストホップアドレスでは
なくルータ IDが使用されることです。

Workflow

SG-RouterIDハッシュでは、次の手順が使用されます：

1. ルータ IDは VRFごとに構成されます。

2. 設定されたルータ IDは、PIMの helloメッセージでアドバタイズされます。

3. インターフェイス ID helloオプション（RFC 6395）を使用すると、ルータ IDとインターフェ
イス IDの両方がアドバタイズされます。

各インターフェイスには、ifIndexから派生した32ビットのインターフェイス IDがあります。

4. ネクストホップのハッシュを計算する場合：

結果タイミング（When）

ネクストホップアドレスの代わりに、SGネ
クストホップハッシュ関数への入力としてルー

タ IDを活用。

ネクストホップが PIMネイバーであり、ルー
タ IDをアドバタイズしました。
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結果タイミング（When）

ネクストホップアドレスを SGネクストホッ
プハッシュ関数への入力として活用（通常ど

おり）します。

ネクストホップが PIMネイバーではないか、
ルータ IDがアドバタイズされていません。

5. インターフェイス IDでのタイブレークの場合：

結果タイミング（When）

Interface-IDをタイブレーカーとして使用して
ハッシュを再計算します。

複数のベストネクストホップが見つかりまし

た

ハッシュ計算では Interface-ID 0を活用。ネイバーがインターフェイス IDをアドバタイ
ズしていません

SG-RouterIDハッシュの利点

• [複製の削減（Reduced Replication）]：すべてのリーフノードで一貫したハッシュを確保す
ることにより、SG-RouterIDハッシュ機能はマルチキャストトラフィックの複製を最小限に
抑えます。これは、同じデータストリームがネットワーク間で不必要に重複して複数回送信

されることがないことを意味します。

• [データ使用量の削減（Reduced Data Usage）]：レプリケーションの削減は、直接データ使
用量の削減につながります。送信される重複トラフィックが少ないため、貴重な帯域幅リソー

スが節約されます。

• [状態の削減（ReducedState）]：一貫したハッシュによって転送プロセスが簡素化され、ルー
タが維持する必要がある状態情報の量が削減されます。これにより、ネットワーク全体のパ

フォーマンスと拡張性が向上します。

SG-RouterIDハッシュの構成

このタスクでは、複数のリーフノードが同じ ECMPネクストホップを共有するトポロジで一貫し
たハッシュを保証するように SG-RouterIDハッシュ機能を設定する方法について説明します。

SG-RouterIDハッシュ機能を設定するには、次の手順を活用：

始める前に

SG-RouterIDハッシュ機能を設定する前に、次の条件を満たしていることを確認します。

•デバイスのソフトウェアがSG-RouterIDハッシュ機能をサポートしていることを確認します。
設定すると、この機能をサポートしていないソフトウェアバージョンへのダウングレードは

ブロックされます。

•一貫したハッシュには、一貫した ECMPネクストホップセットが必要です。受信者が同じ
スパインのセットへの接続を離れる場合 (つまり、 ECMPネクストホップと同じスパインを
認識しない場合)、リーフは同じスパインを選択しない可能性があります。
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•リーフノードに PIMネイバーではないネクストホップがある場合、それらのすべてが同じ
スパインにハッシュれない可能性があります。

手順

Step 1 SG-RouterIDハッシュを有効にする。

例：

（IPv4）
configure terminal
ip multicast multipath sg-routerid
end

例：

（IPv6）
configure terminal
ipv6 multicast multipath sg-routerid
end

•このコマンドは、 VRFで SG-RouterIDハッシュをオンにします。

•このコマンドは、ハッシュがリーフによって実行されるため、スパインリーフトポロジのリーフノー
ドで主に必要です。

•この機能を無効にするには、no ip[v6] multicast multipath sg-routeridを活用します。

（注）

この機能は、NBMおよび TRMには適用されません。

Step 2 ルータ IDを構成します。

例：

（IPv4）
configure terminal
vrf context <VRF-NAME>
ip pim router-id <ip-address>
end

例：

（IPv6）
configure terminal
vrf context <VRF-NAME>
ipv6 pim router-id <ip-address>
end

• SG-RouterIDハッシュに参加している各ルータで、各 VRFのルータ IDを設定します。

•リーフはハッシュにこれらのルータ IDを使用するため、スパインリーフトポロジのスパインノード
では主にルータ IDの構成が必要です。
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• IPv6の場合、このコマンドには 32ビットのルータ ID（任意の IPv4アドレスまたは識別子）が必要で
す。

Step 3 （任意） PIMネイバーを優先する

例：

（IPv4）
configure terminal
ip multicast rpf prefer-nbr
end

例：

（IPv6）
configure terminal
ipv6 multicast rpf prefer-nbr
end

•このコマンドは、ハッシュの実行時に PIMネイバーを優先するようにデバイスを構成します。

•この動作を無効にするには、no ip[v6] multicast rpf prefer-nbr活用。

SG-RouterIDハッシュ構成の確認

SG-RouterIDハッシュの構成を確認するには、次のコマンドを活用：

手順

Step 1 マルチパス構成の確認

例：

show ip[v6] multicast vrf <VRF-NAME>

•このコマンドは、指定されたVRFのマルチパス構成を表示します。

•構成されたマルチパスハッシュとして sg-routeridが出力に表示されていることを確認します。

Step 2 PIMネイバー情報の確認

例：

show ip[v6] pim neighbor internal

•このコマンドは、内部 PIMネイバー情報を表示します。

•各 PIMネイバーのルータ IDとインターフェイス IDの出力を確認します。

•ネイバーでルータ IDが構成されている場合は、の出力に表示されます。

Step 3 MRIB PIMキャッシュを確認します。
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例：

show routing multicast internal pim-cache

•このコマンドにより、MRIB PIMキャッシュ情報が表示されます。

•関連する VRFの「VRFの IFデータベース」セクションを探します。

•ルータ IDとインターフェイス IDの「PIMネイバー」エントリを確認します。

•出力例：
Interface: Ethernet1/1, DR: 192.0.2.2,
PIM Neighbor: 192.0.2.1 uptime: 15:50:33
Interface-ID: 0.0.0.1:436208128

これにより、MRIBが PIMから正しいルータ IDとインターフェイス IDを学習したことが確認できま
す。

PIMおよび PIM6設定の検証
PIMおよび PIM6の設定情報を表示するには、次の作業のいずれかを行います。PIMの場合はコ
マンドの show ip形式、PIM6の場合はコマンドの show ipv6形式を使用します。

説明コマンド

IPまたは IPv6マルチキャ
ストルーティングテーブ

ルを表示します。

detailオプションは、詳細
なルート属性を表示しま

す。

summaryオプションは、
ルートカウントとパケット

レートを表示します。

（注）

このコマンドは、マルチ

キャストヘビーテンプ

レートが有効になっている

場合、CiscoNexus 9300-EX
および 9300-FXシリーズ
スイッチのマルチキャスト

カウンタも表示します。以

下のサンプル出力を参照し

てください。

show ip[v6] mroute [ip-address] [detail | summary]
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説明コマンド

各 RPの Designated
Forwarder（DF）情報をイ
ンターフェイス別に表示し

ます。

show ip[v6] pim df [vrf vrf-name | all]

学習済みまたは設定済みの

グループ範囲およびモード

を表示します。同様の情報

については、show ip[v6]
pim rpコマンドを参照して
ください。

show ip[v6] pim group-range [ip-prefix] [vrf vrf-name | all]

情報をインターフェイス別

に表示します。

show ip[v6] pim interface [interface | brief] [vrf vrf-name | all]

ネイバーをインターフェイ

ス別に表示します。

show ip[v6] pim neighbor [interface interface | ip-prefix] [vrf vrf-name |
all]

発信インターフェイス

（OIF）リスト内のすべて
のインターフェイスを表示

します。

show ip[v6] pim oif-list group [source] [vrf vrf-name | all]

各マルチキャストルートの

情報を表示します。指定し

た (S, G)に対して、PIM
Joinメッセージを受信した
インターフェイスなどを表

示できます。

show ip[v6] pim route [source | group [source]] [vrf vrf-name | all]

ソフトウェアの既知のラン

デブーポイント（RP）お
よびその学習方法と、それ

らのグループ範囲を表示し

ます。同様の情報について

は、show ip[v6] pim
group-rangeコマンドを参
照してください。

show ip[v6] pim rp [ip-prefix] [vrf vrf-name | all]

PIMグレースフル SPTス
イッチオーバー機能が稼働

しているかどうかを表示し

ます。

Show ip pim vrf vrf detail
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説明コマンド

ブートストラップルータ

（BSP）RPハッシュ情報を
表示します。

show ip pim rp-hash group [vrf vrf-name | all]
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説明コマンド

show ip [v6] pim config-sanity
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説明コマンド

PIM設定エラーが検出され
た場合、次のメッセージを

表示します。

静的 RPの場合：

• interface_nameは PIM
を有効にする必要があ

ります

• interface_nameはUPで
ある必要があります

Anycast RPの場合：

• Anycast-RPの
rp_addressはローカル
インターフェイスで設

定する必要があります

• Anycast-RPの
rp_address、
interface_nameは PIM
対応である必要があり

ます

• Anycast-RP rp_address
は、グループ範囲の

RPとして設定されて
いません

• interface_nameは PIM
対応である必要があり

ます

• interface_nameはUPで
ある必要があります

• rp_addressに設定され
た Anycast-RPのメン
バーのいずれもローカ

ルではありません

BSR RPの場合：

• BSR RP候補インター
フェイス

interface_nameが
PIM/IPに対応していま
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説明コマンド

せん

• BSR RP候補インター
フェイス

interface_nameが IPに
対応していません

• BSR RP候補インター
フェイス

interface_nameが PIM
に対応していません

• interface_nameは PIM
対応である必要があり

ます（should be PIM
enabled）

• BSR候補インターフェ
イス interface_nameが
PIM/IPに対応していま
せん

• BSR候補インターフェ
イス interface_nameが
IPに対応していません

• BSR候補インターフェ
イス interface_nameが
PIMに対応していませ
ん

Auto-RPの場合：

PIMおよび PIM6の設定
86

PIMおよび PIM6の設定

PIMおよび PIM6設定の検証



説明コマンド

• Auto-RP RP候補イン
ターフェイス

interface_nameが
PIM/IPに対応していま
せん

• Auto-RP RP候補イン
ターフェイス

interface_nameが IPに
対応していません

• Auto-RP RP候補イン
ターフェイス

interface_nameが PIM
に対応していません

• interface_nameは PIM
対応である必要があり

ます

• Auto-RP候補インター
フェイス

interface_nameが
PIM/IPに対応していま
せん

• Auto-RP候補インター
フェイス

interface_nameが IPに
対応していません

• Auto-RP候補インター
フェイス

interface_nameが PIM
に対応していません

実行コンフィギュレーショ

ン情報を表示します。

show running-config pim [6]

スタートアップコンフィ

ギュレーション情報を表示

します。

show startup-config pim [6]

各 VRFの情報を表示しま
す。

show ip[v6] pim vrf [vrf-name | all] [detail]
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次の例は、show ip mroute summaryコマンドのマルチキャストカウンタを含む出力例を示してい
ます。

switch# show ip mroute summary
IP Multicast Routing Table for VRF "default"
Route Statistics unavailable - only liveness detected

Total number of routes: 701
Total number of (*,G) routes: 0
Total number of (S,G) routes: 700
Total number of (*,G-prefix) routes: 1
Group count: 700, rough average sources per group: 1.0

Group: 224.1.24.0/32, Source count: 1
Source packets bytes aps pps bit-rate oifs
192.205.38.2 3110 158610 51 0 27.200 bps 5

Group: 224.1.24.1/32, Source count: 1
Source packets bytes aps pps bit-rate oifs
192.205.38.2 3106 158406 51 0 27.200 bps 5

次の例は、show ip mrouteip-addresssummaryコマンドのマルチキャストカウンタを含む出力例を
示しています。

switch# show ip mroute 224.1.24.1 summary
IP Multicast Routing Table for VRF "default"
Route Statistics unavailable - only liveness detected

Total number of routes: 701
Total number of (*,G) routes: 0
Total number of (S,G) routes: 700
Total number of (*,G-prefix) routes: 1
Group count: 700, rough average sources per group: 1.0

Group: 224.1.24.1/32, Source count: 1
Source packets bytes aps pps bit-rate oifs
192.205.38.2 3114 158814 51 0 27.200 bps 5

次の例は、show ip mroute detailコマンドのマルチキャストカウンタを含むサンプル出力を示し
ています。

switch# show ip mroute detail
IP Multicast Routing Table for VRF "default"

Total number of routes: 701
Total number of (*,G) routes: 0
Total number of (S,G) routes: 700
Total number of (*,G-prefix) routes: 1

(192.205.38.2/32, 224.1.24.0/32), uptime: 13:03:24, nbm(5) pim(0) ip(0)
Data Created: No
Stats: 3122/159222 [Packets/Bytes], 27.200 bps
Stats: Active Flow
Incoming interface: Ethernet1/51, uptime: 13:03:24, internal
Outgoing interface list: (count: 5)
Ethernet1/39, uptime: 13:03:24, nbm
Ethernet1/40, uptime: 13:03:24, nbm
Ethernet1/38, uptime: 13:03:24, nbm
Ethernet1/37, uptime: 13:03:24, nbm
Ethernet1/36, uptime: 13:03:24, nbm
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次の例は、 show ip mroute ip-address detailコマンドのマルチキャストカウンタを含む出力例を示
しています。

switch# show ip mroute 224.1.24.1 detail
IP Multicast Routing Table for VRF "default"

Total number of routes: 701
Total number of (*,G) routes: 0
Total number of (S,G) routes: 700
Total number of (*,G-prefix) routes: 1

(192.205.38.2/32, 224.1.24.1/32), uptime: 13:00:32, nbm(5) ip(0) pim(0)
Data Created: No
Stats: 3110/158610 [Packets/Bytes], 27.200 bps
Stats: Active Flow
Incoming interface: Ethernet1/50, uptime: 12:59:04, internal
Outgoing interface list: (count: 5)
Ethernet1/39, uptime: 12:59:04, nbm
Ethernet1/40, uptime: 12:59:04, nbm
Ethernet1/38, uptime: 12:59:04, nbm
Ethernet1/37, uptime: 12:59:04, nbm
Ethernet1/36, uptime: 13:00:32, nbm

統計の表示
次に、PIMおよび PIM6の統計情報を、表示およびクリアするためのコマンドについて説明しま
す。

PIMおよび PIM6の統計情報の表示
これらのコマンドを使用すると、PIMおよびPIM6の統計情報とメモリ使用状況を表示できます。

PIMの場合はコマンドの show ip形式、PIM6の場合はコマンドの show ipv6形式を使用します。（注）

説明コマンド

レジスタ、RP、および Join/Pruneメッセージの
ポリシーについて、ポリシー統計情報を表示し

ます。

show ip[v6] pim policy statistics

グローバル統計情報を表示します。show ip[v6] pim statistics [vrf vrf-name]

PIMおよび PIM6統計情報のクリア
これらのコマンドを使用すると、PIMおよび PIM6統計情報をクリアできます。PIMの場合はコ
マンドの show ip形式、PIM6の場合はコマンドの show ipv6形式を使用します。
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説明コマンド

指定したインターフェイスのカウンタをクリア

します。

clear ip[v6] pim interface statistics interface

レジスタ、RP、および join-pruneメッセージポ
リシーについて、ポリシーカウンタをクリアし

ます。

clear ip[v6] pim policy statistics

PIMプロセスで使用されるグローバルカウンタ
をクリアします。

clear ip[v6] pim statistics [vrf vrf-name]

ヌルレジスタパッキング
CiscoNX-OSリリース 10.5(1)F以降では、1つのヌルレジスタパケットで複数のマルチキャスト (S,
G)を送信し、PIMルータでのパケット処理のオーバーヘッドを削減するようにヌルレジスタパッ
キングを構成できます。この機能は、RFC 9465に従って実装されています。

RPと DRは S, Gごとに選択されるため、RPと DRでこの機能を構成します。DRは、各 (S, G)の
ヌルレジスタを定期的にRPに送信します。この機能を使用すると、複数の (S, G)が 1つのパック
済みヌルレジスタにパッキングされ、RPに送信されます。パッキングを有効にするには、RPと
DRの両方で構成を有効にする必要があります。

ヌルレジスタパッキングの構成

ヌルレジスタパッキングを構成するには、次のコマンドを実行します。この機能は、構成されて

いる場合、 PIMグローバルMTUを使用しません。

手順の概要

1. configure terminal
2. vrf context vrf-name

3. ip pim register-packing [mtu <mtu-size>] [reg-probe-timer <interval>]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始し

ます。

configure terminal

例：

Step 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

VRF設定モードを開始します。vrf context vrf-name

例：

Step 2

switch# vrf context test
switch(config-vrf)#

ヌルレジスタパッキングを構成します。ip pim register-packing [mtu <mtu-size>]
[reg-probe-timer <interval>]

Step 3

単に機能を有効にするには、 ip pim register-packing
を実行します。例：

switch# ip pim register-packing mtu 1500
switch# ip pim register-packing reg-probe-timer MTUまたはプローブ間隔のいずれか、または両方を

指定することも、いずれも指定しないことも選択で

きます。

400
switch# ip pim register-packing mtu 700
reg-probe-timer 400

<mtu-size>：デフォルト値は 576で、576～ 9216の
値を選択できます。

<interval>：デフォルト値は 60で、60～ 65535の値
を選択できます。

マルチキャストサービスリフレクションの設定
マルチキャストサービスリフレクション機能は、外部で受信したマルチキャスト宛先アドレス

を、組織の内部アドレッシングポリシーに準拠したアドレスに変換できます。これは、外部で受

信したマルチキャストストリーム (S1,G1)から内部ドメインの (S2,G2)への、マルチキャストネッ
トワークアドレス変換（NAT）です。送信元 IPアドレスのみを変換する IP NATとは異なり、マ
ルチキャストサービスリフレクションは、送信元と宛先アドレスの両方を変換します。

入力 NATでは、着信（S、G）を別の送信元、グループ、またはその両方に変換できます。ドメ
イン内のすべての受信者は、変換後のフローに参加できます。この機能は、マルチキャストトラ

フィックが次の場合に役立ちます。

•アドレスが重複している可能性がある別のドメインからネットワークに入る

•ネットワーク内のアプリケーションによって認識されないアドレスが付属しています

出力 NATでは、既存のフロー（S、G）を、発信インターフェイスごとに異なる送信元またはグ
ループアドレスに変換できます。この機能は、特定のソース、グループアドレスのみを受け入れ

る可能性のある外部エンティティへのマルチキャスト配信に役立ちます。また、フローが外部エ

ンティティに公開されるときに、内部アドレス空間を非表示にする方法として機能することもで

きます。

マルチキャストサービスリフレクション機能は、VRFコンフィギュレーションモードのループ
バックインターフェイスで設定されます。S1、G1として着信するフローはS2、G2に変換され、
宛先MACアドレスは変換済みアドレス（G2）のマルチキャストMACアドレスに書き換えられ
ます。
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ユニキャストからマルチキャストへの NAT（UM NAT）

Cisco NX-OSリリース 10.2(2)F以降、ユニキャストからマルチキャスト NAT (UMNAT)への変換
がサポートされています。UMNATは入力 NATであり、出力 NATのソフトウェア設計に従いま
す。

UMNATでは、事前変換されたユニキャストトラフィックが到着するポートでユニキャスト帯域
幅の予約を設定することにより、そのポートのマルチキャストトラフィックがポートの帯域幅す

べてを消費してしまわないようにする必要があります。

マルチキャストサービスリフレクションの注意事項と制限事項

マルチキャストサービスリフレクション機能には、次の注意事項と制限事項があります。

•マルチキャストサービスリフレクション機能は Cisco NX-OSリリース 9.3(5)で導入され、
Cisco Nexus 9300-FX、FX2、FXP、EXシリーズスイッチでサポートされています。

• Cisco NX-OSリリース 9.3(5)F以降、マップインターフェイスの最大複製の範囲は 1～ 40で
す。

• Cisco NX-OSリリース 9.3(3)F以降、マルチキャストNATは、Cisco Nexus C9300-GXでサポー
トされます。

• Cisco NX-OSリリース 10.2(1)F以降、マルチキャスト NATは、Cisco Nexus C9300-GX2Bでサ
ポートされます。

• Cisco NX-OSリリース 10.4(1)F以降、マルチキャスト NATは、Cisco Nexus C9332D-H2Rでサ
ポートされます。

• Cisco NX-OSリリース 10.4(2)F以降、マルチキャスト NATは、Cisco Nexus C93400LD-H1で
サポートされます。

• Cisco NX-OSリリース 10.4(3)F以降、マルチキャスト NATは、Cisco Nexus C9364C-H1およ
び C9300-FX3でサポートされます。

• Cisco NX-OSリリース 10.5(2)F以降、マップインターフェイスの最大複製の範囲が 1～ 250
に増加しています。この拡張範囲は、マルチキャストNATをサポートするすべてのプラット
フォームでサポートされます。

• 40を超えるマップインターフェイスが構成されている場合、10.5(2)Fよりも前のリリー
スにダウングレードすると、エラーが発生します。このエラーを回避するには、サービ

スリフレクション構成を削除し、レプリケーションインターフェイスの数を 40以下に
減らして、ソフトウェアのダウングレードを実行します。

• 250のレプリケーションマップインターフェイスのプロビジョニングには、最大 3分か
かる場合があります。

• CiscoNX-OSリリース 10.1(1)F以降、NBMを使用したマルチキャストサービスリフレクショ
ンは、Cisco Nexus 9300-FX3、Cisco Nexus C9316D-GX、Cisco Nexus C93600CD-GX、および
Cisco Nexus C9364C-GXプラットフォームスイッチでサポートされています。

PIMおよび PIM6の設定
92

PIMおよび PIM6の設定

マルチキャストサービスリフレクションの注意事項と制限事項



•マルチキャストサービスリフレクション機能は、以下のプラットフォームではサポートされ
ていません

•クラウドスケールラインカード搭載の Cisco Nexus 9500シリーズスイッチ

• Rシリーズラインカード搭載の Cisco Nexus 9500シリーズスイッチ

• Cisco Nexus 3600-Rシリーズスイッチ

• Cisco Nexus 9200シリーズスイッチ

• Cisco Nexus 9364Cスイッチ

•マルチキャストサービスリフレクション機能は、Protocol IndependentMulticast（PIM）スパー
スモード（ASMまたは SSM）でのみサポートされます。

•マルチキャストサービスリフレクション機能は、vPC環境では機能しません。

•マルチキャストからユニキャストへの NATは、Cisco NX-OSリリース 10.2(1)Fからサポート
されています。

•マルチキャストからユニキャストへの NAT変換は、出力モードでのみサポートされます。

•マルチキャストからユニキャストへのNAT変換は、Cisco Nexus 9300-FX、FX2スイッチでサ
ポートされています。

•マルチキャストからユニキャストへの変換は、Cisco NX-OSリリース 10.1(x)ではサポートさ
れていません。

• PIMパッシブモードでのマルチキャストからユニキャスト NATへの PMNサポート。

•リリース 10.2(2)Fから、ユニキャストからマルチキャストへの NAT変換がサポートされま
す。

•マルチキャストからマルチキャストおよびユニキャストからユニキャストへのNAT構成は、
同時に同時に行うことはできません。

•ユニキャスト NAT、マルチキャスト NAT、および PBR機能は、同じデバイスでは同時にサ
ポートされません。

•出力 NAT機能は、デフォルトの VRFでのみサポートされ、他の VRFではサポートされませ
ん。

• FEXはサポートされていません。

• NATルールが事前変換済み（S1, G1）ペアに設定されている場合、マルチキャストサービス
リフレクション機能は、このペアの非 NATレシーバーをサポートしません（つまり、出力
NATは事前変換済み（S,1, G1）レシーバーをサポートするのに対し、入力 NATはそれらを
サポートしません）。変換されていない受信側 OIFは、出力 NATでサポートされます。

• SVIは、RPFおよび OIFではサポートされていません。

•変換後の出力NATグループのサブインターフェイスレシーバーはサポートされていません。
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•マルチキャストサービスリフレクション構成用に選択されたハードウェアループバックポー
トは、「リンクダウン」状態で、SFPが接続されていない物理ポートである必要があります。

•マスク長が 0～ 4の場合、マルチキャスト NAT変換は行われません。このマスク長の制限
は、グループアドレスのみに適用され、送信元アドレスには適用されません。

• CiscoNX-OSリリース 10.2(1q)F以降、マルチキャストNATはCiscoNexusN9K-C9332D-GX2B
プラットフォームスイッチでサポートされます。

•インターフェイスでの IGMP静的結合の場合、結合を生成するために /24のグループ範囲マ
スクが使用されます。送信元マスク長は /32と見なされます。ip igmp static結合コマンドで
結合を生成する際に、送信元マスク長の変動は考慮されません。

マルチキャストサービスリフレクション機能用に設定されたデバイスの入力および出力インター

フェイス ACLには、次の制限があります。

•入力 ACLが適用されて、すでに流れている未変換のマルチキャストトラフィックをブロッ
クする場合、（S,G）エントリは削除されません。その理由は、ACLがパケットをドロップ
しても、マルチキャストルートエントリが引き続きトラフィックによってヒットされるため

です。

•出力インターフェイスで変換されたソーストラフィック（S2、G2）をブロックする出力ACL
が適用されている場合、変換されたトラフィックに対して出力ACLがサポートされていない
ため、出力 ACLは機能しません。

マルチキャスト出力NATは、 PMNパッシブモードでサポートされます。PIMパッシブモー
ドでは、外部コントローラがフローの帯域幅管理を実行し、変換前と変換後の両方のフロー

をプロビジョニングします。

事前変換済みフローの場合、コントローラはスイッチ Rest APIを呼び出して、事前変換済み
フローが OIFなしで受信される RPFインターフェイスに対し、プロビジョニングを行いま
す。

変換後のフローの場合、コントローラはスイッチ Rest APIを呼び出して、サービスリフレク
ト送信元ループバックインターフェイスと同じ RPFインターフェイスと、SRルールで定義
されたインターフェイスと同じ OIFをプロビジョニングします。

前提条件

マルチキャストサービスリフレクション機能には、次の前提条件があります。

マルチキャストサービスリフレクション機能をサポートするプラットフォームでは、マルチキャ

スト NATを設定する前に TCAMを分割する必要があります。次のコマンドを使用します。

hardware access-list tcam region mcast-nat region tcam-size
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マルチキャストサービスリフレクションの設定

始める前に

•マルチキャスト対応のネットワークで、Protocol IndependentMulticast SparseMode（PIM-SM）
または PIM Source-Specific Multicast（PIM-SSM）のいずれかが動作していることを確認しま
す。

•マルチキャストサービスリフレクション用仮想インターフェイスがNATルータで設定され、
マルチキャストサービスリフレクションルールがインストールされ、動作することを確認

します。

手順の概要

1. configure terminal
2. vrf context name

3. [no] ip service-reflect source-interface interface-name interface-number

4. [no] ip service-reflect destination in-grp to out-grp mask-len g-mlen source in-src to out-src mask-len
s-mlen[ to-udp udp-to-src-port udp-to-dest-port] [to-udp-src-port udp-to-src-port] [ to-udp-dest-port
udp-to-dest-port]

5. [no] ip service-reflect mode egress prefix

6. [no] ip service-reflect destination in-grp to out-grp mask-len g-mlen source in-src to out-src mask-len
s-mlen[ to-udp udp-to-src-port udp-to-dest-port] [to-udp-src-port udp-to-src-port] [ to-udp-dest-port
udp-to-dest-port] [static-oif out-if]

7. [no] multicast service-reflect interface all map interface interface-name max-replication replication

8. exit
9. interface interface-name interface-number

10. ip address prefix

11. ip pim sparse-mode
12. ip igmp static-oif {group [source source ] |route-map policy-name}
13. no system multicast dcs-check
14. ip pim border-router
15. nbm external-link
16. exit
17. [no] multicast service-reflect interface all map interface interface-name vrf vrf-name

18. [no] multicast service-reflect interface interface-name map interface interface-namevrf vrf-name

19. [no] multicast service-reflect interface interface-1, interface-2, interface-3map interface
interface-namevrf vrf-name

20. exit
21. show ip mroute sr
22. show forwarding distribution multicast route
23. show forwarding distribution multicast route group
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

Step 1

switch# configure terminal
switch(config)#

新しい VRFを作成し、VRF設定モードを開始しま
す。nameには最大 32文字の英数字を使用できま

vrf context name

例：

Step 2

す。大文字と小文字は区別されます。NATルール
は、vrfコンテキストで構成されます。

switch(config)# vrf context test
switch(config-vrf)#

（注）

デフォルト以外のVRFは、出力NATではサポート
されていません。

NATソースとしてループバックを設定します。この
インターフェイスは、トラフィックをNATルーター

[no] ip service-reflect source-interface interface-name
interface-number

例：

Step 3

にプルします。インターフェイスは、変換後のルー

トの RPFになります。このコマンドは、VRFごと
に設定されます。

switch(config-vrf)# ip service-reflect
source-interface loopback10

入力 NATの NATルールを設定します。[no] ip service-reflect destination in-grp to out-grp
mask-len g-mlen source in-src to out-src mask-len

Step 4

s-mlen[ to-udp udp-to-src-port udp-to-dest-port]
[to-udp-src-port udp-to-src-port] [ to-udp-dest-port
udp-to-dest-port]

例：

switch(config-vrf)# ip service-reflect destination
228.1.1.1 to 238.1.1.1 mask-len 32 source
80.80.80.80 to 90.90.90.90 mask-len 32
to-udp-src-port 500 to-udp-dest-port 600

出力 NATモードを設定します。インターフェイス
にルーティングされたマルチキャストパケットを照

合し、リライトします。

[no] ip service-reflect mode egress prefix

例：

switch(config-vrf)# ip service-reflect mode egress
225.1.1.0/24

Step 5

（注）

出力NATは、デフォルトのVRFでのみサポートさ
れます。

出力 NATの NATルールを設定します。[no] ip service-reflect destination in-grp to out-grp
mask-len g-mlen source in-src to out-src mask-len

Step 6

s-mlen[ to-udp udp-to-src-port udp-to-dest-port]
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目的コマンドまたはアクション

[to-udp-src-port udp-to-src-port] [ to-udp-dest-port
udp-to-dest-port] [static-oif out-if]

例：

switch(config-vrf)# ip service-reflect destination
225.1.1.1 to 227.1.1.1 mask-len 32 source
10.10.10.100 to 20.10.10.101 mask-len 32
to-udp-src-port 33 to-udp-dest-port 66 static-oif
Ethernet1/8

マップインターフェイスの最大レプリケーション数

を指定します。範囲は 1～ 40です。デフォルト値
は 40です。

[no] multicast service-reflect interface all map interface
interface-name max-replication replication

例：

Step 7

CiscoNX-OSリリース 10.5(2)F以降、範囲は 1～ 250
に増加しています。デフォルト値は 40です。

switch(config-vrf)# multicast service-reflect
interface all map interface Ethernet1/54
max-replication 3

このコマンドの no形式は、構成を削除します。

VRFコンフィギュレーションモードを終了して、
グローバルコンフィギュレーションモードを開始

します。

exit

例：

switch(config-vrf)# exit
switch(config)#

Step 8

インターフェイス設定モードを開始します。interface interface-name interface-number

例：

Step 9

switch(config)# interface loopback10
switch(config-if)#

ループバックインターフェイスの IPアドレスを設
定します。このルータの識別に役立つ一意の IPア
ドレスになります。

ip address prefix

例：

switch(config-if)# ip address 1.1.1.1/24

Step 10

インターフェイスで PIMスパースモードをイネー
ブルにします。デフォルトではディセーブルになっ

ています。

ip pim sparse-mode

例：

switch(config-if)# ip pim sparse-mode

Step 11

マルチキャストグループを発信インターフェイスに

静的にバインドし、デバイスハードウェアで処理し

ip igmp static-oif {group [source source ] |route-map
policy-name}

例：

Step 12

ます。グループアドレスのみを指定した場合は、

（*, G）ステートが作成されます。送信元アドレスswitch(config-if)# ip igmp static-oif 230.1.1.1
を指定した場合は、（S, G）ステートが作成されま
す。match ip multicast コマンドで、使用するグルー
ププレフィックス、グループ範囲、および送信元プ

レフィックスを示すルートマップポリシー名を指定

できます。
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目的コマンドまたはアクション

設定されたループバックインターフェイスが NAT
対象のマルチキャストストリームに参加できるよう

にします。

ルート学習のために、非 FHRデバイスの CPUにマ
ルチキャストパケットをパントできるようにしま

no system multicast dcs-check

例：

Step 13

す。これは通常、またはの機能が有効になっていswitch(config-if)# no system multicast dcs-check
るときに使用されます。ip pim border-router ip igmp
host-proxyこのコマンドは、CiscoNexus 9300シリー
ズおよび Cisco Nexus 9200シリーズの EORスイッ
チ、CiscoNexus 9504およびCiscoNexus 9508のEOR
および TORスイッチ、および N3K-C3636C-R、
N3K-C36180YC-RTORスイッチではサポートされて
いません。

PIM-SMドメインの外部のソースからのトラフィッ
クがドメイン内の受信者に到達することを確認し、

ip pim border-router

例：

Step 14

リモートから送信されたトラフィックがこのドメイswitch(config-if)# ip pim border-router
ン内のローカルの受信者に到達できるようにしま

す。

PIMメッセージがPIMドメイン境界を通過できない
場合は、PIM境界ルータが必要です。

マルチサイトソリューションで複数のファブリック

を接続するために、NBMインターフェイスを外部
リンクとして設定します。

nbm external-link

例：

switch(config-if)# nbm external-link

Step 15

（注）

このコマンドは、機能NBMが有効になっていて、
ip pim border-routerコマンドが有効になっている
リンク上でのみ必要です。

インターフェイスコンフィギュレーションモード

を終了して、グローバルコンフィギュレーション

モードを開始します。

exit

例：

switch(config-if)# exit
switch(config)#

Step 16

すべてのファンアウトインターフェイスをサービス

インターフェイスにマッピングします。

[no] multicast service-reflect interface all map interface
interface-name vrf vrf-name

例：

Step 17

（注）

vrf vrf-nameオプションは、出力NATではサポート
されていません。

switch(config)# multicast service-reflect
interface all map interface loopback10 vrf test

（注）
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目的コマンドまたはアクション

ステップ 17、18、および 19のコマンドは、出力
NATの場合にのみ必要です。Egress NATルール構
成で使用される各 OIFは、これらのマッピング構
成のいずれかを使用して、1つのサービスインター
フェイスにマッピングする必要があります。

ファンアウトインターフェイスからサービスイン

ターフェイスへの 1対 1のマッピングを設定しま
す。

[no] multicast service-reflect interface interface-name
map interface interface-namevrf vrf-name

例：

Step 18

switch(config)# multicast service-reflect
interface ethernet1/18 map interface loopback10
vrf test

ファンアウトインターフェイスからサービスイン

ターフェイスへの多対 1のマッピングを設定しま
す。

[no] multicast service-reflect interface interface-1,
interface-2, interface-3map interface interface-namevrf
vrf-name

例：

Step 19

switch(config)# multicast service-reflect
interface ethernet 1/1-10, ethernet1/12-14,
ethernet1/16 map interface loopback10 vrf test

グローバルコンフィギュレーションモードを終了

し、特権 EXECモードを開始します。
exit

例：

Step 20

switch(config)# exit

サービスリフレクション mrouteエントリを表示し
ます。

show ip mroute sr

例：

Step 21

switch# show ip mroute sr

出力 NATの変換前および変換後のルート情報、お
よび入力 NATの変換前のルート情報に関する情報
を表示します。

show forwarding distribution multicast route

例：

switch# show forwarding distribution multicast
route

Step 22

マルチキャスト FIB配布 IPv4マルチキャストルー
トに関する情報を表示します。

show forwarding distribution multicast route group

例：

Step 23

switch# show forwarding distribution multicast
route group

マルチキャストサービスリフレクションの設定例

次の例は、マルチキャスト NAT入出力ポートの設定を示しています。

interface loopback0
ip address 20.1.1.2/24
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ip pim sparse-mode
ip igmp static-oif 225.1.1.1

hardware access-list tcam region mcast-nat 512

<<Ingress NAT>>

ip route 30.1.1.0/24 10.1.1.1
ip pim ssm range 232.0.0.0/8
ip service-reflect source-interface loopback0
ip service-reflect mode ingress 235.1.1.0/24
ip service-reflect destination 235.1.1.1 to 234.1.1.1 mask-len 32 source 30.1.1.70 to
20.1.1.70 mask-len 32
hardware access-list tcam region mcast-nat 512

<<Egress NAT>>

ip route 30.1.1.0/24 10.1.1.1
ip pim ssm range 232.0.0.0/8
ip service-reflect mode egress 225.1.1.0/24
ip service-reflect destination 225.1.1.1 to 224.1.1.1 mask-len 32 source 30.1.1.1 to 20.1.1.1
mask-len 32 static-oif port-channel40
ip service-reflect destination 225.1.1.1 to 224.1.1.100 mask-len 32 source 30.1.1.1 to
20.1.1.100 mask-len 32 static-oif port-channel40
ip service-reflect destination 225.1.1.1 to 224.1.1.101 mask-len 32 source 30.1.1.1 to
20.1.1.101 mask-len 32 static-oif port-channel40
ip service-reflect destination 235.1.1.1 to 234.1.1.1 mask-len 32 source 30.1.1.70 to
20.1.1.70 mask-len 32
multicast service-reflect interface all map interface Ethernet1/21
hardware access-list tcam region mcast-nat 512
interface Ethernet1/21
link loopback
no shutdown

interface Ethernet1/21.1
encapsulation dot1q 10
no shutdown

interface Ethernet1/21.2
encapsulation dot1q 20
no shutdown

interface Ethernet1/21.3
encapsulation dot1q 30
no shutdown

interface Ethernet1/21.4
encapsulation dot1q 40
no shutdown

次の例は、マルチキャストサービスリフレクションの showコマンドの表示/出力を示していま
す。

switch# show ip mroute sr
IP Multicast Routing Table for VRF "default"
(30.1.1.1/32, 225.1.1.1/32), uptime: 01:29:45, ip mrib pim
NAT Mode: Egress
NAT Route Type: Pre
Incoming interface: Ethernet1/1, RPF nbr: 10.1.1.1
Outgoing interface list: (count: 1)
loopback0, uptime: 01:29:45, mrib

SR: (20.1.1.1, 224.1.1.1) OIF: port-channel40
SR: (20.1.1.100, 224.1.1.100) OIF: port-channel40
SR: (20.1.1.101, 224.1.1.101) OIF: port-channel40

(30.1.1.70/32, 235.1.1.1/32), uptime: 01:05:12, ip mrib pim
NAT Mode: Ingress
NAT Route Type: Pre
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Incoming interface: Ethernet1/1, RPF nbr: 10.1.1.1
Outgoing interface list: (count: 1)
loopback0, uptime: 01:05:12, mrib

SR: (20.1.1.70, 234.1.1.1)

switch# show ip mroute 234.1.1.1 detail
IP Multicast Routing Table for VRF "default"
Total number of routes: 26
Total number of (*,G) routes: 19
Total number of (S,G) routes: 6
Total number of (*,G-prefix) routes: 1

(20.1.1.70/32, 234.1.1.1/32), uptime: 01:06:30, mrib(0) ip(0) pim(0) static(1)
RPF-Source: 20.1.1.70 [0/0]
Data Created: Yes
Stats: 499/24259 [Packets/Bytes], 27.200 bps
Stats: Active Flow
Incoming interface: loopback0, RPF nbr: 20.1.1.70
LISP dest context id: 0 Outgoing interface list: (count: 1) (bridge-only: 0)
port-channel40, uptime: 00:59:20, static

switch# show forwarding distribution multicast route
IPv4 Multicast Routing Table for table-id: 1
Total number of groups: 22
Legend:

C = Control Route
D = Drop Route
G = Local Group (directly connected receivers)
O = Drop on RPF Fail
P = Punt to supervisor
L = SRC behind L3
d = Decap Route
Es = Extranet src entry
Er = Extranet recv entry
Nf = VPC None-Forwarder
dm = MVPN Decap Route
em = MVPN Encap Route
IPre = Ingress Service-reflect Pre
EPre = Egress Service-reflect Pre
Pst = Ingress/Egress Service-reflect Post

(30.1.1.70/32, 235.1.1.1/32), RPF Interface: Ethernet1/1, flags: IPre
Upstream Nbr: 10.1.1.1
Received Packets: 25 Bytes: 1625
Number of Outgoing Interfaces: 1
Outgoing Interface List Index: 4
port-channel40

(20.1.1.1/32, 224.1.1.1/32), RPF Interface: loopback0, flags: Pst
Upstream Nbr: 20.1.1.1
Received Packets: 0 Bytes: 0
Number of Outgoing Interfaces: 1
Outgoing Interface List Index: 2
port-channel40

(20.1.1.100/32, 224.1.1.100/32), RPF Interface: loopback0, flags: Pst
Upstream Nbr: 20.1.1.100
Received Packets: 0 Bytes: 0
Number of Outgoing Interfaces: 1
Outgoing Interface List Index: 2
port-channel40

(20.1.1.101/32, 224.1.1.101/32), RPF Interface: loopback0, flags: Pst
Upstream Nbr: 20.1.1.101
Received Packets: 0 Bytes: 0
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Number of Outgoing Interfaces: 1
Outgoing Interface List Index: 2
port-channel40

switch# show forwarding multicast route group 235.1.1.1 source 30.1.1.70
slot 1
=======
(30.1.1.70/32, 235.1.1.1/32), RPF Interface: Ethernet1/1, flags: c
Received Packets: 18 Bytes: 1170
Outgoing Interface List Index: 4
Number of next hops: 1
oiflist flags: 16384

Outgoing Interface List Index: 0x4
port-channel40

ユニキャストからマルチキャスト NATへ
ユニキャストからマルチキャストへのNATは、入力変換モードで機能します。マルチキャスト変
換されたパケットは、出力変換してマルチキャストに戻すことができます。ユニキャストパケッ

トの宛先アドレスは、NATサービスリフレクションインターフェイスと一致する必要がありま
す。

ユニキャストからマルチキャストへの NATは、1:1の変換をサポートします。マルチキャストか
ら別のマルチキャストへの変換がサポートされるチェーン変換。マルチキャストからマルチキャ

ストへの変換は、1対多でサポートされます。変換が機能するためには、ソース IP、プリおよび
ポストがサービスインターフェイスループバック上にある必要があります。

ユニキャストからマルチキャストへの NATは、N9K-C93180YC-FX、N9K-C93180YC2-FX、
N9K-C93180YC-FX-24、N9K-C93108TC-FX、N9K-C93108TC2-FX、N9K-C93108TC-FX-24、
N9K-C9348GC-F、N9K-C9348GC-FXP、N9K-C9348GC2-FXP、N9K-C9358GY-FXP、N9K-C92348GC、
N9K-X9732C-FX、N9K-C9336C-FX2、N9K-C93240YC-FX2、N9K-C93300YC-FX2、
N9K-C93240YC-FX2-Z、N9K-C93360YC-FX2、N9K-C93216TC-FX2、N9K-C9336C-FX2-E、
N9K-C93180YC-FX3S、N9K-C93180YC-FX3、N9K-C93108TC-FX3P、N9K-C93360YC-FX3、
N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GX、N9K-C9364D-GX2A、
N9K-C9332D-GX2B、N9K-C93560LD-GX2B、および N9K-C9348D-GX2Aプラットフォームでサ
ポートされています。

ユニキャストからマルチキャストへの NATでサポートされるスケール

各変換フローには、1つのACLをインストールする必要があります。これは 2パスソリューショ
ンであるため、サービスインターフェイスの帯域幅によって変換数が制限されます。ユニキャス

トからマルチキャストへの変換のみを行うボックスの場合、最大2047の変換までスケールアップ
できます。

ユニキャストからマルチキャストへのNAT変換を組み合わせたセットアップでは、変換の最大数
は 1976を超えてはなりません。

（注）
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出力 NATプラットフォーム再循環サービスインターフェイス

変換後のマルチキャストグループ IPに基づいて、プラットフォーム再循環インターフェイスの設
定には、ユニキャストからマルチキャストへのNATフローを提供する宛先プレフィックスを選択
するためのオプションがあります。各フローの帯域幅要件に基づいて、複数のより小さな帯域幅

フローは、同じ再循環インターフェイスを共有できます。再循環インターフェイスを使用して変

換後のルートを追跡するために、マルチキャストからユニキャストNATおよびユニキャストから
マルチキャスト NATへの個別の結合データベースが維持されています。

ユニキャストからマルチキャストの場合、MFDMは親インターフェイスをサービスループバック
インターフェイスとして選択し、同じサービスインターフェイスを複数のルートで共有できるよ

うにします。パケットがサービスループバックインターフェイスから再循環された後にFIBルッ
クアップが実行されるため、MFDMは RPFをサービスループバックインターフェイスとして上
書きします。ACLは、redirect_ptrおよび nat_ptrをドライブする修飾子としてユニキャスト送信元
IPおよび宛先 IPを使用し、ユニキャストからマルチキャスト NATにプログラムされます。
redirect_ptrは、サービスループバックインターフェイスから出るパケットをドライブします。
nat_ptrは、ユニキャストからマルチキャストへの NAT設定に基づいて、送信元 IP、宛先 IP、お
よび L4ポート情報を変換します。redirect_ptrは、同じサービスループバックインターフェイス
を共有する複数のルートで共有されます。

ユニキャストからマルチキャストへの NAT変換

ユニキャストからマルチキャストへの変換では、ユーザーがソースインターフェイスを構成する

必要があります。ここでは、変換後のマルチキャストソースがソースインターフェイスサブネッ

トに分類される必要があります。ユニキャストからマルチキャストへの変換では、着信トラフィッ

クがユニキャストアドレスであるため、モード設定は必要ありません。送信元インターフェイス

を設定するためのコマンドは次のとおりです。

ip service-reflect source-interface <interface>

ルール構成では、変換のためにユニキャストアドレスとマルチキャストアドレスを受け取りま

す。次に、例を示します。

ip service-reflect destination 1.2.3.4 to 227.1.1.1
mask-len 32 source 21.1.1.1 to 57.1.1.51
mask-len 32 to-udp-src-port 1000 to-udp-dest-port 500

MRIB表示コマンド

次に、MRIBユニキャストからマルチキャスト NATへの showコマンドを示します。

show ip mroute sr umnat

ユニキャストからマルチキャストへの NATの設定は次のとおりです。
ip service-reflect destination 1.2.3.4 to 227.1.1.1
mask-len 32 source 21.1.1.1 to 57.1.1.51
mask-len 32 to-udp-src-port 1000 to-udp-dest-port 500

ip service-reflect destination 1.2.3.5 to 227.1.1.1
mask-len 32 source 21.1.1.1 to 57.1.1.51
mask-len 32

ip service-reflect destination 227.1.1.1 to 229.1.1.1
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mask-len 32 source 57.1.1.51 to 21.1.1.2
mask-len 32 static-oif Ethernet1/7

switch(config)# show ip mroute sr umnat
IP Multicast Routing Table for VRF "default"
(21.1.1.1/32, 1.2.3.4/32)
Translation:
SR: (57.1.1.51/32, 227.1.1.1/32) udp src: 1000, udp dst : 500
Outgoing interface list: (count: 1)
loopback100, uptime: 1d01h, static
Chained translations:
SR: (21.1.1.2, 229.1.1.1) OIF: Ethernet1/7
(21.1.1.1/32, 1.2.3.5/32)
Translation:
SR: (57.1.1.51/32, 227.1.1.1/32) udp src: 0, udp dst : 0
Outgoing interface list: (count: 1)
loopback100, uptime: 1d01h, static
Chained translations:
SR: (21.1.1.2, 229.1.1.1) OIF: Ethernet1/7

MFDM Showコマンド

次に、MFDMユニキャストからマルチキャスト NATへの showコマンドを示します。
ip service-reflect destination 10.2.3.4 to 239.1.1.1
mask-len 32 source 10.1.1.1 to 8.8.8.8
mask-len 32 to-udp-src-port 10 to-udp-dest-port 20

ip service-reflect destination 10.2.3.5 to 225.1.1.1
mask-len 32 source 10.1.1.2 to 9.9.9.9
mask-len 32

switch(config)# show forwarding distribution multicast route sr um-nat
(10.1.1.1, 10.2.3.4 -> 8.8.8.8, 239.1.1.1) L4(0,0) SrcIf(Ethernet1/31)
(10.1.1.2, 10.2.3.5 -> 9.9.9.9, 225.1.1.1) L4(0,0) SrcIf(Ethernet1/32)

MFIB表示コマンド

次に、MFIBユニキャストからマルチキャストへの NATの表示コマンドを示します。
show forwarding multicast-sr internal-db
Encap 3 (10.1.1.1, 10.2.3.4 -> 8.8.8.8, 239.1.1.1) L4(0,0) SrcIf(Ethernet1/31) Flags(0x0)
Encap 4 (10.1.1.2, 10.2.3.5 -> 9.9.9.9, 225.1.1.1) L4(0,0) SrcIf(Ethernet1/32) Flags(0x0)

ACLQOS Showコマンド

ユニキャストからマルチキャストへのNATのデータベースを表示するには、次のコマンドを使用
します。

sh system internal aclqos multicast sr hw-to-redir-db <=
Displays ACL hardware index to Redirect index database

ユニキャストからマルチキャストへの NAT変換ルールの設定

次に、ユニキャストからマルチキャストへの NATの変換ルール設定の例を示します。
ip service-reflect destination 1.2.3.4 to 227.1.1.1 mask-len 32 source 21.1.1.1 to 57.1.1.51
mask-len 32 to-udp-src-port 1000 to-udp-dest-port 500
{
"mribRule": {
"attributes": {
"childAction": "",
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"dn":
"sys/mrib/inst/dom-default/sr/rule/pregrp-[1.2.3.4]-postgrp-[227.1.1.1]-gm-32-presrc-[21.1.1.1]-postsrc-[57.1.1.51]-sm-32-srcudp-1000-destudp-500-oif-[unspecified]",
"grpMasklen": "32",
"modTs": "2021-07-24T02:13:54.360+00:00",
"postTransGrp": "227.1.1.1",
"postTransSrc": "57.1.1.51",
"preTransGrp": "1.2.3.4",
"preTransSrc": "21.1.1.1",
"srcMasklen": "32",
"staticOif": "unspecified",
"status": "",
"udpDestPort": "500",
"udpsrcPort": "1000"
}
}
}

マルチキャストからユニキャスト NAT
マルチキャストからユニキャストへの NATは、コンテンツをパブリッククラウドにホストする
ために使用されます。クラウドがマルチキャストをサポートしていない可能性があるため、変換

が必要です。変換後、ユニキャストパケットはユニキャスト転送ロジックに従ってルーティング

されます。

異なるサイトに接続する場合も同様の使用例が見られます。コアがエンドツーエンドのマルチ

キャストをサポートしていない場合、コンテンツはさまざまなサイトにユニキャストとして配信

されます。境界ボックスは、マルチキャストをユニキャストに変換し、消費のためにさまざまな

サイトに配信します。

MU NATの場合、PMNは、事前に変換されたマルチキャストフローの帯域幅管理を引き続き実
行します。変換されたユニキャストフローの場合、変換されたユニキャストトラフィックが中断

することなく送信されるように、発信インターフェイスはユニキャスト帯域幅を予約する必要が

あります。PMNは、NAT関係を示すためにフロー操作MOも発行します。ユニキャスト変換ご
とに内部で 3つの再循環が発生するため、再循環ポート帯域幅の 3分の 1だけが想定されている
ことを確認する必要があります。再循環に使用されるサービスリフレクトマップインターフェ

イスで輻輳が発生した場合、PMNは障害MOを公開しません。

PIMパッシブモードでは、コントローラは帯域幅管理を実行し、Rest APIを呼び出して事前変換
されたフローをプロビジョニングします。PMNは、NAT関係を示すために、フロー操作MOを
公開します。

MU NAT PIMパッシブの例
以下は、MUNAT Rest API呼び出しとペイロード情報です。

Re-circインターフェイスの設定

url: 172.28.249.173/api/mo/sys/mca/config/natsr/mappings.json?rsp-subtree=full
Payload:
{
"mcaNatMapDestPrefixSif": {
"attributes": {
"destPrefix": "112.10.3.0/24",
"domName": "default",
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"maxEnatReplications": "40",
"siIfName": "eth1/15",
"status": ""
}
}
}

サービスリフレクトルール

url: <ip_switch>/api/mo/sys/mrib/inst/dom-default/sr/rule.json?rsp-subtree=full
Payload:
{
"mribRule": {
"attributes": {
"grpMasklen": "32",
"postTransGrp": "112.3.3.51",
"postTransSrc": "11.1.1.3",
"preTransGrp": "225.10.1.50",
"preTransSrc": "112.3.1.2",
"srcMasklen": "32",
"staticOif": "unspecified",
"status": "",
"udpDestPort": "0",
"udpsrcPort": "0"
}
}
}

NBMフロー

url: <ip_switch>/api/mo/sys/nbm/show/flows/dom-default.json?rsp-subtree=full
Payload:
{
"nbmConfFlow": {
"attributes": {
"bwKbps": "50000",
"group": "225.1.1.1",
"ingressIf": "eth1/2",
"policer": "ENABLED",
"source": "112.3.1.2",
"status": ""
}
}
}

PIMの設定例
ここでは、さまざまなデータ配信モードおよび RP選択方式を使用し、PIMを設定する方法につ
いて説明します。

SSMの設定例
SSMモードで PIMを設定するには、PIMドメイン内の各ルータで、次の手順を実行します。

1. ドメインに参加させるインターフェイスで PIMスパースモードパラメータを設定します。す
べてのインターフェイスで PIMをイネーブルにすることを推奨します。

switch# configure terminal
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switch(config)# interface ethernet 2/1
switch(config-if)# ip pim sparse-mode

2. SSMをサポートする IGMPのパラメータを設定します。通常は、SSMをサポートするために、
PIMインターフェイスに IGMPv3を設定します。

switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# ip igmp version 3

3. デフォルト範囲を使用しない場合は、SSM範囲を設定します。

switch# configure terminal
switch(config)# ip pim ssm range 239.128.1.0/24

4. メッセージフィルタリングを設定します。

switch# configure terminal
switch(config)# ip pim log-neighbor-changes

次に、PIM SSMモードの設定例を示します。

configure terminal
interface ethernet 2/1
ip pim sparse-mode
ip igmp version 3
exit

ip pim ssm range 239.128.1.0/24
ip pim log-neighbor-changes

PIM SSM over vPCの設定例
この例は、デフォルトの SSM範囲である 232.0.0.0/8～ 225.1.1.0/24をオーバーライドする方法を
示しています。S, G Joinがこの範囲で受信される限り、vPC上の PIM SSMは機能します。
switch# configure terminal
switch(config)# vrf context Enterprise
switch(config-vrf)# ip pim ssm range 225.1.1.0/24
switch(config-vrf)# show ip pim group-range --> Shows the configured SSM group range.
PIM Group-Range Configuration for VRF "Enterprise"
Group-range Mode RP-address Shared-tree-only range
225.1.1.0/24 SSM - -

switch1# show vpc (primary vPC) --> Shows vPC-related information.
Legend:

(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id : 10
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive
Configuration consistency status : success
Per-vlan consistency status : success
Type-2 consistency status : success
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vPC role : primary
Number of vPCs configured : 2
Peer Gateway : Disabled
Dual-active excluded VLANs : -
Graceful Consistency Check : Enabled
Auto-recovery status : Disabled
Delay-restore status : Timer is off.(timeout = 30s)
Delay-restore SVI status : Timer is off.(timeout = 10s)

vPC Peer-link status
---------------------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------------
1 Po1000 up 101-102

vPC status
----------------------------------------------------------------------
id Port Status Consistency Reason Active vlans
-- ---- ------ ----------- ------ ------------
1 Po1 up success success 102

2 Po2 up success success 101

switch2# show vpc (secondary vPC)
Legend:

(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id : 10
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive
Configuration consistency status : success
Per-vlan consistency status : success
Type-2 consistency status : success
vPC role : secondary
Number of vPCs configured : 2
Peer Gateway : Disabled
Dual-active excluded VLANs : -
Graceful Consistency Check : Enabled
Auto-recovery status : Disabled
Delay-restore status : Timer is off.(timeout = 30s)
Delay-restore SVI status : Timer is off.(timeout = 10s)

vPC Peer-link status
---------------------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------------
1 Po1000 up 101-102

vPC status
----------------------------------------------------------------------
id Port Status Consistency Reason Active vlans
-- ---- ------ ----------- ------ ------------
1 Po1 up success success 102

2 Po2 up success success 101

switch1# show ip igmp snooping group vlan 101 (primary vPC IGMP snooping states) --> Shows
if S,G v3 joins are received and on which VLAN. The same VLAN should be OIF in the MRIB
output.

Type: S - Static, D - Dynamic, R - Router port, F - Fabricpath core port

Vlan Group Address Ver Type Port list
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101 */* - R Po1000 Vlan101
101 225.1.1.1 v3

100.6.160.20 D Po2

switch2# show ip igmp snooping group vlan 101 (secondary vPC IGMP snooping states)
Type: S - Static, D - Dynamic, R - Router port, F - Fabricpath core port

Vlan Group Address Ver Type Port list
101 */* - R Po1000 Vlan101
101 225.1.1.1 v3

100.6.160.20 D Po2

switch1# show ip pim route (primary vPC PIM route) --> Shows the route information in the
PIM protocol.
PIM Routing Table for VRF "default" - 3 entries

(10.6.159.20/32, 225.1.1.1/32), expires 00:02:37
Incoming interface: Ethernet1/19, RPF nbr 10.6.159.20
Oif-list: (1) 00000000, timeout-list: (0) 00000000
Immediate-list: (1) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 2, JP-holdtime round-up: 3

(100.6.160.20/32, 225.1.1.1/32), expires 00:01:19
Incoming interface: Vlan102, RPF nbr 100.6.160.20
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 2, JP-holdtime round-up: 3

(*, 232.0.0.0/8), expires 00:01:19
Incoming interface: Null0, RPF nbr 0.0.0.0
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 2, JP-holdtime round-up: 3

switch2# show ip pim route (secondary vPC PIM route)
PIM Routing Table for VRF "default" - 3 entries
(10.6.159.20/32, 225.1.1.1/32), expires 00:02:51
Incoming interface: Vlan102, RPF nbr 100.6.160.100
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

(100.6.160.20/32, 225.1.1.1/32), expires 00:02:51
Incoming interface: Vlan102, RPF nbr 100.6.160.20
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

(*, 232.0.0.0/8), expires 00:02:51
Incoming interface: Null0, RPF nbr 0.0.0.0
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

switch2# show ip pim route (secondary vPC PIM route)
PIM Routing Table for VRF "default" - 3 entries
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(10.6.159.20/32, 225.1.1.1/32), expires 00:02:29
Incoming interface: Vlan102, RPF nbr 100.6.160.100
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

(100.6.160.20/32, 225.1.1.1/32), expires 00:02:29
Incoming interface: Vlan102, RPF nbr 100.6.160.20
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

(*, 232.0.0.0/8), expires 00:02:29
Incoming interface: Null0, RPF nbr 0.0.0.0
Oif-list: (0) 00000000, timeout-list: (0) 00000000
Immediate-list: (0) 00000000, timeout-list: (0) 00000000
Sgr-prune-list: (0) 00000000
Timeout-interval: 3, JP-holdtime round-up: 3

switch1# show ip mroute (primary vPC MRIB route) --> Shows the IP multicast routing table.

IP Multicast Routing Table for VRF "default"

(10.6.159.20/32, 225.1.1.1/32), uptime: 03:16:40, pim ip
Incoming interface: Ethernet1/19, RPF nbr: 10.6.159.20
Outgoing interface list: (count: 1)
Vlan102, uptime: 03:16:40, pim

(100.6.160.20/32, 225.1.1.1/32), uptime: 03:48:57, igmp ip pim
Incoming interface: Vlan102, RPF nbr: 100.6.160.20
Outgoing interface list: (count: 1)
Vlan101, uptime: 03:48:57, igmp

(*, 232.0.0.0/8), uptime: 6d06h, pim ip
Incoming interface: Null, RPF nbr: 0.0.0.0
Outgoing interface list: (count: 0)

switch1# show ip mroute detail (primary vPC MRIB route) --> Shows if the (S,G) entries have
the RPF as the interface toward the source and no *,G states are maintained for the SSM
group range in the MRIB.

IP Multicast Routing Table for VRF "default"

Total number of routes: 3
Total number of (*,G) routes: 0
Total number of (S,G) routes: 2
Total number of (*,G-prefix) routes: 1

(10.6.159.20/32, 225.1.1.1/32), uptime: 03:24:28, pim(1) ip(0)
Data Created: Yes
VPC Flags
RPF-Source Forwarder

Stats: 1/51 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Ethernet1/19, RPF nbr: 10.6.159.20
Outgoing interface list: (count: 1)
Vlan102, uptime: 03:24:28, pim

(100.6.160.20/32, 225.1.1.1/32), uptime: 03:56:45, igmp(1) ip(0) pim(0)
Data Created: Yes
VPC Flags
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RPF-Source Forwarder
Stats: 1/51 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Vlan102, RPF nbr: 100.6.160.20
Outgoing interface list: (count: 1)
Vlan101, uptime: 03:56:45, igmp (vpc-svi)

(*, 232.0.0.0/8), uptime: 6d06h, pim(0) ip(0)
Data Created: No
Stats: 0/0 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Null, RPF nbr: 0.0.0.0
Outgoing interface list: (count: 0)

switch2# show ip mroute detail (secondary vPC MRIB route)
IP Multicast Routing Table for VRF "default"

Total number of routes: 3
Total number of (*,G) routes: 0
Total number of (S,G) routes: 2
Total number of (*,G-prefix) routes: 1

(10.6.159.20/32, 225.1.1.1/32), uptime: 03:26:24, igmp(1) pim(0) ip(0)
Data Created: Yes
Stats: 1/51 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Vlan102, RPF nbr: 100.6.160.100
Outgoing interface list: (count: 1)
Ethernet1/17, uptime: 03:26:24, igmp

(100.6.160.20/32, 225.1.1.1/32), uptime: 04:06:32, igmp(1) ip(0) pim(0)
Data Created: Yes
VPC Flags
RPF-Source Forwarder

Stats: 1/51 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Vlan102, RPF nbr: 100.6.160.20
Outgoing interface list: (count: 1)
Vlan101, uptime: 04:03:24, igmp (vpc-svi)

(*, 232.0.0.0/8), uptime: 6d06h, pim(0) ip(0)
Data Created: No
Stats: 0/0 [Packets/Bytes], 0.000 bps
Stats: Inactive Flow
Incoming interface: Null, RPF nbr: 0.0.0.0
Outgoing interface list: (count: 0)

BSRの設定例
BSRメカニズムを使用して ASMモードで PIMを設定するには、PIMドメイン内の各ルータで、
次の手順を実行します。

1. ドメインに参加させるインターフェイスで PIMスパースモードパラメータを設定します。す
べてのインターフェイスで PIMをイネーブルにすることを推奨します。

switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# ip pim sparse-mode
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2. ルータが BSRメッセージの受信と転送を行うかどうかを設定します。

switch# configure terminal
switch(config)# ip pim bsr forward listen

3. BSRとして動作させるルータのそれぞれに、BSRパラメータを設定します。

switch# configure terminal
switch(config)# ip pim bsr-candidate ethernet 2/1 hash-len 30

4. 候補 RPとして動作させるルータのそれぞれに、RPパラメータを設定します。

switch# configure terminal
switch(config)# ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24

5. メッセージフィルタリングを設定します。

switch# configure terminal
switch(config)# ip pim log-neighbor-changes

次に、BSRメカニズムを使用して PIM ASMモードを設定し、同一のルータに BSRと RPを設定
する場合の例を示します。

configure terminal
interface ethernet 2/1
ip pim sparse-mode
exit

ip pim bsr forward listen
ip pim bsr-candidate ethernet 2/1 hash-len 30
ip pim rp-candidate ethernet 2/1 group-list 239.0.0.0/24
ip pim log-neighbor-changes

Auto-RPの設定例
Auto-RPメカニズムを使用してBidirモードで PIMを設定するには、PIMドメイン内のルータごと
に、次の手順を実行します。

1. ドメインに参加させるインターフェイスで PIMスパースモードパラメータを設定します。す
べてのインターフェイスで PIMをイネーブルにすることを推奨します。
switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# ip pim sparse-mode

2. ルータが Auto-RPメッセージの受信と転送を行うかどうかを設定します。
switch# configure terminal
switch(config)# ip pim auto-rp forward listen
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3. マッピングエージェントとして動作させるルータのそれぞれに、マッピングエージェントパ
ラメータを設定します。

switch# configure terminal
switch(config)# ip pim auto-rp mapping-agent ethernet 2/1

4. 候補 RPとして動作させるルータのそれぞれに、RPパラメータを設定します。
switch# configure terminal
switch(config)# ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir

5. メッセージフィルタリングを設定します。

switch# configure terminal
switch(config)# ip pim log-neighbor-changes

次に、Auto-RPメカニズムを使用してPIMBidirモードを設定し、同一のルータにマッピングエー
ジェントと RPを設定する場合の例を示します。
configure terminal
interface ethernet 2/1
ip pim sparse-mode
exit

ip pim auto-rp listen
ip pim auto-rp forward
ip pim auto-rp mapping-agent ethernet 2/1
ip pim auto-rp rp-candidate ethernet 2/1 group-list 239.0.0.0/24 bidir
ip pim log-neighbor-changes

PIMエニーキャスト RPの設定例
PIMエニーキャスト RP方式を使用してASMモードを設定するには、PIMドメイン内のルータご
とに、次の手順を実行します。

1. ドメインに参加させるインターフェイスで PIMスパースモードパラメータを設定します。す
べてのインターフェイスで PIMをイネーブルにすることを推奨します。
switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# ip pim sparse-mode

2. Anycast-RPセット内のすべてのルータに適用する RPアドレスを設定します。
switch# configure terminal
switch(config)# interface loopback 0
switch(config-if)# ip address 192.0.2.3/32
switch(config-if)# ip pim sparse-mode

3. Anycast-RPセットに加える各ルータで、その Anycast-RPセットに属するルータ間で通信に使
用するアドレスを指定し、ループバックを設定します。

switch# configure terminal
switch(config)# interface loopback 1
switch(config-if)# ip address 192.0.2.31/32
switch(config-if)# ip pim sparse-mode
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4. Anycast-RPセットに加える各ルータについて、Anycast-RPパラメータとして Anycast-RPの IP
アドレスを指定します。同じ作業を、Anycast-RPの各 IPアドレスで繰り返します。この例で
は、2つの Anycast-RPを指定しています。
switch# configure terminal
switch(config)# ip pim anycast-rp 192.0.2.3 193.0.2.31
switch(config)# ip pim anycast-rp 192.0.2.3 193.0.2.32

5. メッセージフィルタリングを設定します。

switch# configure terminal
switch(config)# ip pim log-neighbor-changes

次の例は、IPv6の PIMエニーキャスト RPを設定する方法を示しています。
configure terminal
interface loopback 0
ipv6 address 2001:0db8:0:abcd::5/32
ipv6 pim sparse-mode
ipv6 router ospfv3 1 area 0.0.0.0
exit
interface loopback 1
ipv6 address 2001:0db8:0:abcd::1111/32
ipv6 pim sparse-mode
ipv6 router ospfv3 1 area 0.0.0.0
exit
ipv6 pim rp-address 2001:0db8:0:abcd::1111 group-list ff1e:abcd:def1::0/24
ipv6 pim anycast-rp 2001:0db8:0:abcd::5 2001:0db8:0:abcd::1111

次に、2つの Anycast-RPを使用し、PIM ASMモードを設定する場合の例を示します。
configure terminal
interface ethernet 2/1
ip pim sparse-mode
exit
interface loopback 0
ip address 192.0.2.3/32
ip pim sparse-mode
exit
interface loopback 1
ip address 192.0.2.31/32
ip pim sparse-mode
exit
ip pim anycast-rp 192.0.2.3 192.0.2.31
ip pim anycast-rp 192.0.2.3 192.0.2.32
ip pim log-neighbor-changes

PFM-SD構成例
双方向モードで PIMを構成するには、PIMドメイン内の各ルータで、次の手順を実行します。

1. PFM-SD機能が有効になっているすべてのスイッチで PFM-SDの範囲を構成します。
switch(config)# ip pim pfm-sd range 224.0.0.0/4

2. FHRでのみ PFM-SD発信元を構成します。
switch(config)# ip pim pfm-sd originator-id loopback0
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3. PFM-SDアナウンス間隔を構成します（オプション）。
switch(config)# ip pim pfm-sd announcement interval 100

4. PFM-SDアナウンスギャップを構成します（オプション）。
switch(config)# ip pim pfm-sd announcement gap 1200

5. PFM-SDアナウンスレートを構成します（オプション）。
switch(config)# ip pim pfm-sd announcement rate 10

6. PFM_SD gshホールド時間を構成します（オプション）。
switch(config)# ip pim pfm-sd gsh holdtime 60

7. PFM-SDトラフィックをブロックするために必要な次のオプションを使用して、eth1/2で
PFM-SD境界を構成します。

• in：着信 PFM-SDトラフィックをブロックします。

• out：発信 PFM-SDトラフィックをブロックします。

• both：着信および発信の両方の PFM-SDトラフィックをブロックします。

switch(config)# interface ethernet1/2
switch(config-if)# ip pim pfm-sd boundary in

次の例は、show run pimコマンドのサンプル出力を示しています。

switch(config-if)# show run pim

!Command: show running-config pim
!Running configuration last done at: Mon Dec 5 09:01:34 2022
!Time: Mon Dec 5 09:01:40 2022

version 10.3(2) Bios:version 07.69
feature pim

ip pim prune-on-expiry
ip pim pfm-sd range 224.0.0.0/4
ip pim pfm-sd originator-id loopback0
ip pim pfm-sd announcement interval 100
ip pim pfm-sd announcement gap 1200
ip pim pfm-sd announcement rate 10
ip pim pfm-sd gsh holdtime 60
interface Ethernet1/2
ip pim pfm-sd boundary in

次の例は、show ip pim pfm-sd cacheコマンドのサンプル出力を示しています。

switch# show ip pim pfm-sd cache
Legend * - Originator down
PIM PFM Local Cache-Info - VRF "default"
Group: 224.0.0.0, Source count: 1
Source Originator Last announced Holdtime
1.21.21.2 55.55.55.55 00:00:44 00:07:58

次の例は、show ip pim pfm-sd cache remote-discoveryコマンドのサンプル出力を示しています。

switch# show ip pim pfm-sd cache remote-discovery
PIM PFM Remote Discovery Cache-Info - VRF "default"
Group: 224.0.0.0, Source count: 1
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Source Originator Last announced Holdtime
1.21.21.2 55.55.55.55 00:00:44 00:07:58

次の例は、show ip pim vrf internalコマンドのサンプル出力を示しています。

switch# show ip pim vrf internal
PIM Enabled VRFs
VRF Name VRF Table Interface BFD MVPN

ID ID Count Enabled Enabled
default 1 0x00000001 8 no no
PIM RP change: no
…..
PIM VxLAN VNI ID: 0
PIM pfm-sd : Enabled
group range : 224.0.0.0/4
originator interface : loopback0
originator ip : 55.55.55.55
announcement interval : 100 seconds
announcement gap : 1200 milliseconds
announcement rate : 10
holdtime : 60 seconds

次の例は、show ip pim interface interface portコマンドのサンプル出力を示しています。

switch# show ip pim interface ethernet 1/17
PIM Interface Status for VRF "default"
Ethernet1/17, Interface status: protocol-up/link-up/admin-up
IP address: 17.17.17.1, IP subnet: 17.17.17.0/24
……
PIM border-router interface: no
PIM pfm-sd boundary: none
pfm-sd packets sent : 0
pfm-sd packets received :1
pfm-sd packets forwarded :1

プレフィックスベースおよびルートマップベースの設定

ip prefix-list plist11 seq 10 deny 231.129.128.0/17
ip prefix-list plist11 seq 20 deny 231.129.0.0/16
ip prefix-list plist11 seq 30 deny 231.128.0.0/9
ip prefix-list plist11 seq 40 permit 231.0.0.0/8

ip prefix-list plist22 seq 10 deny 231.129.128.0/17
ip prefix-list plist22 seq 20 deny 231.129.0.0/16
ip prefix-list plist22 seq 30 permit 231.128.0.0/9
ip prefix-list plist22 seq 40 deny 231.0.0.0/8

ip prefix-list plist33 seq 10 deny 231.129.128.0/17
ip prefix-list plist33 seq 20 permit 231.129.0.0/16
ip prefix-list plist33 seq 30 deny 231.128.0.0/9
ip prefix-list plist33 seq 40 deny 231.0.0.0/8

ip pim rp-address 172.21.0.11 prefix-list plist11
ip pim rp-address 172.21.0.22 prefix-list plist22
ip pim rp-address 172.21.0.33 prefix-list plist33
route-map rmap11 deny 10
match ip multicast group 231.129.128.0/17
route-map rmap11 deny 20
match ip multicast group 231.129.0.0/16
route-map rmap11 deny 30
match ip multicast group 231.128.0.0/9
route-map rmap11 permit 40
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match ip multicast group 231.0.0.0/8

route-map rmap22 deny 10
match ip multicast group 231.129.128.0/17
route-map rmap22 deny 20
match ip multicast group 231.129.0.0/16
route-map rmap22 permit 30
match ip multicast group 231.128.0.0/9
route-map rmap22 deny 40
match ip multicast group 231.0.0.0/8

route-map rmap33 deny 10
match ip multicast group 231.129.128.0/17
route-map rmap33 permit 20
match ip multicast group 231.129.0.0/16
route-map rmap33 deny 30
match ip multicast group 231.128.0.0/9
route-map rmap33 deny 40
match ip multicast group 231.0.0.0/8

ip pim rp-address 172.21.0.11 route-map rmap11
ip pim rp-address 172.21.0.22 route-map rmap22
ip pim rp-address 172.21.0.33 route-map rmap33

出力

dc3rtg-d2(config-if)# show ip pim rp
PIM RP Status Information for VRF "default"
BSR disabled
Auto-RP disabled
BSR RP Candidate policy: None
BSR RP policy: None
Auto-RP Announce policy: None
Auto-RP Discovery policy: None

RP: 172.21.0.11, (0), uptime: 00:12:36, expires: never,
priority: 0, RP-source: (local), group-map: rmap11, group ranges:

231.0.0.0/8 231.128.0.0/9 (deny)
231.129.0.0/16 (deny) 231.129.128.0/17 (deny)

RP: 172.21.0.22, (0), uptime: 00:12:36, expires: never,
priority: 0, RP-source: (local), group-map: rmap22, group ranges:

231.0.0.0/8 (deny) 231.128.0.0/9
231.129.0.0/16 (deny) 231.129.128.0/17 (deny)

RP: 172.21.0.33, (0), uptime: 00:12:36, expires: never,
priority: 0, RP-source: (local), group-map: rmap33, group ranges:

231.0.0.0/8 (deny) 231.128.0.0/9 (deny)
231.129.0.0/16 231.129.128.0/17 (deny)

dc3rtg-d2(config-if)# show ip mroute
IP Multicast Routing Table for VRF "default"

(*, 231.1.1.1/32), uptime: 00:07:20, igmp pim ip
Incoming interface: Ethernet2/1, RPF nbr: 10.165.20.1
Outgoing interface list: (count: 1)
loopback1, uptime: 00:07:20, igmp

(*, 231.128.1.1/32), uptime: 00:14:27, igmp pim ip
Incoming interface: Ethernet2/1, RPF nbr: 10.165.20.1
Outgoing interface list: (count: 1)
loopback1, uptime: 00:14:27, igmp

(*, 231.129.1.1/32), uptime: 00:14:25, igmp pim ip
Incoming interface: Ethernet2/1, RPF nbr: 10.165.20.1
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Outgoing interface list: (count: 1)
loopback1, uptime: 00:14:25, igmp

(*, 231.129.128.1/32), uptime: 00:14:26, igmp pim ip
Incoming interface: Null, RPF nbr: 10.0.0.1
Outgoing interface list: (count: 1)
loopback1, uptime: 00:14:26, igmp

(*, 232.0.0.0/8), uptime: 1d20h, pim ip
Incoming interface: Null, RPF nbr: 10.0.0.1
Outgoing interface list: (count: 0)

dc3rtg-d2(config-if)# show ip pim group-range
PIM Group-Range Configuration for VRF "default"
Group-range Mode RP-address Shared-tree-only range
232.0.0.0/8 ASM - -
231.0.0.0/8 ASM 172.21.0.11 -
231.128.0.0/9 ASM 172.21.0.22 -
231.129.0.0/16 ASM 172.21.0.33 -
231.129.128.0/17 Unknown - -

技術サポートコマンド
次のコマンドを実行して、ハードウェアテーブルダンプを収集します。

手順の概要

1. show tech-support forwarding multicast detail

手順の詳細

手順

目的コマンドまたはアクション

ハードウェアテーブルダンプを収集します。show tech-support forwarding multicast detailStep 1

例

show tech-support forwarding multicast hardware module 1
Module:1 Unit:0 Slice: 0 Table:tah_ara_lub_bdstatetable <<<<<<
ENTRY: 1

info_leaf_flood_dst_ptr : 0x00000001
info_leaf_igmp_mld_dst_ptr : 0x00001002
info_leaf_fid : 0x00000001
info_leaf_vrf : 0x00000001

……
Module:1 Unit:0 Slice: 0 Table:tah_ara_qsmt_dhs_met_access <<<<<<
ENTRY: 1

met_entry_bridge_only : 0x00000001
met_entry_no_prune_on_mct : 0x00000001

……
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関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Security Configuration Guide』ACL TCAMリージョン

『Cisco Nexus 9000シリーズ NX-OSユニキャストルーティング

設定ガイド』

VRFの設定

標準

タイトル標準

この機能によってサポートされる新しい規格または変更された規格はありません。またこの機能による既存規格の

サポートに変更はありません。

MIB
MIBのリンクMIB

サポートされているMIBを検索およびダウンロードするには、
次の URLにアクセスしてください。

https://cisco.github.io/cisco-mibs/supportlists/nexus9000/
Nexus9000MIBSupportList.html

PIMに関連したMIB
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PIMおよび PIM6の設定
120

PIMおよび PIM6の設定
MIB



翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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