
Cisco Nexus 9000シリーズNX-OSレイヤ 2スイッチング構成ガ
イドリリース 10.６(x)
最終更新：2026年 2月 2日

シスコシステムズ合同会社
〒107-6227東京都港区赤坂9-7-1 ミッドタウン・タワー
http://www.cisco.com/jp
お問い合わせ先：シスココンタクトセンター

0120-092-255（フリーコール、携帯・PHS含む）
電話受付時間：平日 10:00～12:00、13:00～17:00
http://www.cisco.com/jp/go/contactcenter/



【注意】シスコ製品をご使用になる前に、安全上の注意（ www.cisco.com/jp/go/safety_warning/）をご確認ください。本書は、米国シスコ発行ド
キュメントの参考和訳です。リンク情報につきましては、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更され
ている場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容については米国サイトのドキュメントを参照くだ

さい。また、契約等の記述については、弊社販売パートナー、または、弊社担当者にご確認ください。

THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS REFERENCED IN THIS DOCUMENTATION ARE SUBJECT TO CHANGE WITHOUT NOTICE.
EXCEPT AS MAY OTHERWISE BE AGREED BY CISCO IN WRITING, ALL STATEMENTS, INFORMATION, AND RECOMMENDATIONS IN THIS DOCUMENTATION ARE
PRESENTED WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED.

The Cisco End User License Agreement and any supplemental license terms govern your use of any Cisco software, including this product documentation, and are located at:
https://www.cisco.com/c/en/us/about/legal/cloud-and-software/software-terms.html. Cisco product warranty information is available at https://www.cisco.com/c/en/us/products/
warranty-listing.html. US Federal Communications Commission Notices are found here https://www.cisco.com/c/en/us/products/us-fcc-notice.html.

IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT
LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS
HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any products and features described herein as in development or available at a future date remain in varying stages of development and will be offered on a when-and if-available basis. Any
such product or feature roadmaps are subject to change at the sole discretion of Cisco and Cisco will have no liability for delay in the delivery or failure to deliver any products or feature
roadmap items that may be set forth in this document.

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone numbers. Any examples, command display output, network
topology diagrams, and other figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional
and coincidental.

The documentation set for this product strives to use bias-free language. For the purposes of this documentation set, bias-free is defined as language that does not imply discrimination based
on age, disability, gender, racial identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be present in the documentation due to language
that is hardcoded in the user interfaces of the product software, language used based on RFP documentation, or language that is used by a referenced third-party product.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:
https://www.cisco.com/c/en/us/about/legal/trademarks.html. Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a
partnership relationship between Cisco and any other company. (1721R)

© 2025 Cisco Systems, Inc. All rights reserved.

https://www.cisco.com/c/en/us/about/legal/cloud-and-software/software-terms.html
https://www.cisco.com/c/en/us/products/warranty-listing.html
https://www.cisco.com/c/en/us/products/warranty-listing.html
https://www.cisco.com/c/en/us/products/us-fcc-notice.html
https://www.cisco.com/c/en/us/about/legal/trademarks.html


目次

Trademarks ?

はじめに xiiiはじめに：

対象読者 xiii

表記法 xiii

Cisco Nexus 9000シリーズスイッチの関連資料 xiv

マニュアルに関するフィードバック xiv

通信、サービス、およびその他の情報 xv

Ciscoバグ検索ツール xv

マニュアルに関するフィードバック xv

新機能と更新情報 1第 1 章

新機能と更新情報 1

概要 3第 2 章

ライセンス要件 3

サポートされるプラットフォーム 4

レイヤ 2イーサネットスイッチングの概要 4

VLANs 4

スパニングツリー 5

STPの概要 5

Rapid PVST+ 6

MST 6

STP拡張機能 6

トラフィックストーム制御 7

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
iii



関連項目 7

レイヤ 2スイッチングの設定 9第 3 章

レイヤ 2スイッチングについて 9

レイヤ 2イーサネットスイッチングの概要 10

セグメント間のフレームスイッチング 10

アドレステーブルの構築およびアドレステーブルの変更 10

スーバーバイザおよびモジュール上で一貫したMACアドレステーブル 11

スイッチングのハイアベイラビリティ 11

注意事項と制約事項Cisco Nexus 93C64E-SG2-Qスイッチ 11

Cisco Nexus 9336C-SE1スイッチの注意事項および制約事項 12

MACアドレス設定の前提条件 13

レイヤ 2スイッチングのデフォルト設定 13

MAC移動ループ検出 13

syslogエラーメッセージの生成 14

レイヤ 2スイッチングの設定手順 15

スタティックMACアドレスの設定 15

システムでのMACアドレス学習の無効化 17

レイヤ 2インターフェイスでのMACアドレス学習の無効化 17

VLANごとのMAC学習の無効化 19

MACテーブルのエージングタイムの設定 20

MACアドレステーブルの整合性検査 22

MACテーブルからのダイナミックアドレスのクリア 22

VLANごとのダイナミックMACアドレス制限の設定 23

L2ヘビーモードの設定 25

レイヤ 2スイッチング設定の確認 26

レイヤ 2スイッチングの設定例 26

レイヤ 2スイッチングの追加情報（CLIバージョン） 27

Flex Linkの設定 29第 4 章

Flex Linkについて 29

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
iv

目次



Flex Link 29

プリエンプション 30

マルチキャスト 30

注意事項と制約事項 31

デフォルト設定 32

Flex Linkの設定 33

FlexLinkの設定 33

Flex Linkプリエンプションの設定 35

設定の確認 37

VLANの設定 43第 5 章

VLANについて 43

VLANの概要 43

VLANの範囲 44

予約済み VLANについて 45

VLAN予約の例 46

VLANの作成、削除、変更 47

VLANのハイアベイラビリティ 48

VLAN設定の前提条件 48

VLANの設定に関するガイドラインおよび制約事項 48

VLANのデフォルト設定 49

VLANの設定 50

VLANの作成と削除（CLIバージョン） 50

VLANコンフィギュレーションサブモードの開始 52

VLANの設定 54

VLAN作成前の VLAN設定 56

VLANの長い名前のイネーブル化 57

トランクポートでの内部 VLANおよび外部 VLANマッピングの設定 58

VLANの設定の確認 60

VLAN統計情報の表示とクリア 61

VLANの設定例 61

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
v

目次



VLANに関する追加情報 61

VTPの設定 63第 6 章

VTPの概要 63

VTP 63

VTPの概要 64

VTPモード 64

インターフェイス単位の VTP 65

VTPの設定に関する注意事項および制約事項 65

デフォルト設定 65

VTPの設定 66

NX-OSを使用したプライベート VLANの設定 69第 7 章

プライベート VLANについて 69

プライベート VLANの概要 70

プライベート VLANのプライマリ VLANとセカンダリ VLAN 70

プライベート VLANポート 71

プライマリ、独立、およびコミュニティプライベート VLAN 72

プライマリ VLANとセカンダリ VLANの関連付け 74

プライベート VLAN内のブロードキャストトラフィック 75

プライベート VLANポートの分離 75

プライベート VLANおよび VLANインターフェイス 76

複数のデバイスにまたがるプライベート VLAN 76

内部 VLANタグを保持するプライベート VLAN 77

プライベート VLANのハイアベイラビリティ 78

プライベート VLANの前提条件 78

プライベート VLANの設定に関するガイドラインおよび制約事項 78

プライベート VLANのデフォルト設定 82

プライベート VLANの設定 82

プライベート VLANのイネーブル化（CLIバージョン） 83

プライベート VLANとしての VLANの設定（CLIバージョン） 84

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
vi

目次



セカンダリ VLANとプライマリプライベート VLANの関連付け（CLIバージョン） 86

プライマリ VLANの VLANインターフェイスへのセカンダリ VLANのマッピング（CLI

バージョン） 88

プライベート VLANホストポートとしてのレイヤ 2インターフェイスの設定 90

プライベート VLAN独立トランクポートとしてのレイヤ 2インターフェイスの設定 92

プライベート VLAN無差別ポートとしてのレイヤ 2インターフェイスの設定 95

プライベート VLAN無差別トランクポートとしてのレイヤ 2インターフェイスの設定 96

プライベート VLAN設定の確認 99

プライベート VLANの統計情報の表示とクリア 100

プライベート VLANの設定例 100

プライベート VLANの追加情報（CLIバージョン） 101

スイッチングモードの設定 103第 8 章

スイッチングモードに関する情報 103

スイッチングモードに関するガイドラインと制限事項 104

スイッチングモードのデフォルト設定 105

スイッチングモードの設定 105

Store-and-Forwardスイッチングのイネーブル化 105

カットスルースイッチングの再イネーブル化 106

Cisco NX-OSを使用した Rapid PVST+の設定 107第 9 章

Rapid PVST+について 107

STP 108

STPの概要 108

トポロジの作成方法 109

ブリッジ ID 110

BPDU 111

ルートブリッジの選定 112

スパニングツリートポロジの作成 113

Rapid PVST+ 113

Rapid PVST+の概要 113

Rapid PVST+ BPDU 115

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
vii

目次



提案と合意のハンドシェイク 116

プロトコルタイマー 117

ポートロール 117

Rapid PVST+ポートステートの概要 118

ポートロールの同期 121

単方向リンク障害の検出：Rapid PVST+ 122

ポートコスト 123

ポートプライオリティ 124

Rapid PVST+と IEEE 802.1Qトランク 124

Rapid PVST+のレガシー 802.1D STPとの相互運用 124

Rapid PVST+の 802.1s MSTとの相互運用 125

Rapid PVST+のハイアベイラビリティ 125

Rapid PVST+を設定するための前提条件 126

Rapid PVST+の設定に関するガイドラインおよび制約事項 126

Rapid PVST+のデフォルト設定 127

Rapid PVST+の設定 128

Rapid PVST+のイネーブル化（CLIバージョン） 129

Rapid PVST+の VLAN単位でのディセーブル化またはイネーブル化（CLIバージョン）
130

ルートブリッジ IDの設定 132

セカンダリルートブリッジの設定（CLIバージョン） 134

VLANの Rapid PVST+のブリッジプライオリティの設定 135

Rapid PVST+ポートプライオリティの設定（CLIバージョン） 137

Rapid PVST+パスコスト方式およびポートコストの設定（CLIバージョン） 138

VLANの Rapid PVST+ helloタイムの設定（CLIバージョン） 140

VLANの Rapid PVST+転送遅延時間の設定（CLIバージョン） 141

VLANの Rapid PVST+最大エージングタイムの設定（CLIバージョン） 142

Rapid PVST+のリンクタイプの指定（CLIバージョン） 143

Rapid PVST+用のプロトコルの再初期化 145

Rapid PVST+の設定の確認 146

Rapid PVST+統計情報の表示およびクリア（CLIバージョン） 146

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
viii

目次



Rapid PVST+の設定例 146

Rapid PVST+の追加情報（CLIバージョン） 147

Cisco NX-OSを使用したMSTの設定 149第 1 0 章

MSTについて 149

MSTの概要 150

MST領域 150

MST BPDU 151

MST設定情報 151

IST、CIST、CST 152

IST、CIST、CSTの概要 152

MST領域内でのスパニングツリーの動作 153

MST領域間のスパニングツリー動作 153

MST用語 154

ホップカウント 155

境界ポート 155

単方向リンク障害の検出：MST 156

ポートコストとポートプライオリティ 157

IEEE 802.1Dとの相互運用性 157

MSTのハイアベイラビリティ 158

MSTの前提条件 158

MSTの設定に関するガイドラインおよび制約事項 158

MSTのデフォルト設定 160

MSTの設定 161

MSTのイネーブル化（CLIバージョン） 161

MSTコンフィギュレーションモードの開始 162

MSTの名前の指定 164

MST設定のリビジョン番号の指定 165

MSTリージョンでの設定の指定 167

VLANとMSTインスタンスのマッピングおよびマッピング解除（CLIバージョン） 169

ルートブリッジの設定 171

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
ix

目次



MSTセカンダリルートブリッジの設定 173

MSTスイッチプライオリティの設定 175

MSTポートプライオリティの設定 176

MSTポートコストの設定 178

MST helloタイムの設定 180

MST転送遅延時間の設定 181

MST最大エージングタイムの設定 182

MST最大ホップカウントの設定 183

先行標準MSTPメッセージを事前に送信するインターフェイスの設定（CLIバージョン）
185

MSTのリンクタイプの指定（CLIバージョン） 186

MST用のプロトコルの再初期化 187

MSTの設定の確認 188

MST統計情報の表示およびクリア（CLIバージョン） 189

MSTの設定例 189

MSTの追加情報（CLIバージョン） 191

Cisco NX-OSを使用した STP拡張の設定 193第 1 1 章

STP拡張機能について 193

STPポートタイプ 194

STPエッジポート 194

Bridge Assurance 194

BPDUガード 196

BPDUフィルタリング 196

ループガード 197

ルートガード 198

STP拡張機能の適用 199

PVSTシミュレーション 199

STPのハイアベイラビリティ 200

STP拡張機能の前提条件 200

STP拡張機能の設定に関するガイドラインおよび制約事項 200

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
x

目次



STP拡張機能のデフォルト設定 202

STP拡張機能の設定手順 202

スパニングツリーポートタイプのグローバルな設定 202

指定インターフェイスでのスパニングツリーエッジポートの設定 205

指定インターフェイスでのスパニングツリーネットワークポートの設定 207

BPDUガードのグローバルなイネーブル化 209

指定インターフェイスでの BPDUガードのイネーブル化 210

BPDUフィルタリングのグローバルなイネーブル化 212

指定インターフェイスでの BPDUフィルタリングのイネーブル化 213

ループガードのグローバルなイネーブル化 216

指定インターフェイスでのループガードまたはルートガードのイネーブル化 217

PVSTシミュレーションのグローバル設定（CLIバージョン） 220

ポートごとの PVSTシミュレーションの設定 221

STP拡張機能の設定の確認 223

STP拡張機能の設定例 223

STP拡張機能の追加情報（CLIバージョン） 224

レイヤ 2スイッチングのリフレクティブリレーの設定 225第 1 2 章

リフレクティブリレー802.1Qbgについて 225

リフレクティブリレーのサポート 225

リフレクティブリレーのガイドラインと制約事項 226

NX-OS CLIを使用したリフレクティブリレーの設定 226

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
xi

目次



Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
xii

目次



はじめに

この前書きは、次の項で構成されています。

•対象読者（xiiiページ）
•表記法（xiiiページ）
• Cisco Nexus 9000シリーズスイッチの関連資料（xivページ）
•マニュアルに関するフィードバック（xivページ）
•通信、サービス、およびその他の情報（xvページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 9000シリーズスイッチの関連資料
Cisco Nexus 9000シリーズスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。
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通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、CiscoServicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール
シスコバグ検索ツール（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリス
トを管理するシスコバグ追跡システムへのゲートウェイです。BSTは、製品とソフトウェアに
関する詳細な障害情報を提供します。

マニュアルに関するフィードバック

シスコのテクニカルドキュメントに関するフィードバックを提供するには、それぞれのオンラ

インドキュメントの右側のペインにあるフィードバックフォームを使用してください。
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第 1 章

新機能と更新情報

•新機能と更新情報（1ページ）

新機能と更新情報
次の表は、Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.6(x)
に記載されている新機能および変更された機能をまとめたものです。それぞれの説明が記載さ

れている箇所も併記されています。

表 1 :新機能および変更された機能

参照先変更が行われたリ

リース

説明特長

Cisco Nexus 9336C-SE1ス
イッチの注意事項および制

約事項（12ページ）

10.6(1)Fレイヤ 2スイッチング機
能のサポートが追加され

ました。

Cisco N9336C-SE1
スイッチでのレイ

ヤ 2スイッチング
機能のサポート。
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第 2 章

概要

•ライセンス要件（3ページ）
•サポートされるプラットフォーム（4ページ）
•レイヤ 2イーサネットスイッチングの概要, on page 4
• VLANs, on page 4
•スパニングツリー , on page 5
•トラフィックストーム制御, on page 7
•関連項目, on page 7

ライセンス要件
Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価可能な
場合があります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。

•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ハードウェアの取り付け手順の詳細については、『Cisco NX-OS Licensing Guide』およびを参

照してください。Cisco NX-OSライセンシングオプションガイド。
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サポートされるプラットフォーム
Nexusスイッチプラットフォームサポートマトリックスには、次のものがリストされていま
す。

•サポートされている Cisco Nexus 9000および 3000スイッチモデル

• NX- OSソフトウェアリリースバージョン

プラットフォームと機能の完全なマッピングについては、『Nexus Switch Platform Support
Matrix』を参照してください。

レイヤ 2イーサネットスイッチングの概要
このデバイスは、レイヤ2イーサネットセグメント間の同時パラレル接続をサポートします。
イーサネットセグメント間のスイッチドコネクションは、パケットが伝送されている間だけ

維持されます。次のパケットには、別のセグメント間に新しい接続が確立されます。

デバイスは、高帯域のデバイスおよび多数のユーザに起因する輻輳問題を解決するために、デ

バイス（サーバなど）ごとに専用のコリジョンドメインを割り当てます。各 LANポートが個
別のイーサネットコリジョンドメインに接続されるので、スイッチド環境のサーバは全帯域

幅にアクセスできます。

イーサネットネットワークではコリジョンによって深刻な輻輳が発生するため、全二重通信を

使用することが有効な対処法の 1つとなります。一般的に、10/100 Mbpsイーサネットは半二
重モードで動作するので、各ステーションは送信または受信のどちらかしか実行できません。

これらのインターフェイスを全二重モードに設定すると、2つのステーション間で同時に送受
信を実行できます。パケットを双方向へ同時に送ることができるので、有効なイーサネット帯

域幅は 2倍になります。

VLANs
VLANは、ユーザの物理的な位置に関係なく、機能、プロジェクトチーム、またはアプリケー
ションなどで論理的に分割されたスイッチドネットワークです。VLANは、物理 LANと同じ
属性をすべて備えていますが、同じ LANセグメントに物理的に配置されていないエンドス
テーションもグループ化できます。

どのようなスイッチポートでもVLANに属すことができ、ユニキャスト、ブロードキャスト、
マルチキャストのパケットは、その VLANに属する端末だけに転送またはフラッディングさ
れます。各 VLANは 1つの論理ネットワークであると見なされます。VLANに属していない
ステーション宛てのパケットは、ブリッジまたはルータを経由して転送する必要があります。

デバイスの初回の起動時にすべてのポートがデフォルトの VLAN（VLAN1）に割り当てられ
ます。VLANインターフェイスまたはスイッチ仮想インターフェイス（SVI）は、VLAN間の
通信用として作成されるレイヤ 3インターフェイスです。
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このデバイスは、IEEE 802.1Q規格に基づき、4095の VLANをサポートします。これらの
VLANはいくつかの範囲に分かれています。各範囲の使用法は少しずつ異なります。一部の
VLANはデバイスの内部使用のために予約されているため、設定には使用できません。

Cisco NX-OSでは、スイッチ間リンク（ISL）はサポートされません。Note

スパニングツリー
ここでは、ソフトウェア上でのスパニングツリープロトコル（STP）の実装について説明しま
す。このマニュアルでは、IEEE 802.1wおよび IEEE 802.1sを指す用語として、「スパニングツ
リー」を使用します。このマニュアルで IEEE802.1D規格のスパニングツリープロトコルにつ
いて記す場合は、802.1Dであることを明記します。

STPの概要
STPは、レイヤ 2レベルで、ループのないネットワークを実現します。レイヤ 2 LANポート
は STPフレーム（ブリッジプロトコルデータユニット（BPDU））を一定の時間間隔で送受
信します。ネットワークデバイスは、これらのフレームを転送せずに、フレームを使用して

ループフリーパスを構築します。

802.1Dは、オリジナルの STP規格です。基本的なループフリー STPから、多数の改善を経て
拡張されました。Per VLAN Spanning Tree（PVST+）では、各VLANに個別にループフリーパ
スを作成できます。また、機器の高速化に対応して、ループフリーコンバージェンス処理も高

速化するために、規格全体が再構築されました。802.1w規格は、高速コンバージェンスが統合
された STPで、Rapid Spanning Tree（RSTP）と呼ばれています。現在では、各VLAN用の STP
に高速コンバージェンスタイムを実装できます。これが、PerVLANRapidSpanningTree（Rapid
PVST+）です。

さらに、802.1s規格のマルチスパニングツリー（MST）では、複数の VLANを単一のスパニ
ングツリーインスタンスにマッピングできます。各インスタンスは、独立したスパニングツ

リートポロジで実行されます。

ソフトウェアは、従来の 802.1Dシステムで相互運用できますが、システムでは Rapid PVST+
およびMSTが実行されます。Rapid PVST+は、Cisco Nexusデバイス用のデフォルトの STPプ
ロトコルです。

Cisco NX-OSでは、拡張システム IDとMACアドレスリダクションが使用されます。これら
の機能はディセーブルにできません。

Note

また、シスコはスパニングツリーの動作を拡張するための独自の機能をいくつか作成しまし

た。
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Rapid PVST+
RapidPVST+は、ソフトウェアのデフォルトのスパニングツリーモードで、デフォルトVLAN
および新規作成のすべての VLAN上で、デフォルトでイネーブルになります。

設定された各VLAN上でRSTPの単一インスタンスまたはトポロジが実行され、VLAN上の各
Rapid PVST+インスタンスに 1つのルートデバイスが設定されます。Rapid PVST+の実行中に
は、VLANベースで STPをイネーブルまたはディセーブルにできます。

MST
このソフトウェアは、MSTもサポートしています。MSTを使用した複数の独立したスパニン
グツリートポロジにより、データトラフィック用に複数の転送パスを提供し、ロードバラン

シングを有効にして、多数の VLANをサポートするために必要な STPインスタンスの数を削
減できます。

MSTには RSTPが統合されているので、高速コンバージェンスもサポートされます。MSTで
は、1つのインスタンス（転送パス）で障害が発生しても他のインスタンス（転送パス）に影
響しないため、ネットワークのフォールトトレランスが向上します。

スパニングツリーモードを変更すると、すべてのスパニングツリーインスタンスが前のモー

ドで停止して新規モードで開始されるため、トラフィックが中断されます。

Note

コマンドラインインターフェイスを使用すると、先行標準（標準ではない）のMSTメッセー
ジを指定インターフェイスで強制的に送信できます。

STP拡張機能
このソフトウェアは、次に示すシスコ独自の機能をサポートしています。

•スパニングツリーポートタイプ：デフォルトのスパニングツリーポートタイプは、標準
（normal）です。レイヤ2ホストに接続するインターフェイスをエッジポートとして、ま
た、レイヤ2スイッチまたはブリッジに接続するインターフェイスをネットワークポート
として設定できます。

•ブリッジ保証：ポートをネットワークポートとして設定すると、ブリッジ保証によりすべ
てのポート上に BPDUが送信され、BPDUを受信しないポートはブロッキングステート
に移行します。この拡張機能を使用できるのは、Rapid PVST+またはMSTを実行する場
合だけです。

• BPDUガード：BPDUガードは、BPDUを受信したポートをシャットダウンします。

• BPDUフィルタ：BPDUフィルタは、ポート上での BPDUの送受信を抑制します。

•ループガード：ループガードを使用すると、ポイントツーポイントリンク上の単方向リ
ンク障害によって発生するブリッジングループを防止できます。
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•ルートガード：STPルートガードを使用すると、ポートがルートポートまたはブロッキ
ングされたポートになることが防止されます。ルートガードに設定されたポートが上位

BPDUを受信すると、このポートはただちにルートとして一貫性のない（ブロックされ
た）ステートになります。

トラフィックストーム制御
トラフィックストーム制御（トラフィック抑制ともいいます）を使用すると、着信トラフィッ

クのレベルを 1秒より大きなインターバルでモニタできます。この間、トラフィックレベル
（ポートの使用可能合計帯域幅に対するパーセンテージ）が、設定したトラフィックストーム

制御レベルと比較されます。入力トラフィックが、ポートに設定したトラフィックストーム制

御レベルに到達すると、トラフィックストーム制御機能によってそのインターバルが終了する

までトラフィックがドロップされます。

詳細については、『CiscoNexus9000シリーズNX-OSセキュリティ構成ガイド』の「トラフィッ
クストーム制御の構成」を参照してください）。Cisco NX-OSリリース 10.3(2)F以降、トラ
フィックストーム制御機能はレイヤ 3でもサポートされます。

関連項目
レイヤ 2スイッチング機能に関連するマニュアルは、次のとおりです。

•『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』

•『Cisco Nexus 9000 Series NX-OS Security Configuration Guide』

•『Cisco Nexus 9000 Series NX-OS High Availability and Redundancy Guide』

•『Cisco Nexus 9000 Series NX-OS System Management Configuration Guide』
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第 3 章

レイヤ 2スイッチングの設定

•レイヤ 2スイッチングについて（9ページ）
•スイッチングのハイアベイラビリティ, on page 11
•注意事項と制約事項Cisco Nexus 93C64E-SG2-Qスイッチ （11ページ）
• Cisco Nexus 9336C-SE1スイッチの注意事項および制約事項（12ページ）
• MACアドレス設定の前提条件（13ページ）
•レイヤ 2スイッチングのデフォルト設定（13ページ）
• MAC移動ループ検出（13ページ）
• syslogエラーメッセージの生成（14ページ）
•レイヤ 2スイッチングの設定手順（15ページ）
•レイヤ 2スイッチング設定の確認（26ページ）
•レイヤ 2スイッチングの設定例（26ページ）
•レイヤ 2スイッチングの追加情報（CLIバージョン）（27ページ）

レイヤ 2スイッチングについて

インターフェイスの作成については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration
Guide』『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』『Cisco Nexus 9000
Series NX-OS Interfaces Configuration Guide』を参照してください。

（注）

レイヤ2スイッチングポートは、アクセスポートまたはトランクポートとして設定できます。
トランクは 1つのリンクを介して複数の VLANトラフィックを伝送するので、VLANをネッ
トワーク全体に拡張することができます。レイヤ 2スイッチングポートはすべて、MACアド
レステーブルを維持します。
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『Cisco Nexus 9000 Series NX-OS High Availability and Redundancy Guide』『Cisco Nexus 9000
Series NX-OS High Availability and Redundancy Guide』『Cisco Nexus 9000 Series NX-OS High
Availability and Redundancy Guide』『Cisco Nexus 9000 Series NX-OS High Availability and
Redundancy Guide』高可用性機能の詳細については、を参照してください。

（注）

レイヤ 2イーサネットスイッチングの概要
このデバイスは、レイヤ2イーサネットセグメント間の同時パラレル接続をサポートします。
イーサネットセグメント間のスイッチドコネクションは、パケットが伝送されている間だけ

維持されます。次のパケットには、別のセグメント間に新しい接続が確立されます。

デバイスは、高帯域のデバイスおよび多数のユーザに起因する輻輳問題を解決するために、デ

バイス（サーバなど）ごとに専用のコリジョンドメインを割り当てます。各 LANポートが個
別のイーサネットコリジョンドメインに接続されるので、スイッチド環境のサーバは全帯域

幅にアクセスできます。

イーサネットネットワークではコリジョンによって深刻な輻輳が発生するため、全二重通信を

使用することが有効な対処法の 1つとなります。一般的に、10/100 Mbpsイーサネットは半二
重モードで動作するので、各ステーションは送信または受信のどちらかしか実行できません。

これらのインターフェイスを全二重モードに設定すると、2つのステーション間で同時に送受
信を実行できます。パケットを双方向へ同時に送ることができるので、有効なイーサネット帯

域幅は 2倍になります。

セグメント間のフレームスイッチング

デバイス上の各LANポートは、単一のワークステーション、サーバ、またはワークステーショ
ンやサーバがネットワークへの接続時に経由する他のデバイスに接続できます。

信号の劣化を防ぐために、デバイスは各 LANポートを個々のセグメントとして処理します。
異なる LANポートに接続しているステーションが相互に通信する必要がある場合、デバイス
は、一方のLANポートから他方のLANポートにワイヤ速度でフレームを転送し、各セッショ
ンが全帯域幅を利用できるようにします。

デバイスは、LANポート間で効率的にフレームをスイッチングするために、アドレステーブ
ルを管理しています。デバイスは、フレームを受信すると、受信した LANポートに、送信側
ネットワークデバイスのメディアアクセスコントロール（MAC）アドレスを関連付けます。

アドレステーブルの構築およびアドレステーブルの変更

デバイスは、受信したフレームの送信元MACアドレスを使用して、アドレステーブルをダイ
ナミックに構築します。自分のアドレステーブルに登録されていない宛先MACアドレスを持
つフレームを受信すると、デバイスは、そのフレームを同じ VLANのすべての LANポート
（受信したポートは除く）に送出します。宛先端末が応答を返してきたら、デバイスは、その

応答パケットの送信元MACアドレスとポート IDをアドレステーブルに追加します。以降、
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その宛先へのフレームを、すべてのLANポートに送出せず、単一のLANポートだけに転送し
ます。

スタティックMACアドレスと呼ばれる、デバイス上の特定のインターフェイスだけをスタ
ティックに示すMACアドレスを設定できます。スタティックMACアドレスは、インターフェ
イス上でダイナミックに学習されたMACアドレスをすべて書き換えます。ブロードキャスト
のアドレスは、スタティックMACアドレスとして設定できません。スタティックMACエン
トリは、デバイスのリブート後も保持されます。

仮想ポートチャネル（vPC）ピアリンクにより接続されている両方のデバイスに、同一のスタ
ティックMACアドレスを手動で設定する必要があります。MACアドレステーブルの表示が
拡張されて、vPCを使用しているMACアドレスに関する情報が表示されるようになりました。

vPCの詳細については、『CiscoNexus 9000 Series NX-OS Interfaces ConfigurationGuide』『Cisco
Nexus 9000 Series NX-OS Interfaces ConfigurationGuide』『CiscoNexus 9000 Series NX-OS Interfaces
Configuration Guide Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照してく
ださい。

アドレステーブルは、ハードウェアの I/Oモジュールに応じて多数のMACアドレスエントリ
を格納できます。デバイスは、設定可能なエージングタイマーによって定義されるエージング

メカニズムを使用しているため、アドレスが非アクティブな状態のまま指定時間（秒）が経過

すると、そのアドレスはアドレステーブルから削除されます。

スーバーバイザおよびモジュール上で一貫したMACアドレステーブル

各モジュールのすべてのMACアドレステーブルが、スーパーバイザ上のMACアドレスと正
確に一致するのが理想的です。show forwarding consistency l2コマンドまたは show
consistency-checker l2コマンドを入力すると、不一致、欠落、および余分のMACアドレスエ
ントリが表示されます。

スイッチングのハイアベイラビリティ
従来のイーサネットスイッチングごとに、ソフトウェアのアップグレードまたはダウングレー

ドをシームレスに実行できます。レイヤ 3インターフェイス上にスタティックMACアドレス
を設定している場合、ソフトウェアをダウングレードするために、これらのポートの設定を解

除する必要があります。

ハイアベイラビリティ機能の詳細については、次を参照してください。Note

注意事項と制約事項Cisco Nexus 93C64E-SG2-Qスイッチ
Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチは次のレイヤ 2
スイッチング機能のみをサポートします。
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11

レイヤ 2スイッチングの設定

スーバーバイザおよびモジュール上で一貫したMACアドレステーブル



• VLAN

• STP

•レイヤ 2整合性チェッカー

• MACラーニング

これらのガイドラインは、Cisco Nexus 93C64E-SG2-QスイッチのMAC学習に適用されます。

• switchport mac-learn disable構成はインターフェイスレベルではサポートされていません
。

• mac learn disable構成は、インターフェイスレベルおよび VLANレベルではサポートさ
れていません。

静的MACアドレスは、 Cisco Nexus 93C64E-SG2-Qスイッチではサポートされません。

Cisco Nexus 9336C-SE1スイッチの注意事項および制約事項
Cisco NX-OS Release 10.6(1)F以降、 Cisco Nexus 9336C-SE1は次のレイヤ 2スイッチング機能を
サポートします。

• VLAN

•スパニングツリープロトコル（STP）

• Rapid PVST+

• MST

• MACラーニング（グローバル）

これらの機能は、 Cisco Nexus 9336C-SE1スイッチの Cisco NX-OS Release 10.6(1)Fではサポー
トされません。

•静的MACアドレス

•レイヤ 2インターフェイスまたはVLANごとにMACラーニングを無効にする

• Flex Link

• VTP

•プライベート VLAN

•ストームトラフィック制御

•リフレクティブリレー
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MACアドレス設定の前提条件
MACアドレスには次の前提条件があります。

•デバイスにログインしていること。

•必要に応じて、アドバンスドサービスのライセンスをインストールします。

レイヤ 2スイッチングのデフォルト設定
次の表に、レイヤ 2スイッチングのパラメータのデフォルト設定を示します。

表 2 :レイヤ 2スイッチングパラメータのデフォルト値

デフォル

ト

パラメータ

1800秒エージングタイム

MAC移動ループ検出
CiscoNexus 9000シリーズスイッチは、ソフトウェアMAC学習（およびその後のループ検出）
に L2FMを活用します。ホスト（MACアドレス）が同じ VLAN内の 2つのインターフェイス
間で移動すると、MAC移動がトリガーされます。このようなMAC移動が短期間に多数発生
すると、スイッチのコントロールプレーンと CPUのパフォーマンスが影響を受ける可能性が
あります。L2FMは、対応するMACアドレスのMAC移動数がしきい値を超えると、特定の
VLANでMAC学習を無効にすることで、このようなシナリオからスイッチを保護します。

BroadcomASICベースのスイッチの場合、MAC移動学習無効化しきい値基準は、単一のMAC
アドレスが同じ VLAN内で 1秒間に 10回以上移動することです。

Cisco Nexus 9300-EX/FX/FX2/FX3/GX/H2R/H1、9804/9808スイッチ、および 9700-EX/FX/GXラ
インカードを搭載した Cisco Nexus 9500スイッチの場合、MAC移動学習無効化しきい値基準
は、単一のMACアドレスが同じ VLAN内で 10秒間に 10回以上移動することです。

しきい値の制限に達すると、対応するVLANのすべての新しいMAC学習が 120秒間無効にな
ります。120秒後に、その VLANで新しいMAC学習が再度有効になります。スイッチ上の残
りの VLANには影響しません。

Cisco NX-OSリリース 10.2（2）Fでは、 Cisco Nexus 93C64E-SG2-QスイッチはMAC移動ルー
プ検出機能をサポートしていません。
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13

レイヤ 2スイッチングの設定

MACアドレス設定の前提条件



syslogエラーメッセージの生成
syslogでMAC移動通知を表示するには、次の手順を実行します。

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。config t

例：

ステップ 1

switch# config t
switch(config)#

レベル 5から最もシビラティ（重大度）の高いイベ
ントまでのすべての L2FMイベントのロギングを有
効にします。

logging level l2fm 5

例：

switch(config)# logging level l2fm 5

ステップ 2

スイッチでMAC移動通知を有効にします。（任意） mac address-table notification mac-moveステップ 3

例： （注）

• MAC移動通知はデフォルトで有効になってい
ます。

switch(config)# mac address-table notification
mac-move

•このコマンドでは、MACアドレスの移動があっ
た場合に、L2FM用 syslogが確実に表示するよ
うにします。

次に、生成された syslogメッセージの例を示します。

• MAC移動が検出された場合：

2023 Nov 29 21:42:04 N-3164Q-40G %L2FM-4-L2FM_MAC_MOVE2: Mac
0003.0001.005d in vlan 500 has moved from Eth1/24 to Eth1/63

• VLANでのMAC学習が無効の場合：

2023 Nov 29 21:23:29 N-3164Q-40G %L2FM-2-L2FM_MAC_FLAP_DISABLE_LEARN:
Disabling learning in vlan 500 for 120s due to too many mac moves

• VLANでのMAC学習を再度有効にすると、次のようになります。

2023 Nov 29 21:23:19 N-3164Q-40G
%L2FM-2-L2FM_MAC_FLAP_RE_ENABLE_LEARN: Re-enabling learning in vlan
500

例

MACアドレスが移動したかどうかを確認するには、次のコマンドを入力します。
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switch# show mac address-table notification mac-move
MAC Move Notify Triggers: 1206
Number of MAC Addresses added: 944088
Number of MAC Addresses moved: 265
Number of MAC Addresses removed: 943920

MAC移動の考えられる原因は次のとおりです。

• MACアドレスは、サーバーNICチーミングと、アクティブ/アクティブ、アクティ
ブ/スタンバイ状態の間の遷移などにより移動します。

• STPステートがコンバージされて正しい状態にあるときに、データの送信元がす
べてのスイッチを物理的に横断していることが原因で、MACアドレスが移動しま
す。

•ネットワーク内のループが原因の場合もあります。

（注）

レイヤ 2スイッチングの設定手順

Cisco IOSの CLIに慣れている場合、この機能の Cisco NX-OSコマンドは従来の Cisco IOSコマ
ンドと異なる点があるため注意が必要です。

（注）

スタティックMACアドレスの設定
スタティックMACアドレスと呼ばれる、デバイス上の特定のインターフェイスだけをスタ
ティックに示すMACアドレスを設定できます。スタティックMACアドレスは、インターフェ
イス上でダイナミックに学習されたMACアドレスをすべて書き換えます。ブロードキャスト
またはマルチキャストのアドレスは、スタティックMACアドレスとして設定できません。

SUMMARY STEPS

1. config t
2. mac address-table static mac-address vlan vlan-id {[drop | interface {type slot/port} | port-channel

number]}
3. exit
4. (Optional) show mac address-table static
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

レイヤ 2 MACアドレステーブルに追加するスタ
ティックMACアドレスを指定します。

mac address-table static mac-address vlan vlan-id
{[drop | interface {type slot/port} | port-channel
number]}

ステップ 2

Note
Example: dropオプションを使用すると、指定した VLANで

構成されたMACアドレスに向かうすべてのトラ
フィックがドロップされます。

switch(config)# mac address-table static 1.1.1
vlan 2 interface ethernet 1/2

MACスタティックドロップ状態は、MACスタ
ティックドロップが設定されている VLANに対応
する SVIから出力されるルーテッドトラフィック
については無視されます。

この問題は、ルーテッドトラフィック（アウトバ

ウンドSVIに関連付けられたVLANのMACドロッ
プ構成）にのみ影響します。これは、9Kのトラ
フィック入力が同じ VLAN（L2転送）で出力され
るブリッジドトラフィックには適用されません。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

スタティックMACアドレスを表示します。(Optional) show mac address-table static

Example:

ステップ 4

switch# show mac address-table static

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、レイヤ 2 MACアドレステーブルにスタティックエントリを入力する例を示し
ます。
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switch# config t
switch(config)# mac address-table static 1.1.1 vlan 2 interface ethernet 1/2
switch(config)#

システムでのMACアドレス学習の無効化
システムでMACアドレス学習を無効にしてから、再度有効にできるようになりました。

手順の概要

1. switch# configure terminal
2. switch(config-if)# [no] mac-learn disable
3. switch(config-if)# clear mac address-table dynamic

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スイッチでのMACアドレス学習を無効にします。switch(config-if)# [no] mac-learn disableステップ 2

このコマンドの no形式を使用すると、スイッチで
のMACアドレス学習が再度有効になります。

スイッチのMACアドレステーブルをクリアします。switch(config-if)# clear mac address-table dynamicステップ 3

重要

スイッチでMACアドレス学習を無効化した後に
は、MACアドレステーブルを必ずクリアしてくだ
さい。

レイヤ 2インターフェイスでのMACアドレス学習の無効化
レイヤ 2インターフェイスでMACアドレスラーニングを無効にしてから再度有効にできるよ
うになりました。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# [no] switchport mac-learn disable
4. switch(config-if)# clear mac address-table dynamic interface type slot/port
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定したインターフェイスのインターフェイスコン

フィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 2

レイヤ 2インターフェイスでのMACアドレス学習
の無効化

switch(config-if)# [no] switchport mac-learn disableステップ 3

noフォームのコマンドは、レイヤ2インターフェイ
スでのMACアドレス学習の再イネーブル化します。

（注）

ワープモードでは、Cisco Nexus 3500スイッチは、
switchport mac-learn disableを使用して構成された
ポートが存在する VLANにレイヤ 3トラフィック
をフラッディングせず、トラフィックはドロップさ

れます。通常モードでは、スイッチはレイヤ3トラ
フィックをこの VLANにフラッディングする必要
があります。

指定されたインターフェイスのMACアドレステー
ブルをクリアします。

switch(config-if)# clear mac address-table dynamic
interface type slot/port

ステップ 4

重要

インターフェイスでMACアドレスラーニングを無
効化した後、MACアドレステーブルを必ずクリア
してください。

例

次の例では、レイヤ 2インターフェイスでMACアドレスラーニングをディセーブル
にする方法を示します。

switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# switchport mac-learn disable
switch(config-if)# clear mac address-table dynamic interface ethernet 1/4

次の例では、レイヤ 2インターフェイスでMACアドレスラーニングを再イネーブル
化する方法を示します。
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switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# no switchport mac-learn disable

VLANごとのMAC学習の無効化
CiscoNX-OSリリース 10.5(1)F以降では、CiscoNexus 9300-FX/FX2/FX3/GX/GX2/H2R/H1シリー
ズスイッチおよび 9700-EX/FX/GXラインカードを搭載した Cisco Nexus 9500シリーズスイッ
チにおいて、MAC学習を VLANレベルで無効にすることができます。

VLANでMAC学習が無効になっている場合は、MAC学習が無効になっていることを確認す
る syslogメッセージが生成されます。また必要に応じて、VLANですでに学習されているMAC
アドレスをクリアするための通知が送信されます。syslogはまた、ピア vPCでも同じ設定を適
用するようにアドバイスします。

始める前に

• mac-learn disable機能を使用するには、VLANが作成されていることを確認します。

• VLANは、レガシー VLANまたは VXLAN VLANが可能です。

手順の概要

1. config t
2. [no] mac-learn vlan vlan-id

3. clear mac address-table dynamic vlan vlan-id

4. exit

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。config t

例：

ステップ 1

switch# config t
switch(config)#

指定された VLANでMAC学習を無効にします。[no] mac-learn vlan vlan-id

例：

ステップ 2

指定した VLANでMAC学習を有効にするには、
mac-learn vlan vlan-idコマンドを使用します。switch(config)# no mac-learn vlan 6

予約済み VLANを除き、許可される VLANの範囲
は 2～ 4092です。

（注）
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目的コマンドまたはアクション

•この設定は、スタンドアロンおよび vPCで機
能します。ただし、vPCピアの両方で disable
mac-learnを実行してください。

•この設定は、次の機能とは相互に排他的です。

• SVI

•ポートセキュリティ

•プライベート VLAN

指定された VLANのMACアドレステーブルをクリ
アします。

clear mac address-table dynamic vlan vlan-id

例：

ステップ 3

重要switch(config)# clear mac address-table dynamic
vlan 6 VLANでMACアドレス学習を無効化した後には、

MACアドレステーブルを必ずクリアしてください。

コンフィギュレーションモードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 5

switch# copy running-config startup-config

MACテーブルのエージングタイムの設定
MACアドレスエントリ（パケットの送信元MACアドレスおよびパケットを学習したポート）
を、レイヤ 2情報を含むMACテーブルに格納しておく時間を設定できます。

MACアドレスのエージングタイムアウトの最大時間は、設定されたMACアドレステーブル
のエージングタイムアウトの 2倍です。

Note

インターフェイスコンフィギュレーションモードまたはVLANコンフィギュレーションモー
ドでMACエージングタイムを設定することもできます。

Note

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
20

レイヤ 2スイッチングの設定

MACテーブルのエージングタイムの設定



SUMMARY STEPS

1. config t
2. mac address-table aging-time seconds

3. exit
4. (Optional) show mac address-table aging-time
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

エントリが期限切れになり、レイヤ 2 MACアドレ
ステーブルから廃棄される前にエージングタイム

mac address-table aging-time seconds

Example:

ステップ 2

を指定します。指定できる範囲は 120～ 918000秒switch(config)# mac address-table aging-time 600
です。デフォルトは 1800秒です。0を入力すると、
MACエージングがディセーブルになります。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

MACアドレスを保持するエージングタイム設定を
表示します。

(Optional) show mac address-table aging-time

Example:

ステップ 4

switch# show mac address-table aging-time

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、レイヤ 2 MACアドレステーブルのエントリのエージングタイムを 600秒（10
分）に設定する例を示します。

switch# config t
switch(config)# mac address-table aging-time 600
switch(config)#
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MACアドレステーブルの整合性検査
スーパーバイザ上のMACアドレステーブルとすべてのモジュールの一致を確認できるように
なりました。

SUMMARY STEPS

1. show consistency-checker l2 module <slot_number>

DETAILED STEPS

Procedure

PurposeCommand or Action

スーパーバイザと指定のモジュールの間の、矛盾、

不足、余分なMACアドレスを表示します。
show consistency-checker l2 module <slot_number>

Example:

ステップ 1

switch# show consistency-checker l2 module 7
switch#

Example

次に、スーパーバイザと指定のモジュールの間の、MACアドレステーブル内の矛盾、
不足、余分なエントリを表示する例を示します。

switch# show consistency-checker l2 module 7
switch#

MACテーブルからのダイナミックアドレスのクリア
MACアドレステーブルにある、すべてのダイナミックレイヤ 2エントリをクリアできます。
（指定したインターフェイスまたは VLANによりエントリをクリアすることもできます。）

SUMMARY STEPS

1. clear mac address-table dynamic {address mac_addr} {interface [ethernet slot/port | port-channel
channel-number]} {vlan vlan_id}

2. (Optional) show mac address-table
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DETAILED STEPS

Procedure

PurposeCommand or Action

レイヤ 2のMACアドレステーブルから、ダイナ
ミックアドレスエントリをクリアします。

clear mac address-table dynamic {address mac_addr}
{interface [ethernet slot/port | port-channel
channel-number]} {vlan vlan_id}

ステップ 1

Example:

switch# clear mac address-table dynamic

MAC Address Tableを表示します。(Optional) show mac address-table

Example:

ステップ 2

switch# show mac address-table

Example

次に、レイヤ 2 MACアドレステーブルからダイナミックエントリをクリアする例を
示します。

switch# clear mac address-table dynamic
switch#

VLANごとのダイナミックMACアドレス制限の設定
Cisco NX-OSリリース 10.4(2)F以降では、 Cisco Nexus 9300-EX/FX/FX2/FX3/GX/GX2/H2R/H1
プラットフォームスイッチでのMACフラッド攻撃からコントロールプレーンを保護するため
に、VLANごとのダイナミックMACエントリの数に制限を課すことができます。

構成はデフォルトのテンプレートでのみサポートされ、L2ヘビーテンプレートではサポート
されません。

Note

SUMMARY STEPS

1. config t
2. vlan {vlan-id | vlan-range}
3. mac address-table limit vlan vlan-id limit -value

4. exit
5. exit
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLAN設定サブモードにします。既存のVLANでは
ない場合、指定したVLANが作成され、VLANコン
フィギュレーションサブモードが開始されます。

vlan {vlan-id | vlan-range}

Example:
switch(config)# vlan 5
switch(config-vlan)#

ステップ 2

VLANを適用すべきMACアドレス制限に指定しま
す。

mac address-table limit vlan vlan-id limit -value

Example:

ステップ 3

制限の許容値は 100～ 196000です。switch(config-vlan)# mac address-table limit vlan
40 108

Note
•このコマンドは EoRではサポートされていま
せん。

•このコマンドは、vPCやVXLANVLANでは使
用しないでください。

• MAC制限を有効または無効にするか、または
mac-limitを変更すると、その VLANで学習さ
れたすべてのダイナミックMACがフラッシュ
されます。ただし、静的またはゲートウェイ

MACの学習は影響を受けません。

•フラッシュする前に確認を求めるプロンプトが
表示されます。

VLANコンフィギュレーションモードを終了しま
す。

exit

Example:

ステップ 4

switch(config-vlan)# exit
switch(config)#

コンフィギュレーションモードを終了します。exit

Example:

ステップ 5

switch(config)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6
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PurposeCommand or Action
switch# copy running-config startup-config

L2ヘビーモードの設定
この機能の目的は、新規の L2ヘビーテンプレートを分類し、FPタイルハードウェアリソー
スの割り当てを変更し、必要な制御プレーンの変更を行うことで現在の 92k MACアドレスの
スケールを 200kに増加させ、ISSUの復元が新しいスケールへの適合をサポートできるように
することです。

目的コマンド

設定済みおよび適用済みモードを表示しますsh system routing mode

200KMACをイネーブルにします。200KMAC
は、このモードが設定され、システムがリロー

ドされた場合にのみ有効になります。

この機能をディセーブルにするには、このコ

マンドの no形式を使用します。

（注）

CiscoNX-OSリリース 10.2(2)F以降、MACは
Cisco N9K-C9332D-GX2Bプラットフォーム
スイッチでサポートされます。

system routing template-l2-heavy

適用済みのモードを実行します。sh run | i system

ガイドラインおよび制約事項:

•この機能はレイヤ 2の 1次元スケールのみサポートします。

• SVI、レイヤ 3インターフェイス、および VXLAN VLANはサポートされません。

• CiscoNX-OSリリース9.2(3)以降、この機能はN9K-C9264PQ、N9K-C9272Q、N9K-C9236C、
N9K-C92300YC、N9K-C92304QC、N9K-C9232C、N9K-C92300YC、および 9300-EXの各プ
ラットフォームをサポートしています。

• Cisco NX-OSリリース 10.2(2)F以降、200K MACは Cisco N9K-C9332D-GX2Bプラット
フォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.5(1)F以降、この機能は N9K-9300-FX/FX2/FX3 TORプラット
フォームでサポートされます。

次は、L2ヘビーモードの設定の例を表示します。
switch (config)# sh system routing mode
switch# Configured System Routing Mode: L2 Heavy
switch# Applied System Routing Mode: L2 Heavy
switch#
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switch# show run | i system
switch# system routing template-l2-heavy
switch#

レイヤ 2スイッチング設定の確認
レイヤ 2スイッチングの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

MACアドレステーブルに関す
る情報を表示します。

show mac address-table

MACアドレステーブルの制限
設定に関する情報を表示しま

す。

show mac address-table limit

MACアドレステーブルに設定
されているエージングタイム

の情報を表示します。

show mac address-table aging-time

MACアドレステーブルのスタ
ティックエントリの情報を表

示します。

show mac address-table static

MAC学習制限で設定された
VLANに関する情報を表示し
ます。

show mac address-table limit vlan

インターフェイスのMACアド
レスとバーンドインMACアド
レスを表示します。

show interface [interface] mac-address

モジュールとスーパーバイザ

のテーブル間の不一致、不

明、および追加のMACアドレ
スを表示します。

show forwarding consistency l2 {module}

レイヤ 2スイッチングの設定例
次に、スタティックMACアドレスを追加し、MACアドレスのデフォルトのグローバルエー
ジングタイムを変更する例を示します。

switch# configure terminal
switch(config)# mac address-table static 0000.0000.1234 vlan 10 interface ethernet 2/15
switch(config)# mac address-table aging-time 120
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次に、VLANごとのダイナミックMAC制限の設定方法の例を示します。
switch(config)# mac address-table limit vlan 251 100
Configuring MAC address limit will result in flushing existing Macs in the specified
VLAN/System. Proceed (yes/no)? [n] yes
Warning : MAC limit per VLAN feature isn't supported along with VPC/VxLAN. Please remove
the config if VPC/VxLAN config is present in this system !!!
switch(config)#
switch(config)# mac address-table limit vlan 252-253 100
Configuring MAC address limit will result in flushing existing Macs in the specified
VLAN/System. Proceed (yes/no)? [n] yes
switch(config)#
switch(config)# mac address-table limit vlan 254 300
Configuring MAC address limit will result in flushing existing Macs in the specified
VLAN/System. Proceed (yes/no)? [n] yes

スイッチでこの機能を初めて設定すると、この機能がvPC/VXLANでサポートされていないこ
とを示す警告メッセージが表示されます。この警告メッセージは、以降の構成では表示されま

せん。

（注）

構成されたダイナミックMAC制限と現在のカウントを確認するには、次の showコマンドを
使用します。

switch# show mac address-table limit vlan

Vlan Conf Limit Curr Count
---- ------------ ----------
251 100 100
252 100 100
253 100 75
254 300 60

レイヤ 2スイッチングの追加情報（CLIバージョン）

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Security Configuration Guide』スタティックMACアドレス

『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』インターフェイス

『Cisco Nexus 9000 Series NX-OS High Availability and Redundancy

Guide』

高可用性

『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』

システム管理

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
27

レイヤ 2スイッチングの設定

レイヤ 2スイッチングの追加情報（CLIバージョン）



Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
28

レイヤ 2スイッチングの設定

レイヤ 2スイッチングの追加情報（CLIバージョン）



第 4 章

Flex Linkの設定

この章では、Cisco NX-OS 9000シリーズスイッチで Flex Linkを設定する方法について説明し
ます。Flex Linkは相互バックアップを提供するインターフェイスのペアです。

この章は、次の項目を取り上げます。

• Flex Linkについて（29ページ）
•注意事項と制約事項（31ページ）
•デフォルト設定（32ページ）
• Flex Linkの設定（33ページ）
•設定の確認（37ページ）

Flex Linkについて
このセクションは、次のトピックで構成されています。

Flex Link
Flex Linkはレイヤ 2インターフェイス（スイッチポートまたはポートチャネル）のペアであ
り、片方のインターフェイスが他方のバックアップとして動作するように設定されています。

この機能は、スパニングツリープロトコル（STP）の代替ソリューションとして提供され、
ユーザがSTPをオフにしても、基本的なリンク冗長性は確保されます。通常、カスタマーがス
イッチで STPを実行しないネットワークの Flex Linkを設定します。スイッチで STPを設定す
る場合、STPがすでにリンクレベルの冗長性またはバックアップを提供しているのでFlexLink
の設定は必要ありません。

STPは、ネットワークノードインターフェイス（NNI）上で、デフォルトでイネーブルに設定
されています。拡張ネットワークインターフェイス（ENI）ではディセーブルに設定されてい
ますが、イネーブルにできます。STPは、ユーザネットワークインターフェイス（UNI）では
サポートされていません。

（注）
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別のレイヤ 2インターフェイスを Flex Linkまたはバックアップリンクとして割り当てること
で、1つのレイヤ 2インターフェイス（アクティブリンク）に Flex Linkを設定します。リン
クの1つがアップでトラフィックを転送しているときは、もう一方のリンクがスタンバイモー
ドで、このリンクがシャットダウンした場合にトラフィックの転送を開始できるように準備し

ています。どの時点でも、1つのインターフェイスのみがリンクアップステートでトラフィッ
クを転送しています。プライマリリンクがシャットダウンされると、スタンバイリンクがト

ラフィックの転送を開始します。アクティブリンクがアップに戻った場合はスタンバイモー

ドになり、トラフィックが転送されません。STPは Flex Linkインターフェイスでディセーブ
ルです。

次の図のFlex Linksコンフィギュレーションの例で、Aのポート 1と 2はアップリンクスイッ
チ Bと Cに接続されています。それらは Flex Linkとして設定されているため、インターフェ
イスのうち1つだけがトラフィックを転送し、その他はスタンバイモードになります。ポート
1がアクティブリンクである場合、ポート 1とスイッチBとの間でトラフィックの転送が開始
され、ポート2（バックアップリンク）とスイッチCとの間のリンクでは、トラフィックは転
送されません。ポート 1がダウンすると、ポート 2がアップ状態になってスイッチCへのトラ
フィックの転送を開始します。ポート 1が再びアップ状態に戻ってもスタンバイモードにな
り、トラフィックを転送しません。ポート 2がトラフィック転送を続けます。

プリエンプション

また、優先してトラフィックの転送に使用するポートを指定して、プリエンプションメカニズ

ムを設定することもできます。次の図で、たとえば、Flex Linkペアをプリエンプションモー
ドで設定できます。このシナリオでは、ポート 1がバックアップ状態になったあと、ポート 1
の帯域幅がポート 2よりも大きい場合、ポート 1は 35秒後に転送を開始し、ポート 2はスタ
ンバイになります。これを行うには、switchport backup interface preemption mode bandwidthおよ
び switchport backup interface preemption delayインターフェイスコンフィギュレーションコマ
ンドを入力します。

図 1 : Flex Linkの設定例

プライマリ（転送）またはリンクがダウンすると、トラップによってネットワーク管理ステー

ションが通知を受けます。Flex Linkはレイヤ 2ポートおよびポートチャネルだけでサポート
されます。 trunk access VLANまたはレイヤ3ポートではサポートされません。

マルチキャスト

Flex Linkインターフェイスが mrouterポートとして学習されると、リンクアップしている場
合、スタンバイ（非転送）インターフェイスも mrouterポートとして相互学習されます。この
相互学習は、内部ソフトウェアのステートメンテナンス用であり、マルチキャスト高速コン

バージェンスがイネーブルでない限り、IGMP動作またはハードウェア転送に対して関連性は
ありません。マルチキャスト高速コンバージェンスを設定すると、相互学習されたmrouterポー
トがただちにハードウェアに追加されます。Flex Linkでは、IPv4 IGMPのマルチキャスト高速
コンバージェンスをサポートしています。
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注意事項と制約事項
Flex Linkを設定する場合は、次のガイドラインおよび制約事項を考慮してください。

• Flex linkは次のプラットフォームでサポートされます: Cisco Nexus 9300-EX、9300-FX、
9300-FX2、C9364Cスイッチ

• FlexLinkは、IPv4マルチキャストのCiscoNexus 9300-FX、9300-FX2、および 9348GC-FXP
スイッチでサポートされます。

• Flex Linkインターフェイスで、スパニングツリープロトコルは明示的にディセーブルに
なっているため、同じトポロジーでその他の冗長パスを設定してループを発生させないよ

うに確認してください。また、spanning-treeポートタイプの標準コマンドを使用して、
アップストリームスイッチに対応するリンクを設定します。これにより、BridgeAssurance
によってブロックされないようになります。

• FlexLinkはアップリンクインターフェイス向けに設計されます。これは通常トランクポー
トとして設定されます。リンクバックアップメカニズムとして、Flex Linkペアは同じ設
定の内容（同じスイッチポートモードおよび許可済み VLANのリスト）を持つ必要があ
ります。Port-profileは Flex Linkペアの設定などをアップするための便利なツールです。
Flex Linkでは、2つのインターフェイスが同じ設定であることは必須ではありません。た
だし、設定が長期間不一致であることはフォーワーディングの問題、特にファイルオー

バーの間に、問題が生じる可能性があります。

• Flex Linkは、次のインターフェイスタイプで設定できません。

•レイヤ 3インターフェイス

• SPAN宛先

•ポートチャネルメンバー

•プライベート VLANを使用して設定されているインターフェイス

•エンドノードモードのインターフェイス

•レイヤ 2マルチパス化

•任意のアクティブリンクに対して設定可能な Flex Linkバックアップリンクは 1つだけ
で、アクティブインターフェイスとは異なるインターフェイスでなければなりません。

•インターフェイスが所属できる Flex Linkペアは 1つだけです。つまり、インターフェイ
スは1つのアクティブリンクに対してだけ、バックアップリンクになることができます。

•どちらのリンクも、EtherChannelに属するポートには設定できません。ただし、2つのポー
トチャネル（EtherChannel論理インターフェイス）を Flex Linkとして設定でき、ポート
チャネルおよび物理インターフェイスを Flex Linkとして設定して、ポートチャネルか物
理インターフェイスのどちらかをアクティブリンクにすることができます。
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•バックアップリンクはアクティブリンクと同じタイプ（ビットイーサネットまたはポー
トチャネル）にする必要はありません。ただし、スタンバイリンクがトラフィック転送

を開始した場合にループが発生したり動作が変更したりしないように、両方の Flex Link
を同様の特性で設定する必要があります。

• STPは Flex Linkポートでディセーブルです。ポート上にある VLANが STP用に設定され
ている場合でも、Flex Linkポートは STPに参加しません。STPがイネーブルでない場合
は、設定されているトポロジでループが発生しないようにしてください。

STPを使用できるのは、NNIまたは ENI上だけです。（注）

• STP機能（たとえば、PortFast、および BPDUガード）を Flex Linkポートで設定しないで
ください。

• Flex Linkペアでデフォルトインターフェイス CLI（アクティブおよびスタンバイ）はサ
ポートされていません。ブレークアウト/インのいずれかがプライマリまたはスタンバイ
インターフェイスで実行されている場合、Flex Link設定は削除されます。

• vPCはサポートされていません。Flex Linkは、設定の簡素化が求められ、アクティブ-ア
クティブ冗長の必要性がない vPCの代わりに使用されます。

• Cisco NX-OSリリース 9.3(5)以降、Flex Link機能は Cisco Nexus 9300-GX、
N9K-C93108TC-FX3H、および N9K-C93108TC-FX3Pプラットフォームスイッチでサポー
トされています。

• Cisco NX-OSリリース 9.3(7)以降、Flex Link機能は Cisco N9K-C93180YC-FX3プラット
フォームスイッチでサポートされています。

• Cisco NX-OSリリース 10.2(2)F以降、PVLANと Flex Link機能は Cisco N9K-9332D-GX2B
プラットフォームスイッチでサポートされています。

• Cisco NX-OSリリース 10.4(2)以降、Flex Link機能は Cisco N9K-C93108TC-FX3プラット
フォームスイッチでサポートされています。

デフォルト設定

デフォルトパラメータ

ディセーブルFlex Link

ディセーブルMulticast Fast-Convergence

オフFlex Linkプリエンプションモード

35秒Flex Linkプリエンプション遅延
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Flex Linkの設定

FlexLinkの設定
レイヤ 2インターフェイス（スイッチポートまたはポートチャネル）のペアを、1つのイン
ターフェイスがもう一方のバックアップとして機能するように設定されている Flex Linkイン
ターフェイスとして設定できます。

始める前に

これらは、この機能のガイドラインおよび制限事項です。（ガイドラインと制約事項を参照し

てください。)

手順の概要

1. configure terminal
2. feature flexlink
3. interface{ ethernet slot/ port | port-channel channel no

4. switchport backup interface {ethernet slot/ port | port-channel channel-no} [multicast
fast-convergence]

5. （任意） end

6. （任意） show interface switchport backup

7. （任意） copy running-config startup config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminalステップ 1

Flex Linkをイネーブルにします。feature flexlinkステップ 2

イーサネットまたはポートチャネルインターフェ

イスを指定し、インターフェイスコンフィギュレー

ションモードを開始します。

interface{ ethernet slot/ port | port-channel channel noステップ 3

FlexLinkペアのバックアップインターフェイスとし
て物理レイヤ 2インターフェイス（イーサネットま

switchport backup interface {ethernet slot/ port |
port-channel channel-no} [multicast fast-convergence]

ステップ 4

たはポートチャネル）を指定します。1つのリンク
がトラフィックを転送している場合、もう一方のイ

ンターフェイスはスタンバイモードです。
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目的コマンドまたはアクション

• ethernet slot/port：バックアップイーサネットイ
ンターフェイスを指定します。スロット番号は

1～2、ポート番号は 1～48です。

• port-channel port-channel-no：バックアップポー
トチャネルインターフェイスを指定します。

port-channel-noの番号は 1～ 4096です。

• multicast：マルチキャストパラメータを指定し
ます。

• fast-convergence：バックアップインターフェイ
スの高速コンバージェンスを設定します。

特権 EXECモードに戻ります。（任意） endステップ 5

設定を確認します。（任意） show interface switchport backupステップ 6

スイッチのスタートアップコンフィギュレーション

ファイルに設定を保存します。

（任意） copy running-config startup configステップ 7

例

次の例は、イーサネットスイッチポートバックアップのペア（イーサネット 1/1がア
クティブなインターフェイスであり、イーサネット 1/2がバックアップインターフェ
イスである）を設定する方法を示しています。

switch(config)# feature flexlink
switch(config)# interface ethernet 1/1
switch(config-if)# switchport backup interface ethernet 1/2
switch(config-if)# exit
switch(config)# interface port-channel300
switch(config-if)# switchport backup interface port-channel301
switch(config-if)# show ip igmp snooping mrouter
Type: S - Static, D - Dynamic, V - vPC Peer Link,

I - Internal,C - Co-learned, U - User Configured
Vlan Router-port Type Uptime Expires
200 Po300 D 13:13:47 00:03:15
200 Po301 DC 13:13:47 00:03:15

次の例は、マルチキャスト高速コンバージェンスを使用した、ポートチャネルスイッ

チポートバックアップのペアを設定する方法を示しています。

switch(config)# interface port-channel10
switch(config-if)# switchport backup interface port-channel20 multicast fast-convergence

次の例は、Flex Linkインターフェイス（po305と po306）のマルチキャストコンバー
ジェンスの例を示します。po305で一般クエリーを受信すると、mrouterポートとpo306
が相互学習されます。

switch(config)# interface po305
Switch(config-if)# switchport backup interface po306
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switch# show ip igmp snooping mrouter
Type: S - Static, D - Dynamic, V - vPC Peer Link, I - Internal, C - Co-learned
Vlan Router-port Type Uptime Expires
4 Po300 D 00:00:12 00:04:50
4 Po301 DC 00:00:12 00:04:50

Flex Linkプリエンプションの設定
Flex Linksペア（アクティブリンクおよびバックアップリンク）のプリエンプションスキー
ムを設定します。

始める前に

これらは、この機能のガイドラインおよび制限事項です。（ガイドラインと制約事項を参照し

てください。)

Flex Linkの定義および有効化(Flex Linkの設定を参照してください。)

割り当てるポートがある場合、プリエンプションモードの内容を決めてください。(プリエン
プションを参照してください。)

手順の概要

1. configure terminal
2. interface ethernet slot/port

3. switchport backup interface ethernet slot/port

4. switchport backup interface ethernet slot / port preemption mode {forced | bandwidth | off}
5. switchport backup interface ethernet slot / port preemption delay delay-time

6. （任意） end

7. （任意） show interface switchport backup

8. （任意） copy running-config startup config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminalステップ 1

インターフェイスを指定し、インターフェイスコン

フィギュレーションモードを開始します。インター

interface ethernet slot/portステップ 2

フェイスは物理レイヤ 2インターフェイスまたは
ポートチャネル（論理インターフェイス）に設定で

きます。
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目的コマンドまたはアクション

物理レイヤ 2インターフェイス（またはポートチャ
ネル）を、インターフェイスを装備したFlexLinkペ

switchport backup interface ethernet slot/portステップ 3

アの一部として設定します。1つのリンクがトラ
フィックを転送している場合、もう一方のインター

フェイスはスタンバイモードです。

物理レイヤ 2インターフェイス（イーサネットまた
はポートチャネル）を、FlexLinkペアの一部として

switchport backup interface ethernet slot / port
preemption mode {forced | bandwidth | off}

ステップ 4

設定します。1つのリンクがトラフィックを転送し
ている場合、もう一方のインターフェイスはスタン

バイモードです。

• preemption：バックアップインターフェイスペ
アのプリエンプションスキームを設定します。

• mode：プリエンプションモードを指定します。

Flex Linkインターペアのプリエンプションメカニ
ズムとプリエンプション遅延を設定します。次のプ

リエンプションモードを設定することができます。

• forced：アクティブインターフェイスが常にバッ
クアップインターフェイスより先に使用されま

す。

• bandwidth：より大きい帯域幅のインターフェ
イスが常にアクティブインターフェイスとして

動作します。

• off：アクティブからバックアップへのプリエン
プションは発生しません。

（注）

帯域幅プリエンプションモードの間、帯域幅の変

更のみが考慮されます。速度の変更は無視されま

す。

ポートが他のポートより先に使用されるまでの遅延

時間を設定します。delay-timeの範囲は 1～ 300秒
switchport backup interface ethernet slot / port
preemption delay delay-time

ステップ 5

です。デフォルトのプリエンプション遅延は 35秒
です。

（注）

遅延時間の設定は、forcedモードおよび bandwidth
モードでのみ有効です。

特権 EXECモードに戻ります。（任意） endステップ 6
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目的コマンドまたはアクション

設定を確認します。（任意） show interface switchport backupステップ 7

スイッチのスタートアップコンフィギュレーション

ファイルに設定を保存します。

（任意） copy running-config startup configステップ 8

例

次に、プリエンプションモードを強制に設定し、遅延時間を 50に設定し、設定を確
認する方法の例を示します。

switch(config)# configure terminal
switch(config)# interface ethernet 1/48
switch(config-if)# switchport backup interface ethernet 1/4 preemption mode forced
switch(config-if)# switchport backup interface ethernet 1/4 preemption delay 50
switch(config-if)# end
switch# show interface switchport backup detail

Switch Backup Interface Pairs:

Active Interface Backup Interface State
------------------------------------------------------------------------

Ethernet1/48 Ethernet1/4 Active Down/Backup Down
Preemption Mode : forced
Preemption Delay : 50 seconds
Multicast Fast Convergence : Off
Bandwidth : 10000000 Kbit (Ethernet1/48), 10000000 Kbit (Ethernet1/4)

設定の確認

目的コマンド

すべてのスイッチポート Flex Linkインターフェイスに
関する情報を表示します。

show interface switchport backup

すべてのスイッチポート Flex Linkインターフェイスの
詳細情報を表示します。

show interface switchport backup
detail

バックアップインターフェイスの実行コンフィギュレー

ションファイルまたはスタートアップコンフィギュレー

ションを表示します。

show running-config backup

show startup-config backup

FlexLinkインターフェイスの実行コンフィギュレーショ
ンファイルまたはスタートアップコンフィギュレーショ

ンを表示します。

show running-config flexlink

show startup-config flexlink

次の例は、Flex Linkペアのサマリー設定を示します。
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9k-203-Pip(config)# show interface switchport backup

Switch Backup Interface Pairs:

Active Interface Backup Interface State
------------------------------------------------------------------------
Ethernet1/9 port-channel103 Active Standby/Backup Up
Ethernet1/12 Ethernet1/13 Active Up/Backup Standby
Ethernet1/21 port-channel203 Active Up/Backup Standby
Ethernet1/24 Ethernet1/25 Active Up/Backup Standby
port-channel301 port-channel302 Active Down/Backup Up

k-203-Pip(config)# show interface switchport backup detail

Switch Backup Interface Pairs:

Active Interface Backup Interface State
------------------------------------------------------------------------
Ethernet1/9 port-channel103 Active Standby/Backup Up
Preemption Mode : bandwidth
Preemption Delay : 1 seconds
Multicast Fast Convergence : On
Bandwidth : 1000000 Kbit (Ethernet1/9), 2000000 Kbit (port-channel103)

..

次の例は、すべてのスイッチポート Flex Linkインターフェイスに関する情報を示し
ます。

switch# show interface switchport backup

Switch Backup Interface Pairs:

Active Interface Backup Interface State
------------------------------------------------------------------------
Ethernet1/1 Ethernet1/2 Active Down/Backup Down
Ethernet1/8 Ethernet1/45 Active Down/Backup Down
Ethernet1/48 Ethernet1/4 Active Down/Backup Down
port-channel10 port-channel20 Active Down/Backup Up
port-channel300 port-channel301 Active Down/Backup Down

次の例は、すべてのスイッチポート Flex Linkインターフェイスの詳細を示します。
switch# show interface switchport backup detail

Switch Backup Interface Pairs:

Active Interface Backup Interface State
------------------------------------------------------------------------
Ethernet1/1 Ethernet1/2 Active Down/Backup Down

Preemption Mode : off
Multicast Fast Convergence : Off
Bandwidth : 10000000 Kbit (Ethernet1/1), 10000000 Kbit (Ethernet1/2)

Ethernet1/8 Ethernet1/45 Active Down/Backup Down
Preemption Mode : forced
Preemption Delay : 10 seconds
Multicast Fast Convergence : Off
Bandwidth : 10000000 Kbit (Ethernet1/8), 10000000 Kbit (Ethernet1/45)
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Ethernet1/48 Ethernet1/4 Active Down/Backup Down
Preemption Mode : forced
Preemption Delay : 50 seconds
Multicast Fast Convergence : Off
Bandwidth : 10000000 Kbit (Ethernet1/48), 10000000 Kbit (Ethernet1/4)

port-channel10 port-channel20 Active Down/Backup Up
Preemption Mode : forced
Preemption Delay : 10 seconds
Multicast Fast Convergence : Off
Bandwidth : 100000 Kbit (port-channel10), 10000000 Kbit (port-channel20)

port-channel300 port-channel301 Active Down/Backup Down
Preemption Mode : off
Multicast Fast Convergence : Off
Bandwidth : 100000 Kbit (port-channel300), 100000 Kbit (port-channel301)

次の例は、バックアップインターフェイスの実行コンフィギュレーションを示しま

す。

switch# show running-config backup

!Command: show running-config backup
!Time: Sun Mar 2 03:05:17 2014

version 6.0(2)A3(1)
feature flexlink

interface port-channel10
switchport backup interface port-channel20 preemption mode forced
switchport backup interface port-channel20 preemption delay 10

interface port-channel300
switchport backup interface port-channel301

interface Ethernet1/1
switchport backup interface Ethernet1/2

interface Ethernet1/8
switchport backup interface Ethernet1/45 preemption mode forced
switchport backup interface Ethernet1/45 preemption delay 10

interface Ethernet1/48
switchport backup interface Ethernet1/4 preemption mode forced
switchport backup interface Ethernet1/4 preemption delay 50

次の例は、バックアップインターフェイスのスタートアップコンフィギュレーション

を表示します。

switch# show startup-config backup

!Command: show startup-config backup
!Time: Sun Mar 2 03:05:35 2014
!Startup config saved at: Sun Mar 2 02:54:58 2014

version 6.0(2)A3(1)
feature flexlink

interface port-channel10
switchport backup interface port-channel20 preemption mode forced
switchport backup interface port-channel20 preemption delay 10
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interface Ethernet1/8
switchport backup interface Ethernet1/45 preemption mode forced
switchport backup interface Ethernet1/45 preemption delay 10

次の例は、バックアップインターフェイスのスタートアップコンフィギュレーション

を表示します。

switch# show startup-config backup

!Command: show startup-config backup
!Time: Sun Mar 2 03:05:35 2014
!Startup config saved at: Sun Mar 2 02:54:58 2014

version 6.0(2)A3(1)
feature flexlink

interface port-channel10
switchport backup interface port-channel20 preemption mode forced
switchport backup interface port-channel20 preemption delay 10

interface Ethernet1/8
switchport backup interface Ethernet1/45 preemption mode forced
switchport backup interface Ethernet1/45 preemption delay 10

次の例は、Flex Linkの実行コンフィギュレーションを示しています。
switch# show running-config flexlink

!Command: show running-config flexlink
!Time: Sun Mar 2 03:11:49 2014

version 6.0(2)A3(1)
feature flexlink

interface port-channel10
switchport backup interface port-channel20 preemption mode forced

interface port-channel300
switchport backup interface port-channel301

interface port-channel305
switchport backup interface port-channel306

interface Ethernet1/1
switchport backup interface Ethernet1/2

interface Ethernet1/8
switchport backup interface Ethernet1/45 preemption mode forced
switchport backup interface Ethernet1/45 preemption delay 10

interface Ethernet1/48
switchport backup interface Ethernet1/4 preemption mode forced
switchport backup interface Ethernet1/4 preemption delay 50

次の例は、Flex Linkのスタートアップコンフィギュレーションを示しています。
switch# show startup-config flexlink

!Command: show startup-config flexlink
!Time: Sun Mar 2 03:06:00 2014
!Startup config saved at: Sun Mar 2 02:54:58 2014
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version 6.0(2)A3(1)
feature flexlink

interface port-channel10
switchport backup interface port-channel20 preemption mode forced
switchport backup interface port-channel20 preemption delay 10

interface Ethernet1/8
switchport backup interface Ethernet1/45 preemption mode forced
switchport backup interface Ethernet1/45 preemption delay 10

を使用する前に、すべてのFlexLinkペアの設定を無効にする必要があります。nofeature
flexlink

確認するために、次のように実行すると確認メッセージが表示されます。no feature
flexlink

"WARNING!!! Please remove all flexlink configuration before disabling feature flexlink.

Failure to do so may put ports in inconsistent state. Do you want to proceed? Y/N :"

このメッセージは、DMEがシステムで有効になっている場合にのみ表示されます。

ユーザがこのコマンドを続行することを選択した場合、フレックスリンクピア設定は

実行コンフィギュレーションに残ります。

これにより、FlexLink設定の一部であるポートでシステムの不整合が発生する可能性
があります。

システムが不整合状態になると、ユーザはシステムを回復する必要があります。

回復するには、コマンドを使用して再設定し、コマンドを使用して各インターフェイ

スペアの設定を削除する必要があります。feature flexlinkno switchport backup interface
Ethernet x/y

すべてのペア設定が削除されると、ユーザは実行できます。no feature flexlink

（注）
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第 5 章

VLANの設定

• VLANについて, on page 43
• VLAN設定の前提条件, on page 48
• VLANの設定に関するガイドラインおよび制約事項（48ページ）
• VLANのデフォルト設定, on page 49
• VLANの設定, on page 50
• VLANの設定の確認, on page 60
• VLAN統計情報の表示とクリア, on page 61
• VLANの設定例, on page 61
• VLANに関する追加情報, on page 61

VLANについて
VLANを使用すると、ネットワークを、レイヤ 2レベルの個別の論理領域として分割できま
す。VLANはブロードキャストドメインと見なすこともできます。

どのようなスイッチポートでもVLANに属すことができ、ユニキャスト、ブロードキャスト、
マルチキャストのパケットは、その VLANに属する端末だけに転送またはフラッディングさ
れます。各 VLANは論理ネットワークと見なされ、VLANに属さないステーション宛てのパ
ケットはルータで転送する必要があります。

VLANの概要
VLANは、ユーザの物理的な場所に関係なく、機能またはアプリケーションによって論理的に
セグメント化されるスイッチドネットワーク内の端末のグループです。VLANは、物理 LAN
と同じ属性をすべて備えていますが、同じ LANセグメントに物理的に配置されていないエン
ドステーションもグループ化できます。

どのようなスイッチポートでもVLANに属すことができ、ユニキャスト、ブロードキャスト、
マルチキャストのパケットは、その VLANに属する端末だけに転送またはフラッディングさ
れます。各 VLANは 1つの論理ネットワークであると見なされます。VLANに属していない
ステーション宛てのパケットは、ルータを経由して転送する必要があります。次の図は、論理

ネットワークとしての VLANを図示したものです。エンジニアリング部門のステーション、
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マーケティング部門のステーション、および会計部門のステーションはそれぞれ別の VLAN
に割り当てられています。

Figure 2:論理的に定義されたネットワークとしての VLAN

VLANは通常、IPサブネットワークに関連付けられますたとえば、特定の IPサブネットに含
まれるエンドステーションはすべて同じ VLANに属します。VLAN間で通信するには、トラ
フィックをルーティングする必要があります。

デフォルトでは、新規に作成されたVLANは動作可能です。つまり、新規に作成されたVLAN
は、非シャットダウンの状態になります。また、トラフィックを通過させるアクティブステー

ト、またはパケットを通過させない一時停止ステートに、VLANを設定することもできます。
デフォルトでは、VLANはアクティブステートでトラフィックを通過させます。

VLANインターフェイスまたはスイッチ仮想インターフェイス（SVI）は、VLAN間の通信用
として作成されるレイヤ 3インターフェイスです。VLAN間でトラフィックをルーティングす
るには、各VLANにVLANインターフェイスを作成して、設定する必要があります。各VLAN
に必要な VLANインターフェイスは、1つだけです。

VLANの範囲

Cisco Nexus 9000デバイスでは、拡張システム IDが常に自動的にイネーブルになります。Note

このデバイスは IEEE 802.1Q標準に従って、最大 4095の VLANをサポートします。これらの
VLANは、ソフトウェアによっていくつかの範囲に分割され、範囲によって用途が少しずつ異
なります。

設定の制限については、ご使用のスイッチの検証済みの拡張性の制限に関するマニュアルを参

照してください。
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この表では、VLAN範囲について説明します。

Table 3: VLANの範囲

使用法数の範囲VLANの番号

シスコのデフォルトです。このVLANは使用できますが、変更と
削除はできません。

標準1

これらの VLANは作成、使用、変更、および削除ができます。標準2～ 1005

これらのVLANは作成、命名、使用ができます。以下のパラメー
タは変更できません。

•ステートは必ず、アクティブです。

• VLANは常にイネーブルです。これらの VLANはシャット
ダウンできません。

拡張1006～ 3967

これらの予約VLANは、内部デバイスによる使用のために割り当
てられています。

内部割り当

て

3968～ 4095

システムは降順で入力された範囲を受け入れますが、シスコでは昇順で範囲を入力することを

推奨します。

たとえば、VLANの範囲を 1602～ 1607から削除する場合、1602～ 1607として値を入力する
ことを推奨します。1607～ 1602は可能ですが、推奨しません。誤って範囲を 1602～ 7として
入力すると、1602～ 1607ではなく、7～ 1602の VLANが削除されます。

Note

予約済み VLANについて

予約済みVLAN（3968〜4095）に関する注意事項を次に示します。

•このソフトウェアは、内部 VLANの使用を必要とするマルチキャストや診断などの機能
用に、VLAN番号のグループを割り当てます。デフォルトでは、このような内部使用のた
めに 128の予約済み VLAN（3968～ 4095）からなるブロックが割り当てられます。

•予約済みVLANの範囲は、system vlan-idで変更できます。 vlan reserveコマンドを使用し
ます。これにより、異なる範囲のVLANを予約済みVLANとして使用するように設定でき
ます。選択したVLANは、128のグループで予約する必要があります。

• VLAN 3968～ 4092は他の目的で構成できます。。

• VLAN4093〜4095は常に内部使用のために予約されており、他の目的には使用できま
せん。

次の例を参考にしてください。
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system vlan 400 reserve

VLAN 400-527を予約します。

新しい予約範囲は、実行コンフィギュレーションが保存され、デバイスがリロードされた

後に有効になります。

• VLANs4093～ 4095は常に内部使用に予約されていて、その他の目的に使用できませ
ん。

この例では、コマンドの結果、VLAN400〜527が予約され、VLAN4093〜4095も予約
されます。

• no system vlan vlan-id reserveコマンドは、デバイスのリロード後に、予約済みVLANの範
囲をデフォルトの3968〜4095の範囲に変更します。

• show system vlan reservedコマンドを使用し、コマンドを使用して、現在および将来の予
約済みVLAN範囲の範囲を確認します。

VLAN予約の例

次は、VLAN予約（イメージのリロードの前後）の設定の例を示します。

**************************************************
CONFIGURE NON-DEFAULT RANGE, "COPY R S" AND RELOAD
**************************************************
switch(config)# system vlan 400 reserve
"vlan configuration 400-527" will be deleted automatically.
Vlans, SVIs and sub-interface encaps for vlans 400-527 need to be removed by the user.
Continue anyway? (y/n) [no] y
Note: After switch reload, VLANs 400-527 will be reserved for internal use.

This requires copy running-config to startup-config before
switch reload. Creating VLANs within this range is not allowed.

switch(config)# show system vlan reserved

system current running vlan reservation: 3968-4095

system future running vlan reservation: 400-527

switch(config)# copy running-config startup-config
[########################################] 100%

switch(config)# reload
This command will reboot the system. (y/n)? [n] y

************
AFTER RELOAD
************

switch# show system vlan reserved

system current running vlan reservation: 400-527
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VLANの作成、削除、変更

デフォルトでは、すべての Cisco Nexus 9396および Cisco Nexus 93128ポートはレイヤ 2ポート
です。

デフォルトでは、すべての Cisco Nexus 9504および Cisco Nexus 9508ポートはレイヤ 3ポート
です。

Note

VLANには 1～ 3967の番号が付けられます。スイッチポートとして設定したポートはすべ
て、レイヤ 2デバイスとしてのスイッチの初回起動時に、デフォルト VLANに割り当てられ
ます。デフォルト VLAN（VLAN1）はデフォルト値だけを使用し、デフォルト VLANでアク
ティビティの作成、削除、一時停止を行うことはできません。

VLANは、番号を割り当てることによって作成します。作成した VLANは削除したり、アク
ティブステートから一時停止ステートに移行したりできます。既存の VLAN IDを使用して
VLANを作成しようとすると、デバイスで VLANサブモードが開始されますが、同じ VLAN
は再作成されません。

新規に作成した VLANは、その VLANにレイヤ 2ポートが割り当てられるまでは未使用の状
態になります。すべてのポートはデフォルトで VLAN1に割り当てられます。

VLANの範囲により、次のパラメータを VLAN用に設定できます（デフォルト VLANを除
く）。

• VLAN名

• VLANステート

•シャットダウンまたは非シャットダウン

最大 128文字の VLANロングネームを設定できます。VLANロングネームを設定するには、
VTPがトランスペアレントモードである必要があります。

VLANアクセスポートまたはトランクポートとしてのポートの設定と、VLANへのポートの
割り当ての詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を
参照してください。

Note

特定のVLANを削除すると、そのVLANに関連するポートは非アクティブになり、トラフィッ
クは流れなくなります。トランクポートから特定の VLANを削除すると、その VLANだけが
シャットダウンし、トラフィックは引き続き、トランクポート経由で他のすべての VLAN上
で転送されます。

ただし、削除した VLANの VLANとポートのマッピングはシステム上にすべて存続している
ため、その VLANを再イネーブル化または再作成すると、元のポート設定が自動的にその
VLANに戻されます。VLANのスタティックMACアドレスとエージングタイムは、VLANを
再イネーブル化しても復元されません。
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VLANコンフィギュレーションサブモードで入力したコマンドはすぐに実行されません。変
更を反映するには、VLANコンフィギュレーションサブモードを終了する必要があります。

Note

VLANのハイアベイラビリティ
このソフトウェアでは、コールドリブート時に、VLANのステートフルおよびステートレス
の両方の再起動で、ハイアベイラビリティがサポートされます。ステートフルな再起動では、

最大 3回の再試行がサポートされます。再起動から 10秒以内に 4回以上の再試行を行うと、
スーパーバイザモジュールがリロードされます。

VLANを使用しているときに、ソフトウェアのアップグレードまたはダウングレードをシーム
レスに実行できます。

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

Note

VLAN設定の前提条件
VLANには次の前提条件があります。

•デバイスにログインしていること。

• VLANを変更するには、その VLANが作成されている必要があります。

VLANの設定に関するガイドラインおよび制約事項
VLAN設定時のガイドラインと制限事項は次のとおりです。

•キーワードが付いている show コマンドはサポートされていません。 internal

• 1つの VLANまたは VLAN範囲を設定できます。

多数の VLANを設定する場合は、最初に vlanコマンドを使用して VLANを作成します
（たとえば、 vlan 200-300, 303-500）。。VLANが正常に作成された後、これらの VLAN
に順番に名前を付けるか設定します。

•内部使用のために予約された VLANグループ内の VLANは、作成、変更、または削除す
ることはできません。

• VLAN1は、デフォルト VLANです。この VLANの作成、変更、または削除はできませ
ん。
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• VLAN 1006～ 3967は常にアクティブステートなので、常にイネーブルです。これらの
VLANのステートを一時停止またはシャットダウンすることはできません。

•スパニングツリーモードを変更すると、レイヤ 2 VLANと同じ VLAN IDを共有するレイ
ヤ 3サブインターフェイス VLANは、ハードウェアの再プログラミングの結果として発
生するマイクロ秒のトラフィックドロップの影響を受ける可能性があります。

•デフォルトで VLAN 3968～ 4095は内部デバイス用に予約されています。

•ハードウェアおよび設定の制限により、ポートは、ポートVLANマッピングを持つと同時
に、無差別、独立、トランク、またはホストポートモードでプライベートVLAN（PVLAN）
インターフェイスとして動作することはできません。PVLANとポート VLAN機能は、
個別のポートで独立して動作します。両方の機能に同じVLANを構成して使用できます。
これは、これらのリリースに適用されます。

• Cisco NX-OSリリース 10.2(9)M

• Cisco NX-OSリリース 10.3(7)M

• Cisco NX-OSリリース 10.4(5)M

• Cisco NX-OSリリース 10.2（2）F

• CiscoNX-OSリリース 10.2（2）F以降、VLANの構成はCiscoNexus 93C64E-SG2-Qスイッ
チでサポートされています。

• CiscoNX-OSリリース 9.2(3)以降では、VLANを vn-segmentsを持つように設定できます。

• Cisco Nexus 9348GC-FX3PHスイッチには、ポート 41〜 48が半二重であることによる機
能制限があります。

• Cisco Nexus C93108TC-FX3スイッチには、ポート 41〜 48が半二重であることによる機能
制限があります。

• QOS/ACL/SPANはFEX HIFではサポートされません。

• Cisco NX-OSリリース 9.3(9)以降、vPCピアリンクインターフェイスでは PVLAN構成は
許可されません。

VLANのデフォルト設定
次の表に、VLANパラメータのデフォルト設定を示します。

Table 4: VLANパラメータのデフォルト値

デフォルトパラメータ

有効VLAN
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デフォルトパラメータ

VLAN1：スイッチポートとし
て設定したポートは、VLAN1
に割り当てられます。

VLAN

1VLAN ID

•デフォルト VLAN
（VLAN1） - default

•他のすべての VLAN：
VLAN vlan-id

VLAN名

アクティブVLANステート

イネーブル：Rapid PVST+が
イネーブル

STP

ディセーブルVTP

1VTPバージョン

VLANの設定

VLANへのレイヤ 2インターフェイスの割り当て（アクセスまたはトランクポート）の詳細
については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照してくださ
い。デフォルトでは、すべてのインターフェイスが VLAN1に割り当てられます。

Note

Cisco IOSの CLIに慣れている場合、この機能の Cisco NX-OSコマンドは従来の Cisco IOSコマ
ンドと異なる点があるため注意が必要です。

Note

VLANの作成と削除（CLIバージョン）
デフォルトの VLANおよびデバイス用に内部的に割り当てられた VLAN以外は、すべての
VLANを作成または削除できます。

VLANを作成すると、その VLANは自動的にアクティブステートになります。
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VLANを削除すると、そのVLANに関連するポートは非アクティブになります。したがって、
廃棄されるトラフィックフローやパケットはありません。トランクポートの場合、ポートは

オープンしたたままで、削除した VLANを除く他のすべての VLANからのトラフィックが引
き続き転送されます。

Note

作成する VLANの範囲内に作成できない VLANが含まれていると、作成できない VLANがリ
ストされたメッセージが戻されますが、指定範囲内の他の VLANはすべて作成されます。

VLANコンフィギュレーションサブモードで VLANの作成と削除を行うこともできます。Note

SUMMARY STEPS

1. config t
2. vlan {vlan-id | vlan-range}
3. exit
4. (Optional) show vlan
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLANまたはVLANの範囲を作成します。割り当て
済みの VLAN番号を入力すると、その VLANの

vlan {vlan-id | vlan-range}

Example:

ステップ 2

VLANコンフィギュレーションサブモードが開始さswitch(config)# vlan 5
switch(config-vlan)# れます。内部的に割り当てられているVLANに割り

当てられている番号を入力すると、エラーメッセー

ジが返されます。VLANの範囲を入力し、指定VLAN
の 1つ以上が、内部的に割り当てられたVLANの範
囲外である場合、コマンドは範囲外のVLANだけで
有効になります。指定できる範囲は2～3967です。
VLAN1はデフォルト VLANであり、作成や削除は
できません。内部使用のために予約されているVLAN
の作成や削除はできません。VLAN範囲の詳細につ
いては、VLANの範囲, on page 44を参照してくださ
い。
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PurposeCommand or Action

VLANモードを終了します。exit

Example:

ステップ 3

switch(config-vlan)# exit
switch(config)#

VLANの情報およびステータスを表示します。(Optional) show vlan

Example:

ステップ 4

switch# show vlan

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次の例は、15～ 20の範囲で VLANを作成する方法を示しています。

switch# config t
switch(config)# vlan 15-20
switch(config-vlan)# exit
switch(config)#

VLANコンフィギュレーションサブモードの開始
VLANの次のパラメータの設定または変更を行うには、VLANコンフィギュレーションサブ
モードを開始する必要があります。

•名前

•ステータス

•シャットダウン

SUMMARY STEPS

1. config t
2. vlan {vlan-id | vlan-range}
3. exit
4. (Optional) show vlan
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLAN設定サブモードにします。このサブモードで
は、VLANまたは VLAN範囲に対して、名前の指

vlan {vlan-id | vlan-range}

Example:

ステップ 2

定、ステートの設定、ディセーブル化、およびシャッ

トダウンを実行できます。
switch(config)# vlan 5
switch(config-vlan)#

VLAN1または内部的に割り当てられた VLANに対
しては、これらの値を変更できません。VLAN範囲
に関する詳細は、VLANの範囲, on page 44を参照し
てください。

VLANコンフィギュレーションモードを終了しま
す。

exit

Example:

ステップ 3

switch(config-vlan)# exit
switch(config)#

VLANの情報およびステータスを表示します。(Optional) show vlan

Example:

ステップ 4

switch# show vlan

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、VLANコンフィギュレーションサブモードを開始して、終了する例を示しま
す。

switch# config t
switch(config)# vlan 15
switch(config-vlan)# exit
switch(config)#
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VLANの設定
VLANの次のパラメータの設定または変更を行うには、VLANコンフィギュレーションサブ
モードを開始する必要があります。

•名前

•ステータス

•シャットダウン

デフォルト VLANまたは内部的に割り当てられた VLANの作成、削除、変更はできません。
また、一部の VLANでは変更できないパラメータがあります。

Note

SUMMARY STEPS

1. config t
2. vlan {vlan-id | vlan-range}
3. name vlan-name

4. state {active | suspend}
5. no shutdown
6. exit
7. (Optional) show vlan
8. (Optional) show vtp status
9. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLAN設定サブモードにします。既存のVLANでは
ない場合、指定したVLANが作成され、VLANコン

vlan {vlan-id | vlan-range}

Example:

ステップ 2

フィギュレーションサブモードが開始されます。switch(config)# vlan 5
switch(config-vlan)# VLAN範囲の詳細については、VLANの範囲, onpage

44を参照してください。

VLANに名前を付けます。32文字までの英数字を入
力して VLANに名前を付けることができます。

name vlan-name

Example:

ステップ 3

VLAN1または内部的に割り当てられている VLANswitch(config-vlan)# name accounting
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PurposeCommand or Action

の名前は変更できません。デフォルト値はVLANxxxx
であり、xxxxは、VLAN ID番号と等しい 4桁の数
字（先行ゼロも含む）を表します。

Note
128文字の名前がサポートされます（VLANロング
ネーム）。

VLANのステート（アクティブまたは一時停止）を
設定します。VLANステートを一時停止にすると、

state {active | suspend}

Example:

ステップ 4

そのVLANに関連付けられたポートが非アクティブswitch(config-vlan)# state active
になり、VLANのトラフィック転送が停止します。
デフォルトステートは activeです。デフォルト
VLANおよび VLAN 1006～ 3967のステートを一時
停止にすることはできません。

VLANをイネーブルにします。デフォルト値は no
shutdown（イネーブル）です。デフォルトVLANの

no shutdown

Example:

ステップ 5

VLAN1、またはVLAN1006～ 3967はシャットダウ
ンできません。

switch(config-vlan)# no shutdown

VLANコンフィギュレーションサブモードを終了し
ます。

exit

Example:

ステップ 6

switch(config-vlan)# exit
switch(config)#

VLANの情報およびステータスを表示します。(Optional) show vlan

Example:

ステップ 7

switch# show vlan

VLANトランキングプロトコル（VTP）の情報およ
びステータスを表示します。

(Optional) show vtp status

Example:

ステップ 8

switch# show vtp status

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 9

Noteswitch(config)# copy running-config startup-config

VLANコンフィギュレーションサブモードで入力
したコマンドはすぐに実行されません。変更を反映

するには、VLANコンフィギュレーションサブモー
ドを終了する必要があります。
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Example

次の例は、VLAN 5のオプションパラメータを設定する方法を示しています。
switch# config t
switch(config)# vlan 5
switch(config-vlan)# name accounting
switch(config-vlan)# state active
switch(config-vlan)# no shutdown
switch(config-vlan)# exit
switch(config)#

VLAN作成前の VLAN設定
VLANを作成する前に、VLANを設定できます。この手順は、IGMPスヌーピング、VTP、お
よび他の設定に使用されます。

show vlanコマンドでは、vlanコマンドを使用してそれを作成しない限り、これらの VLANは
表示されません。

（注）

手順の概要

1. config t
2. vlan configuration {vlan-id}

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。config t

例：

ステップ 1

switch# config t
switch(config)#

実際にこれらを作成しないでVLANを設定できるよ
うにします。

vlan configuration {vlan-id}

例：

ステップ 2

switch(config)# vlan configuration 20
switch(config-vlan-config)#

例

次に、これを作成する前に VLANを設定する例を示します。
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switch# config t
switch(config)# vlan configuration 20
switch(config-vlan-config)#

VLANの長い名前のイネーブル化
最大 128文字の VLANロングネームを設定できます。

タイミング（When） system vlan long-name Cisco Nexus 9000シリーズスイッチはVTPオフモー
ドで起動します。

VTPトランスペアレントモードの有効化:

1. VTPの無効化

2. 削除 system vlan long-name from the start-up configuration

3. VTPの再有効化

（注）

始める前に

VTPはトランスペアレントまたはオフモードである必要があります。VTPは、クライアント
またはサーバモードにすることはできません。VTPの詳細については、「VTPの構成」を参
照してください。

手順の概要

1. configure terminal
2. system vlan long-name

3. （任意） copy running-config startup-config
4. show running-config vlan

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

128文字までの VLAN名をイネーブルにできます。system vlan long-name

例：

ステップ 2

この機能をディセーブルにするには、このコマンド

の no形式を使用します。switch(config)# system vlan long-name

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
57

VLANの設定

VLANの長い名前のイネーブル化



目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 3

システム VLANのロングネーム機能がイネーブル
であることを確認します。

show running-config vlan

例：

ステップ 4

switch(config)# show running-config vlan

例

次に、VLANロングネームをイネーブルにする例を示します。
switch# configure terminal
switch(config)# system vlan long-name
switch(config)# copy running config startup config
switch(config)# show running-config vlan

トランクポートでの内部 VLANおよび外部 VLANマッピングの設定
内部 VLANおよび外部 VLANからポートのローカル（変換先）VLANへの VLAN変換を設定
できます。

内部 VLANおよび外部 VLANマッピングに関する注意点

• VLAN変換（マッピング）は、ネットワークフォワーディングエンジン（NFE）を搭載
したCiscoNexus 9000シリーズスイッチでサポートされます。、VLAN変換はCiscoNexus
9300-EXスイッチでサポートされます。

•内部および外部 VLANは、これらが設定されているポートのトランク許可リストに含め
ることはできません。

次に例を示します。

switchport vlan mapping 11 inner 12 111
switchport trunk allowed vlan 11-12,111 /***Not valid because 11 is outer VLAN and
12 is inner VLAN.***/

•同じポート上で、2つのマッピング（変換）設定に、同じ内容の外部（あるいはオリジナ
ル）VLANもしくは変換先 VLANを含めることはできません。複数の内部 VLANおよび
外部 VLANのマッピング設定については、同じ内部 VLANを含めることができます。

次に例を示します。

switchport vlan mapping 101 inner 102 1001
switchport vlan mapping 101 inner 103 1002 /***Not valid because 101 is already
used as an original VLAN.***/
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switchport vlan mapping 111 inner 104 1001 /***Not valid because 1001 is already
used as a translated VLAN.***/
switchport vlan mapping 106 inner 102 1003 /***Valid because inner vlan can be the
same.***/

•トランクポートでのポートVLANマッピングは、Network Forwarding Engine (NFE)搭載の
CiscoNexus 9000シリーズスイッチ、CiscoNexus 9200、9300-EX、9300-FX、およびEX/FX
ラインカード搭載の Cisco Nexus 9500プラットフォームスイッチでサポートされます。

手順の概要

1. configure terminal
2. interface type port

3. [no] switchport mode trunk
4. switchport vlan mapping enable
5. switchport vlan mapping outer-vlan-id inner inner-vlan-id translated-vlan-id

6. （任意） copy running-config startup-config

7. （任意） show interface [if-identifier] vlan mapping

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminalステップ 1

インターフェイス設定モードを開始します。interface type portステップ 2

トランクコンフィギュレーションモードを開始し

ます。

[no] switchport mode trunkステップ 3

スイッチポートでの VLAN変換をイネーブルにし
ます。VLAN変換はデフォルトでディセーブルで
す。

switchport vlan mapping enableステップ 4

（注）

VLAN変換を無効にするには、このコマンドの no
形式を使用します。

内部 VLANおよび外部 VLANを他の VLANに変換
します。

switchport vlan mapping outer-vlan-id inner
inner-vlan-id translated-vlan-id

ステップ 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-configステップ 6

（注）
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目的コマンドまたはアクション

スイッチポートが動作するトランクポートになる

まで、VLAN変換設定は有効になりません。

インターフェイスの範囲または特定のインターフェ

イスについて、VLANマッピング情報を表示しま
す。

（任意） show interface [if-identifier] vlan mappingステップ 7

例

この例では、ダブルタグ VLANトラフィック（内部 VLAN 12、外部 VLAN 11）から
VLAN 111への変換を設定する方法を示します。

switch# config t
switch(config)# interface ethernet1/1
switch(config-if)# switchport mode trunk
switch(config-if)# switchport vlan mapping enable
switch(config-if)# switchport vlan mapping 11 inner 12 111
switch(config-if)# switchport trunk allowed vlan 101-170
switch(config-if)# no shutdown

switch(config-if)# show mac address-table dynamic vlan 111

Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, O - Overlay MAC
age - seconds since last seen,+ - primary entry using vPC Peer-Link,
(T) - True, (F) - False

VLAN MAC Address Type age Secure NTFY Ports
---------+-----------------+--------+---------+------+----+------------------
* 111 0000.0092.0001 dynamic 0 F F nve1(100.100.100.254)
* 111 0000.0940.0001 dynamic 0 F F Eth1/1

VLANの設定の確認
VLANの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

VLAN情報を表示します。show running-config vlan vlan-id

VLAN情報を表示します。show vlan [all-ports | brief | id vlan-id | name name | dot1q tag
native]

VLAN情報の要約を表示します。show vlan summary

VTP情報を表示します。show vtp status
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VLAN統計情報の表示とクリア
VLANの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

すべての VLANまたは指定した VLANのカウンタをクリアし
ます。

clear vlan [id vlan-id] counters

各 VLANのレイヤ 2パケット情報を表示します。show vlan counters

VLANの設定例
次に、VLANを作成して名前を指定し、ステートをアクティブにして、管理上のアップに設定
する例を示します。

switch# configure terminal
switch(config)# vlan 10
switch(config-vlan)# name test
switch(config-vlan)# state active
switch(config-vlan)# no shutdown
switch(config-vlan)# exit
switch(config)#

VLANに関する追加情報

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000シリーズ

NX-OS Layer 2スイッチング設

定ガイド』

NX-OSレイヤ 2スイッチングの設定

『Cisco Nexus 9000 Series
NX-OS Interfaces Configuration

Guide』

インターフェイス、VLANインターフェイス、IPアドレス指
定、ポートチャネル

『Cisco Nexus 9000 Series
NX-OS Multicast Routing

Configuration Guide』

マルチキャストルーティング

『Cisco Nexus 9000 Series
NX-OS Fundamentals

Configuration Guide』

NX-OSの基礎
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マニュアルタイトル関連項目

『Cisco Nexus 9000 Series
NX-OS High Availability and

Redundancy Guide』

高可用性

『Cisco Nexus 9000 Series
NX-OS System Management

Configuration Guide』

システム管理

標準

タイト

ル

標準

—この機能でサポートされる新規の標準または変更された標準はありません。また、

既存の標準のサポートは変更されていません。

MIB

MIBのリンクMIB

MIBを検索およびダウンロードするには、次のURLにアクセスしてください。
https://cisco.github.io/cisco-mibs/supportlists/nexus9000/Nexus9000MIBSupportList.html

CISCO-VLAN-MEMBERSHIP MIBに
は、次のものが含まれます。

• vmMembership Table

• MIBvmMembershipSummaryTable

• MIBvmMembershipSummaryTable
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第 6 章

VTPの設定

• VTPの概要（63ページ）
• VTPの設定に関する注意事項および制約事項（65ページ）
•デフォルト設定, on page 65
• VTPの設定, on page 66

VTPの概要
サポートされている VTPは、VTPバージョン 1および 2です。

実際に VLANを作成せずに VLANを設定できます。詳細については、VLAN作成前の VLAN
設定（56ページ）を参照してください。

（注）

VTP
VTPは、VTPドメイン内の VLANの追加、削除、名前変更を管理することで VLANの一貫性
を維持する、レイヤ 2メッセージングプロトコルです。VTPドメインは、同じ VTPドメイン
名を共有し、トランクインターフェイスを使用して接続される、1つ以上のネットワーク装置
で構成されます。各ネットワーク装置は、1つのVTPドメインだけに属することができます。

レイヤ 2トランクインターフェイス、レイヤ 2ポートチャネル、および仮想ポートチャネル
（vPC）は、VTP機能をサポートしています。

VTPは、デフォルトではデバイスでディセーブルになっています。VTPをイネーブルにして
設定するには、コマンドラインインターフェイス（CLI）を使用します。VTPをディセーブル
にすると、デバイスで VTPプロトコルパケットが中継されません。

VTPは Cisco Nexus 9000シリーズデバイスでトランスペアレントモードだけで動作し、デバ
イス全体に VTPドメインを拡張できます。

Note
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デバイスが VTPトランスペアレントモードの場合、デバイスはトランクポート上で受信した
すべてのVTPプロトコルパケットを他のすべてのトランクポートに中継します。VTPトラン
スペアレントモードの VLANを作成または変更するとき、それらの VLANの変更は、ローカ
ルデバイスだけに影響します。VTPトランスペアレントネットワークデバイスは、VLAN設
定をアドバタイズせず、受信したアドバタイズに基づいて同期化することもありません。

ネットワークで VTPがサポートされている場合、スイッチの相互接続に使用されるすべての
トランクポートで VLAN 1が必要です。これらのポートのいずれかから VLAN 1をディセー
ブルにすると、VTPは正常に機能しなくなります。

Note

VTPの概要
VTPは、各ルータまたは LANデバイスがトランクポートのフレームでアドバタイズメントを
送信することを可能にします。これらのフレームは、すべてのネイバーデバイスで受信できる

マルチキャストアドレスに送信されます。これらは通常のブリッジングの手順では転送されま

せん。アドバタイズメントは、送信側デバイスのVTP管理ドメイン、設定のリビジョン番号、
認識している VLAN、既知の各 VLANの特定のパラメータを示します。これらのアドバタイ
ズメントの検知によって、同じ管理ドメイン内のすべてのデバイスは、送信デバイスで設定さ

れている新しい VLANについて学習します。このプロセスは、管理ドメイン内の 1台の装置
だけに新しい VLANを作成し、設定できます。またその後、同じ管理ドメイン内の他のすべ
てのデバイスによって情報が自動的に学習されます。

デバイスが VLANについて学習すると、デバイスはデフォルトでトランクポートからその
VLAN上のすべてのフレームを受信し、必要に応じて、他のトランクポートへそれらを転送
します。このプロセスは、不要な VLANのトラフィックがデバイスに送信されるのを防ぎま
す。

VTPは、Cisco Discovery Protocol（CDP）など他のプロセスで読み取ることができる共有ロー
カルデータベースで、ドメインおよびモードに関する情報をパブリッシュします。

VTPモード
VTPは次のモードでサポートされます。

•トランスペアレント：他のすべてのトランクポートにトランクポート上で受信したすべ
てのVTPプロトコルパケットを中継することが可能です。VTPトランスペアレントモー
ドの VLANを作成または変更するとき、それらの VLANの変更は、ローカルデバイスだ
けに影響します。VTPトランスペアレントネットワークデバイスは、VLAN設定をアド
バタイズせず、受信したアドバタイズに基づいて同期化することもありません。

VTPがトランスペアレントモードの場合、最大 128文字の VLANロングネームを設定できま
す。
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インターフェイス単位の VTP
VTPでは、VTPトラフィックを制御するために、ポート単位でVTPプロトコルをイネーブル、
またはディセーブルにすることができます。トランクがスイッチまたはエンドデバイスに接続

されている場合、着信 VTPパケットをドロップし、この特定のトランクで VTPアドバタイズ
メントを防ぎます。デフォルトでは、VTPはすべてのスイッチポートでイネーブルになりま
す。

VTPの設定に関する注意事項および制約事項
VTP設定時の注意事項と制約事項は次のとおりです。

• showコマンド（internalキーワード付き）はサポートされていません。

• SNMPでは、VTP機能がイネーブルかどうかが vlanTrunkPortVtpEnabledオブジェクトに
よって示されます。vlanTrunkPortVtpEnabledオブジェクトのステータスは、 show vtp trunk
interface eth a/bコマンドを使用します。

• VTPアドバタイズメントは、Cisco Nexusファブリックエクステンダのポートからは送信
されません。

• VTPプルーニングは、透過的なデバイスでは実行できません。VTPドメインに透過的な
デバイスがある場合は、VTPプルーニングを無効にする必要があります。ネイバーデバ
イスで VTPプルーニングが無効になっていない場合、Cisco Nexusデバイスは、Nexusを
指すリンクで VLANがプルーニング/無効になるため、ネイバーデバイスからMACを学
習しません。

デフォルト設定
次の表に、VTPパラメータのデフォルト設定を示します。

Table 5:デフォルトの VTPパラメータ

デフォルトパラメータ

ディセーブルVTP

トランスペアレントVTPモード

空白VTPドメイン

1VTPバージョン

有効（Enabled）インターフェイス単位の VTP

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
65

VTPの設定

インターフェイス単位の VTP



VTPの設定
CiscoNexus 9000デバイスで VTPを設定できます。

VTPがネットワークのトランスペアレントモードで使用されている場合、スイッチの相互接
続に使用されるすべてのトランクポートで VLAN 1が必要です。これらのポートのいずれか
から VLAN 1をディセーブルにすると、VTPはトランスペアレントモードで適切に機能しな
くなります。

Note

VTPが機能するのは、トランスペアレントモードだけです。Note

SUMMARY STEPS

1. config t
2. feature vtp
3. vtp domain domain-name

4. vtp version {1 | 2}
5. vtp file file-name

6. vtp password password-value

7. exit
8. (Optional) show vtp status
9. (Optional) show vtp counters
10. (Optional) show vtp interface
11. (Optional) show vtp password
12. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

デバイスの VTPをイネーブルにします。デフォル
トでは無効になっています。

feature vtp

Example:

ステップ 2

switch(config)# feature vtp
switch(config)#
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PurposeCommand or Action

このデバイスを追加する VTPドメインの名前を指
定します。デフォルトは空白です。

vtp domain domain-name

Example:

ステップ 3

switch(config)# vtp domain accounting

使用する VTPバージョンを設定します。デフォル
トはバージョン 1です。

vtp version {1 | 2}

Example:

ステップ 4

switch(config)# vtp version 2

VTP設定を保存する IFSファイルシステムファイ
ルの ASCIIファイル名を指定します。

vtp file file-name

Example:

ステップ 5

switch(config)# vtp file vtp.dat

VTP管理ドメイン用のパスワードを指定します。vtp password password-value

Example:

ステップ 6

switch(config)# vtp password cisco

コンフィギュレーションサブモードを終了します。exit

Example:

ステップ 7

switch(config)# exit
switch#

バージョン、モード、リビジョン番号など、デバイ

ス上の VTP設定に関する情報を表示します。
(Optional) show vtp status

Example:

ステップ 8

switch# show vtp status

デバイス上の VTPアドバタイズメントに関する統
計情報を表示します。

(Optional) show vtp counters

Example:

ステップ 9

switch# show vtp counters

VTP-enabledインターフェイスのリストを表示しま
す。

(Optional) show vtp interface

Example:

ステップ 10

switch# show vtp interface

管理 VTPドメイン用のパスワードを表示します。(Optional) show vtp password

Example:

ステップ 11

switch# show vtp password

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 12

switch(config)# copy running-config
startup-config

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
67

VTPの設定

VTPの設定



Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
68

VTPの設定

VTPの設定



第 7 章

NX-OSを使用したプライベート VLANの設
定

•プライベート VLANについて, on page 69
•プライベート VLANの前提条件, on page 78
•プライベート VLANの設定に関するガイドラインおよび制約事項（78ページ）
•プライベート VLANのデフォルト設定, on page 82
•プライベート VLANの設定, on page 82
•プライベート VLAN設定の確認, on page 99
•プライベート VLANの統計情報の表示とクリア, on page 100
•プライベート VLANの設定例, on page 100
•プライベート VLANの追加情報（CLIバージョン）, on page 101

プライベート VLANについて

この機能を設定する前に、プライベート VLAN機能をイネーブルにする必要があります。Note

レイヤ 2ポートは、トランクポート、アクセスポート、またはプライベート VLANポートと
して機能します。

Note

同様のシステム間で直接通信する必要がない特定の状況では、プライベート VLANにより、
レイヤ 2レベルの保護を強化できます。プライベート VLANは、プライマリ VLANとセカン
ダリ VLANの関連付けです。

プライマリ VLANは、セカンダリ VLANを関連付けるブロードキャストドメインを定義しま
す。セカンダリ VLANは、独立 VLANまたはコミュニティ VLANのいずれかの場合がありま
す。独立 VLAN上のホストは、プライマリ VLAN内で関連付けられた無差別ポートとだけ通
信します。コミュニティ VLAN上のホストは、同じコミュニティ VLAN上のホスト間および
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関連付けられた無差別ポートとだけ通信し、独立ポートまたは他のコミュニティ VLAN内の
ポートとは通信しません。

統合スイッチングおよびルーティング機能を使用するコンフィギュレーションでは、各プライ

ベート VLANに単一のレイヤ 3 VLANネットワークインターフェイスを割り当てることによ
り、ルーティングを提供できます。VLANネットワークインターフェイスは、プライマリ
VLAN用に作成します。このようなコンフィギュレーションでは、セカンダリ VLANはすべ
て、プライマリ VLAN上の VLANネットワークインターフェイスとのマッピングにより、レ
イヤ 3でのみ通信します。セカンダリ VLAN上の既存の VLANネットワークインターフェイ
スは、すべてサービス停止状態になります。

プライベート VLANの概要
デバイスでプライベート VLAN機能を適用するには、プライベート VLANをイネーブルにす
る必要があります。

プライベート VLANモードで動作しているポートがデバイスに設定されている場合は、プラ
イベート VLANをディセーブルにすることはできません。

特定の VLANをプライマリまたはセカンダリのどちらかのプライベート VLANとして設定す
るには、事前に VLANを作成しておく必要があります。

Note

プライベート VLANのプライマリ VLANとセカンダリ VLAN

プライベート VLAN機能では、VLANの使用時にユーザが直面する 2つの問題に対処できま
す。

•各 VDCは、最大 4096の VLANをサポートします。各カスタマーに 1つの VLANを割り
当てると、サービスプロバイダーがサポートできるカスタマー数は制限されます。

• IPルーティングをイネーブルにするには、各 VLANにサブネットアドレス空間またはア
ドレスブロックを割り当てます。これにより未使用の IPアドレスが無駄になり、IPアド
レスの管理に問題が生じます。

プライベート VLANを使用することにより、スケーラビリティの問題が解決され、IPアドレ
スの管理が容易になり、カスタマーにレイヤ 2セキュリティが提供されます。

プライベート VLANの機能は、VLANのレイヤ 2ブロードキャストドメインをサブドメイン
に分割できます。サブドメインは、プライマリ VLANとセカンダリ VLANで構成されるプラ
イベート VLANのペアで表されます。プライベート VLANドメインには複数のプライベート
VLANのペアを設定でき、それぞれのペアを各サブドメインに割り当てることができます。プ
ライベート VLANドメイン内のすべての VLANペアは、同じプライマリ VLANを共有しま
す。セカンダリ VLAN IDは、各サブドメインの区別に使用されます。
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プライベート VLANドメインには、プライマリ VLANが 1つのみ含まれています。Note

セカンダリ VLANは、同じプライベート VLAN内のポートをレイヤ 2で分離します。プライ
マリ VLAN内のセカンダリ VLANには、次の 2つのタイプがあります。

•独立 VLAN：独立 VLAN内のポートは、レイヤ 2レベルでは相互に通信できません。

•コミュニティ VLAN：コミュニティ VLAN内のポートは相互に通信できますが、レイヤ
2レベルの他のコミュニティVLAN内または独立VLAN内のポートとは通信できません。

プライベート VLANポート

コミュニティプライベートVLANおよび独立プライベートVLANのポートは、いずれもPVLAN
ホストポートというラベルが付けられます。PVLANホストポートは、関連付けられているセ
カンダリ VLANのタイプによって、コミュニティ PVLANポートまたは独立 PVLANポートの
どちらかになります。

Note

プライベート VLANポートのタイプは、次のとおりです。

•無差別ポート：無差別ポートは、プライマリ VLANに属します。無差別ポートは、無差
別ポートとアソシエートされているセカンダリ VLANに属し、プライマリ VLANとアソ
シエートされている、すべてのインターフェイスと通信でき、この通信可能なインター

フェイスには、コミュニティポートと独立ホストポートも含まれます。プライマリVLAN
には、複数の無差別ポートを含めることができます。各無差別ポートには、ポートにアソ

シエートされている、複数のセカンダリ VLANを含めることができ、また、セカンダリ
VLANを含めないこともできます。無差別ポートとセカンダリ VLANが同じプライマリ
VLANにある限り、セカンダリ VLANは、複数の無差別ポートとアソシエートすること
ができます。このアソシエーションは、ロードバランシングまたは冗長性のために使用す

ることもできます。セカンダリVLANを無差別ポートに関連付けないこともできますが、
その場合、セカンダリ VLANはレイヤ 3インターフェイスと通信できません。

ベストプラクティスとして、プライマリのすべてのセカンダリ

ポートをマッピングして、トラフィックの損失を最小限に抑える

必要があります。

Note

•無差別トランク：複数のプライマリ VLANのトラフィックを伝送するように無差別トラ
ンクポートを設定できます。プライベート VLANのプライマリ VLANおよびすべてまた
は選択した関連付けられた VLANを無差別トランクポートにマップします。各プライマ
リ VLANと 1つの関連付けられたセカンダリ VLANは、プライベート VLANのペアとな
ります。最大 PVLANのマッピングについては、『検証済み拡張性ガイド』を参照してく
ださい。
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プライマリプライベート VLANに加え、標準の VLANでもプラ
イベート VLAN無差別トランクポートでトラフィックが伝送さ
れます。

Note

•独立ポート：独立ポートは、セカンダリ独立VLANに属するホストポートです。このポー
トは同一プライベート VLANドメイン内のその他のポートからレイヤ 2で完全に分離さ
れていますが、関連付けられた無差別ポートとは通信できます。プライベートVLANは、
無差別ポートからのトラフィックを除き、独立ポート宛のトラフィックをすべてブロック

します。独立ポートから受信されたトラフィックは、無差別ポートにだけ転送されます。

特定の独立 VLANに複数の独立ポートを設定し、その独立 VLAN内で各ポートを他のす
べてのポートから完全に分離できます。

•独立トランクまたはセカンダリトランク：複数の独立 VLANのトラフィックを伝送する
ように独立トランクポートを設定できます。独立トランクポートの各セカンダリ VLAN
は、別々のプライマリ VLANに関連付ける必要があります。同じプライマリ VLANに関
連付けられた 2つのセカンダリ VLANは、1つの独立トランクポートにはできません。
各プライマリVLANと関連付けられた 1つのセカンダリVLANは、プライベートVLANの
ペアです。最大 PVLANの関連付けについては、『Verified Scalability Guide』を参照して
ください。

セカンダリプライベート VLANに加え、標準の VLANでもプラ
イベート VLAN独立トランクポートでトラフィックが伝送され
ます。

Note

•コミュニティポート：コミュニティポートは、1つのコミュニティセカンダリ VLANに
属するホストポートです。コミュニティポートは、同じコミュニティ VLANにある他の
ポートおよびアソシエートされている無差別ポートと通信します。これらのインターフェ

イスは、他のコミュニティにある他のすべてのインターフェイスおよびプライベートVLAN
ドメイン内のすべての独立ポートから、レイヤ 2で分離されています。

トランクは、無差別、独立、およびコミュニティの各ポート間のトラフィックを伝送するVLAN
をサポートできるので、独立ポートとコミュニティポートのトラフィックはトランクインター

フェイスを経由してデバイスと送受信されることがあります。

Note

プライマリ、独立、およびコミュニティプライベート VLAN

プライマリ VLANにはレイヤ 3ゲートウェイがあるので、プライベート VLANの外部と通信
するには、セカンダリ VLANをプライマリ VLANに関連付けます。プライマリ VLANおよび
2種類のセカンダリVLAN（独立VLANおよびコミュニティVLAN）には、次の特性がありま
す。
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•プライマリVLAN：プライマリVLANは、無差別ポートから（独立およびコミュニティ）
ホストポートおよび他の無差別ポートへのトラフィックを伝送します。

•独立 VLAN：独立 VLANは、ホストから無差別ポートおよびレイヤ 3ゲートウェイへの
単方向アップストリームトラフィックを伝送するセカンダリ VLANです。プライマリ
VLANには 1つの独立 VLANを設定できます。また、各独立 VLANに複数の独立ポート
を設定し、各独立ポートからのトラフィックを完全に分離することもできます。

•コミュニティ VLAN：コミュニティ VLANは、アップストリームトラフィックをコミュ
ニティポートから無差別ポートゲートウェイおよび同じコミュニティ内の他のホストポー

トに伝送するセカンダリ VLANです。プライベート VLANには、複数のコミュニティ
VLANを設定できます。1つのコミュニティ内のポートは相互に通信できますが、これら
のポートは、他のコミュニティにあるポートとも、プライベートVLANにある独立VLAN
とも、通信できません。

Figure 3:プライベート VLANのレイヤ 2トラフィックフロー

次の図に、プライマリまたはプライベート VLAN内のレイヤ 2トラフィックフロー、および
VLANのタイプとポートのタイプを示します。

プライベート VLANのトラフィックフローは、ホストポートから無差別ポートへの単方向で
す。無差別ポートから出力されるトラフィックは、標準 VLAN内のトラフィックと同様に処
理され、関連付けられたセカンダリ VLANでトラフィックが分離されることはありません。

Note

無差別ポートは、1つのプライマリ VLAN、1つの独立 VLAN、複数のコミュニティ VLANだ
けで動作できます。(レイヤ 3ゲートウェイは、無差別ポートを介してデバイスに接続されま
す。)無差別ポートでは、広範囲なデバイスをプライベートVLANのアクセスポイントとして
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接続できます。たとえば、すべてのプライベート VLANサーバーを管理ワークステーション
から監視したりバックアップしたりするのに、無差別ポートを使用できます。

プライベート VLANの無差別および独立トランクポートを設定できます。これらの無差別ト
ランクポートと独立トランクポートは、標準の VLANに加え、複数のプライマリおよびセカ
ンダリ VLANのトラフィックを伝送できます。

Note

プライマリ VLANには複数の無差別ポートを設定できますが、各プライマリ VLANに設定で
きるレイヤ 3ゲートウェイは 1つだけです。

スイッチング環境では、個々のエンドステーションに、または共通グループのエンドステー

ションに、個別のプライベート VLANや、関連する IPサブネットを割り当てることができま
す。エンドステーションはデフォルトゲートウェイとの通信を行うだけで、プライベート

VLANの外部と通信することができます。

レイヤ 3ゲートウェイを設定するには、VLANインターフェイス機能をイネーブルにしておく
必要があります。VLANネットワークインターフェイスと IPアドレス設定の詳細については、
『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照してください。

Note

プライマリ VLANとセカンダリ VLANの関連付け

セカンダリ VLAN内のホストポートでプライベート VLAN外と通信するには、セカンダリ
VLANをプライマリ VLANに関連付ける必要があります。関連付けが正常に動作していない
場合、セカンダリ VLANのホストポート（独立ポートおよびコミュニティポート）はダウン
ステートになります。

セカンダリ VLANは、1つのプライマリ VLANのみにアソシエートすることができます。Note

アソシエーションの操作を可能にするには、次の条件を満たす必要があります。

•プライマリ VLANが存在する。

•セカンダリ VLANが存在する。

•プライマリ VLANがプライマリ VLANとして設定されている。

•セカンダリ VLANが、独立 VLANまたはコミュニティ VLANとして設定されている。

関連付けが動作していることを確認するには、showコマンドの出力を調べます。関連付けが
動作していなくても、エラーメッセージは発行されません

Note
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プライマリ VLANまたはセカンダリ VLANを削除すると、その VLANに関連付けされたポー
トは非アクティブになります。指定の VLANをプライベート VLANモードに再変換すると、
元のアソシエーションが復元されます。

関連付けがプライベート VLANトランクポートで動作していない場合、ポート全体はダウン
せずに、その VLANだけがダウンします。

no private-vlanコマンドを入力すると、VLANは通常のVLANモードに戻ります。そのVLAN
上の関連付けはすべて一時停止されますが、インターフェイスはプライベート VLANモード
のままになります。

プライマリVLANに対して no vlanコマンドを入力すると、そのVLANに関連付けされたすべ
てのプライベートVLANは失われます。ただし、セカンダリVLANに対して no vlanコマンド
を入力した場合、そのVLANとプライベートVLANの関連付けは一時停止します。このVLAN
を再作成してセカンダリ VLANとして設定すると元に戻ります。

この動作は、Catalystデバイスの動作と異なります。Note

セカンダリ VLANとプライマリ VLANの関連付けを変更するには、現在の関連付けを削除し
てから目的の関連付けを追加します。

プライベート VLAN内のブロードキャストトラフィック

プライベート VLANにあるポートからのブロードキャストトラフィックは、次のように流れ
ます。

•ブロードキャストトラフィックは、すべての無差別ポートからプライマリ VLAN内のす
べてのポートに流れます。このブロードキャストトラフィックは、プライベート VLAN
パラメータで設定されていないポートを含め、プライマリ VLAN内のすべてのポートに
配信されます。

•すべての独立ポートからのブロードキャストトラフィックは、その独立ポートに関連付け
られているプライマリ VLANの無差別ポートにだけ配信されます。

•コミュニティポートからのブロードキャストトラフィックは、そのポートのコミュニティ
内のすべてのポート、およびそのコミュニティポートに関連付けられているすべての無差

別ポートに配信されます。このブロードキャストパケットは、プライマリ VLAN内の他
のコミュニティまたは独立ポートには配信されません。

プライベート VLANポートの分離

プライベート VLANを使用すると、次のように、エンドステーションへのアクセスを制御で
きます。

•エンドステーションに接続されているインターフェイスを選択して独立ポートとして設定
し、レイヤ2の通信をしないようにします。たとえば、エンドステーションがサーバの場
合、この設定によりサーバ間のレイヤ 2通信ができなくなります。
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•デフォルトゲートウェイおよび選択したエンドステーション（バックアップサーバーな
ど）に接続されているインターフェイスを無差別ポートとして設定し、すべてのエンドス

テーションがデフォルトゲートウェイにアクセスできるようにします。

プライベート VLANおよび VLANインターフェイス

レイヤ 2 VLANへの VLANインターフェイスは、スイッチ仮想インターフェイス（SVI）とも
呼ばれます。レイヤ 3デバイスは、セカンダリ VLANではなく、プライマリ VLANだけを介
してプライベート VLANと通信します。

VLANネットワークインターフェイスは、プライマリ VLANだけに対して設定します。セカ
ンダリ VLANには VLANインターフェイスを設定しないでください。VLANがセカンダリ
VLANとして設定されている場合、セカンダリ VLANの VLANネットワークインターフェイ
スは非アクティブになります。VLANインターフェイスの設定が正しくない場合、次のような
状況になります。

•アクティブな VLANネットワークインターフェイスが設定された VLANをセカンダリ
VLANとして設定しようとすると、VLANインターフェイスをディセーブルにするまで
は、設定が許可されません。

•セカンダリVLANとして設定されているVLAN上でVLANネットワークインターフェイ
スを作成してイネーブルにしようとすると、その VLANインターフェイスはディセーブ
ルのままで、システムからエラーが返されます。

プライマリ VLANがセカンダリ VLANに関連付けられ、マッピングされている場合、プライ
マリ VLAN上のすべての設定がセカンダリ VLANに伝播されます。たとえば、プライマリ
VLAN上の VLANネットワークインターフェイスに IPサブネットを割り当てると、このサブ
ネットはプライベート VLAN全体の IPサブネットアドレスになります。

VLANインターフェイスを設定するには、VLANインターフェイス機能をイネーブルにしてお
く必要があります。VLANインターフェイスおよび IPアドレスの設定の詳細については、
『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照してください。

Note

複数のデバイスにまたがるプライベート VLAN

複数のデバイスにわたるようにプライベート VLANを拡張するには、プライマリ VLAN、独
立 VLAN、およびコミュニティ VLANを、プライベート VLANをサポートする他のデバイス
にトランキングします。プライベート VLAN設定のセキュリティを保持して、プライベート
VLANとして設定された VLANが他の目的に使用されないようにするには、プライベート
VLANポートが設定されていないデバイスを含め、すべての中間デバイスにプライベートVLAN
を設定します。
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内部 VLANタグを保持するプライベート VLAN

Cisco NX-OSリリース 10.2(3)F以降、グローバル system dot1q-tunnel transit <vlan>を構成し
ている場合トランジットボックスとして機能するサポートされている Cisco Nexusスイッチで
コマンドを実行すると、2つ以上のタグを持つプライベート VLANトランクポートに着信す
るパケットは保持され、内部タグを削除せずに送信されます。このコマンドの詳細について

は、cisco.comの関連リリースの『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』
を参照してください。

PVLANと QinQが同じポートで設定されている場合、内部タグの保存は機能しません。（注）

次の図は、パケットが PVLANセカンダリトランクから PVLAN無差別トランクに移動した
り、その逆に移動したりするときの、サポートされている Cisco Nexusスイッチでの内部タグ
の保持を示しています。

サンプル設定を次に示します。

vlan 10
private-vlan primary
private-vlan association 11-12
vlan 11
private-vlan isolated
vlan 12
private-vlan community

interface Ethernet1/1
switchport
switchport mode private-vlan trunk secondary
switchport private-vlan association trunk 10 11

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
77

NX-OSを使用したプライベート VLANの設定

内部 VLANタグを保持するプライベート VLAN

https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-and-configuration-guides-list.html


no shutdown

interface Ethernet1/2
switchport
switchport mode private-vlan trunk promiscuous
switchport private-vlan mapping trunk 10 11-12
no shutdown

(config)# system dot1q-tunnel transit vlan 10,11

プライベート VLANのハイアベイラビリティ
このソフトウェアは、コールドリブート時に、プライベート VLANのステートフルおよびス
テートレスの両方の再起動において、ハイアベイラビリティをサポートしています。ステート

フルな再起動では、最大 3回の再試行がサポートされます。再起動から 10秒以内に 4回以上
の再試行を行うと、スーパーバイザモジュールがリロードされます。

ハイアベイラビリティ機能、の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

Note

プライベート VLANの前提条件
プライベート VLANには次の前提条件があります。

•デバイスにログインしていること。

•プライベート VLAN機能をイネーブルにする必要があります。

プライベート VLANの設定に関するガイドラインおよび
制約事項

プライベート VLAN設定時のガイドラインと制約事項 PVLANは次のとおりです。

•一つの関連付けから別の関連付けにPVLANホスト関連付けを変更する場合、ポートセキュ
リティ静的MACアドレスが削除されていないとエラーが表示されます。ポートセキュリ
ティ静的MACアドレスを削除することをお勧めします。
ERROR: Static Port-Security Mac configured. Remove configured static port-security
mac under the interfaces before changing the private-vlan

•無差別モードで vPCポートチャネルの PVLANマッピングを変更すると、vPCセカンダリ
の vPC POメンバーがフラップします。

• showコマンド（internalキーワード付き）はサポートされていません。
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•デバイスで PVLAN機能を適用できるようにするには、あらかじめ PVLANをイネーブル
にしておく必要があります。

•ハードウェアおよび設定の制限により、ポートは、ポートVLANマッピングを持つと同時
に、無差別、独立、トランク、またはホストポートモードでプライベートVLAN（PVLAN）
インターフェイスとして動作することはできません。PVLANとポート VLAN機能は、
個別のポートで独立して動作します。両方の機能に同じVLANを構成して使用できます。
これは、これらのリリースに適用されます。

• Cisco NX-OSリリース 10.2(9)M

• Cisco NX-OSリリース 10.3(7)M

• Cisco NX-OSリリース 10.4(5)M

• Cisco NX-OSリリース 10.2（2）F

•デバイスでこの機能を適用するには、VLANインターフェイス機能をイネーブルにする必
要があります。

•セカンダリ VLANを設定する前に、セカンダリ VLANとして設定するすべての VLANの
VLANネットワークインターフェイスをシャットダウンします。

•スタティックMACが通常の VLANで作成され、その VLANがセカンダリ VLANに変換
されると、Cisco NX-OSはセカンダリ VLANで設定されたMACをスタティックMACと
して維持します。

• PVLANは、次のように PVLANポートモードをサポートします。

•プロミスキャス

•無差別トランク

•ホストを分離する

•独立ホストトランク。

•コミュニティホスト。

• Cisco NX-OSリリース 9.2(1)以降、PVLANは VXLANをサポートします。

•プライベート VLANは、ポートチャネルのポートモードをサポートします。

•プライベート VLANは、仮想ポートチャネル（vPC）インターフェイスのポートモード
サポートを提供します。

• PVLAN無差別トランクまたはPVLAN独立トランクを設定する場合は、IDで指定されたリ
ストで非PVLANを許可することを推奨します。 switchport private-vlan trunk allowed コ
マンドを使用します。PVLANは、PVLANトランクモードに応じてマッピングまたは関連
付けられます。
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2番目のスイッチを無差別または隔離された PVLANトランクに
接続することはできません。PVLAN無差別トランクまたはPVLAN
隔離トランクは、ホストスイッチでのみサポートされます。

（注）

• system private-vlan fex trunkコマンドは、Cisco Nexus 9300 -FX、-FX2、-FX3プラット
フォームスイッチでサポートされていません。次の PVLANモードは、シングルホーム
FEX構成の FEXポートおよびポートチャネルでのみサポートされます（AAまたは ST
vPCモードではサポートされません）。

• Isolated host

• Community host

• Isolated trunk

これらのモードは、シングルホーム FEX構成の FEXポートおよびポートチャネルでのみ
サポートされます（AAまたは ST vPCモードではサポートされません）。

• PVLANはPACLおよびRACLをサポートします。

• PVLANは次のようにSVIをサポートします。

•プライマリVLAN上のSVI。

• SVIのプライマリおよびセカンダリ IPアドレス。

•プライマリSVIのHSRP。

• PVLANはレイヤ2転送をサポートします。

• PVLANは次のようにSTPをサポートします。

• RSTP

• MST

• PVLANは、通常のトランクポートを介してスイッチ間でサポートされます。

• PVLANは、CiscoNexus9396PQおよび93128TXスイッチの10Gポートでサポートされます。

• PVLAN設定は、CiscoNexus9300シリーズスイッチのALEポートではサポートされません。

• PVLANポートモードは、Cisco Nexus 3164Qスイッチではサポートされていません。

• Network Forwarding Engine（NFE）では、PVLANはブレークアウトをサポートしません。

• PVLANは、vPCまたはポートチャネルFEXポートではサポートされません。

• PVLANは、IPマルチキャストまたはIGMPスヌーピングをサポートしません。

• Cisco NX-OSリリース9.3(3)以降では、次の機能が C9316D-GX、C93600CD-GX、および
C9364C-GXスイッチでサポートされています。
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• vPC

• 200k MACスケール

• Dot1x

•ポートセキュリティ

•選択的 QinQ

•マルチプルプロバイダ VLANを装備した選択的 QinQ

• Cisco NX-OSリリース9.3（5）以降、PVLANはDHCPスヌーピングをサポートします。

• Cisco NX-OSリリース 9.3(5)以降、PVLANは N9K-C93180YC-FX3Sプラットフォームス
イッチでサポートされています。

• Cisco NX-OSリリース 9.3(9)以降、vPCピアリンクインターフェイスでは PVLAN設定は
許可されません。

• PVLANはPVLAN QoSをサポートしません。

• PVLANはVACLをサポートしません。

• PVLANはVTPをサポートしません。

• PVLANはトンネルをサポートしません。

•送信元がPVLAN VLANの場合、PVLANはSPANをサポートしません。

• PVLANの一部になるように共有インターフェイスを設定できません。詳細については、
『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照してください。

• Cisco NX-OS CLIでは、PVLANグループごとに複数の独立VLAN設定を設定できますが、
このような設定はサポートされていません。PVLANグループには、最大で1つの独立VLAN
を設定できます。

• Cisco NX-OS Release 7.0（3）I5（1）以降では、VLANでのPVLANアソシエーションはサ
ポートされていません。

• PVLANホストポートおよび通常のトランクのMACアドレス学習は、プライマリ VLAN
で行われます。通常のトランクの場合、パケットはセカンダリ VLANを使用して交換さ
れますが、MAC学習は引き続きプライマリ VLANで実施されます。

• PVLANは、N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636C-RXラインカードを搭載した
Cisco Nexus 9500 Seriesスイッチではサポートされていません。

• CiscoNX-OSリリース10.1（2）以降では、vPC孤立ポートでのPVLANとportSec機能の組み
合わせには、ピアとトリガー間での動的なMac同期に制限があります。

• Cisco NX-OS Release 10.2(2)F以降、次の機能が Cisco N9K-9332D-GX2Bプラットフォーム
スイッチでサポートされます。

• PVLANおよび Flex Link
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• VPC

•選択的 QinQ

•マルチプルプロバイダ VLANを装備した選択的 QinQ

• Cisco NX-OSリリース 10.2(3)F以降では、グローバル system dot1q-tunnel transitコマンド
がトランジットボックスとして機能する Nexusスイッチで設定されている場合、パケッ
トが 2つ以上のタグで着信すると、内部 VLANを持つプライベート VLANタグ保存機能
により、PVLANの内部タグを保存できます。この機能は、EX、FX、FX2、FX3、GX、お
よび GX2Bベースの Cisco Nexus 9000シリーズ TORスイッチでのみサポートされていま
す。

• PVLANとQ-in-Qが同じポートで設定されている場合、内部タグの保存は機能しません。

• Cisco NX-OSリリース 10.3(3)F以降、IPv6アンダーレイは、Cisco Nexus
9300-EX/FX/FX2/FX3/GX/GX2スイッチおよび 9700-EX/FX/GXラインカードを搭載した
Cisco Nexus 9500スイッチにおいて、VXLAN EVPNの PVLANでサポートされます。

• Cisco NX-OSリリース 10.4(2)F以降、PVLANは Cisco Nexus C93108TC-FX3スイッチでは
サポートされます。

プライベート VLANのデフォルト設定
次の表に、プライベート VLANのデフォルト設定を示します。

Table 6:プライベート VLANのデフォルト設定

デフォル

ト

パラメータ

無効化プライベートVLAN

プライベート VLANの設定
指定した VLANをプライベート VLANとして割り当てる前に、VLANを作成しておく必要が
あります。

VLANインターフェイスへの IPアドレスの割り当ての詳細については、『Cisco Nexus 9000
Series NX-OS Interfaces Configuration Guide』を参照してください。

Cisco IOSの CLIに慣れている場合、この機能の Cisco NX-OSコマンドは従来の Cisco IOSコマ
ンドと異なる点があるため注意が必要です。

Note
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プライベート VLANのイネーブル化（CLIバージョン）
プライベート VLAN機能を使用するには、デバイス上でプライベート VLANをイネーブルに
する必要があります。

プライベート VLANコマンドは、プライベート VLAN機能をイネーブルにするまで表示され
ません。

Note

SUMMARY STEPS

1. config t
2. feature private-vlan
3. exit
4. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

デバイス上でプライベートVLAN機能をイネーブル
にします。

feature private-vlan

Example:

ステップ 2

switch(config)# feature private-vlan
switch(config)#

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 4

switch(config)# copy running-config startup-config

Example

次に、デバイス上でプライベート VLAN機能をイネーブルにする例を示します。
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switch# config t
switch(config)# feature private-vlan
switch(config)#

プライベート VLANとしての VLANの設定（CLIバージョン）

VLANをセカンダリ VLAN（つまり、コミュニティ VLANまたは独立 VLANのいずれか）と
して設定する前に、まず VLANネットワークインターフェイスをシャットダウンする必要が
あります。

Note

VLANは、プライベート VLANとして設定できます。

プライベート VLANを作成するには、最初に VLANを作成して、その VLANをプライベート
VLANとして設定します。

プライベート VLAN内で、プライマリ VLAN、コミュニティ VLAN、または独立 VLANとし
て使用するすべてのVLANを作成します。そのあとで、複数の独立VLANおよび複数のコミュ
ニティ VLANを 1つのプライマリ VLANに関連付けます。複数のプライマリ VLANと関連付
けを設定できます。つまり、複数のプライベート VLANを設定できます。

プライマリ VLANまたはセカンダリ VLANを削除すると、その VLANに関連付けされたポー
トは非アクティブになります。

プライベートVLANトラックポート上でセカンダリVLANまたはプライマリVLANのいずれ
かを削除した場合、その特定の VLANだけが非アクティブになり、トランクポートはアップ
したままです。

SUMMARY STEPS

1. config t
2. vlan {vlan-id | vlan-range}
3. [no] private-vlan {community | isolated | primary}
4. exit
5. (Optional) show vlan private-vlan [type]
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#
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PurposeCommand or Action

VLAN設定サブモードにします。vlan {vlan-id | vlan-range}

Example:

ステップ 2

switch(config)# vlan 5
switch(config-vlan)#

VLANを、コミュニティVLAN、独立VLAN、また
はプライマリプライベート VLANとして設定しま

[no] private-vlan {community | isolated | primary}

Example:

ステップ 3

す。プライベート VLANには、1つのプライマリswitch(config-vlan)# private-vlan primary
VLANを設定する必要があります。複数のコミュニ
ティ VLANと独立 VLANを設定することができま
す。

または

指定した VLANからプライベート VLANの設定を
削除し、通常のVLANモードに戻します。プライマ
リ VLANまたはセカンダリ VLANを削除すると、
そのVLANに関連付けされたポートは非アクティブ
になります。

VLANコンフィギュレーションサブモードを終了し
ます。

exit

Example:

ステップ 4

switch(config-vlan)# exit
switch(config)#

プライベート VLANの設定を表示します。(Optional) show vlan private-vlan [type]

Example:

ステップ 5

switch# show vlan private-vlan

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、VLAN 5をプライマリ VLANとしてプライベート VLANに割り当てる方法
を示しています。

switch# config t
switch(config)# vlan 5
switch(config-vlan)# private-vlan primary
switch(config-vlan)# exit
switch(config)#
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セカンダリ VLANとプライマリプライベート VLANの関連付け（CLI
バージョン）

セカンダリVLANをプライマリVLANに関連付けるときは、次の注意事項に従ってください。

• secondary-vlan-listパラメータには、スペースを含めないでください。カンマで区切った複
数の項目を含めることができます。各項目は、単一のセカンダリ VLAN ID、またはセカ
ンダリ VLAN IDをハイフンでつないだ範囲にできます。

• secondary-vlan-listパラメータには、複数のコミュニティVLAN IDと独立VLAN IDを含め
ることができます。

• secondary-vlan-listを入力するか、addキーワード secondary-vlan-listを追加して、プライマ
リ VLANとセカンダリ VLANの関連付けを行います。

• removeを入力しますキーワード secondary-vlan-listを削除して、セカンダリVLANとプラ
イマリ VLANとの関連付けをクリアします。

•セカンダリ VLANとプライマリ VLANとのアソシエーションを変更するには、既存のア
ソシエーションを削除し、次に必要なアソシエーションを追加します。

プライマリ VLANまたはセカンダリ VLANを削除すると、その VLANに関連付けされたポー
トは非アクティブになります。

no private-vlan コマンド、VLANは通常の VLANモードに戻ります。その VLAN上の関連付
けはすべて一時停止されますが、インターフェイスはプライベート VLANモードのままにな
ります。

指定の VLANをプライベート VLANモードに再変換すると、元のアソシエーションが復元さ
れます。

no vlanコマンドは、プライマリ VLANに対して、その VLANに関連付けされているすべての
プライベートVLANが失われます。ただし、セカンダリVLANに対して no vlanコマンドを入
力した場合、その VLANとプライベート VLANの関連付けは一時停止します。この VLANを
再作成して以前のセカンダリ VLANとして設定すると元に戻ります。

Before you begin

プライベート VLAN機能がイネーブルであることを確認してください。

SUMMARY STEPS

1. config t
2. vlan primary-vlan-id

3. [no] private-vlan association {[add] secondary-vlan-list | remove secondary-vlan-list}
4. exit
5. (Optional) show vlan private-vlan [type]
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

プライベート VLANの設定作業を行うプライマリ
VLANの番号を入力します。

vlan primary-vlan-id

Example:

ステップ 2

switch(config)# vlan 5
switch(config-vlan)#

コマンドの 1つの形式を使用して、[no] private-vlan association {[add] secondary-vlan-list
| remove secondary-vlan-list}

ステップ 3

セカンダリ VLANをプライマリ VLANに関連付け
ます。Example:

switch(config-vlan)# private-vlan association
100-105,109 または

プライマリVLANからすべての関連付けを削除し、
通常の VLANモードに戻します。

VLANコンフィギュレーションサブモードを終了し
ます。

exit

Example:

ステップ 4

switch(config-vlan)# exit
switch(config)#

プライベート VLANの設定を表示します。(Optional) show vlan private-vlan [type]

Example:

ステップ 5

switch# show vlan private-vlan

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、コミュニティ VLAN 100～ 105および独立 VLAN 109をプライマリ VLAN 5に
関連付ける例を示します。

switch(config)# vlan 5
switch(config-vlan)# private-vlan association 100-105, 109
switch(config-vlan)# exit
switch(config)#
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プライマリ VLANの VLANインターフェイスへのセカンダリ VLANの
マッピング（CLIバージョン）

プライベート VLNのプライマリ VLANの VLANインターフェイスへの IPアドレスの割り当
ての詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参照し
てください。

Note

セカンダリ VLANを、プライマリ VLANの VLANインターフェイスにマッピングします。独
立 VLANおよびコミュニティ VLANは、ともにセカンダリ VLANと呼ばれます。プライベー
ト VLANの入力トラフィックをレイヤ 3で処理するには、セカンダリ VLANをプライマリ
VLANの VLANネットワークインターフェイスにマッピングします。

VLANネットワークインターフェイスを設定する前に、VLANネットワークインターフェイ
スをイネーブルにする必要があります。プライマリ VLANに関連付けられたコミュニティ
VLANまたは独立 VLAN上の VLANネットワークインターフェイスは、アウトオブサービ
スになります。稼働するのは、プライマリ VLAN上の VLANネットワークインターフェイス
だけです。

Note

Before you begin

•プライベート VLAN機能をイネーブルにする。

• VLANインターフェイス機能をイネーブルにする。

•セカンダリ VLANのマッピング先となる正しいプライマリ VLANレイヤ 3インターフェ
イスで作業をしていること。

SUMMARY STEPS

1. config t
2. interface vlan primary-vlan-ID

3. [no] private-vlan mapping {[add] secondary-vlan-list | remove secondary-vlan-list}
4. exit
5. (Optional) show interface vlan primary-vlan-id private-vlan mapping
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

プライベート VLANの設定作業を行うプライマリ
VLANの番号を入力します。プライマリVLANのイ

interface vlan primary-vlan-ID

Example:

ステップ 2

ンターフェイスコンフィギュレーションモードが

開始されます。
switch(config)# interface vlan 5
switch(config-if)#

セカンダリ VLANを、プライマリ VLANの SVIま
たはレイヤ 3インターフェイスにマッピングしま

[no] private-vlan mapping {[add] secondary-vlan-list |
remove secondary-vlan-list}

Example:

ステップ 3

す。これにより、プライベート VLAN入力トラ
フィックのレイヤ 3スイッチングが可能になりま
す。

switch(config-if)# private-vlan mapping 100-105,
109

または

セカンダリ VLANとプライマリ VLAN間のレイヤ
3インターフェイスへのマッピングを消去します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

インターフェイスのプライベートVLAN情報を表示
します。

(Optional) show interface vlan primary-vlan-id
private-vlan mapping

Example:

ステップ 5

switch(config)# show interface vlan 101
private-vlan mapping

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、セカンダリ VLAN 100～ 105および 109を、プライマリ VLAN 5のレイヤ 3イ
ンターフェイスにマッピングする例を示します。

switch #config t
switch(config)# interface vlan 5
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switch(config-if)# private-vlan mapping 100-105, 109
switch(config-if)# exit
switch(config)#

プライベート VLANホストポートとしてのレイヤ 2インターフェイス
の設定

レイヤ 2インターフェイスをプライベート VLANのホストポートとして設定できます。プラ
イベートVLANでは、ホストポートがセカンダリVLANの一部です。セカンダリVLANは、
コミュニティ VLANまたは独立 VLANのいずれかです。

ホストポートとして設定されているすべてのインターフェイスで、BPDUガードをイネーブル
にすることを推奨します。

Note

次に、ホストポートを、プライマリ VLANとセカンダリ VLANの両方にアソシエートしま
す。

Before you begin

プライベート VLAN機能がイネーブルであることを確認してください。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. switchport mode private-vlan host
4. [no] switchport private-vlan host-association {primary-vlan-id} {secondary-vlan-id}
5. exit
6. (Optional) show interface switchport
7. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

プライベート VLANホストポートとして設定する
レイヤ 2ポートを選択します。

interface type slot/port

Example:

ステップ 2
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PurposeCommand or Action
switch(config)# interface ethernet 2/1
switch(config-if)#

レイヤ2ポートをプライベートVLANのホストポー
トとして設定します。

switchport mode private-vlan host

Example:

ステップ 3

switch(config-if)# switchport mode private-vlan
host
switch(config-if)#

レイヤ 2ホストポートを、プライベート VLANの
プライマリ VLANおよびセカンダリ VLANに関連

[no] switchport private-vlan host-association
{primary-vlan-id} {secondary-vlan-id}

Example:

ステップ 4

付けます。セカンダリ VLANは、独立 VLANまた
はコミュニティVLANのいずれかとして設定できま
す。

switch(config-if)# switchport private-vlan
host-association 10 50

または

プライベートVLANのアソシエーションをポートか
ら削除します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

Example:

ステップ 5

switch(config-if)# exit
switch(config)#

スイッチポートとして設定されているすべてのイン

ターフェイスに関する情報を表示します。

(Optional) show interface switchport

Example:

ステップ 6

switch# show interface switchport

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 7

switch(config)# copy running-config startup-config

Example

次に、レイヤ 2ポート 2/1をプライベート VLANのホストポートとして設定し、プラ
イマリ VLAN 10およびセカンダリ VLAN 50に関連付ける例を示します。
switch# config t
switch(config)# interface ethernet 2/1
switch(config-if)# switchport mode private-vlan host
switch(config-if)# switchport private-vlan host-association 10 50
switch(config-if)# exit
switch(config)#
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プライベートVLAN独立トランクポートとしてのレイヤ2インターフェ
イスの設定

レイヤ 2インターフェイスをプライベート VLAN独立トランスポートとして設定できます。
これらの独立トランクポートは、複数のセカンダリ VLANと通常の VLANのトラフィックを
伝送します。

プライマリVLANとセカンダリVLANは、プライベートVLAN独立トランクポート上で動作
可能になる前に関連付ける必要があります。

（注）

始める前に

プライベート VLAN機能がイネーブルであることを確認してください。

手順の概要

1. config t
2. interface {type slot/port}
3. switchport
4. switchport mode private-vlan trunk secondary

5. （任意） switchport private-vlan trunk native vlan vlan-id

6. switchport private-vlan trunk allowed vlan {add vlan-list | all | except vlan-list | none | remove
vlan-list}

7. [no] switchport private-vlan association trunk {primary-vlan-id [secondary-vlan-id]}
8. exit

9. （任意） show interface switchport

10. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。config t

例：

ステップ 1

switch# config t
switch(config)#

プライベート VLAN独立トランクポートとして設
定するレイヤ 2ポートを選択します。

interface {type slot/port}

例：

ステップ 2

switch(config)# interface ethernet 2/11
switch(config-if)#
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目的コマンドまたはアクション

レイヤ 2ポートをスイッチポートとして設定しま
す。

switchport

例：

ステップ 3

switch(config-if)# switchport
switch(config-if)#

レイヤ2ポートを、複数の独立VLANのトラフィッ
クを伝送する独立トランクポートとして設定しま

す。

switchport mode private-vlan trunk secondary

例：

switch(config-if)# switchport mode private-vlan
trunk secondary
switch(config-if)#

ステップ 4

（注）

コミュニティVLANは独立トランクポートにはで
きません。

802.1QトランクのネイティブVLANを設定します。
有効値の範囲は 1～ 3968および 4048～ 4093です。
デフォルト値は 1です。

（任意） switchport private-vlan trunk native vlan
vlan-id

例：

ステップ 5

（注）switch(config-if)# switchport private-vlan trunk
native vlan 5 プライベートVLANを独立トランクポートのネイ

ティブVLANとして使用している場合は、セカン
ダリVLANまたは標準VLANの値を入力する必要
があります。プライマリVLANをネイティブVLAN
として設定することはできません。

プライベート VLAN独立トランクインターフェイ
スの許容 VLANを設定します。有効値の範囲は 1
～ 3968および 4048～ 4093です。

switchport private-vlan trunk allowed vlan {add
vlan-list | all | except vlan-list | none | remove vlan-list}

例：

ステップ 6

プライベートプライマリ VLANおよびセカンダリ
VLANを独立トランクポートにマッピングすると、

switch(config-if)# switchport private-vlan trunk
allowed vlan add 1
switch(config-if)#

すべてのプライマリ VLANがこのポートの許可さ
れる VLANリストに自動的に追加されます。

（注）

ネイティブVLANが許可されるVLANリストに含
まれていることを確認します。このコマンドでは、

デフォルトでこのインターフェイス上のVLANが
許可されないため、ネイティブVLANトラフィッ
クを通過させるには、ネイティブVLANを許可さ
れるVLANとして設定する必要があります（関連
する VLANとして追加済みでない場合）。

レイヤ 2独立トランクポートを、プライベート
VLANのプライマリVLANおよびセカンダリVLAN

[no] switchport private-vlan association trunk
{primary-vlan-id [secondary-vlan-id]}

例：

ステップ 7

に関連付けます。セカンダリ VLANは独立 VLAN
である必要があります。各独立トランクポートに
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目的コマンドまたはアクション

switch(config-if)# switchport private-vlan
association trunk 10 101
switch(config-if)#

対し、最大 16個のプライベートVLANのプライマ
リとセカンダリのペアを関連付けられます。作業中

のプライマリ VLANとセカンダリ VLANのペアご
とに、コマンドを再入力する必要があります。

（注）

独立トランクポートの各セカンダリ VLANは、
別々のプライマリVLANに関連付ける必要があり
ます。同じプライマリ VLANに関連付けられた 2
つの独立VLANを、プライベートVLAN独立トラ
ンクポートに接続することはできません。これを

行った場合、最新のエントリが前のエントリを上

書きします。

または

プライベート VLAN独立トランクポートからプラ
イベート VLANの関連付けを削除します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 8

switch(config-if)# exit
switch(config)#

スイッチポートとして設定されているすべてのイン

ターフェイスに関する情報を表示します。

（任意） show interface switchport

例：

ステップ 9

switch# show interface switchport

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 10

switch(config)# copy running-config
startup-config

例

次に、レイヤ 2ポート 2/1を、3つの異なるプライマリVLANと関連セカンダリVLAN
に関連付けられたプライベートVLAN独立トランクポートとして設定する例を示しま
す。

switch# config t
switch(config)# interface ethernet 2/1
switch(config-if)# switchport mode private-vlan trunk
switch(config-if)# switchport private-vlan trunk allowed vlan add 1
switch(config-if)# switchport private-vlan association trunk 10 101
switch(config-if)# switchport private-vlan association trunk 20 201
switch(config-if)# switchport private-vlan association trunk 30 102
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switch(config-if)# exit
switch(config)#

プライベート VLAN無差別ポートとしてのレイヤ 2インターフェイス
の設定

レイヤ 2インターフェイスをプライベート VLANの無差別ポートとして設定し、その無差別
ポートをプライマリ VLANおよびセカンダリ VLANに関連付けることができます。

Before you begin

プライベート VLAN機能がイネーブルであることを確認してください。

SUMMARY STEPS

1. config t
2. interface {type slot/port}
3. switchport mode private-vlan promiscuous
4. [no] switchport private-vlan mapping {primary-vlan-id} {secondary-vlan-list | add

secondary-vlan-list | remove secondary-vlan-list}
5. exit
6. (Optional) show interface switchport
7. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

プライベートVLAN無差別ポートとして設定するレ
イヤ 2ポートを選択します。

interface {type slot/port}

Example:

ステップ 2

switch(config)# interface ethernet 2/1
switch(config-if)#

レイヤ 2ポートをプライベートVLANの無差別ポー
トとして設定します。

switchport mode private-vlan promiscuous

Example:

ステップ 3

switch(config-if)# switchport mode private-vlan
promiscuous
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PurposeCommand or Action

レイヤ 2ポートを無差別ポートとして設定し、この
ポートをプライマリVLANおよび選択したセカンダ

[no] switchport private-vlan mapping {primary-vlan-id}
{secondary-vlan-list | add secondary-vlan-list | remove
secondary-vlan-list}

ステップ 4

リ VLANのリストに関連付けます。セカンダリ
Example: VLANは、独立 VLANまたはコミュニティ VLAN

のいずれかとして設定できます。switch(config-if)# switchport private-vlan mapping
10 50

または

プライベートVLANから、マッピングをクリアしま
す。

インターフェイスコンフィギュレーションモード

を終了します。

exit

Example:

ステップ 5

switch(config-if)# exit
switch(config)#

スイッチポートとして設定されているすべてのイン

ターフェイスに関する情報を表示します。

(Optional) show interface switchport

Example:

ステップ 6

switch# show interface switchport

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 7

switch(config)# copy running-config startup-config

Example

次に、レイヤ 2ポート 2/1を無差別ポートとして設定し、プライマリ VLAN 10とセカ
ンダリ独立 VLAN 50に関連付ける例を示します。
switch# config t
switch(config)# interface ethernet 2/1
switch(config-if)# switchport mode private-vlan promiscuous
switch(config-if)# switchport private-vlan mapping 10 50
switch(config-if)# exit
switch(config)#

プライベート VLAN無差別トランクポートとしてのレイヤ 2インター
フェイスの設定

レイヤ 2インターフェイスをプライベート VLANの無差別トランクポートとして設定し、そ
の無差別トランクポートを複数のプライマリ VLANに関連付けることができます。これらの
無差別トランクポートは、複数のプライマリ VLANと通常の VLANのトラフィックを伝送し
ます。
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プライマリVLANとセカンダリVLANは、プライベートVLAN無差別トランクポート上で動
作可能になる前に関連付ける必要があります。

（注）

始める前に

プライベート VLAN機能がイネーブルであることを確認してください。

手順の概要

1. config t
2. interface {type slot/port}
3. switchport
4. switchport mode private-vlan trunk promiscuous

5. （任意） switchport private-vlan trunk native vlan vlan-id

6. switchport mode private-vlan trunk allowed vlan {add vlan-list | all | except vlan-list | none |
remove vlan-list}

7. [no]switchport private-vlan mapping trunk primary-vlan-id [secondary-vlan-id] {add
secondary-vlan-list | remove secondary-vlan-id}

8. exit

9. （任意） show interface switchport

10. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。config t

例：

ステップ 1

switch# config t
switch(config)#

プライベート VLAN無差別トランクポートとして
設定するレイヤ 2ポートを選択します。

interface {type slot/port}

例：

ステップ 2

switch(config)# interface ethernet 2/1
switch(config-if)#

レイヤ 2ポートをスイッチポートとして設定しま
す。

switchport

例：

ステップ 3

switch(config-if)# switchport
switch(config-if)#
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目的コマンドまたはアクション

レイヤ 2ポートを、複数のプライベート VLANと
通常の VLANのトラフィックを伝送するための無
差別トランクポートして設定します。

switchport mode private-vlan trunk promiscuous

例：

switch(config-if)# switchport mode private-vlan
trunk promiscuous
switch(config-if)#

ステップ 4

802.1QトランクのネイティブVLANを設定します。
有効値の範囲は 1～ 3968および 4048～ 4093です。
デフォルト値は 1です。

（任意） switchport private-vlan trunk native vlan
vlan-id

例：

ステップ 5

（注）switch(config-if)# switchport private-vlan trunk
native vlan 5 プライベートVLANを無差別トランクポートのネ

イティブVLANとして使用している場合は、プラ
イマリVLANまたは標準VLANの値を入力する必
要があります。セカンダリ VLANをネイティブ
VLANとして設定することはできません。

プライベート VLAN無差別トランクインターフェ
イスの許可 VLANを設定します。有効値の範囲は
1～ 3968および 4048～ 4093です。

switchport mode private-vlan trunk allowed vlan {add
vlan-list | all | except vlan-list | none | remove vlan-list}

例：

ステップ 6

プライベートプライマリ VLANおよびセカンダリ
VLANを無差別トランクポートにマッピングする

switch(config-if)# switchport private-vlan trunk
allowed vlan add 1
switch(config-if)#

と、すべてのプライマリ VLANがこのポートの許
可される VLANリストに自動的に追加されます。

（注）

ネイティブVLANが許可されるVLANリストに含
まれていることを確認します。このコマンドでは、

デフォルトでこのインターフェイス上のVLANが
許可されないため、ネイティブVLANトラフィッ
クを通過させるには、ネイティブVLANを許可さ
れるVLANとして設定する必要があります（関連
する VLANとして追加済みでない場合）。

無差別トランクポートと、プライマリ VLANおよ
び選択した関連するセカンダリ VLANのリストを

[no]switchport private-vlan mapping trunk
primary-vlan-id [secondary-vlan-id] {add
secondary-vlan-list | remove secondary-vlan-id}

ステップ 7

マッピングするかマッピングを削除します。セカン

例： ダリ VLANは、独立 VLANまたはコミュニティ
VLANのいずれかとして設定できます。トラフィッswitch(config-if)# switchport private-vlan

mapping trunk 4 5
switch(config-if)#

クを通過させるには、プライマリ VLANとセカン
ダリ VLANの間のプライベート VLANの関連付け
が動作する必要があります。各無差別トランクポー

トに対し、最大 16個のプライベートVLANのプラ
イマリとセカンダリのペアをマッピングできます。
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目的コマンドまたはアクション

作業しているプライマリ VLANそれぞれに対して
コマンドを再入力する必要があります。

または

インターフェイスからプライベート VLAN無差別
トランクマッピングを削除します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 8

switch(config-if)# exit
switch(config)#

スイッチポートとして設定されているすべてのイン

ターフェイスに関する情報を表示します。

（任意） show interface switchport

例：

ステップ 9

switch# show interface switchport

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 10

switch(config)# copy running-config
startup-config

例

次に、レイヤ 2ポート 2/1を、2つのプライマリ VLANとそれに関連するセカンダリ
VLANに関連付けられた無差別トランクポートとして設定する例を示します。
switch# config t
switch(config)# interface ethernet 2/1
switch(config-if)# switchport
switch(config-if)# switchport mode private-vlan trunk promiscuous
switch(config-if)# switchport private-vlan trunk allowed vlan add 1
switch(config-if)# switchport private-vlan mapping trunk 10 20
switch(config-if)# switchport private-vlan mapping trunk 11 21
switch(config-if)# exit
switch(config)#

プライベート VLAN設定の確認
プライベート VLANの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

VLAN情報を表示します。show running-config vlan vlan-id

プライベート VLANに関する
情報を表示します。

show vlan private-vlan [type]
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目的コマンド

プライベート VLANマッピン
グのインターフェイスの情報

を表示します。

show interface private-vlan mapping

プライベート VLANマッピン
グのインターフェイスの情報

を表示します。

show interface vlan primary-vlan-id private-vlan mapping

スイッチポートとして設定さ

れているすべてのインター

フェイスに関する情報を表示

します。

show interface switchport

プライベート VLANの統計情報の表示とクリア
プライベート VLANの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

すべての VLANまたは指定した VLANのカウンタをクリアし
ます。

clear vlan [id vlan-id] counters

各 VLANのレイヤ 2パケット情報を表示します。show vlan counters

プライベート VLANの設定例
次に、3種類のプライベート VLANを作成し、セカンダリ VLANをプライマリ VLANに関連
付け、プライベート VLANのホストポートと無差別ポートを作成して適正な VLANに関連付
け、VLANインターフェイスまたは SVIを作成して、プライマリ VLANがネットワーク全体
と通信できるように設定する例を示します。

switch# configure terminal
switch(config)# vlan 2
switch(config-vlan)# private-vlan primary
switch(config-vlan)# exit
switch(config)# vlan 3
switch(config-vlan)# private-vlan community
switch(config-vlan)# exit
switch(config)# vlan 4
switch(config-vlan)# private-vlan isolated
switch(config-vlan)# exit

switch(config)# vlan 2
switch(config-vlan)# private-vlan association 3,4
switch(config-vlan)# exit
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switch(config)# interface ethernet 1/11
switch(config-if)# switchport
switch(config-if)# switchport mode private-vlan host
switch(config-if)# exit
switch(config)# interface ethernet 1/12
switch(config-if)# switchport
switch(config-if)# switchport mode private-vlan promiscuous
switch(config-if)# exit

switch(config)# interface ethernet 1/11
switch(config-if)# switchport private-vlan host-association 2 3
switch(config-if)# exit
switch(config)# interface ethernet 1/12
switch(config-if)# switchport private-vlan mapping 2 3,4
switch(config-if)# exit

switch(config)# interface vlan 2
switch(config-vlan)# private-vlan mapping 3,4
switch(config-vlan)# exit
switch(config)#

プライベート VLANの追加情報（CLIバージョン）

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Interfaces Configuration

Guide』

VLANインターフェイス、IPアドレ
ス指定

『Cisco Nexus 9000 Series NX-OS Security Configuration

Guide』

スタティックMACアドレス、セ
キュリティ

『Cisco Nexus 9000 Series NX-OS Fundamentals
Configuration Guide』

Cisco NX-OSの基礎

『Cisco Nexus 9000 Series NX-OS High Availability and

Redundancy Guide』

高可用性

『Cisco Nexus 9000 Series NX-OS System Management

Configuration Guide』

システム管理

『Cisco NX-OS Licensing Guide』ライセンス

『Cisco Nexus 9000 Series NX-OS Release Notes』リリースノート
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標準

タイト

ル

標準

—この機能でサポートされる新規の標準または変更された標準はありません。また、

既存の標準のサポートは変更されていません。

MIB

MIBのリンクMIB

詳細については、https://cisco.github.io/cisco-mibs/supportlists/
nexus9000/Nexus9000MIBSupportList.htmlを参照してください。

• CISCO-PRIVATE-VLAN-MIB
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第 8 章

スイッチングモードの設定

•スイッチングモードに関する情報（103ページ）
•スイッチングモードに関するガイドラインと制限事項（104ページ）
•スイッチングモードのデフォルト設定（105ページ）
•スイッチングモードの設定（105ページ）

スイッチングモードに関する情報
スイッチングモードは、スイッチがパケットヘッダーの宛先の詳細を読み取ったらすぐにフ

レーム転送を開始するか、またはフレーム全体を受信して、巡回冗長検査（CRC）でエラーを
チェックしてからネットワークへのフレーム転送を開始するかを決定します。

スイッチングモードは、ハードウェアを介してスイッチまたはルーティングされるすべてのパ

ケットに適用され、リブートや再起動後も永続的に保存できます。

スイッチは、次のスイッチングモードのいずれかで動作します。

カットスルースイッチングモード

カットスルースイッチングモードはデフォルトでイネーブルになっています。カットスルー

スイッチングモードで動作するスイッチは、パケットヘッダーの宛先の詳細を読み取ったら

すぐにフレームの転送を開始します。カットスルーモードのスイッチは、フレーム全体の受信

を完了する前にデータを転送します。

カットスルーモードのスイッチング速度は、Store-and-Forwardスイッチングモードのスイッ
チング速度より速くなります。

Store-and-Forwardスイッチングモード

Store-and-Forwardスイッチングがイネーブルの場合、スイッチは各フレームの巡回冗長検査
（CRC）エラーをチェックしてから、ネットワークにフレームを転送します。各フレームは、
フレーム全体を受信してチェックされるまで保存されます。

フレーム全体を受信してチェックされるまでフレームの転送は待ち状態になるため、

Store-and-Forwardスイッチングモードのスイッチング速度は、カットスルースイッチングモー
ドのスイッチング速度より遅くなります。
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スイッチングモードに関するガイドラインと制限事項
各スイッチングモードについて、次のガイドラインおよび制約事項を考慮してください。

カットスルースイッチングモードに関するガイドラインおよび制約事項

• showコマンド（internalキーワード付き）はサポートされていません。

• FCSエラーがあるパケットは、SPANが設定されている場合はミラーリングされません。

Store-and-Forwardスイッチングモードに関するガイドラインおよび制約事項

• showコマンド（internalキーワード付き）はサポートされていません。

• FCSエラーがあるパケットはドロップされます。

• FCSエラーがあるパケットは、SPANが設定されている場合はミラーリングされません。

• CPUポートは、常にStore-and-Forwardモードで動作します。CPUに転送されたFCSエラー
があるパケットはすべてドロップされます。

• Store-and-Forwardモードでは、ポートがオーバーサブスクライブされていて、入力レート
が出力ポートのスイッチング容量を超えていることをスイッチが確認するとそのポートが

自動的にアクティブになります。たとえば、ポートの入力レートが 10ギガビットで、出
力ポートのスイッチング容量が 1ギガビットの場合です。

グローバルコンフィギュレーションは、Store-and-Forwardモード
がオーバーサブスクライブポートに対してアクティブになってい

ても、変更されません。

（注）

SNMP MIBに追加されたスイッチングモード値

Cisco NX-OSリリース 10.2（2）F以降、スイッチングモードは SNMP
CISCO-SYSTEM-EXT-MIBで使用できるようになりました。スイッチングモードを表示する
には、SNMPの getコマンドを使用します。

Cisco NX-OSリリース 10.2（2）Fより前のリリースでは、スイッチで no switching-mode
store-forwardコマンドが構成されている場合、DMEデータベースのスイッチングモードプロ
パティは [デフォルト（Default）]に設定されます。

Cisco NX-OSリリース 10.2（2）F以降、 no switching-mode store-forwardコマンドがスイッチ
に構成されている場合、DMEデータベースのスイッチングモードプロパティは [カットスルー
（Cut-through）]に設定されます。
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スイッチングモードのデフォルト設定
カットスルースイッチングは、デフォルトでイネーブルになっています。

スイッチングモードの設定

Store-and-Forwardスイッチングのイネーブル化

Store-and-Forwardスイッチングモードをイネーブルにすると、ポート間のスイッチングの遅延
に影響を及ぼすことがあります。

（注）

手順の概要

1. switch# configure terminal
2. switch(config) # switching-mode store-forward

3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Store-and-Forwardスイッチングモードをイネーブル
にします。

switch(config) # switching-mode store-forwardステップ 2

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、Store-and-Forwardスイッチングをイネーブルにする例を示します。
switch# configure terminal
switch(config) # switching-mode store-forward
switch(config) #

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
105

スイッチングモードの設定

スイッチングモードのデフォルト設定



カットスルースイッチングの再イネーブル化

カットスルースイッチングは、デフォルトでイネーブルになっています。カットスルースイッ

チングを再イネーブル化するには、no switching-mode store-forward形式で使用します。コマ
ンドを使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # no switching-mode store-forward

3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Store-and-Forwardスイッチングモードをディセーブ
ルにします。カットスルースイッチングモードを

イネーブルにします。

switch(config) # no switching-mode store-forwardステップ 2

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、カットスルースイッチングを再度イネーブルにする例を示します。

switch# configure terminal
switch(config) # no switching-mode store-forward
switch(config) #

コマンド no switching-mode store-forwardは、Cisco Nexus 9800シリーズスイッチでは
サポートされていません。このプラットフォームではカットスルーモードが使用でき

ないためです。

（注）
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Cisco NX-OSを使用した Rapid PVST+の設
定

• Rapid PVST+について, on page 107
• Rapid PVST+を設定するための前提条件, on page 126
• Rapid PVST+の設定に関するガイドラインおよび制約事項（126ページ）
• Rapid PVST+のデフォルト設定, on page 127
• Rapid PVST+の設定, on page 128
• Rapid PVST+の設定の確認, on page 146
• Rapid PVST+統計情報の表示およびクリア（CLIバージョン）, on page 146
• Rapid PVST+の設定例, on page 146
• Rapid PVST+の追加情報（CLIバージョン）, on page 147

Rapid PVST+について

レイヤ 2インターフェイスの作成の詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces
Configuration Guide』を参照してください。

Note

スパニングツリープロトコル（STP）は、ネットワークのレイヤ 2でループのないネットワー
クを実現するために実装されました。RapidPVST+は、VLANごとにスパニングツリートポロ
ジを1つ作成することができる、STPの更新版です。デバイスのデフォルトSTPモードはRapid
PVST+です。

このマニュアルでは、IEEE802.1wおよび IEEE802.1sを指す用語として、「スパニングツリー」
を使用します。このマニュアルで IEEE 802.1D STPに関して説明する場合は、具体的に 802.1D
と表記されます。

Note
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Rapid PVST+はデフォルトの STPモードです。Note

Rapid PVST+プロトコルは、VLAN単位で実装される IEEE 802.1w標準（高速スパニングツ
リープロトコル（RSTP））です。Rapid PVST+は、個別のVLANでなく、すべてのVLANに
対応する単一の STPインスタンスが規定された IEEE 802.1QVLAN標準と相互運用されます。

デバイスのデフォルト VLAN（VLAN1）および新規作成されたすべての VLANでは、Rapid
PVST+がデフォルトでイネーブルです。Rapid PVST+はレガシー IEEE 802.1D STPが稼働する
デバイスと相互運用されます。

RSTPは、元の STP規格 802.1Dの拡張版で、より高速な収束が可能です。

デバイスは、Rapid PVST+に対して中断のない完全アップグレードをサポートしています。中
断のない完全アップグレードの詳細については、『CiscoNexus9000SeriesNX-OSHighAvailability
and Redundancy Guide』を参照してください。

Note

STP
STPは、ネットワークのループを排除しながらパスの冗長性を実現する、レイヤ 2リンク管理
プロトコルです。

STPの概要

レイヤ 2イーサネットネットワークが正常に動作するには、2つの端末間で存在できるアク
ティブパスは 1つだけです。STPの動作はエンドステーションに対してトランスペアレント
なので、単一の LANセグメントに接続されているのか、それとも複数セグメントからなるス
イッチド LANに接続されているのかを、エンドステーションが検知することはできません。

フォールトトレラントなインターネットワークを作成する場合、ネットワーク上のすべての

ノード間にループフリーパスを構築する必要があります。STPアルゴリズムは、スイッチド
レイヤ2ネットワーク上で最良のループフリーパスを算出します。レイヤ2LANポートはSTP
フレーム（ブリッジプロトコルデータユニット（BPDU））を一定の時間間隔で送受信しま
す。ネットワークデバイスは、これらのフレームを転送せずに、フレームを使用してループフ

リーパスを構築します。

エンドステーション間に複数のアクティブパスがあると、ネットワーク内でループが発生す

る原因になります。ネットワークにループが存在する場合、エンドステーションが重複した

メッセージを受信したり、ネットワークデバイスが複数のレイヤ 2 LANポート上でエンドス
テーションMACアドレスを学習したりする可能性があります。

STPは、ルートブリッジおよびそのルートからレイヤ2ネットワーク上のすべてのネットワー
クデバイスへのループフリーパスを備えたツリーを定義します。STPは冗長データパスを強
制的にブロック状態にします。スパニングツリーのネットワークセグメントに障害が発生した
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場合、冗長パスがあると、STPアルゴリズムにより、スパニングツリートポロジが再計算さ
れ、ブロックされたパスがアクティブになります。

ネットワークデバイス上の 2つのレイヤ 2 LANポートがループの一部になっている場合、デ
バイス上のどちらのポートがフォワーディングステートになり、どちらのポートがブロッキン

グステートになるかは、STPポートプライオリティおよびポートパスコストの設定によって
決まります。STPのポートプライオリティ値は、その場所でポートがトラフィックを送受信す
る場合の効率を示します。STPポートパスコスト値は、メディア速度から算出されます。

トポロジの作成方法

スパニングツリーに参加している LAN内のすべてのデバイスは、BPDUを交換して、ネット
ワーク内の他のスイッチに関する情報を収集します。このBPDUの交換により、次のアクショ
ンが発生します。

•そのスパニングツリーネットワークトポロジでルートスイッチが 1台選択されます。

• LANセグメントごとに指定スイッチが 1台選定されます。

•冗長スイッチポートをバックアップステートにすることにより、スイッチドネットワー
ク上のループが排除されます。スイッチドネットワーク内のどの場所からも、ルートデ

バイスに到達するために必要でないパスは、すべて STPブロックステートになります。

アクティブなスイッチドネットワーク上のトポロジは、次の情報によって決定されます。

•各デバイスに対応付けられた一意のデバイス ID（デバイスのMACアドレス）

•各スイッチポートに対応付けられたルートへのパスコスト

•各スイッチポートに対応付けられたポート ID

スイッチドネットワークでは、ルートスイッチが論理的にスパニングツリートポロジの中心

になります。STPはBPDUを使用して、スイッチドネットワークのルートスイッチおよびルー
トポートを選定します。

mac-address bpdu source version 2 STPが新しいシスコのMACアドレス（00:26:0b:xx:xx:xx）
を、vPCポートで生成される BDPUの発信元アドレスとして使用できるようになります。

このコマンドを適用するには、両方の vPCピアスイッチまたはピアの設定が同一である必要
があります。

STP不整合に起因するトラフィックの中断を最小限に抑えるため、このコマンドを実行する前
に、エッジデバイスのEtherChannelガードをディセーブルにすることを強くお勧めします。両
方のピアの更新後に、EtherChannelガードを再びイネーブルにします。

Note
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ブリッジ ID

各ネットワーク装置上の各 VLANには、一意の 64ビットブリッジ IDが設定されています。
ブリッジ IDはブリッジプライオリティ値、拡張システム ID（IEEE802.1t）、およびSTPMAC
アドレス割り当てで構成されています。

ブリッジプライオリティ値

拡張システム IDがイネーブルの場合、ブリッジプライオリティは 4ビット値です。

デバイスのブリッジ ID（ルートブリッジの IDを判別するためにスパニングツリーアルゴリ
ズムで使用され、最小値が優先される）に指定できるのは、4096の倍数だけです。

このデバイスでは、拡張システム IDは常にイネーブルです。拡張システム IDをディセーブル
にできません。

Note

拡張システム IDを伴わない

デバイスでは常に 12ビット拡張システム IDが使用されます。

Figure 4:拡張システム IDが指定されたブリッジ ID

次の図に、ブリッジ IDの一部である 12ビット拡張システム IDフィールドを示します。

次の表に、拡張システム IDがどのようにブリッジ IDと組み合わされて、VLAN固有の識別子
として機能するかを示します。

Table 7:拡張システム IDをイネーブルにしたブリッジプライオリティ値および拡張システム ID

拡張システム ID（VLAN IDと同設定）ブリッジプライオリティ

値

ビッ

ト 1
ビッ

ト 2
ビッ

ト 3
ビッ

ト 4
ビッ

ト 5
ビッ

ト 6
ビッ

ト 7
ビッ

ト 8
ビッ

ト 9
ビッ

ト
10

ビッ

ト 11
ビッ

ト 12
ビット
13

ビッ

ト
14

ビッ

ト 15
ビッ

ト 16

124816326412825651210242048409681921638432768

STP MACアドレス割り当て

デバイスでは常にMACアドレスリダクションがイネーブルです。Note

デバイスでは常にMACアドレスリダクションがイネーブルであるため、不要なルートブリッ
ジの選定を防止して、スパニングツリートポロジの問題を防ぐには、その他のすべてのレイヤ

2接続ネットワーク装置でもMACアドレスリダクションをイネーブルにする必要がありま
す。
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MACアドレスリダクションをイネーブルにすると、ルートブリッジプライオリティは、4096
+VLAN IDの倍数となります。デバイスのブリッジ ID（ルートブリッジの IDを判別するため
にスパニングツリーアルゴリズムで使用され、最小値が優先される）に指定できるのは、4096
の倍数だけです。指定できるのは次の値だけです。

• 0

• 4096

• 8192

• 12288

• 16384

• 20480

• 24576

• 28672

• 32768

• 36864

• 40960

• 45056

• 49152

• 53248

• 57344

• 61440

STPは、拡張システム IDおよびMACアドレスを使用して、VLANごとにブリッジ IDを一意
にします。

同じスパニングツリードメイン内の別のブリッジでMACアドレスリダクション機能が稼働
していない場合、ブリッジ IDにより細かい値を選択できるため、そのブリッジがルートブ
リッジの所有権を取得する可能性があります。

Note

BPDU

ネットワーク装置は STPインスタンス全体に BPDUを送信します。各ネットワークデバイス
はコンフィギュレーション BPDUを送信して、スパニングツリートポロジを伝達および計算
します。各コンフィギュレーション BPDUに含まれる最小限の情報は、次のとおりです。

•送信側ネットワークデバイスがルートブリッジになると見なしているネットワークデバ
イスの固有のブリッジ ID

•ルートまでの STPパスコスト
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•送信側ブリッジのブリッジ ID

•メッセージ経過時間

•送信側ポートの ID

• Helloタイマー、転送遅延タイマー、最大エージングタイムプロトコルタイマー

• STP拡張プロトコルの追加情報

ネットワーク装置が Rapid PVST+ BPDUフレームを伝送すると、そのフレームが伝送される
VLANに接続されたすべてのネットワーク装置が BPDUを受信します。ネットワーク装置が
BPDUを受信しても、フレームは転送されません。代わりに、フレームに含まれる情報を使用
して BPDUが計算されます。トポロジが変更されると、ネットワーク装置は BPDU交換を開
始します。

BPDU交換によって次の処理が行われます。

• 1つのネットワークデバイスがルートブリッジとして選定されます。

•パスコストに基づいて、各ネットワークデバイスのルートブリッジまでの最短距離が計
算されます。

• LANセグメントごとに指定ブリッジが選択されます。このネットワーク装置はルートブ
リッジに最も近いネットワーク装置であり、このネットワーク装置を経由してルートにフ

レームが転送されます。

•ルートポートが選定されます。このポートにより、ブリッジからルートブリッジまでの
最適パスが提供されます。

•スパニングツリーに含まれるポートが選択されます。

ルートブリッジの選定

VLANごとに、最小の数値 IDを持つネットワークデバイスが、ルートブリッジとして選定さ
れます。すべてのネットワークデバイスがデフォルトプライオリティ（32768）に設定されて
いる場合は、VLAN内で最小のMACアドレスを持つネットワークデバイスがルートブリッ
ジになります。ブリッジプライオリティ値はブリッジ IDの最上位ビットを占めます。

ブリッジプライオリティ値を変更すると、デバイスがルートブリッジとして選出される可能

性が変わります。小さい値を設定するほどその可能性が大きくなり、大きい値を設定するほど

その可能性は小さくなります。

STPルートブリッジは、レイヤ 2ネットワークにおける各スパニングツリートポロジの論理
上の中心です。レイヤ2ネットワーク内のどの場所からでも、ルートブリッジに到達するため
に必要でないパスは、すべて STPブロッキングモードになります。

BPDUには、送信側ブリッジおよびそのポートについて、ブリッジおよびMACアドレス、ブ
リッジプライオリティ、ポートプライオリティ、パスコストなどの情報が含まれます。STP
はこの情報を使用してSTPインスタンスのルートブリッジを選定し、ルートブリッジへのルー
トポートを選定し、各レイヤ 2セグメントの指定ポートを判別します。
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スパニングツリートポロジの作成

最適なネットワークデバイスがルートブリッジになるように、デバイスの数値を下げること

で、ルートとして最適なネットワークデバイスを使用する、新しいスパニングツリートポロ

ジを形成するように強制的に再計算させることができます。

Figure 5:スパニングツリートポロジ

この図では、スイッチ Aがルートブリッジに選定されます。これは、すべてのネットワーク
装置でブリッジプライオリティがデフォルト（32768）に設定されており、スイッチAのMAC
アドレスが最小であるためです。しかし、トラフィックパターン、フォワーディングポート

の数、リンクタイプによっては、スイッチAが最適なルートブリッジでないことがあります。

スパニングツリートポロジをデフォルトのパラメータに基づいて計算すると、スイッチドネッ

トワーク上の送信元から宛先端末までのパスが最適にならない可能性があります。たとえば、

現在のルートポートよりも数値の大きいポートに高速リンクを接続すると、ルートポートが

変更される場合があります。最高速のリンクをルートポートにすることが重要です。

スイッチ Bのあるポートが光ファイバリンクであり、スイッチ Bの別のポート（シールドな
しツイストペア（UTP）リンク）がルートポートであるとします。ネットワークトラフィッ
クを高速の光ファイバリンクに流した方が効率的です。光ファイバポートの STPポートプラ
イオリティをルートポートよりも高いプライオリティに変更すると（数値を下げる）、光ファ

イバポートが新しいルートポートになります。

Rapid PVST+
RapidPVST+は、ソフトウェアのデフォルトのスパニングツリーモードで、デフォルトVLAN
および新規作成のすべての VLAN上で、デフォルトでイネーブルになります。

設定された各VLAN上でRSTPの単一インスタンスまたはトポロジが実行され、VLAN上の各
Rapid PVST+インスタンスに 1つのルートデバイスが設定されます。Rapid PVST+の実行中に
は、VLANベースで STPをイネーブルまたはディセーブルにできます。

Rapid PVST+の概要

Rapid PVST+は、VLANごとに実装されている IEEE 802.1w（RSTP）規格です。（手作業で
STPをディセーブルにしていない場合、）STPの 1つのインスタンスは、設定されている各
VLANで実行されます。VLAN上の各Rapid PVST+インスタンスには、1つのルートスイッチ
があります。Rapid PVST+の実行中には、VLANベースで STPをイネーブルまたはディセーブ
ルにできます。
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デバイスのデフォルト STPモードは Rapid PVST+です。Note

Rapid PVST+では、ポイントツーポイントの配線を使用して、スパニングツリーの高速収束が
行われます。Rapid PVST+によりスパニングツリーの再設定を 1秒未満に発生させることがで
きます（802.1D STPのデフォルト設定では 50秒）。PVIDは自動的にチェックされます。

Rapid PVST+では、VLANごとに 1つの STPインスタンスがサポートされます。Note

RapidPVST+を使用すると、STPコンバージェンスが急速に発生します。デフォルトでは、STP
内の各指定ポートは 2秒おきに BPDUを送信します。トポロジ内の指定ポートで、helloメッ
セージが3回連続して受信されない場合、または最大エージングタイムが満了した場合、ポー
トはテーブル内のすべてのプロトコル情報をただちに消去します。ポートでBPDUが受信され
なかった回数が3に達するか、または最大エージングタイムが満了した場合、ポートは直接接
続されたネイバーの指定ポートとの接続が切断されていると見なします。プロトコル情報の急

速な経過により、障害検出を迅速に行うことができます。

Rapid PVST+を使用すると、デバイス、デバイスポート、または LANの障害後に、接続をす
ばやく回復できます。エッジポート、新しいルートポート、ポイントツーポイントリンクで

接続したポートに、高速コンバージェンスが次のように提供されます。

•エッジポート：RSTPデバイスでエッジポートとしてポートを設定すると、エッジポー
トはフォワーディングステートにすぐに移行します（この急速な移行は、PortFastと呼ば
れていたシスコ特有の機能でした）。エッジポートとして 1つのエンドステーションに
接続されているポートにのみ、設定する必要があります。エッジポートでは、リンクの変

更時にはトポロジの変更は生成されません。

spanning-tree port type を入力します STPエッジポートとしてポートを設定するには、イン
ターフェイスコンフィギュレーションコマンドを使用します。

レイヤ 2ホストに接続されたすべてのポートをエッジポートとして設定することを推奨しま
す。

Note

•ルートポート：Rapid PVST+が新規ルートポートを選択した場合、古いルートポートを
ブロックして、即座に新規ルートポートをフォワーディングステートに移行します。

•ポイントツーポイントリンク：ポイントツーポイントリンクによってあるポートと別の
ポートを接続することでローカルポートが指定ポートになると、提案合意ハンドシェイク

を使用して他のポートと急速な移行がネゴシエートされ、トポロジにループがなくなりま

す。

Rapid PVST+では、エッジポートとポイントツーポイントリンクでのみ、フォワーディング
ステートへの急速な移行が達成されます。リンクタイプは設定が可能ですが、システムでは、
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ポートのデュプレックス設定からリンクタイプ情報が自動的に引き継がれます。全二重ポート

はポイントツーポイントポートであると見なされ、半二重ポートは共有ポートであると見なさ

れます。

エッジポートでは、トポロジの変更は生成されませんが、直接接続されているネイバーから3
回連続 BPDUの受信に失敗するか、最大経過時間のタイムアウトが発生すると、他のすべて
の指定ポートとルートポートにより、トポロジ変更（TC）BPDUが生成されます。この時点
で、指定ポートまたはルートポートは TCフラグが設定されたBPDUを送信します。BPDUで
は、ポート上でTCWhileタイマーが実行されている限り、TCフラグが設定され続けます。TC
Whileタイマーの値は、helloタイムに 1秒を加えて設定された値です。トポロジ変更の初期
ディテクタにより、トポロジ全体で、この情報がフラッディングされます。

Rapid PVST+により、トポロジの変更が検出される場合、プロトコルでは次の処理が発生しま
す。

•必要に応じて、すべての非エッジルートポートおよび指定ポートに対して、helloタイム
の 2倍の値に設定された TC Whileタイマーを開始します。

•これらのすべてのポートにアソシエートされているMACアドレスがフラッシュされま
す。

トポロジ変更通知は、トポロジ全体で迅速にフラッディングされます。システムでトポロジの

変更が受信されると、システムにより、ポートベースでダイナミックエントリがただちにフ

ラッシュされます。

TCAフラグが使用されるのは、そのデバイスが、レガシー 802.1D STPが稼働しているデバイ
スと相互作用している場合のみです。

Note

トポロジの変更後、提案と合意のシーケンスがネットワークのエッジ方向に迅速に伝播され、

接続がただちに回復します。

Rapid PVST+ BPDU

Rapid PVST+および 802.1wでは、次の情報を追加するために、フラグバイトの 6ビットをす
べて使用しています。

• BPDUの送信元ポートのロールおよびステート

•提案と合意のハンドシェイク

Figure 6: BPDUの Rapid PVST+フラグバイト

次の図に、Rapid PVST+の BPDUフラグの使用法を示します。
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もう 1つの重要な変更点は、Rapid PVST+ BPDUがタイプ 2、バージョン 2であるため、デバ
イスが接続先のレガシー（802.1D）ブリッジを検出できることです。802.1Dの BPDUはタイ
プ 0、バージョン 0です。

提案と合意のハンドシェイク

Figure 7:高速コンバージェンスの提案と合意のハンドシェイク

次の図では、スイッチ Aがスイッチ Bにポイントツーポイントリンクで接続され、すべての
ポートはブロッキングステートになっています。スイッチ Aのプライオリティがスイッチ B
のプライオリティよりも数値的に小さいとします。スイッチAは提案メッセージ（提案フラグ
を設定した設定BPDU）をスイッチBに送信し、指定スイッチとしてそれ自体を提案します。

スイッチBが提案メッセージを受信すると、提案メッセージを受信したポートを新しいルート
ポートとして選択し、すべての非エッジポートを強制的にブロッキングステートにします。

さらに、その新しいルートポート経由で合意メッセージ（合意フラグが設定されたBPDU）を
送信します。

スイッチ Bから合意メッセージの受信後、スイッチ Aでも、その指定ポートがただちにフォ
ワーディングステートに移行されます。スイッチ Bがエッジ以外のすべてのポートをブロッ
クし、かつスイッチ Aとスイッチ Bの間にポイントツーポイントリンクがあるので、ネット
ワークでループは形成されません
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スイッチ Cがスイッチ Bに接続されると、類似したハンドシェイクメッセージのセットがや
り取りされます。スイッチ Cは、そのルートポートとしてスイッチ Bに接続されたポートを
選択し、リンクの両端がただちにフォワーディングステートになります。アクティブトポロ

ジにスイッチが追加されるたびに、このハンドシェイクプロセスが実行されます。ネットワー

クが収束するにつれて、提案と合意のハンドシェイクは、次の図に示すようにスパニングツ

リーのルートからリーフに向かって進みます。

スイッチはポートのデュプレックスモードからリンクタイプを学習します。全二重ポートは

ポイントツーポイント接続と見なされ、半二重ポートは共有接続と見なされます。spanning-tree
link-typeを入力すると、デュプレックス設定によって制御されるデフォルト設定を無効にする
ことができます。 interface configurationコマンド

この提案と合意のハンドシェイクが開始されるのは、非エッジポートがブロッキングステー

トからフォワーディングステートに移行した場合だけです。次に、ハンドシェイク処理は、ト

ポロジ全体に段階的に広がります。

プロトコルタイマー

次の表に、Rapid PVST+のパフォーマンスに影響するプロトコルタイマーを示します。

Table 8: Rapid PVST+プロトコルタイマー

説明変数

ネットワーク装置間でBPDUをブロードキャストする頻度を決定しま
す。デフォルトは 2秒で、範囲は 1～ 10です。

ハロータイマー

ポートが転送を開始するまでの、リスニングステートおよびラーニン

グステートが継続する時間を決定します。このタイマーは通常、プロ

トコルによっては使用されませんが、802.1Dスパニングツリーと相互
に動作するときに使用されます。デフォルトは 15秒で、範囲は 4～
30秒です。

転送遅延タイマー

ポートで受信したプロトコル情報がネットワークデバイスで保持され

る期間を決定します。このタイマーは通常、プロトコルによっては使

用されませんが、802.1Dスパニングツリーと相互に動作するときに使
用されます。デフォルトは 20秒で、範囲は 6～ 40秒です

最大エージングタイ

マー

ポートロール

RapidPVST+では、ポートロールを割り当て、アクティビティトポロジを認識することによっ
て、高速収束が行われます。Rapid PVST+は、802.1D STPを利用して、最も高いスイッチプ
ライオリティ（最小プライオリティ値）を持つデバイスをルートブリッジとして選択します。

Rapid PVST+により、次のポートのロールの 1つが個々のポートに割り当てられます。

•ルートポート：デバイスがルートブリッジにパケットを転送するとき、最適な（コスト
が最小の）パスを提供します。
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•指定ポート：LANからルートブリッジにパケットを転送するとき、最小パスコストにな
る指定デバイスに接続します。指定デバイスが LANへの接続に使用したポートは、指定
ポートと呼ばれます。

•代替ポート：現在のルートポートによって用意されているパスに、ルートブリッジへの
代替パスを用意します。また、トポロジ内の別のデバイスへのパスを提供します。

•バックアップポート：指定ポートが提供した、スパニングツリーのリーフに向かうパス
のバックアップとして機能します。2つのポートがポイントツーポイントリンクによって
ループバックで接続した場合、または共有 LANセグメントへの複数の接続がデバイスに
ある場合に限り、バックアップポートは存在できます。バックアップポートは、トポロ

ジ内のデバイスに対する別のパスを提供します。

•ディセーブルポート：スパニングツリーの動作において何もロールが与えられていませ
ん。

ネットワーク全体でポートのロールに一貫性のある安定したトポロジでは、Rapid PVST+によ
り、ルートポートと指定ポートがすべてただちにフォワーディングステートになり、代替ポー

トとバックアップポートはすべて、必ずブロッキングステートになります。指定ポートはブ

ロッキングステートで開始されます。ポートのステートにより、転送処理および学習処理の動

作が制御されます。

Figure 8:ポートのロールをデモンストレーションするトポロジのサンプル

次の図はポートロールを示しています。ルートポートまたは指定ポートのロールを持つポー

トは、アクティブなトポロジに含まれます。代替ポートまたはバックアップポートのロールが

あるポートは、アクティブトポロジから除外されます。

Rapid PVST+ポートステートの概要

プロトコル情報がスイッチド LANを通過するとき、伝播遅延が生じることがあります。その
結果、スイッチドネットワークのさまざまな時点および場所でトポロジーの変化が発生しま

す。レイヤ2LANポートがスパニングツリートポロジに含まれていない状態からフォワーディ
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ングステートに直接遷移すると、一時的にデータループが発生する可能性があります。ポー

トは新しいトポロジー情報がスイッチド LAN経由で伝播されるまで待機し、それからフレー
ム転送を開始する必要があります。

Rapid PVST+またはMSTを使用するデバイスの各レイヤ 2 LANポートは、次の 4つのステー
トのいずれかになります。

•ブロッキング：レイヤ 2 LANポートはフレーム転送に参加しません。

•ラーニング：レイヤ 2 LANポートがフレーム転送に参加する準備をしている状態です。

•フォワーディング：レイヤ 2 LANポートはフレームを転送します。

•ディセーブル：レイヤ 2 LANポートが STPに参加せず、フレームを転送しません。

RapidPVST+をイネーブルにすると、デバイス上のすべてのポート、VLAN、およびネットワー
クは、電源投入時に必ずブロッキングステートを経て、それからラーニングという移行ステー

トに進みます。設定が適切であれば、各レイヤ 2 LANポートはフォワーディングステートま
たはブロッキングステートで安定します。

STPアルゴリズムによってレイヤ 2 LANポートがフォワーディングステートになると、次の
処理が行われます。

1. レイヤ 2 LANポートがブロッキングステートになり、ラーニングステートに移行するよ
うに指示するプロトコル情報を待ちます。

2. レイヤ2LANポートが転送遅延タイマーの満了を待ち、満了した時点でラーニングステー
トになり、転送遅延タイマーをリセットします。

3. ラーニングステートで、レイヤ 2 LANポートはフレーム転送を引き続きブロックしなが
ら、転送データベースの端末のロケーション情報を学習します。

4. レイヤ2LANポートは、転送遅延タイマーがタイムアウトになるまで待機します。タイム
アウトになったら、レイヤ2LANポートをフォワーディングステートに移行します。フォ
ワーディングステートでは、ラーニングおよびフレーム転送が両方ともイネーブルになり

ます。

ブロッキングステート

ブロッキングステートのレイヤ 2 LANポートは、フレーム転送に参加しません。

ブロッキングステートのレイヤ 2 LANポートは、次の処理を実行します。

•接続セグメントから受信したフレームを廃棄します。

•転送用に他のポートからスイッチングされたフレームを廃棄します。

•エンドステーションの場所は、そのアドレスデータベースには取り入れません（ブロッ
キング状態のレイヤ 2 LANポートに関する学習は行われないため、アドレスデータベー
スは更新されません）。

• BPDUを受信し、それをシステムモジュールに転送します。
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•システムモジュールから送られた BPDUを受信し、処理して送信します。

•コントロールプレーンメッセージを受信して応答します。

ラーニングステート

ラーニングステートのレイヤ 2LANポートは、フレームのMACアドレスを学習して、フレー
ム転送に参加するための準備を行います。レイヤ 2 LANポートは、ブロッキングステートか
らラーニングステートを開始します。

ラーニングステートのレイヤ 2 LANポートは、次の処理を実行します。

•接続セグメントから受信したフレームを廃棄します。

•転送用に他のポートからスイッチングされたフレームを廃棄します。

•エンドステーションの場所を、そのアドレスデータベースに取り入れます。

• BPDUを受信し、それをシステムモジュールに転送します。

•システムモジュールから送られた BPDUを受信し、処理して送信します。

•コントロールプレーンメッセージを受信して応答します。

フォワーディングステート

フォワーディングステートのレイヤ 2 LANポートはフレームを転送します。レイヤ 2 LAN
ポートは、ラーニングステートからフォワーディングステートを開始します。

フォワーディングステートのレイヤ 2 LANポートは、次の処理を実行します。

•接続セグメントから受信したフレームを転送します。

•転送用に他のポートからスイッチングされたフレームを転送します。

•エンドステーションの場所情報を、そのアドレスデータベースに取り入れます。

• BPDUを受信し、それをシステムモジュールに転送します。

•システムモジュールから受信した BPDUを処理します。

•コントロールプレーンメッセージを受信して応答します。

ディセーブルステート

ディセーブルステートのレイヤ 2 LANポートは、フレーム転送または STPに参加しません。
ディセーブルステートのレイヤ 2 LANポートは事実上、動作することはありません。

ディセーブルになったレイヤ 2 LANポートは、次の処理を実行します。

•接続セグメントから受信したフレームを廃棄します。

•転送用に他のポートからスイッチングされたフレームを廃棄します。
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•エンドステーションの場所は、そのアドレスデータベースには取り入れません（ラーニ
ングは行われないため、アドレスデータベースは更新されません）。

•ネイバーから BPDUを受信しません。

•システムモジュールから送信用の BPDUを受信しません。

ポートステートの概要

次の表に、ポートの有効な動作ステートとRapidPVST+ステート、およびポートがアクティブ
トポロジに含まれるかどうかを示します。

Table 9:アクティブなトポロジのポートステート

ポートがアクティブトポロジに含まれて

いるか

ポート状態動作ステータス（OperationalStatus）

いいえブロッキン

グ

イネーブル

はいラーニング有効

はい転送有効

×無効無効

ポートロールの同期

デバイスがいずれかのポートで提案メッセージを受信し、そのポートが新しいルートポートと

して選択されると、Rapid PVST+はその他すべてのポートを新しいルート情報で同期化しま
す。

その他すべてのポートを同期化する場合、ルートポートで受信した優位ルート情報でデバイス

は同期化されます。次のうちいずれかが当てはまる場合、デバイスのそれぞれのポートは同期

化されます。

•ポートがブロッキングステートである。

•エッジポートである（ネットワークのエッジに存在するように設定されたポート）。

指定されたポートは、フォワーディングステートになっていてエッジポートとして設定され

ていない場合、Rapid PVST+によって強制的に新しいルート情報で同期化されると、ブロッキ
ングステートに移行します。一般的に、RapidPVST+により、強制的にルート情報との同期が
とられる場合で、ポートで前述の条件のいずれかが満たされない場合、ポートステートはブ

ロッキングに設定されます。

すべてのポートが同期化されてから、デバイスは、ルートポートに対応する指定デバイスに合

意メッセージを送信します。ポイントツーポイントリンクで接続されたデバイスがポートロー

ルについて合意すると、Rapid PVST+はポートステートをフォワーディングステートにただ
ちに移行します。

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
121

Cisco NX-OSを使用した Rapid PVST+の設定

ポートステートの概要



Figure 9:高速コンバージェンス中のイベントのシーケンス

次の図は、同期中のイベントのシーケンスを示しています。

優位 BPDU情報の処理

上位BPDUとは、自身のために現在保存されているものより上位であるルート情報（より小さ
いスイッチ ID、より小さいパスコストなど）を持つ BPDUのことです。

上位BPDUがポートで受信されると、Rapid PVST+は再設定を起動します。そのポートが新し
いルートポートとして提案され選択されると、RapidPVST+はすべての非エッジ、指定ポート
を強制的に同期化します。

受信したBPDUが提案フラグを設定したRapid PVST+BPDUである場合、その他すべてのポー
トが同期化されたあとで、デバイスは合意メッセージを送信します。前のポートがブロッキン

グステートになるとすぐに、新しいルートポートがフォワーディングステートに移行します。

ポートで受信した上位情報によりポートがバックアップポートまたは代替ポートになる場合、

RapidPVST+はポートをブロッキングステートに設定し、合意メッセージを送信します。指定
ポートは、転送遅延タイマーが期限切れになるまで、提案フラグが設定されたBPDUを送信し
続けます。期限切れになると、ポートはフォワーディングステートに移行します。

下位 BPDU情報の処理

下位BPDUとは、自身のために現在保存されているものより下位であるルート情報（より大き
いスイッチ ID、より大きいパスコストなど）を持つ BPDUのことです。

DPは、下位 BPDUを受信すると、独自の情報で直ちに応答します。

単方向リンク障害の検出：Rapid PVST+

ソフトウェアは、受信した BPDUのポートロールとステートの一貫性をチェックし、単方向
リンク検出（UDLD）機能を使用して、ブリッジングループが発生する可能性のある単方向リ
ンク障害を検出します。この機能は、異議メカニズムに基づいています。

UDLDの詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』を参
照してください。

指定ポートは、矛盾を検出すると、そのロールを維持しますが、廃棄ステートに戻ります。一

貫性がない場合は、接続を中断した方がブリッジングループを解決できるからです。

Figure 10:単一方向リンク障害の検出

次の図に、ブリッジングループの一般的な原因となる単方向リンク障害を示します。スイッチ

Aはルートブリッジであり、スイッチ Bへのリンクで BPDUは失われます。802.1w業界標準
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BPDUには、送信側ポートの役割と状態が含まれます。この情報により、スイッチBは送信さ
れる上位 BPDUに対して反応せず、スイッチ Bはルートポートではなく指定ポートであるこ
とが、スイッチ Aによって検出できます。この結果、スイッチ Aは、そのポートをブロック
し（またはブロックし続け）、ブリッジングループが防止されます。

ポートコスト

RapidPVST+はデフォルトで、ショート（16ビット）パスコスト方式を使用してコストを計算
します。ショートパスコスト方式では、1～65,535の範囲で任意の値を割り当てることができ
ます。ただし、ロング（32ビット）パスコスト方式を使用するようにデバイスを設定できま
す。この場合は、1～200,000,000の範囲で任意の値を割り当てることができます。パスコスト
計算方式はグローバルに設定します。

Note

次の表に、LANインターフェイスのメディア速度とパスコスト計算方式を使用して算出され
た STPポートパスコストのデフォルト値を示します。

Table 10:デフォルトポートコスト

ポートコストのロングパスコスト方式ポートコストのショートパスコスト方式帯域幅

2,000,00010010 Mbps

200,00019100
Mbps

20,00041 Gbps

2,000210 Gbps

500140 Gbps

2001100Gbps

501400Gbps

ループが発生した場合、STPでは、LANインターフェイスの選択時に、フォワーディングス
テートにするためのポートコストを考慮します。

STPに最初に選択させたい LANインターフェイスには低いコスト値を、最後に選択させたい
LANインターフェイスには高いコスト値を割り当てることができます。すべての LANイン
ターフェイスが同じコスト値を使用している場合には、STPは LANインターフェイス番号が
最も小さいLANインターフェイスをフォワーディングステートにして、残りのLANインター
フェイスをブロックします。

アクセスポートでは、ポートコストをポートごとに割り当てます。トランクポートではVLAN
ごとにポートコストを割り当てるため、トランクポート上のすべてのVLANに同じポートコ
ストを設定できます。
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ポートプライオリティ

複数のポートのパスコストが同じである場合に、冗長パスが発生すると、RapidPVST+はポー
トプライオリティを考慮して、フォワーディングステートにするLANポートを選択します。
Rapid PVST+に最初に選択させる LANポートには小さいプライオリティ値を割り当て、Rapid
PVST+に最後に選択させる LANポートには大きいプライオリティ値を割り当てます。

すべての LANポートに同じプライオリティ値が割り当てられている場合、Rapid PVST+は、
LANポート番号が最小の LANポートをフォワーディングステートにし、他の LANポートを
ブロックします。指定可能なプライオリティの範囲は 0～ 224（デフォルトは 128）であり、
32単位で設定できます。デバイスはLANポートがアクセスポートとして設定されている場合
にはポートプライオリティ値を使用し、LANポートがトランクポートとして設定されている
場合には VLANポートプライオリティ値を使用します。

Rapid PVST+と IEEE 802.1Qトランク
802.1Qトランクによって、ネットワークのSTPの構築方法に、いくつかの制約が課されます。
802.1Qトランクを使用して接続しているシスコのネットワークデバイスを使用したネットワー
クでは、ネットワークデバイスがトランク上で許容される VLANごとに 1つの STPインスタ
ンスを維持します。しかし、他社製の 802.1Qネットワーク装置では、トランク上で許容され
るすべてのVLANに対して 1つの STPインスタンス（Common Spanning Tree（CST））しか維
持されません。

802.1Qトランクを使用してシスコのネットワークデバイスを他社製のネットワークデバイス
に接続する場合、シスコのネットワークデバイスは、トランクの 802.1Q VLANの STPインス
タンスを、他社製の 802.1Qネットワークデバイスのインスタンスと統合します。ただし、シ
スコのネットワーク装置によって維持される VLAN別の STP情報はすべて、他社製の 802.1Q
ネットワーク装置のクラウドによって切り離されます。シスコのネットワーク装置を隔ててい

る他社製の 802.1Q装置のクラウドは、ネットワーク装置間の単一トランクリンクとして処理
されます。

802.1Qトランクの詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces Configuration
Guide』を参照してください。

Rapid PVST+のレガシー 802.1D STPとの相互運用
Rapid PVST+は、レガシー 802.1Dプロトコルが稼働しているデバイスと相互運用できます。
デバイスは、BPDUバージョン 0を受信すると、802.1Dを実行している機器と相互運用してい
ることを認識します。Rapid PVST+のBPDUはバージョン 2です。受信したBPDUが、提案フ
ラグを設定した 802.1w BPDUバージョン 2である場合、デバイスはその他すべてのポートが
同期化した後で合意メッセージを送信します。BPDUが 802.1D BPDUバージョン 0である場
合、デバイスは提案フラグを設定せず、ポートの転送遅延タイマーを開始します。新しいルー

トポートでは、フォワーディングステートに移行するために、2倍の転送遅延時間が必要とな
ります。

デバイスは、次のように、レガシー 802.1Dデバイスと相互運用します。
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•通知：802.1D BPDUとは異なり 802.1wは、TCN BPDUを使用しません。ただし、802.1D
デバイスと相互運用性を保つために、デバイスは TCN BPDUの処理と生成を行います。

•確認応答：802.1wデバイスは、802.1Dデバイスから指定ポートで TCNメッセージを受信
すると、TCAビットを設定して 802.1Dコンフィギュレーション BPDUで応答します。た
だし、802.1Dデバイスに接続しているルートポートで TC Whileタイマー（802.1Dの TC
タイマーと同じ）がアクティブであり、TCAを設定したコンフィギュレーション BPDU
を受信した場合、TC Whileタイマーはリセットされます。

この動作方式は 802.1Dデバイスだけで必要となります。802.1w BPDUでは、TCAビット
は設定されません。

•プロトコル移行：802.1Dデバイスとの下位互換性のため、802.1wは 802.1Dコンフィギュ
レーション BPDUおよび TCN BPDUをポートごとに選択的に送信します。

ポートが初期化されると、移行遅延タイマー（802.1w BPDUが送信される最小時間を指
定）が開始され、802.1wBPDUが送信されます。このタイマーがアクティブである間、デ
バイスはそのポートで受信したすべての BPDUを処理し、プロトコルタイプを無視しま
す。

デバイスは、ポート移行遅延タイマーの満了後に 802.1D BPDUを受信すると、802.1Dデ
バイスに接続されていると見なして802.1DBPDUだけを使用し始めます。ただし、802.1w
デバイスが 802.1D BPDUをポートで使用しており、タイマーの満了後に 802.1w BPDUを
受信すると、802.1wデバイスはタイマーを再開し、802.1w BPDUをそのポートで使用し
始めます。

同じ LANセグメント上のすべてのデバイスで、インターフェイスごとにプロトコルを再初期
化する場合は、Rapid PVST+を再初期化する必要があります。

Note

Rapid PVST+の 802.1s MSTとの相互運用
Rapid PVST+は、IEEE 802.1sマルチスパニングツリー（MST）規格とシームレスに相互運用
されます。ユーザによる設定は不要です。このシームレスな相互運用をディセーブルにするに

は、PVSTシミュレーションを使用します。

Rapid PVST+のハイアベイラビリティ
ソフトウェアはRapidPVST+に対してハイアベイラビリティをサポートしています。ただし、
Rapid PVST+を再起動した場合、統計情報およびタイマーは復元されません。タイマーは最初
から開始され、統計情報は 0にリセットされます。

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

Note
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Rapid PVST+を設定するための前提条件
Rapid PVST+には次の前提条件があります。

•デバイスにログインしていること。

RapidPVST+の設定に関するガイドラインおよび制約事項
Rapid PVST+設定時のガイドラインと制限事項は次のとおりです。

• showコマンド（internalキーワード付き）はサポートされていません。

• VLAN設定制限については『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』を参
照してください。

•ポートチャネリング：ポートチャネルバンドルは、単一ポートと見なされます。ポート
コストは、そのチャネルに割り当てられている設定済みのすべてのポートコストの合計で

す。

•レイヤ 2ホストに接続されたすべてのポートを STPエッジポートとして設定することを
推奨します。

• STPは常にイネーブルのままにしておきます。

•タイマーは変更しないでください。安定性が低下することがあります。

•ユーザトラフィックが管理VLANに流れないようにして、管理VLANとユーザデータを
常に分離するようにしてください。

•プライマリおよびセカンダリルートスイッチの場所として、ディストリビューションレ
イヤおよびコアレイヤを選択します。

• 802.1Qトランクを介して 2台のシスコデバイスを接続すると、トランク上で許容される
VLANごとにスパニングツリー BPDUが交換されます。トランクのネイティブ VLAN上
のBPDUは、タグなしの状態で、予約済み802.1DスパニングツリーマルチキャストMAC
アドレス（01-80-C2-00-00-00）に送信されます。トランクのすべての VLAN上の BPDU
は、タグ付きの状態で、予約済み Cisco Shared Spanning Tree Protocol（SSTP）マルチキャ
ストMACアドレス（01-00-0c-cc-cc-cd）に送信されます。

• L2ゲートウェイSTP（L2GSTP）の正確な機能と可視性は、スパニングツリードメインを
有効にし、有効なドメイン IDを割り当てることで決まります。これらの設定を行わない
と、CLIのサマリー出力で L2GSTPが無効になっていると、誤って表示されることがあり
ます。設定後、show spanning-tree summaryを使用してステータスを確認します。予想され
る出力は、「L2ゲートウェイドメイン ID：<domain-id>」です。
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Rapid PVST+のデフォルト設定
次の表に、Rapid PVST+パラメータのデフォルト設定を示します。

Table 11:デフォルト Rapid PVST+パラメータ

デフォルトパラメータ

すべての VLANでイネーブルスパニングツリー

Rapid PVST+

Caution
スパニングツリーモードを変更すると、すべてのスパニング

ツリーインスタンスが前のモードで停止して新規モードで開

始されるため、トラフィックが中断されます。

スパニングツリーモード

VLAN 1に割り当てられたすべてのポートVLAN

常にイネーブル拡張システム ID

常にイネーブルMACアドレスリダクション

32769（デフォルト VLAN 1のデフォルトブリッジプライオ
リティに拡張システム IDを加えた値）

ブリッジ IDプライオリティ

ブロッキング（コンバージェンスが発生すると、即座に変更

される）

ポートのステート

指定（コンバージェンスが発生すると、変更される）ポートロール

128ポート/VLANプライオリティ

shortパスコスト計算方式
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デフォルトパラメータ

Auto

デフォルトのポートコストは、次のように、メディア速度お

よびパスコスト計算方式から判別されます。

• 1ギガビットイーサネット：

•ショート：4

•ロング：20,000

• 10ギガビットイーサネット：

•ショート：2

•ロング：2,000

• 40ギガビットイーサネット：

•ショート：1

•ロング：500

ポート/VLANコスト

2秒helloタイム

15秒転送遅延時間

20秒最大エージングタイム

Auto

デフォルトリンクタイプは、次のようにデュプレックスから

判別されます。

•全二重：ポイントツーポイントリンク

•半二重：共有リンク

リンクタイプ

Rapid PVST+の設定
PVST+プロトコルに 802.1 w標準を適用した Rapid PVST+が、デバイスのデフォルトの STP
設定です。

Rapid PVST+は VLANごとにイネーブルにします。デバイスは VLANごとに個別の STPイン
スタンスを維持します（STPをディセーブルに設定した VLANを除きます）。デフォルトで
Rapid PVST+は、デフォルト VLANと、作成した各 VLANでイネーブルになります。
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Rapid PVST+のイネーブル化（CLIバージョン）
Rapid PVST+をディセーブル化した VLANがある場合は、指定した VLANで Rapid PVST+を
再度イネーブルにする必要があります。デバイスでMSTがイネーブルな場合に、RapidPVST+
を使用するには、そのデバイスで Rapid PVST+をイネーブルにする必要があります。

Rapid PVST+はデフォルトの STPモードです。同じシャーシ上でMSTと Rapid PVST+を同時
に実行することはできません。

スパニングツリーモードを変更すると、すべてのスパニングツリーインスタンスが前のモー

ドで停止して新規モードで再開されるため、トラフィックが中断されます。

Note

SUMMARY STEPS

1. config t
2. spanning-tree mode rapid-pvst
3. exit
4. (Optional) show running-config spanning-tree all
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

デバイスで Rapid PVST+をイネーブルにします。
Rapid PVST+はデフォルトのスパニングツリーモー
ドです。

spanning-tree mode rapid-pvst

Example:
switch(config)# spanning-tree mode rapid-pvst

ステップ 2

Note
スパニングツリーモードを変更すると、変更前の

モードのスパニングツリーインスタンスがすべて

停止されて新しいモードで起動されるため、トラ

フィックが中断する場合があります。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#
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PurposeCommand or Action

現在稼働しているSTPコンフィギュレーションの情
報を表示します。

(Optional) show running-config spanning-tree all

Example:

ステップ 4

switch# show running-config spanning-tree all

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、デバイス上で Rapid PVST+をイネーブルにする例を示します。
switch# config t
switch(config)# spanning-tree mode rapid-pvst
switch(config)# exit
switch#

Rapid PVST +はデフォルトで有効になっているため、 show running設定結果を参照す
るために showrunningコマンドを入力しても、RapidPVST+をイネーブルするために入
力したコマンドは表示されません。

Note

RapidPVST+のVLAN単位でのディセーブル化またはイネーブル化（CLI
バージョン）

Rapid PVST+は、VLANごとにイネーブルまたはディセーブルにできます。

Rapid PVST+は、デフォルト VLANと、作成したすべての VLANでデフォルトでイネーブル
になります。

Note

SUMMARY STEPS

1. config t

2. spanning-tree vlan vlan-range または no spanning-tree vlan vlan-range

3. exit
4. (Optional) show spanning-tree
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree vlan vlan-range または no spanning-tree
vlan vlan-range

ステップ 2 • spanning-tree vlan vlan-range

VLANごとに Rapid PVST+（デフォルト STP）
をイネーブルにします。vlan-rangeの値は、2～Example:
3967の範囲です（予約済みの VLANの値を除
く）。

switch(config)# spanning-tree vlan 5

• no spanning-tree vlan vlan-range

指定VLANでRapid PVST+をディセーブルにし
ます。このコマンドに関する詳細については、

注意を参照してください。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPの設定を表示します。(Optional) show spanning-tree

Example:

ステップ 4

switch# show spanning-tree

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次の例は、VLAN 5で STPをイネーブルにする方法を示しています。
switch# config t
switch(config)# spanning-tree vlan 5
switch(config)# exit
switch#
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VLANのすべてのスイッチおよびブリッジでスパニングツリーがディセーブルになっ
ていない場合は、VLANでスパニングツリーをディセーブルにしないでください。ス
パニングツリーは、VLANの一部のスイッチおよびブリッジでディセーブルにしてお
きながら、VLANのその他のスイッチおよびブリッジでイネーブルにしておくことは
できません。スパニングツリーをイネーブルにしたスイッチとブリッジに、ネットワー

クの物理トポロジに関する不完全な情報が含まれることになるので、この処理によっ

て予想外の結果となることがあります。

Note

物理的なループがないトポロジであっても、スパニングツリーをディセーブルにしな

いことを推奨します。スパニングツリーは、設定の誤りおよび配線の誤りに対する保

護手段として動作します。VLAN内に物理的なループが存在しないことを保証できる
場合以外は、VLANでスパニングツリーをディセーブルにしないでください。

Caution

STPはデフォルトで有効になっているため、show running 設定結果を参照するために
show runningコマンドを入力しても、STPをイネーブルするために入力したコマンド
は表示されません。

Note

ルートブリッジ IDの設定
デバイスは、Rapid PVST+が有効なアクティブVLANごとに、STPインスタンスを個別に維持
します。VLANごとに、最小のブリッジ IDを持つネットワークデバイスが、その VLANの
ルートブリッジになります。

特定の VLANインスタンスがルートブリッジになるように設定するには、そのブリッジのプ
ライオリティをデフォルト値（32768）よりかなり小さい値に変更します。

次のコマンドを入力すると、 spanning-tree vlan vlan-range root primaryコマンドを 24576とい
う値でデバイスが指定 VLANのルートになる場合、デバイスは指定 VLANのブリッジプライ
オリティをこの値に設定します。指定 VLANのルートブリッジのブリッジプライオリティが
24576より小さい場合、デバイスは最小ブリッジプライオリティより 4096小さい値に指定
VLANのブリッジプライオリティを設定します。

STPのインスタンスごとのルートブリッジは、バックボーンまたはディストリビューション
デバイスである必要があります。アクセスデバイスは、STPのプライマリルートとして設定
しないでください。

Caution
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ルートブリッジとして設定されたデバイスで、spanning-tree mst hello-timeを使用して helloタ
イム、転送遅延時間、最大エージングタイムを手動で設定しないでください。, spanning-tree
mst forward-time, and spanning-tree mst max-ageグローバル設定コマンド。

Note

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range root primary
3. exit
4. (Optional) show spanning-tree
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

スパニングツリーのルートブリッジのブリッジプ

ライオリティを設定します。

spanning-tree vlan vlan-range root primary

Example:

ステップ 2

switch(config)# spanning-tree vlan 2 root primary

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPの設定を表示します。(Optional) show spanning-tree

Example:

ステップ 4

switch# show spanning-tree

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、デバイスをルートブリッジとして設定する例を示します。
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switch# config t
switch(config)# spanning-tree vlan 2 root primary
switch(config)# exit
switch#

セカンダリルートブリッジの設定（CLIバージョン）
デバイスをセカンダリルートとして設定すると、STPブリッジプライオリティはデフォルト
値（32768）から変更されます。その結果、プライマリルートブリッジに障害が発生した場合
に（ネットワーク上の他のネットワーク装置がデフォルトのブリッジプライオリティ32768を
使用していると仮定して）、このデバイスが指定された VLANのルートブリッジになる可能
性が高くなります。STPにより、ブリッジプライオリティが 28672に設定されます。

diameterを入力しますレイヤ 2ネットワークの直径（レイヤ 2ネットワーク上の任意の 2台の
端末間におけるブリッジホップの最大数）を指定するには、キーワードを使用します。ネッ

トワーク直径を指定すると、その直径のネットワークに最適な helloタイム、転送遅延時間、
最大エージングタイムが自動的に選択されます。これにより、STPコンバージェンスの時間が
大幅に削減されます。hello-timeを入力できます。キーワードを使用して、自動的に計算され
る helloタイムをオーバーライドできます。

この方法で、複数のデバイスに複数のバックアップルートブリッジを設定できます。プライ

マリルートブリッジの設定時に使用した値と同じネットワーク直径と helloタイムの値を入力
します。

ルートブリッジとして設定されたデバイスで、spanning-tree mst hello-timeを使用して helloタ
イム、転送遅延時間、最大エージングタイムを手動で設定しないでください。, spanning-tree
mst forward-time, and spanning-tree mst max-ageグローバル設定コマンド。

Note

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range root secondary [diameter dia [hello-time hello-time]]
3. exit
4. (Optional) show spanning-tree vlan vlan_id

5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
134

Cisco NX-OSを使用した Rapid PVST+の設定

セカンダリルートブリッジの設定（CLIバージョン）



PurposeCommand or Action
switch# config t
switch(config)#

デバイスをセカンダリルートブリッジとして設定

します。vlan-rangeの値は、2～3967の範囲です（予
spanning-tree vlan vlan-range root secondary [diameter
dia [hello-time hello-time]]

Example:

ステップ 2

約済みの VLANの値を除く）。diaのデフォルトは
7です。hello-timeの範囲は 1～ 10秒で、デフォル
ト値は 2秒です。

switch(config)# spanning-tree vlan 5 root
secondary diameter 4

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

指定された VLANの STPコンフィギュレーション
を表示します。

(Optional) show spanning-tree vlan vlan_id

Example:

ステップ 4

switch# show spanning-tree vlan 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、デバイスをVLAN5のセカンダリルートブリッジとして設定し、ネットワーク
直径を 4に設定する例を示します。
switch# config t
switch(config)# spanning-tree vlan 5 root secondary diameter 4
switch(config)# exit
switch#

VLANの Rapid PVST+のブリッジプライオリティの設定
VLANのRapidPVST+のブリッジプライオリティを設定できます。この方法で、ルートブリッ
ジを設定することもできます。

この設定を使用するときは注意が必要です。ブリッジプライオリティを変更するには、プライ

マリルートおよびセカンダリルートを設定することを推奨します。

Note

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range priority value
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3. exit
4. (Optional) show spanning-tree vlan vlan_id

5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLANのブリッジプライオリティを設定します。有
効な値は 0、4096、8192、12288、16384、20480、

spanning-tree vlan vlan-range priority value

Example:

ステップ 2

24576、28672、32768、36864、40960、45056、switch(config)# spanning-tree vlan 5 priority 8192
49152、53248、57344、61440です。その他の値はす
べて拒否されます。デフォルト値は 32768です。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

指定された VLANの STPコンフィギュレーション
を表示します。

(Optional) show spanning-tree vlan vlan_id

Example:

ステップ 4

switch# show spanning-tree vlan 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次の例は、ギガビットイーサネットポート 1/4で VLAN 5のプライオリティを 8192
に設定する方法を示しています。

switch# config t
switch(config)# spanning-tree vlan 5 priority 8192
switch(config)# exit
switch#
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Rapid PVST+ポートプライオリティの設定（CLIバージョン）
Rapid PVST+に最初に選択させる LANポートには小さいプライオリティ値を割り当て、Rapid
PVST+に最後に選択させる LANポートには大きいプライオリティ値を割り当てます。すべて
のLANポートに同じプライオリティ値が割り当てられている場合、RapidPVST+は、LANポー
ト番号が最小の LANポートをフォワーディングステートにし、他の LANポートをブロック
します。

デバイスは LANポートがアクセスポートとして設定されている場合にはポートプライオリ
ティ値を使用し、LANポートがトランクポートとして設定されている場合には VLANポート
プライオリティ値を使用します。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree [vlan vlan-list] port-priority priority

4. exit
5. (Optional) show spanning-tree interface {ethernet slot/port | port channel channel-number}
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定します。インター

フェイスコンフィギュレーションモードを開始し

ます。

interface type slot/port

Example:
switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

LANインターフェイスのポートプライオリティを
設定します。priorityの値は 0～ 224の範囲です。値

spanning-tree [vlan vlan-list] port-priority priority

Example:

ステップ 3

が小さいほど、プライオリティは高くなります。プswitch(config-if)# spanning-tree port-priority
160 ライオリティ値は、0、32、64、96、128、160、192、

224です。その他の値はすべて拒否されます。デフォ
ルト値は 128です。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#
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PurposeCommand or Action

指定されたインターフェイスの STPコンフィギュ
レーションを表示します。

(Optional) show spanning-tree interface {ethernet
slot/port | port channel channel-number}

Example:

ステップ 5

switch# show spanning-tree interface ethernet 2/10

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、イーサネットアクセスポート 1/4のポートプライオリティを 160に設定す
る方法を示しています。

switch# config t
switch (config)# interface ethernet 1/4
switch(config-if)# spanning-tree port-priority 160
switch(config-if)# exit
switch(config)#

Rapid PVST+パスコスト方式およびポートコストの設定（CLIバージョ
ン）

アクセスポートでは、ポートごとにポートコストを割り当てることができます。トランクポー

トでは、VLANごとにポートコストを割り当てることができます。トランク上のすべての
VLANに同じポートコストを設定できます。

RapidPVST+モードでは、ショートまたはロングパスコスト方式を使用できます。パスコスト
方式の設定は、インターフェイスサブモードまたはコンフィギュレーションサブモードで行

います。デフォルトパスコスト方式はショートです。

Note

SUMMARY STEPS

1. config t
2. spanning-tree pathcost method {long | short}
3. interface type slot/port

4. spanning-tree [vlan vlan-id] cost [value | auto]
5. exit
6. (Optional) show spanning-tree pathcost method
7. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

Rapid PVST+パスコスト計算に使用される方式を選
択します。デフォルト方式は short型です。

spanning-tree pathcost method {long | short}

Example:

ステップ 2

switch(config)# spanning-tree pathcost method long

設定するインターフェイスを指定します。インター

フェイスコンフィギュレーションモードを開始し

ます。

interface type slot/port

Example:
switch(config)# interface ethernet 1/4
switch(config-if)

ステップ 3

LANインターフェイスのポートコストを設定しま
す。ポートコスト値には、パスコスト計算方式に応

じて、次の値を指定できます。

spanning-tree [vlan vlan-id] cost [value | auto]

Example:
switch(config-if)# spanning-tree cost 1000

ステップ 4

•ショート型：1～ 65535

•ロング型：1～ 200000000

Note
このパラメータは、アクセスポートのポート別、

およびトランクポートの VLAN別に設定します。

デフォルトのautoでは、パスコスト計算方式および
メディア速度に基づいてポートコストが設定されま

す。

インターフェイスモードを終了します。exit

Example:

ステップ 5

switch(config-if)# exit
switch(config)#

STPパスコスト方式を表示します。(Optional) show spanning-tree pathcost method

Example:

ステップ 6

switch# show spanning-tree pathcost method

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 7

switch(config)# copy running-config startup-config
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Example

次の例は、イーサネットアクセスポート 1/4のポートコストを 1000に設定する方法
を示しています。

switch# config t
switch (config)# spanning-tree pathcost method long
switch (config)# interface ethernet 1/4
switch(config-if)# spanning-tree cost 1000
switch(config-if)# exit
switch(config)#

VLANの Rapid PVST+ helloタイムの設定（CLIバージョン）
VLANの Rapid-PVST+ helloタイムを設定できます。

この設定を使用する場合は、注意してください。スパニングツリーが中断されることがありま

す。ほとんどの場合、プライマリルートとセカンダリルートを設定して、helloタイムを変更
することを推奨します。

Note

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range hello-time value

3. exit
4. (Optional) show spanning-tree vlan vlan_id

5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLANの helloタイムを設定します。helloタイムの
値の範囲は 1～ 10秒で、デフォルトは 2秒です。

spanning-tree vlan vlan-range hello-time value

Example:

ステップ 2

switch(config)# spanning-tree vlan 5 hello-time
7

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3
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PurposeCommand or Action
switch(config)# exit
switch#

STPコンフィギュレーションをVLAN単位で表示し
ます。

(Optional) show spanning-tree vlan vlan_id

Example:

ステップ 4

switch# show spanning-tree vlan 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次の例は、VLAN 5の helloタイムを 7秒に設定する方法を示しています。
switch# config t
switch(config)# spanning-tree vlan 5 hello-time 7
switch(config)# exit
switch#

VLANの Rapid PVST+転送遅延時間の設定（CLIバージョン）
Rapid PVST+の使用時は、VLANごとに転送遅延時間を設定できます。

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range forward-time value

3. exit
4. (Optional) show spanning-tree vlan vlan_id

5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#
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PurposeCommand or Action

VLANの転送遅延時間を設定します。転送遅延時間
の値の範囲は 4～ 30秒で、デフォルトは 15秒で
す。

spanning-tree vlan vlan-range forward-time value

Example:
switch(config)# spanning-tree vlan 5 forward-time
21

ステップ 2

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPコンフィギュレーションをVLAN単位で表示し
ます。

(Optional) show spanning-tree vlan vlan_id

Example:

ステップ 4

switch# show spanning-tree vlan 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次の例は、VLAN 5の転送遅延時間を 21秒に設定する方法を示しています。
switch# config t
switch(config)# spanning-tree vlan 5 forward-time 21
switch(config)# exit
switch#

VLANの Rapid PVST+最大エージングタイムの設定（CLIバージョン）
Rapid PVST+の使用時は、VLANごとに最大経過時間を設定できます。

SUMMARY STEPS

1. config t
2. spanning-tree vlan vlan-range max-age value

3. exit
4. (Optional) show spanning-tree vlan vlan_id

5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

VLANの最大エージングタイムを設定します。最大
経過時間の値の範囲は 6～ 40秒で、デフォルトは
20秒です。

spanning-tree vlan vlan-range max-age value

Example:
switch(config)# spanning-tree vlan 5 max-age 36

ステップ 2

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPコンフィギュレーションをVLAN単位で表示し
ます。

(Optional) show spanning-tree vlan vlan_id

Example:

ステップ 4

switch# show spanning-tree vlan 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次の例は、VLAN5の最大エージングタイムを 36秒に設定する方法を示しています。
switch# config t
switch(config)# spanning-tree vlan 5 max-age 36
switch(config)# exit
switch#

Rapid PVST+のリンクタイプの指定（CLIバージョン）
Rapidの接続性（802.1w規格）は、ポイントツーポイントのリンク上でのみ確立されます。リ
ンクタイプは、デフォルトでは、インターフェイスのデュプレックスモードから制御されま

す。全二重ポートはポイントツーポイント接続であると見なされ、半二重ポートは共有接続で

あると見なされます。

リモートデバイスの単一ポートに、ポイントツーポイントで物理的に接続されている半二重リ

ンクがある場合、リンクタイプのデフォルト設定を上書きして高速移行をイネーブルにできま

す。
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リンクを共有に設定すると、STPは 802.1Dにフォールバックします。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree link-type {auto | point-to-point | shared}
4. exit
5. (Optional) show spanning-tree
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定します。インター

フェイスコンフィギュレーションモードを開始し

ます。

interface type slot/port

Example:
switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

リンクタイプを、ポイントツーポイントインクま

たは共有リンクに設定します。デフォルト値はデバ

spanning-tree link-type {auto | point-to-point | shared}

Example:

ステップ 3

イス接続から読み取られ、半二重リンクは共有、全switch(config-if)# spanning-tree link-type
point-to-point 二重リンクはポイントツーポイントです。リンクタ

イプが共有の場合、STPは 802.1Dにフォールバッ
クします。デフォルトはautoで、インターフェイス
のデュプレックス設定に基づいてリンクタイプが設

定されます。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

STPの設定を表示します。(Optional) show spanning-tree

Example:

ステップ 5

switch# show spanning-tree

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config
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Example

次の例は、リンクタイプをポイントツーポイントリンクとして設定する方法を示して

います。

switch# config t
switch (config)# interface ethernet 1/4
switch(config-if)# spanning-tree link-type point-to-point
switch(config-if)# exit
switch(config)#

Rapid PVST+用のプロトコルの再初期化
Rapid PVST+が稼働するブリッジにレガシーブリッジが接続されている場合は、1つのポート
から 802.1D BPDUを送信できます。ただし、STPプロトコルを移行しても、レガシーデバイ
スが代表スイッチでないかぎり、レガシーデバイスがリンクから削除されたかどうかを判別す

ることはできません。デバイス全体で、または指定されたインターフェイスで、プロトコルネ

ゴシエーションを再初期化する（ネイバーデバイスと強制的に再ネゴシエーションを行う）こ

とができます。

SUMMARY STEPS

1. clear spanning-tree detected-protocol [interface {ethernet slot/port | port channel
channel-number}]

DETAILED STEPS

Procedure

PurposeCommand or Action

デバイス上のすべてのインターフェイス、または指

定されたインターフェイスで、Rapid PVST+を再初
期化します。

clear spanning-tree detected-protocol [interface
{ethernet slot/port | port channel channel-number}]

Example:
switch# clear spanning-tree detected-protocol

ステップ 1

Example

次に、スロット 2のイーサネットインターフェイスポート 8で、Rapid PVST+を再初
期化する例を示します。

switch# clear spanning-tree detected-protocol interface ethernet 2/8
switch#
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Rapid PVST+の設定の確認
Rapid PVST+の設定情報を表示するには、次のいずれかのタスクを実行します。

目的コマンド

STP情報を表示します。show running-config spanning-tree [ all]

STPの概要を表示します。show spanning-tree summary

STPの詳細を表示します。show spanning-tree detail

VLANまたはインターフェイス単位のSTP
情報を表示します。

show spanning-treeshow spanning-tree{vlanvlan-id
| interface {[ethernetslot/port] |
[port-channelchannel-number]}} [detail]

STPブリッジの情報を表示します。show spanning-tree vlanshow spanning-tree vlan
vlan-id bridge

Rapid PVST+統計情報の表示およびクリア（CLIバージョ
ン）

Rapid PVST+コンフィギュレーション情報を表示するには、次のいずれかのタスクを実行しま
す。

目的コマンド

STPのカウンタをクリアします。clear spanning-tree counters [interface type slot/port
| vlanvlan-id]

送受信された BPDUなどの STP情報を、イ
ンターフェイスまたは VLAN別に表示しま
す。

show spanning-tree {vlan vlan-id | interface
{[ethernet slot/port] | [port-channel
channel-number]}} detail

Rapid PVST+の設定例
次に、Rapid PVST+の設定例を示します。
switch# configure terminal
switch(config)# spanning-tree port type edge bpduguard default
switch(config)# spanning-tree port type edge bpdufilter default
switch(config)# spanning-tree port type network default
switch(config)# spanning-tree vlan 1-10 priority 24576
switch(config)# spanning-tree vlan 1-10 hello-time 1
switch(config)# spanning-tree vlan 1-10 forward-time 9
switch(config)# spanning-tree vlan 1-10 max-age 13
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switch(config)# interface Ethernet 3/1 switchport
switch(config-if)# spanning-tree port type edge
switch(config-if)# exit

switch(config)# spanning-tree port type edge
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# spanning-tree guard root
switch(config-if)# exit
switch(config)#

Rapid PVST+の追加情報（CLIバージョン）

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』レイヤ2インターフェイス

『Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide』Cisco NX-OSの基礎

『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』

システム管理

標準

タイト

ル

標準

—IEEE 802.1Q-2006（旧称 IEEE 802.1s）、IEEE 802.1D-2004（旧称 IEEE 802.1w）、
IEEE 802.1D、IEEE 802.1t
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第 10 章

Cisco NX-OSを使用したMSTの設定

• MSTについて, on page 149
• MSTの前提条件, on page 158
• MSTの設定に関するガイドラインおよび制約事項（158ページ）
• MSTのデフォルト設定, on page 160
• MSTの設定, on page 161
• MSTの設定の確認, on page 188
• MST統計情報の表示およびクリア（CLIバージョン）, on page 189
• MSTの設定例, on page 189
• MSTの追加情報（CLIバージョン）, on page 191

MSTについて

レイヤ 2インターフェイスの作成の詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces
Configuration Guide』を参照してください。

Note

IEEE 802.1s標準のMSTを使用すると、スパニングツリーインスタンスに複数の VLANを割
り当てることができます。MSTは、デフォルトのスパニングツリーモードではありません。
Rapid per VLAN Spanning Tree（Rapid PVST+）がデフォルトモードです。MSTインスタンス
は、同じ名前、リビジョン番号、VLANからインスタンスへのマッピングと組み合わされて、
MST領域が形成されます。MST領域は、領域外のスパニングツリー設定への単一のブリッジ
として表示されます。MSTがネイバーデバイスから IEEE 802.1Dスパニングツリープロトコ
ル（STP）メッセージを受信すると、該当するインターフェイスとの境界が形成されます。

このマニュアルでは、IEEE802.1wおよび IEEE802.1sを指す用語として、「スパニングツリー」
を使用します。このマニュアルで IEEE802.1Dスパニングツリープロトコルに関して説明する
場合は、具体的に 802.1Dと表記されます。

Note
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MSTの概要

MSTをイネーブルにする必要があります。Rapid PVST+は、デフォルトのスパニングツリー
モードです。

Note

MSTは、複数の VLANをスパニングツリーインスタンスにマッピングします。各インスタン
スには、他のスパニングツリーインスタンスとは別のスパニングツリートポロジがあります。

このアーキテクチャでは、データトラフィックに対して複数のフォワーディングパスがあり、

ロードバランシングが可能です。これによって、非常に多数の VLANをサポートする際に必
要な STPインスタンスの数を削減できます。MSTでは、1つのインスタンス（転送パス）で
障害が発生しても他のインスタンス（転送パス）に影響しないため、ネットワークのフォール

トトレランスが向上します。

MSTでは、各MSTインスタンスで IEEE 802.1w規格を採用することによって、明示的なハン
ドシェイクによる高速収束が可能なため、802.1D転送遅延がなくなり、ルートブリッジポー
トと指定ポートが迅速にフォワーディングステートに変わります

デバイスでは常にMACアドレスリダクションがイネーブルです。この機能はディセーブルに
はできません。

MSTではスパニングツリーの動作が改善され、次の STPバージョンとの下位互換性を維持し
ています。

•元の 802.1Dスパニングツリー

• Rapid per-VLANスパニングツリー（Rapid PVST+）

• IEEE 802.1は、Rapid Spanning Tree Protocol（RSTP）で定義されて、IEEE 802.1Dに組み込
まれました。

• IEEE 802.1はMSTで定義され、IEEE 802.1Qに組み込まれました。

。

Note

MST領域
MSTインスタンスにデバイスを参加させるには、常に同じMST設定情報を使用してデバイス
を設定する必要があります。

同一のMST設定を持つ、相互接続されたデバイスの集合をMST領域といいます。MSTリー
ジョンは、同じMST設定でMSTブリッジのグループとリンクされます。

MST設定により、各デバイスが属するMST領域が制御されます。この設定には、領域名、リ
ビジョン番号、VLAN/MSTインスタンス割り当てマッピングが含まれます。
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リージョンには、同一のMSTコンフィギュレーションを持った 1つまたは複数のメンバが必
要です。各メンバには、802.1w Bridge Protocol Data Unit（BPDU：ブリッジプロトコルデータ
ユニット）を処理する機能が必要です。ネットワーク内のMSTリージョンには、数の制限は
ありません。

各デバイスは、単一のMST領域内で、インスタンス 0を含む最大 65個のMSTインスタンス
をサポートできます。インスタンスは、1～4094の範囲の任意の番号によって識別されます。
インスタンス 0は、特別なインスタンスである IST用に予約されています。VLANは、一度に
1つのMSTインスタンスに対してのみ割り当てることができます。

MST領域は、隣接のMST領域、他の Rapid PVST+領域、802.1Dスパニングツリープロトコ
ルへの単一のブリッジとして表示されます。

ネットワークを、非常に多数の領域に分けることは推奨しません。Note

MST BPDU
各デバイスで使用できるMST BPDUは、インターフェイスごとに 1つだけです。この BPDU
が、デバイス上の各MSTIのMレコードを伝達します。ISTだけがMSTリージョンの BPDU
を送信します。すべてのMレコードは、ISTが送信する 1つの BPDUでカプセル化されてい
ます。MST BPDUはすべてのインスタンスの情報を伝送するため、MSTをサポートするため
に処理しなければならない BPDUの数は、Rapid PVST+と比べて大幅に削減されます。

Figure 11: MSTIのMレコードが含まれるMST BPDU

MST設定情報
単一のMST領域内にあるすべてのデバイスでMST設定を同一にする必要がある場合は、ユー
ザ側で設定します。

MST設定では、次の 3つのパラメータを設定できます。

•名前：32文字の文字列。MSTリージョンを指定します。ヌルで埋められ、ヌルで終了し
ます。

•リビジョン番号：現在のMST設定のリビジョンを指定する 16ビットの符号なし数字。
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MST設定の一部として必要な場合、リビジョン番号を設定する必要があります。MST設定を
コミットするたびにリビジョン番号が自動的に増加することはありません。

Note

• VLAN/MSTインスタンスマッピング：要素が 4096あるテーブルで、サポート対象の、存
在する可能性のある各 VLANが該当のインスタンスに関連付けられます。最初（0）と最
後（4095）の要素は 0に設定されています。要素番号Xの値は、VLANXがマッピングさ
れるインスタンスを表します。

VLAN/MSTIマッピングを変更すると、MSTが再コンバージェンスされます。Note

MST BPDUには、これらの 3つの設定パラメータが含まれています。MSTブリッジは、これ
ら 3つの設定パラメータが厳密に一致する場合、MST BPDUをそのリージョンに受け入れま
す。設定属性が 1つでも異なっていると、MSTブリッジでは、BPDUが別のMSTリージョン
のものであると見なされます。

IST、CIST、CST

IST、CIST、CSTの概要

すべての STPインスタンスが独立している Rapid PVST+と異なり、MSTは IST、CIST、およ
び CSTスパニングツリーを次のように確立して、維持します。

• ISTは、MST領域で実行されるスパニングツリーです。

MSTは、それぞれのMST領域内で追加のスパニングツリーを確立して維持します。この
スパニングツリーは、Multiple Spanning Tree Instance（MSTI）と呼ばれます。

インスタンス 0は、ISTという、領域の特殊インスタンスです。ISTは、すべてのポート
に必ず存在します。IST（インスタンス0）は削除できません。デフォルトでは、すべての
VLANが ISTに割り当てられます。その他すべてのMSTIには、1～ 4094の番号が付きま
す。

ISTは、BPDUの送受信を行う唯一の STPインスタンスです。他のMSTI情報はすべて
MSTレコード（Mレコード）に含まれ、MST BPDU内でカプセル化されます。

同じリージョン内のすべてのMSTIは同じプロトコルタイマーを共有しますが、各MSTI
には、ルートブリッジ IDやルートパスコストなど、それぞれ独自のトポロジパラメー
タがあります。

MSTIは、リージョンに対してローカルです。たとえば、リージョンAとリージョンBが
相互接続されている場合でも、リージョンAにあるMSTI9は、リージョンBにあるMSTI
9には依存しません。領域の境界をまたいで使用されるのは、CST情報だけです。

• CSTは、MSTリージョンと、ネットワーク上で実行されている可能性がある 802.1Dおよ
び 802.1w STPのインスタンスを相互接続します。CSTは、ブリッジ型ネットワーク全体
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で 1つ存在する STPインスタンスで、すべてのMSTリージョン、802.1wインスタンスお
よび 802.1Dインスタンスを含みます。

• CISTは、各MSTリージョンの ISTの集合です。CISTは、MSTリージョン内部の ISTや、
MSTリージョン外部の CSTと同じです。

MST領域で計算されるスパニングツリーは、スイッチドメイン全体を含んだ CST内のサブツ
リーとして認識されます。CISTは、802.1w、802.1s、802.1D標準をサポートするデバイスで動
作するスパニングツリーアルゴリズムによって形成されます。MSTリージョン内のCISTは、
リージョン外の CSTと同じです。

MST領域内でのスパニングツリーの動作

ISTは領域内のすべてのMSTデバイスを接続します。ISTが収束すると、ISTのルートはCIST
リージョナルルートになります。ネットワークに領域が 1つしかない場合、CISTリージョナ
ルルートは CISTルートにもなります。CISTルートが領域外にある場合、領域の境界にある
MSTデバイスの 1つが CISTリージョナルルートとして選択されます。

MSTデバイスは、初期化されると、CISTのルートおよび CISTリージョナルルートとして自
分自身を識別する BPDUを送信します。BPDUでは、CISTルートのパスコストおよび CIST
リージョナルルートへのパスコストの両方がゼロに設定されます。このデバイスはすべての

MSTIも初期化し、そのすべてのルートであることを申告します。このデバイスは、ポートで
現在保存されている情報よりも優位のMSTIルート情報（低いスイッチ IDや低いパスコスト
など）を受信すると、CISTリージョナルルートとしての申告を放棄します。

初期化中に、MSTリージョン内に独自のCISTリージョナルルートを持つ多くのサブリージョ
ンが形成される場合があります。デバイスは、同一領域のネイバーから優位 IST情報を受信す
ると、古いサブ領域を離れ本来のCISTリージョナルルートを含む新しいサブ領域に加わりま
す。このようにして、真のCISTリージョナルルートが含まれているサブリージョン以外のサ
ブ領域はすべて縮小します。

MST領域内のすべてのデバイスは、同一 CISTリージョナルルートで合意する必要がありま
す。領域内の任意の2つのデバイスは、共通CISTリージョナルルートに収束する場合、MSTI
のポートロールのみを同期化します。

MST領域間のスパニングツリー動作

領域または 802.1wか 802.1Dの STPインスタンスがネットワーク内に複数ある場合、MSTは
CSTを確立して維持します。これには、ネットワークのすべてのMST領域およびすべての
802.1wと 802.1Dの STPデバイスが含まれます。MSTIは、リージョンの境界で ISTと結合し
て CSTになります。

ISTは領域内のすべてのMSTデバイスを接続し、スイッチドドメイン全体を網羅するCISTで
サブツリーのように見えます。サブツリーのルートはCISTリージョナルルートです。隣接す
る STPデバイスおよびMST領域には、MST領域が仮想デバイスのように見えます。

Figure 12: MSTリージョン、CISTリージョナルルート、CSTルート

次の図に、3つのMST領域と 1台の 802.1Dデバイス（D）を含むネットワークを示します。
リージョン 1の CISTリージョナルルート（A）は、CISTルートでもあります。リージョン 2
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の CISTリージョナルルート（B）、およびリージョン 3の CISTリージョナルルート（C）
は、CIST内のそれぞれのサブツリーのルートです。

BPDUを送受信するのは CSTインスタンスのみです。MSTIは自身のスパニングツリー情報を
BPDUに（Mレコードとして）追加し、同じMST領域内のネイバーデバイスと相互作用し
て、最終的なスパニングツリートポロジを計算します。BPDUの送信に関連するスパニングツ
リーパラメータ（helloタイム、転送時間、最大エージングタイム、最大ホップカウントな
ど）は、CSTインスタンスにのみ設定されますが、すべてのMSTIに影響します。スパニング
ツリートポロジに関連するパラメータ（スイッチプライオリティ、ポート VLANコスト、
ポート VLANプライオリティなど）は、CSTインスタンスとMSTIの両方に設定できます。

MSTデバイスは、バージョン 3 BPDUを使用します。802.1D STPにフォールバックしたMST
デバイスは、802.1D専用デバイスと通信する場合、802.1D BPDUだけを使用します。MSTデ
バイスは、MSTデバイスと通信する場合、MST BPDUを使用します。

MST用語

MSTの命名規則には、内部パラメータまたはリージョナルパラメータの識別情報が含まれま
す。これらのパラメータはMST領域内だけで使用され、ネットワーク全体で使用される外部
パラメータと比較されます。CISTだけがネットワーク全体に広がるスパニングツリーインス
タンスなので、CISTパラメータだけに外部修飾子が必要になり、修飾子またはリージョン修
飾子は不要です。MST用語を次に示します。

• CISTルートは CISTのルートブリッジで、ネットワーク全体にまたがる一意のインスタ
ンスです。

• CIST外部ルートパスコストは、CISTルートまでのコストです。このコストはMST領域
内で変化しません。CISTには、MST領域が単一のデバイスのように見えます。CIST外部
ルートパスコストは、この仮想デバイス、およびどの領域にも属さないデバイスの間で

計算されるルートパスコストです。
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• CISTルートが領域内にある場合、CISTリージョナルルートは CISTルートです。CIST
ルートが領域内にない場合、CISTリージョナルルートは領域内の CISTルートに最も近
いデバイスです。CISTリージョナルルートは、ISTのルートブリッジとして動作します。

• CIST内部ルートパスコストは、領域内の CISTリージョナルルートまでのコストです。
このコストは、ISTつまりインスタンス 0だけに関連します。

ホップカウント

MSTリージョン内の STPトポロジを計算する場合、MSTはコンフィギュレーション BPDUの
メッセージ有効期間と最大エージングタイムの情報は使用しません。代わりに、ルートへのパ

スコストと、IPの存続可能時間（TTL）メカニズムに類似したホップカウントメカニズムを
使用します。

spanning-tree mst max-hopsグローバルコンフィギュレーションコマンドを使用すると、領域
内の最大ホップ数を設定し、ISTおよびその領域のすべてのMSTIに適用できます。

ホップカウントは、メッセージエージ情報と同じ結果になります（再設定を開始）。インス

タンスのルートブリッジは、コストが 0でホップカウントが最大値に設定された BPDU（M
レコード）を常に送信します。デバイスは、この BPDUを受信すると、受信した残存ホップ
カウントから 1を差し引き、生成する BPDUの残存ホップカウントとしてこの値を伝播しま
す。カウントがゼロに達すると、デバイスはBPDUを廃棄し、ポート用に維持されている情報
をエージングします。

BPDUの 802.1w部分に格納されているメッセージ有効期間および最大エージングタイムの情
報は、領域全体で同じです（ISTの場合のみ）。同じ値が、境界にある領域の指定ポートによっ
て伝播されます。

最大エージングタイムは、デバイスがスパニングツリー設定メッセージを受信せずに再設定を

試行するまで待機する秒数です。

境界ポート

境界ポートは、LANに接続されたポートで、その代表ブリッジは、MST設定が異なるブリッ
ジ（つまり、別のMST領域）、または Rapid PVST+や 802.1D STPスイッチのいずれかです。
指定ポートは、STPブリッジを検出するか、設定が異なるMSTブリッジまたは Rapid PVST+
ブリッジから合意提案を受信すると、境界にあることを認識します。この定義では、領域内部

の2つのポートが、別の領域に属するポートとセグメントを共有でき、そのため内部メッセー
ジおよび外部メッセージの両方をポートで受信する可能性があります。
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Figure 13: MST境界ポート

境界では、MSTポートのロールは問題ではなく、そのステートは強制的に ISTポートステー
トと同じに設定されます。境界フラグがポートに対してオンに設定されている場合、MSTポー
トのロールの選択処理では、ポートのロールが境界に割り当てられ、同じステートが ISTポー
トのステートとして割り当てられます。境界にある ISTポートでは、バックアップポートの
ロール以外のすべてのポートのロールを引き継ぐことができます。

単方向リンク障害の検出：MST
現在、IEEE MST標準に単方向リンク障害の検出機能はありませんが、標準に準拠した実装に
は組み込まれています。この機能のベースとなるのは、異議メカニズムです。ソフトウェア

は、受信した BPDUでポートのロールおよびステートの一貫性をチェックし、ブリッジング
ループの原因となることがある単方向リンク障害を検出します。この機能は、異議メカニズム

に基づいています。

単方向リンク検出（UDLD）の詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces
Configuration Guide』を参照してください。

Note

指定ポートは、矛盾を検出すると、そのロールを維持しますが、廃棄ステートに戻ります。一

貫性がない場合は、接続を中断した方がブリッジングループを解決できるからです。

Figure 14:単一方向リンク障害の検出

次の図に、ブリッジングループの一般的な原因となる単方向リンク障害を示します。スイッチ

Aはルートブリッジであり、スイッチ Bへのリンクで BPDUは失われます。Rapid PVST+
(802.1w)およびMSTBPDUには、送信側ポートの役割と状態が含まれます。この情報により、
スイッチ Bは送信される上位 BPDUに対して反応せず、スイッチ Bはルートポートではなく
指定ポートであることが、スイッチ Aによって検出できます。この結果、スイッチ Aは、そ
のポートをブロックし（またはブロックし続け）、ブリッジングループが防止されます。
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ポートコストとポートプライオリティ

スパニングツリーはポートコストを使用して、指定ポートを決定します。値が低いほど、ポー

トコストは小さくなります。スパニングツリーでは、最小のコストパスが選択されます。デ

フォルトポートコストは、次のように、インターフェイス帯域幅から取得されます。

• 1ギガビットイーサネット：20,000

• 10ギガビットイーサネット：2,000

• 40ギガビットイーサネット：500

ポートコストを設定すると、選択されるポートが影響を受けます。

MSTでは常にロングパスコスト計算方式が使用されるため、有効値は 1～ 200,000,000です。Note

コストが同じポートを差別化するために、ポートプライオリティが使用されます。値が小さい

ほど、プライオリティが高いことを示します。デフォルトのポートの優先順位は128です。プ
ライオリティは、0～ 224の間の値に、32ずつ増やして設定できます。

IEEE 802.1Dとの相互運用性
MSTを実行するデバイスでは組み込みプロトコル移行機能がサポートされ、802.1D STPデバ
イスとの相互運用が可能になります。このデバイスで 802.1Dコンフィギュレーション BPDU
（プロトコルバージョンが 0に設定されている BPDU）を受信する場合、そのポート上の
802.1D BPDUのみが送信されます。また、MSTデバイスは、802.1D BPDU、別の領域に関連
するMST BPDU（バージョン 3）、802.1w BPDU（バージョン 2）のうちいずれかを受信する
と、ポートが領域の境界にあることを検出できます。

ただし、このデバイスは、802.1D BPDUを受信しなくなっても、MSTモードに自動的に戻り
ません。802.1Dデバイスが指定デバイスでない場合、802.1Dデバイスがリンクから削除され
たかどうかを検出できないからです。このデバイスの接続先デバイスが領域に加わったとき、

デバイスは境界ロールをポートに割り当て続けることもあります。

プロトコル移行プロセスを再開する（強制的に隣接デバイスと再ネゴシエーションさせる）に

は、clear spanning-tree detected-protocolsコマンドを入力します。

リンク上にあるすべてのRapidPVST+スイッチ（およびすべての8021.DSTPスイッチ）では、
MST BPDUを 802.1w BPDUの場合と同様に処理できます。MSTデバイスは、バージョン 0設
定とトポロジ変更通知（TCN）BPDU、またはバージョン 3 MST BPDUのどちらかを境界ポー
トで送信できます。境界ポートは LANに接続します。つまり、単一スパニングツリーデバイ
スまたはMST設定が異なるデバイスのいずれかである指定デバイスに接続します。

MSTは、MSTポート上で先行標準MSTPを受信するたびに、シスコの先行標準MSTPと相互
に動作します。明示的な設定は必要ありません。

また、インターフェイスを設定して、先行標準のMSTPメッセージを事前に送信することもで
きます。
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MSTのハイアベイラビリティ
ソフトウェアはMSTに対してハイアベイラビリティをサポートしています。ただし、MSTを
再起動した場合、統計情報およびタイマーは復元されません。タイマーは最初から開始され、

統計情報は 0にリセットされます。

デバイスは、MSTに対して中断のない完全アップグレードをサポートします。中断のないアッ
プグレードとハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS
High Availability and Redundancy Guide』を参照してください。

MSTの前提条件
MSTには次の前提条件があります。

•デバイスにログインしていること。

MSTの設定に関するガイドラインおよび制約事項

VLAN/MSTIマッピングを変更すると、MSTが再コンバージェンスされます。（注）

MST設定時のガイドラインと制約事項は次のとおりです。

• MST設定制限については、『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』を参
照してください。

• showコマンド（internalキーワード付き）はサポートされていません。

• MSTをイネーブルにする必要があります。Rapid PVST+は、デフォルトのスパニングツ
リーモードです。

• VLANは、一度に 1つのMSTインスタンスに対してのみ割り当てることができます。

• VLAN 3968～ 4095はMSTインスタンスにマッピングできません。これらの VLANは、
デバイスによる内部使用のために予約されています。

• 1つのデバイスに最大 65個のMSTインスタンスを設定できます。

•デフォルトでは、すべての VLANがMSTI 0（IST）にマッピングされます。

•ロードバランスは、MST領域の内部でのみ実行できます。

• MSTIにマッピングされたすべてのVLANが、トランクによって伝送されているか、また
は伝送から除外されていることを確認します。

• STPは常にイネーブルのままにしておきます。
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•タイマーは変更しないでください。ネットワークの安定性が低下することがあります。

•ユーザトラフィックを管理VLANから切り離し、管理VLANをユーザデータから分離し
ます。

•プライマリおよびセカンダリルートスイッチの場所として、ディストリビューションレ
イヤおよびコアレイヤを選択します。

•ポートチャネリング：ポートチャネルバンドルは、単一ポートと見なされます。ポート
コストは、そのチャネルに割り当てられている設定済みのすべてのポートコストの合計で

す。

• VLANをMSTIにマッピングすると、このVLANが以前のMSTIから自動的に削除されま
す。

• 1つのMSTIに任意の個数の VLANをマッピングできます。

• Rapid PVST+とMSTクラウド、または PVST+とMSTクラウドとの間でロードバランシ
ングを実現するには、すべてのMST境界ポートがフォワーディングステートでなければ
なりません。MSTクラウドの CISTリージョナルルートが CSTのルートでなければなり
ません。MSTクラウドが複数のMST領域で構成されている場合、MST領域の 1つにCST
ルートが含まれていなければならず、その他のすべてのMST領域ではMSTクラウド内に
含まれるルートへのパスが、Rapid PVST+または PVST+クラウドよりも良好なものでな
ければなりません。

•ネットワークを多数の領域に分割しないでください。ただしこの状況を避けられない場合
は、レイヤ 2デバイスによって相互接続された、より小さい LANにスイッチド LANを分
割することを推奨します。

• MST設定サブモードの場合、次の注意事項が適用されます。

•各コマンド参照行により、保留中のリージョン設定が作成されます。

•保留中のリージョン設定により、現在のリージョン設定が開始されます。

•変更をコミットすることなくMSTコンフィギュレーションサブモードを終了するに
は、abortコマンドを入力します。

• MSTコンフィギュレーションサブモードを終了し、サブモードを終了する前に行っ
たすべての変更をコミットするには、exitまたは endコマンドを入力するか、または
Ctrl + Zキーを押します。

このソフトウェアは、MSTに対して中断のない完全アップグレードをサポートします。（注）
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MSTのデフォルト設定
次の表に、MSTパラメータのデフォルト設定を示します。

Table 12:デフォルトのMSTパラメータ

デフォルトパラメータ

有効（Enabled）スパニングツリー

Rapid PVST+がデフォルトでイネーブル

Caution
スパニングツリーモードを変更すると、すべてのス

パニングツリーインスタンスが前のモードで停止し

て新規モードで開始されるため、トラフィックが中

断されます。

スパニングツリーモード

空の文字列名前

すべての VLANを CISTインスタンスにマッピングVLANマッピング

0改定

インスタンス 0。VLAN 1～ 3967はデフォルトでイ
ンスタンス 0にマッピングされます。

[インスタンス ID（Instance ID）]

65MST領域あたりのMSTI数

32768ブリッジプライオリティ（CISTポート
単位で設定可能）

128スパニングツリーポートプライオリ

ティ（CISTポート単位で設定可能）

Auto

デフォルトのポートコストは、次のように、ポート

速度から判別されます。

• 1ギガビットイーサネット：20,000

• 10ギガビットイーサネット：2,000

• 40ギガビットイーサネット：500

スパニングツリーポートコスト（CIST
ポート単位で設定可能）

2秒helloタイム

15秒転送遅延時間
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デフォルトパラメータ

20秒最大エージングタイム

20ホップ最大ホップカウント

Auto

デフォルトリンクタイプは、次のようにデュプレッ

クスから判別されます。

•全二重：ポイントツーポイントリンク

•半二重：共有リンク

リンクタイプ

MSTの設定

Cisco IOSの CLIに慣れている場合、この機能のシスコソフトウェアコマンドは従来の Cisco
IOSコマンドと異なる点があるため注意が必要です。

Note

MSTのイネーブル化（CLIバージョン）
MSTをイネーブルにできます。デフォルトは、Rapid PVST+です。

スパニングツリーモードを変更すると、すべてのスパニングツリーインスタンスが前のモー

ドで停止して新規モードで再開されるため、トラフィックが中断されます。

Note

SUMMARY STEPS

1. config t

2. spanning-tree mode mstまたは no spanning-tree mode mst。
3. exit
4. (Optional) show running-config spanning-tree all
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree mode mstまたは no spanning-tree mode
mst。

ステップ 2 • spanning-tree mode mst

デバイスのMSTをイネーブルにします。
Example: • no spanning-tree mode mst
switch(config)# spanning-tree mode mst

デバイス上でMSTをディセーブルにして、Rapid
PVST+に戻します。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

現在稼働しているSTPコンフィギュレーションを表
示します。

(Optional) show running-config spanning-tree all

Example:

ステップ 4

switch# show running-config spanning-tree all

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、デバイス上でMSTをイネーブルにする例を示します。
switch# config t
switch(config)# spanning-tree mode mst
switch(config)# exit
switch#

MSTコンフィギュレーションモードの開始
デバイスにMST名、VLAN/インスタンスマッピング、およびMSTリビジョン番号を設定す
るには、MSTコンフィギュレーションモードを開始します。

複数のデバイスが同じMST領域内にある場合は、これらのデバイスのMST名、VLAN/インス
タンスマッピング、およびMSTリビジョン番号を同一にする必要があります。
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各コマンド参照行により、MSTコンフィギュレーションモードで保留中の領域設定が作成さ
れます。さらに、保留中の領域設定により、現在の領域設定が開始されます。

Note

SUMMARY STEPS

1. config t

2. spanning-tree mst configurationまたは no spanning-tree mst configuration

3. exitまたは abort
4. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree mst configurationまたは no
spanning-tree mst configuration

ステップ 2 • spanning-tree mst configuration

システム上で、MST設定サブモードを開始しま
す。次のMST設定パラメータを割り当てるにExample:
は、MST設定サブモードを開始しておく必要が
あります。

switch(config)# spanning-tree mst configuration
switch(config-mst)#

• MST名

• VLAN/MSTIマッピング

• MSTリビジョン番号

• no spanning-tree mst configuration

MSTリージョン設定を次のデフォルト値に戻し
ます。

•領域名は空の文字列になります。

• VLANはMSTIにマッピングされません（す
べての VLANは CISTインスタンスにマッ
ピングされます）。

•リビジョン番号は 0です。

exitまたは abortステップ 3 • exit
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PurposeCommand or Action

Example: すべての変更をコミットし、MST設定サブモー
ドを終了します。switch(config-mst)# exit

switch(config)#
• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 4

switch(config)# copy running-config startup-config

Example

次に、デバイスでMSTコンフィギュレーションサブモードを開始する例を示します。
switch# config t
switch(config)# spanning-tree mst configuration
switch(config-mst)# exit
switch(config)#

MSTの名前の指定
ブリッジに領域名を設定できます。複数のブリッジが同じMST領域内にある場合は、これら
のブリッジのMST名、VLAN/インスタンスマッピング、およびMSTリビジョン番号を同一
にする必要があります。

SUMMARY STEPS

1. config t
2. spanning-tree mst configuration
3. name name

4. exitまたは abort
5. (Optional) show spanning-tree mst configuration
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#
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PurposeCommand or Action

MSTコンフィギュレーションサブモードを開始し
ます。

spanning-tree mst configuration

Example:

ステップ 2

switch(config)# spanning-tree mst configuration
switch(config-mst)#

MST領域の名前を指定します。name文字列の最大
の長さは 32文字であり、大文字と小文字が区別さ
れます。デフォルトは空の文字列です。

name name

Example:
switch(config-mst)# name accounting

ステップ 3

exitまたは abortステップ 4 • exit

Example: すべての変更をコミットし、MST設定サブモー
ドを終了します。switch(config-mst)# exit

switch(config)#
• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

MSTの設定を表示します。(Optional) show spanning-tree mst configuration

Example:

ステップ 5

switch# show spanning-tree mst configuration

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、MSTリージョンの名前の設定方法を示しています。
switch# config t
switch(config)# spanning-tree mst configuration
switch(config-mst)# name accounting
switch(config-mst)# exit
switch(config)#

MST設定のリビジョン番号の指定
リビジョン番号は、ブリッジ上に設定します。複数のブリッジが同じMST領域内にある場合
は、これらのブリッジのMST名、VLAN/インスタンスマッピング、およびMSTリビジョン
番号を同一にする必要があります。

SUMMARY STEPS

1. config t
2. spanning-tree mst configuration
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3. revision version

4. exitまたは abort
5. (Optional) show spanning-tree mst configuration
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

MSTコンフィギュレーションサブモードを開始し
ます。

spanning-tree mst configuration

Example:

ステップ 2

switch(config)# spanning-tree mst configuration
switch(config-mst)#

MSTリージョンのリビジョン番号を指定します。範
囲は 0～ 65535で、デフォルト値は 0です。

revision version

Example:

ステップ 3

switch(config-mst)# revision 5

exitまたは abortステップ 4 • exit

Example: すべての変更をコミットし、MST設定サブモー
ドを終了します。switch(config-mst)# exit

switch(config)#
• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

MSTの設定を表示します。(Optional) show spanning-tree mst configuration

Example:

ステップ 5

switch# show spanning-tree mst configuration

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、MSTI領域のリビジョン番号を 5に設定する例を示します。
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switch# config t
switch(config)# spanning-tree mst configuration
switch(config-mst)# revision 5
switch(config-mst)#

MSTリージョンでの設定の指定
2台以上のデバイスを同一MST領域内に存在させるには、同じ VLANからインスタンスへの
マッピング、同じ構成リビジョン番号、および同じMSTの名前が設定されている必要があり
ます。

領域には、同じMST設定の 1つのメンバまたは複数のメンバを存在させることができます。
各メンバでは、IEEE802.1wRSTPBPDUを処理できる必要があります。ネットワーク内のMST
リージョンには、数の制限はありませんが、各リージョンでは、最大 65までのインスタンス
をサポートできます。VLANは、一度に 1つのMSTインスタンスに対してのみ割り当てるこ
とができます。

SUMMARY STEPS

1. config t
2. spanning-tree mst configuration
3. instance instance-id vlan vlan-range

4. name name

5. revision version

6. exitまたは abort
7. show spanning-tree mst configuration
8. copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

MSTコンフィギュレーションサブモードを開始し
ます。

spanning-tree mst configuration

Example:

ステップ 2

switch(config)# spanning-tree mst configuration
switch(config-mst)#

VLANをMSTインスタンスにマッピングする手順
は、次のとおりです。

instance instance-id vlan vlan-range

Example:

ステップ 3

• instance-idの範囲は 1～ 4094です。switch(config-mst)# instance 1 vlan 10-20
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PurposeCommand or Action

• vlanの場合 vlan-rangeの範囲は 1～ 3967です。
VLANをMSTIにマップする場合、マッピング
は増加され、コマンドに指定したVLANは、以
前マッピングしたVLANに追加されるか、そこ
から削除されます。

VLAN範囲を指定する場合は、ハイフンを使用しま
す。たとえば、instance 1 vlan 1-63とコマンドを入
力すると、MSTインスタンス 1に VLAN 1～ 63が
マッピングされます。

複数の VLANを指定する場合はカンマで区切りま
す。たとえば、instance 1 vlan 10, 20, 30と指定する
と、MSTインスタンス 1に VLAN 10、20、および
30がマッピングされます。

インスタンス名を指定します。nameストリングには
最大 32文字まで使用でき、大文字と小文字が区別
されます。

name name

Example:
switch(config-mst)# name region1

ステップ 4

設定リビジョン番号を指定します。範囲は0～65535
です。

revision version

Example:

ステップ 5

switch(config-mst)# revision 1

exitまたは abortステップ 6 • exit

Example: すべての変更をコミットし、MST設定サブモー
ドを終了します。switch(config-mst)# exit

switch(config)#
• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

（任意）MST設定を表示します。show spanning-tree mst configuration

Example:

ステップ 7

switch# show spanning-tree mst configuration

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

Example:

ステップ 8

switch(config)# copy running-config startup-config

Example

次の例は、MSTコンフィギュレーションモードを開始し、VLAN 10～ 20をMSTI 1
にマッピングし、リージョンに region1という名前を付けて、設定リビジョンを 1に設
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定し、保留中の設定を表示し、変更を適用してグローバルコンフィギュレーション

モードに戻る方法を示しています。

switch# config t
switch(config)# spanning-tree mst configuration
switch(config-mst)# instance 1 vlan 10-20
switch(config-mst)# name region1
switch(config-mst)# revision 1
switch(config-mst#) exit
switch(config)# show spanning-tree mst configuration

Name [region1]
Revision 1
Instances configured 2
Instance Vlans Mapped
-------- ---------------------
0 1-9,21-4094
1 10-20
-------------------------------
switch(config)#

VLANとMSTインスタンスのマッピングおよびマッピング解除（CLI
バージョン）

複数のブリッジが同じMST領域内にある場合は、これらのブリッジのMST名、VLAN/インス
タンスマッピング、およびMSTリビジョン番号を同一にする必要があります。

VLAN 3968～ 4095はMSTインスタンスにマッピングできません。これらの VLANは、デバ
イスによる内部使用のために予約されています。

VLAN/MSTIマッピングを変更すると、MSTが再コンバージェンスされます。Note

MSTIはディセーブルにできません。Note

SUMMARY STEPS

1. config t
2. spanning-tree mst configuration

3. instance instance-id vlan vlan-rangeまたは no instance instance-id vlan vlan-range

4. exitまたは abort
5. (Optional) show spanning-tree mst configuration
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

MSTコンフィギュレーションサブモードを開始し
ます。

spanning-tree mst configuration

Example:

ステップ 2

switch(config)# spanning-tree mst configuration
switch(config-mst)#

instance instance-id vlan vlan-rangeまたは no instance
instance-id vlan vlan-range

ステップ 3 • instance instance-id vlan vlan-range

VLANをMSTインスタンスにマッピングする
手順は、次のとおりです。Example:

switch(config-mst)# instance 3 vlan 200
• instance_idの範囲は 1～ 4094です。インス
タンス 0は、各MSTリージョンでの IST
用に予約されています。

• vlan-rangeの範囲は 1～ 3967です。

VLANをMSTIにマッピングすると、マッ
ピングは差分で実行され、コマンドで指定

された VLANが、以前マッピングされた
VLANに追加またはVLANから削除されま
す。

• no instance instance-id vlan vlan-range

指定したインスタンスを削除し、VLANを、デ
フォルトMSTIである CISTに戻します。

exitまたは abortステップ 4 • exit

Example: すべての変更をコミットし、MST設定サブモー
ドを終了します。switch(config-mst)# exit

switch(config)#
• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

MSTの設定を表示します。(Optional) show spanning-tree mst configuration

Example:

ステップ 5

switch# show spanning-tree mst configuration
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PurposeCommand or Action

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、VLAN 200をMSTI 3にマッピングする方法を示しています。
switch# config t
switch(config)# spanning-tree mst configuration
switch(config-mst)# instance 3 vlan 200
switch(config-mst)# exit
switch(config)#

ルートブリッジの設定

MSTルートブリッジになるデバイスを設定できます。

spanning-tree vlan vlan_ID primary rootルートブリッジになるために必要な値が 4096より小
さい場合は、このコマンドは機能しません。ソフトウェアでブリッジプライオリティをそれ以

上低くできない場合、デバイスは次のメッセージを返します。

Error: Failed to set root bridge for VLAN 1
It may be possible to make the bridge root by setting the priority
for some (or all) of these instances to zero.

各MSTIのルートブリッジは、バックボーンまたはディストリビューションデバイスである
必要があります。アクセスデバイスは、スパニングツリーのプライマリルートブリッジとし

て設定しないでください。

Note

diameterを入力しますレイヤ 2ネットワークの直径（レイヤ 2ネットワーク上の任意の 2台の
端末間における最大レイヤ 2ホップカウント）を指定するには、MSTI 0（IST）専用のキー
ワードを入力します。ネットワーク直径を指定すると、デバイスは、その直径のネットワーク

で最適な helloタイム、転送遅延時間、最大エージングタイムを自動的に設定し、これによっ
て収束時間が大幅に短縮されます。helloキーワードを使用して、自動的に計算される helloタ
イムをオーバーライドできます。

ルートブリッジとして設定されたデバイスで、以下のコマンドを使用して、helloタイム、転
送遅延時間、最大エージングタイムを手動で設定しないでください。spanning-tree mst
hello-timespanning-tree mst forward-time, and spanning-tree mst max-ageグローバルコンフィ
ギュレーションコマンド。

Note
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SUMMARY STEPS

1. config t
2. spanning-tree mst instance-id root {primary | secondary} [diameter dia [hello-time hello-time]]
または no spanning-tree mst instance-id root

3. exitまたは abort
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree mst instance-id root {primary |
secondary} [diameter dia [hello-time hello-time]]また
は no spanning-tree mst instance-id root

ステップ 2 • spanning-tree mst instance-id root {primary |
secondary} [diameter dia [hello-time hello-time]]

次のようにルートブリッジとしてデバイスを設

定します。Example:
switch(config)# spanning-tree mst 5 root primary • instance-idには、単一のインスタンス、ハ

イフンで区切られた範囲のインスタンス、

またはカンマで区切られた一連のインスタ

ンスを指定します。範囲は1～4094です。

• diameter net-diameterには、任意の 2つのエ
ンドステーション間にレイヤ 2ホップの最
大数を指定します。デフォルトは 7です。
このキーワードは、MSTIインスタンス 0
の場合にのみ使用できます。

• hello-timeには secondsには、ルートブリッ
ジが設定メッセージを生成するインターバ

ルを秒単位で指定します。有効範囲は 1～
10秒で、デフォルトは 2秒です。

• no spanning-tree mst instance-id root

スイッチのプライオリティ、範囲、helloタイム
をデフォルト値に戻します。

exitまたは abortステップ 3 • exit

Example:
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PurposeCommand or Action

すべての変更をコミットし、MST設定サブモー
ドを終了します。

switch(config)# exit
switch#

• abort

いずれの変更もコミットすることなく、MST設
定サブモードを終了します。

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、デバイスをMSTI 5のルートスイッチに設定する例を示します。
switch# config t
switch(config)# spanning-tree mst 5 root primary
switch(config)# exit
switch(config)#

MSTセカンダリルートブリッジの設定
複数のバックアップルートブリッジを設定するには、複数のデバイスでこのコマンドを使用

します。spanning-tree mst root primaryグローバルコンフィギュレーションコマンドでプラ
イマリルートブリッジを設定したときに使用したのと同じネットワーク直径と helloタイムの
値を入力します。

SUMMARY STEPS

1. config t
2. spanning-tree mst instance-id root {primary | secondary} [diameter dia[hello-time hello-time]]
または no spanning-tree mst instance-id root

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree mst instance-id root {primary |
secondary} [diameter dia[hello-time hello-time]]また
は no spanning-tree mst instance-id root

ステップ 2 • spanning-tree mst instance-id root {primary |
secondary} [diameter dia[hello-time hello-time]]

次のようにセカンダリルートブリッジとして

デバイスを設定します。Example:
switch(config)# spanning-tree mst 5 root secondary • instance-idには、単一のインスタンス、ハ

イフンで区切られた範囲のインスタンス、

またはカンマで区切られた一連のインスタ

ンスを指定できます。範囲は 1～ 4094で
す。

• diameter net-diameterには、任意の 2つのエ
ンドステーション間にレイヤ 2ホップの最
大数を指定します。デフォルトは 7です。
このキーワードは、MSTIインスタンス 0
の場合にのみ使用できます。

• hello-timeには secondsには、ルートブリッ
ジが設定メッセージを生成するインターバ

ルを秒単位で指定します。有効範囲は 1～
10秒で、デフォルトは 2秒です。

• no spanning-tree mst instance-id root

スイッチのプライオリティ、範囲、helloタイム
をデフォルト値に戻します。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch# exit
switch(config)#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst
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PurposeCommand or Action

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、デバイスをMSTI 5のセカンダリルートスイッチに設定する例を示します。
switch# config t
switch(config)# spanning-tree mst 5 root secondary
switch(config)# exit
switch#

MSTスイッチプライオリティの設定
MSTインスタンスのスイッチプライオリティを設定し、指定デバイスがルートブリッジとし
て選択される可能性を高めることができます。

spanning-tree mst priorityコマンドを使用するときは注意してください。コマンドを使用しま
す。ほとんどの場合、spanning-tree mst root primaryを入力することを推奨します。および
spanning-tree mst root secondaryスイッチプライオリティを変更するためにグローバル設定コ
マンドを使用します。

Note

SUMMARY STEPS

1. config t
2. spanning-tree mst instance-id priority priority-value

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#
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PurposeCommand or Action

次のようにデバイスプライオリティを設定します。spanning-tree mst instance-id priority priority-value

Example:

ステップ 2

• instance-idには、単一のインスタンス、ハイフ
ンで区切られた範囲のインスタンス、またはカswitch(config)# spanning-tree mst 5 priority 4096

ンマで区切られた一連のインスタンスを指定で

きます。範囲は 1～ 4094です。

• priority-valueの範囲は 0～ 61440で、4096ずつ
増加します。デフォルト値は 32768です。数値
を小さくすると、ルートブリッジとしてデバイ

スが選択される可能性が高くなります。

使用可能な値は、0、4096、8192、12288、
16384、20480、24576、28672、32768、36864、
40960、45056、49152、53248、57344、61440で
す。システムでは、他のすべての値が拒否され

ます。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次の例は、MSTI 5のブリッジのプライオリティを 4096に設定する方法を示していま
す。

switch# config t
switch(config)# spanning-tree mst 5 priority 4096
switch(config)# exit
switch#

MSTポートプライオリティの設定
ループが発生する場合、MSTは、フォワーディングステートにするインターフェイスを選択
するとき、ポートプライオリティを使用します。最初に選択させるインターフェイスには低い
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プライオリティの値を割り当て、最後に選択させるインターフェイスには高いプライオリティ

の値を割り当てることができます。すべてのインターフェイスのプライオリティ値が同一であ

る場合、MSTはインターフェイス番号が最も低いインターフェイスをフォワーディングステー
トにして、その他のインターフェイスをブロックします。

SUMMARY STEPS

1. config t
2. interface {{type slot/port} | {port-channel number}}
3. spanning-tree mst instance-id port-priority priority

4. exit
5. (Optional) show spanning-tree mst
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {{type slot/port} | {port-channel number}}

Example:

ステップ 2

switch(config)# interface ethernet 3/1
switch(config-if)#

次のように、ポートのプライオリティを設定しま

す。

spanning-tree mst instance-id port-priority priority

Example:

ステップ 3

• instance-idには、1つのMSTI、それぞれをハイ
フンで区切ったMSTIの範囲、またはカンマで

switch(config-if)# spanning-tree mst 3
port-priority 64

区切った一連のMSTIを指定できます。範囲は
1～ 4094です。

• priorityの範囲は 0～ 224で、32ずつ増加しま
す。デフォルト値は 128です。値が小さいほ
ど、プライオリティが高いことを示します。

プライオリティ値は、0、32、64、96、128、
160、192、224です。システムでは、他のすべ
ての値が拒否されます。

インターフェイスモードを終了します。exit

Example:

ステップ 4
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PurposeCommand or Action
switch(config-if)# exit
switch(config)#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 5

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、イーサネットポート 3/1でMSTI 3のMSTインターフェイスポートプラ
イオリティを 64に設定する方法を示しています。
switch# config t
switch(config)# interface ethernet 3/1
switch(config-if)# spanning-tree mst 3 port-priority 64
switch(config-if)# exit
switch(config)#

MSTポートコストの設定
MSTポートコストのデフォルト値は、インターフェイスのメディア速度から抽出されます。
ループが発生した場合、MSTは、コストを使用して、フォワーディングステートにするイン
ターフェイスを選択します。最初に選択させるインターフェイスには小さいコストの値を割り

当て、最後に選択させるインターフェイスの値には大きいコストを割り当てることができま

す。すべてのインターフェイスのコスト値が同一である場合、MSTはインターフェイス番号
が最も低いインターフェイスをフォワーディングステートにして、その他のインターフェイス

をブロックします。

MSTはロングパスコスト計算方式を使用します。Note

SUMMARY STEPS

1. config t
2. interface {{type slot/port} | {port-channel number}}
3. spanning-tree mst instance-id cost {cost | auto}
4. exit
5. (Optional) show spanning-tree mst
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {{type slot/port} | {port-channel number}}

Example:

ステップ 2

switch# config t
switch(config)# interface ethernet 3/1
switch(config-if)#

コストを設定します。spanning-tree mst instance-id cost {cost | auto}

Example:

ステップ 3

ループが発生した場合、MSTはパスコストを使用
して、フォワーディングステートにするインターswitch(config-if)# spanning-tree mst 4 cost

17031970
フェイスを選択します。パスコストが小さいほど、

送信速度が速いことを示します。

• instance-idには、単一のインスタンス、ハイフ
ンで区切られた範囲のインスタンス、またはカ

ンマで区切られた一連のインスタンスを指定で

きます。範囲は 1～ 4094です。

• costの範囲は 1～ 200000000です。デフォルト
値はautoで、インターフェイスのメディア速度
から取得されるものです。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 5

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
179

Cisco NX-OSを使用したMSTの設定

MSTポートコストの設定



Example

次の例は、イーサネットポート 3/1でMSTI 4のMSTインターフェイスポートコス
トを設定する方法を示しています。

switch# config t
switch(config)# interface ethernet 3/1
switch(config-if)# spanning-tree mst 4 cost 17031970
switch(config-if)# exit
switch(config)#

MST helloタイムの設定
デバイス上のすべてのインスタンスに対してルートブリッジが作成する設定メッセージの間隔

を設定するには、helloタイムを変更します。

spanning-tree mst hello-timeコマンドを使用するときは注意してください。ほとんどの場合、
helloタイムを変更するには、spanning-tree mst instance-id root primaryおよび spanning-tree
mst instance-id root secondaryのグローバルコンフィギュレーションコマンドの使用を推奨し
ます。

Note

SUMMARY STEPS

1. config t
2. spanning-tree mst hello-time seconds

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

すべてのMSTインスタンスについて、helloタイム
を設定します。helloタイムは、ルートブリッジが

spanning-tree mst hello-time seconds

Example:

ステップ 2

設定メッセージを生成する時間です。これらのメッswitch(config)# spanning-tree mst hello-time 1
セージは、デバイスが動作していることを示しま
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PurposeCommand or Action

す。secondsの範囲は 1～ 10で、デフォルトは 2秒
です。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、デバイスの helloタイムを 1秒に設定する例を示します。
switch# config t
switch(config)# spanning-tree mst hello-time 1
switch(config)# exit
switch#

MST転送遅延時間の設定
デバイスのすべてのMSTインスタンスの転送遅延時間を 1つのコマンドで設定できます。

SUMMARY STEPS

1. config t
2. spanning-tree mst forward-time seconds

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1
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PurposeCommand or Action
switch# config t
switch(config)#

すべてのMSTインスタンスについて、転送時間を
設定します。転送遅延は、スパニングツリーブロッ

spanning-tree mst forward-time seconds

Example:

ステップ 2

キングステートとラーニングステートからフォワーswitch(config)# spanning-tree mst forward-time 10
ディングステートに変更する前に、ポートが待つ秒

数です。secondsの範囲は 4～ 30で、デフォルトは
15秒です。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、デバイスの転送遅延時間を 10秒に設定する例を示します。
switch# config t
switch(config)# spanning-time mst forward-time 10
switch(config)# exit
switch#

MST最大エージングタイムの設定
デバイスのすべてのMSTインスタンスの最大エージングタイマーを 1つのコマンドで設定で
きます（最大エージングタイムが適用されるのは ISTのみです）。

最大エージングタイマーは、デバイスがスパニングツリー設定メッセージを受信せずに再設定

を試行するまで待機する秒数です。

SUMMARY STEPS

1. config t
2. spanning-tree mst max-age seconds

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

すべてのMSTインスタンスについて、最大経過時
間を設定します。最大エージングタイムは、デバイ

spanning-tree mst max-age seconds

Example:

ステップ 2

スがスパニングツリー設定メッセージを受信せずにswitch(config)# spanning-tree mst max-age 40
再設定を試行するまで待機する秒数です。secondsの
範囲は 6～ 40で、デフォルトは 20秒です。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次に、デバイスの最大エージングタイマーを 40秒に設定する例を示します。
switch# config t
switch(config)# spanning-tree mst max-age 40
switch(config)# exit
switch#

MST最大ホップカウントの設定
領域内の最大ホップを設定し、それをその領域内にある ISTおよびすべてのMSTインスタン
スに適用できます。MSTでは、ISTリージョナルルートへのパスコストと、IPの存続可能時
間（TTL）メカニズムに類似したホップカウントメカニズムが、使用されます。ホップカウ
ントを設定すると、メッセージエージ情報を設定するのと同様の結果が得られます（再構成の

開始時期を決定します）。
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SUMMARY STEPS

1. config t
2. spanning-tree mst max-hops hop-count

3. exit
4. (Optional) show spanning-tree mst
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

BPDUが廃棄され、ポートに維持されていた情報が
期限切れになるまでの、領域内でのホップカウント

spanning-tree mst max-hops hop-count

Example:

ステップ 2

を指定します。hop-countの範囲は 1～ 255で、デ
フォルト値は 20ホップです。

switch(config)# spanning-tree mst max-hops 40

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config-mst)# exit
switch#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 4

switch# show spanning-tree mst

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

Example

次の例は、最大ホップカウントを 40に設定する方法を示しています。
switch# config t
switch(config)# spanning-tree mst max-hops 40
switch(config)# exit
switch#
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先行標準MSTPメッセージを事前に送信するインターフェイスの設定
（CLIバージョン）

デフォルトで、MSTを実行中のデバイス上のインターフェイスは、別のインターフェイスか
ら先行標準MSTPメッセージを受信したあと、標準ではなく先行標準のMSTPメッセージを送
信します。インターフェイスを設定して、先行標準のMSTPメッセージを事前に送信できま
す。つまり、指定されたインターフェイスは、先行標準MSTPメッセージの受信を待機する必
要がなく、この設定のインターフェイスは常に先行標準MSTPメッセージを送信します。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree mst pre-standard
4. exit
5. (Optional) show spanning-tree mst
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定します。インター

フェイスコンフィギュレーションモードを開始し

ます。

interface type slot/port

Example:
switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

インターフェイスがMSTP標準形式ではなく、先行
標準形式のMSTPメッセージを常に送信するように
指定します。

spanning-tree mst pre-standard

Example:
switch(config-if)# spanning-tree mst pre-standard

ステップ 3

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

MSTの設定を表示します。(Optional) show spanning-tree mst

Example:

ステップ 5

switch# show spanning-tree mst
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PurposeCommand or Action

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、MSTPメッセージを常に先行標準形式で送信するように、MSTインターフェイ
スを設定する例を示します。

switch# config t
switch (config)# interface ethernet 1/4
switch(config-if)# spanning-tree mst pre-standard
switch(config-if)# exit
switch(config)#

MSTのリンクタイプの指定（CLIバージョン）
Rapidの接続性（802.1w規格）は、ポイントツーポイントのリンク上でのみ確立されます。リ
ンクタイプは、デフォルトでは、インターフェイスのデュプレックスモードから制御されま

す。全二重ポートはポイントツーポイント接続であると見なされ、半二重ポートは共有接続で

あると見なされます。

リモートデバイスの単一ポートに、ポイントツーポイントで物理的に接続されている半二重リ

ンクがある場合、リンクタイプのデフォルト設定を上書きして高速移行をイネーブルにできま

す。

リンクを共有に設定すると、STPは 802.1Dにフォールバックします。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree link-type {auto | point-to-point | shared}
4. exit
5. (Optional) show spanning-tree
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1
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PurposeCommand or Action
switch# config t
switch(config)#

設定するインターフェイスを指定します。インター

フェイスコンフィギュレーションモードを開始し

ます。

interface type slot/port

Example:
switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

リンクタイプを、ポイントツーポイントインクま

たは共有リンクに設定します。デフォルト値はデバ

spanning-tree link-type {auto | point-to-point | shared}

Example:

ステップ 3

イス接続から読み取られ、半二重リンクは共有、全switch(config-if)# spanning-tree link-type
point-to-point 二重リンクはポイントツーポイントです。リンクタ

イプが共有の場合、STPは 802.1Dにフォールバッ
クします。デフォルトはautoで、インターフェイス
のデュプレックス設定に基づいてリンクタイプが設

定されます。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

STPの設定を表示します。(Optional) show spanning-tree

Example:

ステップ 5

switch# show spanning-tree

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次の例は、リンクタイプをポイントツーポイントリンクとして設定する方法を示して

います。

switch# config t
switch (config)# interface ethernet 1/4
switch(config-if)# spanning-tree link-type point-to-point
switch(config-if)# exit
switch(config)#

MST用のプロトコルの再初期化
MSTブリッジでは、レガシーBPDUまたは異なるリージョンに関連付けられているMSTBPDU
を受信するときに、ポートがリージョンの境界にあることを検出できます。ただし、STPプロ
トコルを移行しても、レガシーデバイス（IEEE 802.1Dだけが稼働するデバイス）が代表ス
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イッチでないかぎり、レガシーデバイスがリンクから削除されたかどうかを判別することはで

きません。デバイス全体で、または指定されたインターフェイスでプロトコルネゴシエーショ

ンを再初期化する（ネイバーデバイスとの再ネゴシエーションを強制的に行う）には、次のコ

マンドを入力します。

SUMMARY STEPS

1. clear spanning-tree detected-protocol [interface interface [interface-num | port-channel]]

DETAILED STEPS

Procedure

PurposeCommand or Action

デバイス全体または指定されたインターフェイス

で、MSTを再初期化します。
clear spanning-tree detected-protocol [interface
interface [interface-num | port-channel]]

Example:

ステップ 1

switch# clear spanning-tree detected-protocol

Example

次に、スロット 2のイーサネットインターフェイスのポート 8で、MSTを再初期化す
る例を示します。

switch# clear spanning-tree detected-protocol interface ethernet 2/8

MSTの設定の確認
MST設定情報を表示するには、次のいずれかの作業を実行します。

目的コマンド

STP情報を表示します。show running-config spanning-tree [all]

MST情報を表示します。show spanning-tree mst configuration

MSTインスタンスの情報を表示します。show spanning-tree mst [detail]

指定されたMSTインスタンスに関する情報
を表示します。

show spanning-tree mstinstance-id [detail]

指定したインターフェイスおよびインスタン

スのMST情報を表示します。
show spanning-tree mst instance-id interface
{ethernet slot/port | port-channel channel-number}
[detail]

STPの概要を表示します。show spanning-tree summary
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目的コマンド

STPの詳細を表示します。show spanning-tree detail

VLANまたはインターフェイス単位のSTP情
報を表示します。

show spanning-tree {vlan vlan-id | interface
{[ethernet slot/port] | [port-channel
channel-number]}} [detail]

STPブリッジの情報を表示します。show spanning-tree vlan vlan-id bridge

MST統計情報の表示およびクリア（CLIバージョン）
MST設定情報を表示するには、次のいずれかの作業を実行します。

目的コマンド

STPのカウンタをクリアします。clear spanning-tree counters [ interface type slot/port
| vlanvlan-id]

送受信された BPDUなどの STP情報を、イ
ンターフェイスまたは VLAN別に表示しま
す。

show spanning-tree {vlan vlan-id | interface
{[ethernet slot/port] |
[port-channelchannel-number]}} detail

MSTの設定例
次に、MSTを設定する例を示します。
switch# configure terminal
switch(config)# spanning-tree mode mst
switch(config)# spanning-tree port type edge bpduguard default
switch(config)# spanning-tree port type edge bpdufilter default
switch(config)# spanning-tree port type network default
switch(config)# spanning-tree mst 0-64 priority 24576
switch(config)# spanning-tree mst configuration
switch(config-mst)# name cisco_region_1
switch(config-mst)# revision 2
switch(config-mst)# instance 1 vlan 1-21
switch(config-mst)# instance 2 vlan 22-42
switch(config-mst)# instance 3 vlan 43-63
switch(config-mst)# instance 4 vlan 64-84
switch(config-mst)# instance 5 vlan 85-105
switch(config-mst)# instance 6 vlan 106-126
switch(config-mst)# instance 6 vlan 106-126
switch(config-mst)# instance 7 vlan 127-147
switch(config-mst)# instance 8 vlan 148-168
switch(config-mst)# instance 9 vlan 169-189
switch(config-mst)# instance 10 vlan 190-210
switch(config-mst)# instance 11 vlan 211-231
switch(config-mst)# instance 12 vlan 232-252
switch(config-mst)# instance 13 vlan 253-273
switch(config-mst)# instance 14 vlan 274-294
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switch(config-mst)# instance 15 vlan 295-315
switch(config-mst)# instance 16 vlan 316-336
switch(config-mst)# instance 17 vlan 337-357
switch(config-mst)# instance 18 vlan 358-378
switch(config-mst)# instance 19 vlan 379-399
switch(config-mst)# instance 20 vlan 400-420
switch(config-mst)# instance 21 vlan 421-441
switch(config-mst)# instance 22 vlan 442-462
switch(config-mst)# instance 23 vlan 463-483
switch(config-mst)# instance 24 vlan 484-504
switch(config-mst)# instance 25 vlan 505-525
switch(config-mst)# instance 26 vlan 526-546
switch(config-mst)# instance 27 vlan 547-567
switch(config-mst)# instance 28 vlan 568-588
switch(config-mst)# instance 29 vlan 589-609
switch(config-mst)# instance 30 vlan 610-630
switch(config-mst)# instance 31 vlan 631-651
switch(config-mst)# instance 32 vlan 652-672
switch(config-mst)# instance 33 vlan 673-693
switch(config-mst)# instance 34 vlan 694-714
switch(config-mst)# instance 35 vlan 715-735
switch(config-mst)# instance 36 vlan 736-756
switch(config-mst)# instance 37 vlan 757-777
switch(config-mst)# instance 38 vlan 778-798
switch(config-mst)# instance 39 vlan 799-819
switch(config-mst)# instance 40 vlan 820-840
switch(config-mst)# instance 41 vlan 841-861
switch(config-mst)# instance 42 vlan 862-882
switch(config-mst)# instance 43 vlan 883-903
switch(config-mst)# instance 44 vlan 904-924
switch(config-mst)# instance 45 vlan 925-945
switch(config-mst)# instance 46 vlan 946-966
switch(config-mst)# instance 47 vlan 967-987
switch(config-mst)# instance 48 vlan 988-1008
switch(config-mst)# instance 49 vlan 1009-1029
switch(config-mst)# instance 50 vlan 1030-1050
switch(config-mst)# instance 51 vlan 1051-1071
switch(config-mst)# instance 52 vlan 1072-1092
switch(config-mst)# instance 53 vlan 1093-1113
switch(config-mst)# instance 54 vlan 1114-1134
switch(config-mst)# instance 55 vlan 1135-1155
switch(config-mst)# instance 56 vlan 1156-1176
switch(config-mst)# instance 57 vlan 1177-1197
switch(config-mst)# instance 58 vlan 1198-1218
switch(config-mst)# instance 59 vlan 1219-1239
switch(config-mst)# instance 60 vlan 1240-1260
switch(config-mst)# instance 61 vlan 1261-1281
switch(config-mst)# instance 62 vlan 1282-1302
switch(config-mst)# instance 63 vlan 1303-1323
switch(config-mst)# instance 64 vlan 1324-1344
switch(config-mst)# exit

switch(config)# interface ethernet 3/1
switch(config-if)# switchport
switch(config-if)# no shutdown
switch(config-if)# spanning-tree port type edge
switch(config-if)# exit

switch(config)# interface ethernet 3/2
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# no shutdown
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switch(config-if)# spanning-tree guard root
switch(config-if)# exit
switch(config)#

MSTの追加情報（CLIバージョン）

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』レイヤ2インターフェイス

『Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide』NX-OSの基礎

『Cisco Nexus 9000 Series High Availability and Redundancy Guide』高可用性

『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』

システム管理

標準

タイト

ル

標準

—IEEE 802.1Q-2006（旧称 IEEE 802.1s）、IEEE 802.1D-2004（旧称 IEEE 802.1w）、
IEEE 802.1D、IEEE 802.1t

MIB

MIBのリンクMIB

MIBを検索およびダウンロードするには、次の URLにアクセ
スしてください。

https://cisco.github.io/cisco-mibs/supportlists/nexus9000/
Nexus9000MIBSupportList.html

CISCO-STP-EXTENSION-MIB

BRIDGE-MIB
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第 11 章

Cisco NX-OSを使用した STP拡張の設定

• STP拡張機能について, on page 193
• STP拡張機能の前提条件, on page 200
• STP拡張機能の設定に関するガイドラインおよび制約事項, on page 200
• STP拡張機能のデフォルト設定, on page 202
• STP拡張機能の設定手順, on page 202
• STP拡張機能の設定の確認, on page 223
• STP拡張機能の設定例, on page 223
• STP拡張機能の追加情報（CLIバージョン）, on page 224

STP拡張機能について

レイヤ 2インターフェイスの作成の詳細については、『Cisco Nexus 9000 Series NX-OS Interfaces
Configuration Guide』を参照してください。

Note

ループ回避を改善し、ユーザによる設定ミスを削減し、プロトコルパラメータの制御を向上す

るために、シスコは STPに拡張機能を追加しました。IEEE 802.1w高速スパニングツリープロ
トコル（RSTP）規格に同様の機能が統合されていることも考えられますが、ここで紹介する
拡張機能を使用することを推奨します。PVSTシミュレーションを除き、これらの拡張機能は
すべて、Rapid PVST+およびMSTの両方で使用できます。PVSTシミュレーションを使用でき
るのは、MSTだけです。

使用できる拡張機能は、スパニングツリーエッジポート（従来の PortFastの機能を提供）、
ブリッジ保証、BPDUガード、BPDUフィルタリング、ループガード、ルートガード、およ
びPVTシミュレーションです。これらの機能の大部分は、グローバルに、または指定インター
フェイスに適用できます。

このマニュアルでは、IEEE802.1wおよび IEEE802.1sを指す用語として、「スパニングツリー」
を使用します。IEEE 802.1D STPについて説明している箇所では、802.1Dと明記します。

Note
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STPポートタイプ
スパニングツリーポートは、エッジポート、ネットワークポート、または標準ポートとして

構成できます。ポートは、ある一時点において、これらのうちいずれか 1つの状態をとりま
す。デフォルトのスパニングツリーポートタイプは「標準」です。

レイヤ 2ホストに接続するエッジポートは、アクセスポートまたはトランクポートのどちら
かになります。

レイヤ2スイッチまたはブリッジに接続しているポートをエッジポートとして設定すると、ブ
リッジングループが発生することがあります。

Note

ネットワークポートは、レイヤ 2スイッチまたはブリッジだけに接続します。

レイヤ 2ホストまたはエッジデバイスに接続されたポートを、誤ってスパニングツリーネッ
トワークポートとして設定した場合、これらのポートは自動的にブロッキングステートに移

行します。

Note

STPエッジポート

STPエッジポートは、レイヤ2ホストだけに接続します。エッジポートインターフェイスは、
ブロッキングステートやラーニングステートを経由することなく、フォワーディングステー

トに直接移行します（この直接移行動作は、以前は、シスコ独自の機能 PortFastとして設定し
ていました）。

レイヤ 2ホストに接続したインターフェイスでは、STPのブリッジプロトコルデータユニッ
ト（BPDU）を受信しないようにします。

Bridge Assurance
Bridge Assuranceを使用すると、ネットワーク内でブリッジングループの原因となる問題の発
生を防ぐことができます。具体的には、Bridge Assuranceを使用して、単方向リンク障害また
は他のソフトウェア障害、およびスパニングツリーアルゴリズムの停止後もデータトラフィッ

クを転送し続けているデバイスから、ネットワークを保護します。

Bridge Assuranceは、Rapid PVST+およびMSTだけでサポートされています。

Bridge Assuranceは通常リンクでの作動に 2秒、VPCピアリンクでは 84秒以下かかります。

Note

Bridge Assuranceはデフォルトでイネーブルになっており、グローバル単位でだけディセーブ
ルにできます。また、Bridge Assuranceをイネーブルにできるのは、ポイントツーポイントリ
ンクに接続されたスパニングツリーネットワークポートだけです。Bridge Assuranceは必ず、
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リンクの両端でイネーブルにする必要があります。リンクの一端のデバイスでBridgeAssurance
がイネーブルであっても、他端のデバイスが Bridge Assuranceをサポートしていない、または
Bridge Assuranceがイネーブルではない場合、接続ポートはブロックされます。

Bridge Assuranceをイネーブルにすると、BPDUが helloタイムごとに、動作中のすべてのネッ
トワークポート（代替ポートとバックアップポートを含む）に送出されます。所定の期間

BPDUを受信しないポートは、ブロッキングステートに移行し、ルートポートの決定に使用
されなくなります。BPDUを再度受信するようになると、そのポートで通常のスパニングツ
リー状態遷移が再開されます。

Figure 15:標準的な STPトポロジのネットワーク

次の図は、標準的な STPトポロジを示しています。

Figure 16: Bridge Assuranceを実行していないネットワークの問題

次の図は、Bridge Assuranceを実行していない場合、デバイスの障害発生時にネットワークで

発生する可能性のある問題を示しています。

Figure 17: Bridge Assuranceを実行しているネットワークの STPトポロジ

次の図は、Bridge Assuranceがイネーブルになっているネットワークで、すべての STPネット
ワークポートから双方向 BPDUが発行される一般的な STPトポロジを示しています。
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Figure 18: Bridge Assuranceによるネットワーク上の問題の回避

次の図は、ネットワーク上で Bridge Assuranceをイネーブルにした場合に、ネットワーク上の

問題が発生しない理由を示しています。

BPDUガード
BPDUガードをイネーブルにすると、BPDUを受信したときにそのインターフェイスがシャッ
トダウンされます。

BPDUガードはインターフェイスレベルで設定できます。BPDUガードをインターフェイス
レベルで設定すると、そのポートはポートタイプ設定にかかわらず BPDUを受信するとすぐ
にシャットダウンされます。

BPDUガードをグローバル単位で設定すると、動作中のスパニングツリーエッジポート上だ
けで有効となります。有効な設定では、レイヤ 2 LANエッジインターフェイスは BPDUを受
信しません。レイヤ 2 LANエッジインターフェイスが BPDUを受信した場合、許可されてい
ないデバイスの接続と同様に、無効な設定として通知されます。BPDUガードをグローバル単
位でイネーブルにすると、BPDUを受信したすべてのスパニングツリーエッジポートがシャッ
トダウンされます。

BPDUガードでは、無効な設定が通知された場合、レイヤ2LANインターフェイスを手動で再
起動させる必要があるので、無効な設定に対して安全に対応できます。

BPDUガードをグローバル単位でイネーブルにすると、動作中のすべてのスパニングツリー
エッジインターフェイスに適用されます。

Note

BPDUフィルタリング
BPDUフィルタリングを使用すると、デバイスの特定のポート上でBPDUが送信されないよう
に、または BPDUを受信しないように設定できます。
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グローバルに設定された BPDUフィルタリングは、動作中のすべてのスパニングツリーエッ
ジポートに適用されます。エッジポートはホストだけに接続してください。ホストでは通常、

BPDUは破棄されます。動作中のスパニングツリーエッジポートが BPDUを受信すると、た
だちに標準のスパニングツリーポートタイプに戻り、通常のポート状態遷移が行われます。

その場合、当該ポートで BPDUフィルタリングはディセーブルとなり、スパニングツリーに
よって、同ポートでの BPDUの送信が再開されます。

BPDUフィルタリングは、インターフェイスごとに設定することもできます。BPDUフィルタ
リングを特定のポートに明示的に設定すると、そのポートはBPDUを送出しなくなり、受信し
たBPDUをすべてドロップします。特定のインターフェイスを設定することによって、個々の
ポート上のグローバルなBPDUフィルタリングの設定を実質的に上書きできます。このように
インターフェイスに対して実行されたBPDUフィルタリングは、そのインターフェイスがトラ
ンキングであるか否かに関係なく、インターフェイス全体に適用されます。

BPDUフィルタリングをインターフェイスごとに設定するときは注意が必要です。ホストに接
続されていないポートに BPDUフィルタリングを明示的に設定すると、ブリッジングループ
に陥る可能性があります。このようなポートは受信した BPDUをすべて無視して、フォワー
ディングステートに移行するからです。

Caution

次の表に、すべての BPDUフィルタリングの組み合わせを示します。

Table 13: BPDUフィルタリングの設定

BPDUフィルタリング
の状態

STPエッジポート
設定

グローバルな BPDU
フィルタリングの設定

ポート単位のBPDUフィル
タリングの設定

イネーブル 2有効有効デフォルト 1

無効無効有効デフォルト

無効N/A無効デフォルト

無効N/AN/A無効

有効N/AN/A有効

1
明示的なポート設定はありません。

2
ポートは最低 10個の BPDUを送信します。このポートは、BPDUを受信すると、スパニ
ングツリー標準ポート状態に戻り、BPDUフィルタリングはディセーブルになります。

ループガード

ループガードを使用すると、ポイントツーポイントリンク上の単方向リンク障害によって発

生することがあるブリッジングループを防止できます。
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STPループは、冗長なトポロジにおいてブロッキングポートが誤ってフォワーディングステー
トに移行すると発生します。通常、BPDUの受信を停止する、物理的に冗長なトポロジ内の
ポート（ブロッキングポートとは限らない）が原因で移行が発生します。

ループガードをグローバルにイネーブルにしても、デバイスがポイントツーポイントリンク

で接続されているスイッチドネットワークでしか使用できません。ポイントツーポイントリ

ンクでは、下位BPDUを送信するか、リンクをダウンしない限り、代表ブリッジは消えること
はありません。ただし、共有リンク上のループガードはインターフェイス単位でイネーブルに

設定できます。

ループガードを使用して、ルートポートまたは代替/バックアップループポートが BPDUを
受信するかどうかを確認できます。BPDUを受信していたポートでBPDUが受信されなくなる
と、ループガードは、ポート上で BPDUの受信が再開されるまで、そのポートを不整合（ブ
ロッキング）ステートにします。これらのポートでBPDUの受信が再開されると、ポートおよ
びリンクは再び動作可能として認識されます。この回復は自動的に実行されるので、プロトコ

ルによりポートからループ不整合が排除されると、STPによりポートステートが判別されま
す。

ループガードは障害を分離し、STPは障害のあるリンクやブリッジを含まない安定したトポロ
ジに収束できます。ループガードをディセーブルにすると、すべてのループ不整合ポートはリ

スニングステートに移行します

ループガードはポート単位でイネーブルにできます。ループガードを特定のポートでイネー

ブルにすると、そのポートが属するすべてのアクティブインスタンスまたは VLANにループ
ガードが自動的に適用されます。ループガードをディセーブルにすると、指定ポートでディ

セーブルになります。

ルートデバイス上でループガードをイネーブルにしても効果はありませんが、ルートデバイ

スが非ルートデバイスになった場合、保護が有効になります。

ルートガード

特定のポートでルートガードをイネーブルにすると、そのポートはルートポートになること

が禁じられます。受信した BPDUによって STPコンバージェンスが実行され、指定ポートが
ルートポートになると、そのポートはルート不整合（ブロッキング）状態になります。この

ポートが優位 BPDUの受信を停止すると、ブロッキングが再度解除されます。次に、STPに
よって、フォワーディングステートに移行します。リカバリは自動的に行われます。

インターフェイス上でルートガードをイネーブルにすると、そのインターフェイスが属してい

るすべての VLANにルートガードが適用されます。

ルートガードを使用すると、ネットワーク内にルートブリッジを強制的に配置できます。ルー

トガードは、ルートガードがイネーブルにされたポートを指定ポートに選出します。通常、

ルートブリッジのポートはすべて指定ポートとなります（ただし、ルートブリッジの 2つ以
上のポートが接続されている場合はその限りではありません）。ルートブリッジは、ルート

ガードがイネーブルにされたポートで上位 BPDUを受信すると、そのポートをルート不整合
STP状態に移行します。このように、ルートガードはルートブリッジの配置を適用します。

ルートガードをグローバルには設定できません。
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STP拡張機能の適用
Figure 19: STP拡張機能を適正に展開したネットワーク

この図に示すように、ネットワーク上に各種の STP拡張機能を設定することを推奨します。
Bridge Assuranceは、ネットワーク全体でイネーブルになります。ホストインターフェイス上
で、BPDUガードと BPDUフィルタリングのいずれかをイネーブルにすることをお勧めしま
す。

PVSTシミュレーション
MSTは、ユーザが設定しなくても、RapidPVST+と相互運用できます。この相互運用性を提供
するのが、PVSTシミュレーション機能です。

MSTをイネーブルにすると、PVSTシミュレーションがデフォルトでイネーブルになります。
デフォルトでは、デバイス上のすべてのインターフェイスでMSTと Rapid PVST+が相互運用
されます。

Note

ただし、MSTイネーブルポートが Rapid PVST+イネーブルポートに接続される可能性を防ぐ
には、MSTと Rapid PVST+間の接続を制御する必要があります。Rapid PVST+はデフォルト
の STPモードなので、多数の Rapid PVST+接続が発生することがあります。

Rapid PVST+シミュレーションを、ポート単位でディセーブルにするか、デバイス全体でグ
ローバルにディセーブルにすると、MSTイネーブルポートは、Rapid PVST+イネーブルポー
トに接続したことが検出された時点で、ブロッキングステートに移行します。このポートは、

Rapid PVST+/SSTP BPDUの受信が停止されるまで不整合のステートのままになります。そし
てポートは、通常の STP送信プロセスに戻ります。

すべての STPインスタンスのルートブリッジは、MSTまたは Rapid PVST+のどちらかの側に
属している必要があります。すべての STPインスタンスのルートブリッジがどちらか一方の
側に属していないと、ポートは PVSTシミュレーション不整合ステートになります。

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
199

Cisco NX-OSを使用した STP拡張の設定

STP拡張機能の適用



すべての STPインスタンスのルートブリッジを、MST側に配置することを推奨します。Note

STPのハイアベイラビリティ
ソフトウェアは STPに対してハイアベイラビリティをサポートしています。ただし、STPを
再起動した場合、統計情報およびタイマーは復元されません。タイマーは最初から開始され、

統計情報は 0にリセットされます。

ハイアベイラビリティ機能、の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

Note

STP拡張機能の前提条件
STPには次の前提条件があります。

•デバイスにログインしていること。

• STPを設定しておく必要があります。

STP拡張機能の設定に関するガイドラインおよび制約事
項

STP拡張機能の設定に関するガイドラインと制約事項は次のとおりです。

• showコマンド（internalキーワード付き）はサポートされていません。

• STPネットワークポートは、スイッチだけに接続してください。

•ホストポートは、ネットワークポートではなく STPエッジポートとして設定する必要が
あります。

• STPネットワークポートタイプをグローバルにイネーブルにする場合には、ホストに接
続しているすべてのポートを手動で STPエッジポートとして設定してください。

•レイヤ 2ホストに接続しているすべてのアクセスポートおよびトランクポートを、エッ
ジポートとして設定する必要があります。

• Bridge Assuranceは、ポイントツーポイントのスパニングツリーネットワークポート上だ
けで実行されます。この機能は、リンクの両端で設定する必要があります。

• Bridge Assuranceは、ネットワーク全体でイネーブルにすることを推奨します。
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•すべてのエッジポートで BPDUガードをイネーブルにすることを推奨します。

•グローバルにイネーブルにしたループガードは、ポイントツーポイントリンク上でのみ
動作します。

•インターフェイス単位でイネーブルにしたループガードは、共有リンクおよびポイント
ツーポイントリンクの両方で動作します。

•ルートガードを適用したポートは強制的に指定ポートになりますが、ルートポートには
なりません。ループガードは、ポートがルートポートまたは代替ポートの場合にのみ有

効です。ポート上でループガードとルートガードの両方を同時にイネーブルにすること

はできません。

•ディセーブル化されたスパニングツリーインスタンスまたは VLAN上では、ループガー
ドは無効です。

•スパニングツリーは、BPDUを送信するチャネル内で最初に動作するポートを常に選択し
ます。このリンクが単方向になると、チャネル内の他のリンクが正常に動作していても、

ループガードによりチャネルがブロックされます。

•ループガードによってブロックされている一連のポートをグループ化してチャネルを形成
すると、これらのポートのステート情報はスパニングツリーからすべて削除され、新しい

チャネルのポートは指定ロールによりフォワーディングステートに移行できます。

•チャネルがループガードによりブロックされ、チャネルのメンバーが個々のリンクステー
タスに戻ると、スパニングツリーからすべてのステート情報が削除されます。チャネルを

形成する1つまたは複数のリンクが単一方向リンクである場合も、各物理ポートは指定さ
れたロールを使用して、フォワーディングステートに移行できます。

単方向リンク検出（UDLD）アグレッシブモードをイネーブルに
すると、リンク障害を分離できます。UDLDにより障害が検出さ
れるまではループが発生することがありますが、ループガードで

は検出できません。UDLDの詳細については、『Cisco NX-OSシ

リーズ NX-OSインターフェイス構成ガイド』を参照してくださ
い。

Note

•物理ループのあるスイッチネットワーク上では、ループガードをグローバルにイネーブ
ルにする必要があります。

•直接の管理制御下にないネットワークデバイスに接続しているポート上では、ルートガー
ドをイネーブルにする必要があります。

•最大MAC学習制限を超えると、すべての着信パケットはMACテーブルで学習されず、
宛先MACに基づいて転送されます。

• Cisco NX-OSリリース 10.2（2）F以降、STPは Cisco Nexus 93C64E-SG2-Qスイッチでサ
ポートされています。

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
201

Cisco NX-OSを使用した STP拡張の設定

STP拡張機能の設定に関するガイドラインおよび制約事項



STP拡張機能のデフォルト設定
次の表に、STP拡張機能のデフォルト設定を示します。

Table 14: STP拡張機能パラメータのデフォルト設定

デフォルトパラメータ

標準ポートタイプ

イネーブル（STPネットワークポートのみ）Bridge Assurance

ディセーブルグローバル BPDUガード

ディセーブルインターフェイス単位の BPDUガード

ディセーブルグローバル BPDUフィルタリング

ディセーブルインターフェイス単位のBPDUフィルタリング

ディセーブルグローバルループガード

ディセーブルインターフェイス単位のループガード

ディセーブルインターフェイス単位のルートガード

有効（Enabled）PVSTシミュレーション

STP拡張機能の設定手順

Cisco IOSの CLIに慣れている場合、この機能の Cisco NX-OSコマンドは従来の Cisco IOSコマ
ンドと異なる点があるため注意が必要です。

Note

ループガードは、共有リンクまたはポイントツーポイントリンク上のインターフェイス単位

でイネーブルに設定できます。

スパニングツリーポートタイプのグローバルな設定

スパニングツリーポートタイプの指定は、次のように、ポートの接続先デバイスによって異

なります。

•エッジ：エッジポートは、レイヤ 2ホストに接続するアクセスポートです。
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•ネットワーク：ネットワークポートは、レイヤ2スイッチまたはブリッジだけに接続し、
アクセスポートまたはトランクポートのいずれかになります。

•標準：標準ポートはエッジポートでもネットワークポートでもない、標準のスパニング
ツリーポートです。これらのポートは、どのデバイスにも接続できます。

ポートタイプは、グローバル単位でもインターフェイス単位でも設定できます。デフォルトの

スパニングツリーポートタイプは「標準」です。

Before you begin

スパニングツリーポートタイプを設定する前に、次の点を確認してください。

• STPが設定されていること。

•ポートの接続先デバイスに応じて、ポートを正しく設定していること。

SUMMARY STEPS

1. config t

2. spanning-tree port type edge defaultまたは spanning-tree port type network default
3. exit
4. (Optional) show spanning-tree summary
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

spanning-tree port type edge defaultまたは
spanning-tree port type network default

ステップ 2 • spanning-tree port type edge default

レイヤ 2ホストに接続しているすべてのアクセ
スポートをエッジポートとして設定します。Example:
エッジポートは、リンクアップすると、ブロッswitch(config)# spanning-tree port type edge

default
キングステートやラーニングステートを経由

することなく、フォワーディングステートに直

接移行します。デフォルトのスパニングツリー

ポートタイプは「標準」です。

• spanning-tree port type network default

レイヤ 2スイッチおよびブリッジに接続してい
るすべてのインターフェイスを、スパニングツ
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PurposeCommand or Action

リーネットワークポートとして設定します。

BridgeAssuranceをイネーブルにすると、各ネッ
トワークポート上で Bridge Assuranceが自動的
に実行されます。デフォルトのスパニングツ

リーポートタイプは「標準」です。

Note
レイヤ2ホストに接続しているインターフェイ
スをネットワークポートとして設定すると、

これらのポートは自動的にブロッキングステー

トに移行します。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

設定したSTPポートタイプを含むSTPコンフィギュ
レーションを表示します。

(Optional) show spanning-tree summary

Example:

ステップ 4

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、レイヤ 2ホストに接続しているすべてのアクセスポートをスパニングツリー
エッジポートとして設定する例を示します。

switch# config t
switch(config)# spanning-tree port type edge default
switch(config)# exit
switch#

次に、レイヤ 2スイッチまたはブリッジに接続しているすべてのポートを、スパニン
グツリーネットワークポートとして設定する例を示します。

switch# config t
switch(config)# spanning-tree port type network default
switch(config)# exit
switch#
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指定インターフェイスでのスパニングツリーエッジポートの設定

指定インターフェイスにスパニングツリーエッジポートを設定できます。スパニングツリー

エッジポートとして設定されたインターフェイスは、リンクアップ時に、ブロッキングステー

トやラーニングステートを経由することなく、フォワーディングステートに直接移行します。

このコマンドには次の 4つの状態があります。

• spanning-tree port type edge：このコマンドはアクセスポートでのエッジ動作を明示的に
イネーブルにします。

• spanning-tree port type edge trunk：このコマンドはトランクポートでのエッジ動作を明示
的にイネーブルにします。

spanning-tree port type edge trunk構成が適用され、ポートでBPDU
が受信されると、PortFast機能は無効になります。その結果、ポー
トはエッジポートとして機能しません。

Note

spanning-tree port type edge trunkを入力すると、コマンド、そのポートは、アクセスモード
であってもエッジポートとして設定されます。

Note

• spanning-tree port type normal：このコマンドは、ポートを標準スパニングツリーポート
として明示的に設定しますが、フォワーディングステートへの直接移行はイネーブルにし

ません。

• no spanning-tree port type：このコマンドは、spanning-tree port type edge defaultコマンド
をグローバルコンフィギュレーションモードで定義した場合に、エッジ動作を暗黙的に

イネーブルにします。エッジポートをグローバルに設定していない場合、nospanning-tree
port typeコマンドは、spanning-tree port type normalコマンドと同じです。

Before you begin

スパニングツリーポートタイプを設定する前に、次の点を確認してください。

• STPが設定されていること。

•ポートの接続先デバイスに応じて、ポートを正しく設定していること。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree port type edge
4. exit
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5. (Optional) show spanning-tree interface type slot/port ethernet x/y

6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

指定したアクセスインターフェイスをスパニング

エッジポートに設定します。エッジポートは、リ

spanning-tree port type edge

Example:

ステップ 3

ンクアップすると、ブロッキングステートやラーswitch(config-if)# spanning-tree port type edge
ニングステートを経由することなく、フォワーディ

ングステートに直接移行します。デフォルトのスパ

ニングツリーポートタイプは「標準」です。

インターフェイスコンフィギュレーションモード

を終了します。

exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

設定したSTPポートタイプを含むSTPコンフィギュ
レーションを表示します。

(Optional) show spanning-tree interface type slot/port
ethernet x/y

Example:

ステップ 5

switch# show spanning-tree ethernet 1/4

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch# copy running-config startup-config

Example

次に、アクセスインターフェイス Ethernet 1/4をスパニングツリーエッジポートとし
て設定する例を示します。

switch# config t
switch(config)# interface ethernet 1/4
switch(config-if)# spanning-tree port type edge
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switch(config-if)# exit
switch(config)#

指定インターフェイスでのスパニングツリーネットワークポートの

設定

指定インターフェイスにスパニングツリーネットワークポートを設定できます。

Bridge Assuranceは、スパニングツリーネットワークポート上だけで実行されます。

このコマンドには次の 3つの状態があります。

• spanning-tree port type network：このコマンドはネットワークポートとしてポートを明示
的に設定します。BridgeAssuranceをグローバルにイネーブルにすると、スパニングツリー
ネットワークポート上で Bridge Assuranceが自動的に実行されます。

• spanning-tree port type normal：このコマンドは、ポートを標準スパニングツリーポート
として明示的に設定しますが、Bridge Assuranceはこのインターフェイスで実行できませ
ん。

• no spanning-tree port type：このコマンドは、spanning-tree port type network default を定
義した場合に、ポートを暗黙的にスパニングツリーネットワークポートとしてイネーブ

ルにします。コマンドを使用します。Bridge Assuranceをイネーブルにすると、このポー
ト上で Bridge Assuranceが自動的に実行されます。

レイヤ 2ホストに接続しているポートをネットワークポートとして設定すると、自動的にブ
ロッキングステートに移行します。

Note

Before you begin

スパニングツリーポートタイプを設定する前に、次の点を確認してください。

• STPが設定されていること。

•ポートの接続先デバイスに応じて、ポートを正しく設定していること。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree port type network
4. exit
5. (Optional) show spanning-tree interface type slot/port

6. (Optional) copy running-config startup-config

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
207

Cisco NX-OSを使用した STP拡張の設定

指定インターフェイスでのスパニングツリーネットワークポートの設定



DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

指定したインターフェイスをスパニングネットワー

クポートに設定します。Bridge Assuranceをイネー
spanning-tree port type network

Example:

ステップ 3

ブルにすると、各ネットワークポート上で Bridgeswitch(config-if)# spanning-tree port type network
Assuranceが自動的に実行されます。デフォルトのス
パニングツリーポートタイプは「標準」です。

インターフェイスコンフィギュレーションモード

を終了します。

exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

設定したSTPポートタイプを含むSTPコンフィギュ
レーションを表示します。

(Optional) show spanning-tree interface type slot/port

Example:

ステップ 5

switch# show spanning-tree interface ethernet 1/4

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch# copy running-config startup-config

Example

次に、Ethernetインターフェイス 1/4をスパニングツリーネットワークポートとして
設定する例を示します。

switch# config t
switch(config)# interface ethernet 1/4
switch(config-if)# spanning-tree port type network
switch(config-if)# exit
switch(config)#
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BPDUガードのグローバルなイネーブル化
BPDUガードをデフォルトでグローバルにイネーブルにできます。BPDUガードがグローバル
にイネーブルにされると、システムは、BPDUを受信したエッジポートをシャットダウンし
ます。

すべてのエッジポートで BPDUガードをイネーブルにすることを推奨します。Note

Before you begin

スパニングツリーポートタイプを設定する前に、次の点を確認してください。

• STPが設定されていること。

•ポートの接続先デバイスに応じて、ポートを正しく設定していること。

SUMMARY STEPS

1. config t
2. spanning-tree port type edge bpduguard default
3. exit
4. (Optional) show spanning-tree summary
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

すべてのスパニングツリーエッジポートで、BPDU
ガードを、デフォルトでイネーブルにします。デ

spanning-tree port type edge bpduguard default

Example:

ステップ 2

フォルトでは、グローバルな BPDUガードはディ
セーブルです。

switch(config)# spanning-tree port type edge
bpduguard default

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#
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PurposeCommand or Action

STPの概要を表示します。(Optional) show spanning-tree summary

Example:

ステップ 4

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、すべてのスパニングツリーエッジポートで BPDUガードをイネーブルにする
例を示します。

switch# config t
switch(config)# spanning-tree port type edge bpduguard default
switch(config)# exit
switch#

指定インターフェイスでの BPDUガードのイネーブル化
指定インターフェイスで、BPDUガードをイネーブルにできます。BPDUガードがイネーブル
にされたポートは、BPDUを受信すると、シャットダウンされます。

BPDUガードは、指定インターフェイスで次のように設定にできます。

• spanning-tree bpduguard enable：インターフェイス上で、BPDUガードが無条件にイネー
ブルになります。

• spanning-tree bpduguard disable：インターフェイス上で、BPDUガードが無条件にディ
セーブルになります。

• no spanning-tree bpduguard：動作中のエッジポートインターフェイスに spanning-tree
port type edge bpduguard defaultコマンドが設定されている場合、そのインターフェイス
で BPDUガードをイネーブルにします。

Before you begin

この機能を設定する前に、次の点を確認してください。

• STPが設定されていること。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree bpduguard {enable | disable} or no spanning-tree bpduguard
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4. exit
5. (Optional) show spanning-tree interface type slot/port detail
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

spanning-tree bpduguard {enable | disable} or no
spanning-tree bpduguard

ステップ 3 • spanning-tree bpduguard {enable | disable}

指定したスパニングツリーエッジインターフェ

イスの BPDUガードをイネーブルまたはディExample:

セーブルにします。デフォルトでは、インターswitch(config-if)# spanning-tree bpduguard enable

フェイス上の BPDUガードはディセーブルで
す。

• no spanning-tree bpduguard

spanning-tree port type edge bpduguard default
コマンドの入力により、インターフェイスに設

定されたデフォルトのグローバルBPDUガード
設定に戻します。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

STPの概要を表示します。(Optional) show spanning-tree interface type slot/port
detail

ステップ 5

Example:
switch# show spanning-tree interface ethernet
detail

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config
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Example

次に、エッジポート Ethernet 1/4で BPDUガードを明示的にイネーブルにする例を示
します。

switch# config t
switch(config)# interface ethernet 1/4
switch(config-if)# spanning-tree bpduguard enable
switch(config-if)# exit
switch(config)#

BPDUフィルタリングのグローバルなイネーブル化
スパニングツリーエッジポートで、BPDUフィルタリングをデフォルトでグローバルにイネー
ブルにできます。

BPDUフィルタリングがイネーブルであるエッジポートは、BPDUを受信するとエッジポー
トとしての稼働ステータスが失われ、通常の STPステート移行を再開します。ただし、この
ポートは、エッジポートとしての設定は保持したままです。

このコマンドを使用するときは注意してください。このコマンドを誤って使用すると、ブリッ

ジングループに陥る可能性があります。

Caution

Before you begin

この機能を設定する前に、次の点を確認してください。

• STPが設定されていること。

•少なくとも一部のスパニングツリーエッジポートが設定済みであること。

グローバルにイネーブルにされた BPDUフィルタリングは、動作中のエッジポートにだけ適
用されます。ポートは数個の BPDUをリンクアップ時に送出してから、実際に、発信 BPDU
のフィルタリングを開始します。エッジポートは、BPDUを受信すると、動作中のエッジポー
トステータスを失い、BPDUフィルタリングはディセーブルになります。

Note

SUMMARY STEPS

1. config t
2. spanning-tree port type edge bpdufilter default
3. exit
4. (Optional) show spanning-tree summary
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

すべてのスパニングツリーエッジポートで、BPDU
フィルタリングを、デフォルトでイネーブルにしま

spanning-tree port type edge bpdufilter default

Example:

ステップ 2

す。デフォルトでは、グローバルなBPDUフィルタ
リングはディセーブルです。

switch(config)# spanning-tree port type edge
bpdufilter default

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPの概要を表示します。(Optional) show spanning-tree summary

Example:

ステップ 4

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、すべての動作中のスパニングツリーエッジポートで BPDUフィルタリングを
イネーブルにする例を示します。

switch# config t
switch(config)# spanning-tree port type edge bpdufilter default
switch(config)# exit
switch#

指定インターフェイスでの BPDUフィルタリングのイネーブル化
指定インターフェイスにBPDUフィルタリングを適用できます。BPDUフィルタリングを特定
のインターフェイス上でイネーブルにすると、そのインターフェイスはBPDUを送信しなくな
り、受信した BPDUをすべてドロップするようになります。この BPDUフィルタリング機能
は、トランキングインターフェイスであるかどうかに関係なく、すべてのインターフェイスに

適用されます。

Cisco Nexus 9000シリーズ NX-OSレイヤ 2スイッチング構成ガイドリリース 10.６(x)
213

Cisco NX-OSを使用した STP拡張の設定

指定インターフェイスでの BPDUフィルタリングのイネーブル化



spanning-tree bpdufilter enableを入力する場合は、慎重に行ってください。指定されたイン
ターフェイスでコマンドを入力します。ホストに接続していないポートにBPDUフィルタリン
グを設定すると、そのポートは受信したBPDUをすべて無視してフォワーディングに移行する
ので、ブリッジングループが発生することがあります。

Caution

このコマンドを入力すると、指定インターフェイスのポート設定が上書きされます。

このコマンドには次の 3つの状態があります。

• spanning-tree bpdufilter enable：インターフェイス上で、BPDUフィルタ処理が無条件に
イネーブルになります。

• spanning-tree bpdufilter disable：インターフェイス上で、BPDUフィルタ処理が無条件に
ディセーブルになります。

• no spanning-tree bpdufilter :動作中のエッジポートインターフェイスに spanning-tree port
type edge bpdufilter default コマンドが設定されている場合、そのインターフェイスで
BPDUフィルタリングをイネーブルにします。コマンドを使用します。

Before you begin

この機能を設定する前に、次の点を確認してください。

• STPが設定されていること。

特定のポートだけで BPDUフィルタリングをイネーブルにすると、そのポートでの BPDUの
送受信が禁止されます。

Note

SUMMARY STEPS

1. config t
2. interface type slot/port

3. {| }または spanning-tree bpdufilter enable disable no spanning-tree bpdufilter
4. exit
5. (Optional) show spanning-tree summary
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

{| }または spanning-tree bpdufilter enable disable no
spanning-tree bpdufilter

ステップ 3 • spanning-tree bpdufilter {enable | disable}

指定したスパニングツリーエッジインターフェ

イスのBPDUフィルタリングをイネーブルまたExample:
はディセーブルにします。デフォルトでは、

BPDUフィルタリングはディセーブルです。
switch(config-if)# spanning-tree bpdufilter enable

• no spanning-tree bpdufilter

動作中のスパニングツリーエッジポートイン

ターフェイスに spanning-tree port type edge
bpdufilter defaultコマンドが設定されている場
合、そのインターフェイスでBPDUフィルタリ
ングをイネーブルにします。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

STPの概要を表示します。(Optional) show spanning-tree summary

Example:

ステップ 5

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、スパニングツリーエッジポート Ethernet 1/4で BPDUフィルタリングを明示的
にイネーブルにする例を示します。
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switch# config t
switch(config)# interface ethernet 1/4
switch(config-if)# spanning-tree bpdufilter enable
switch(config-if)# exit
switch(config)#

ループガードのグローバルなイネーブル化

ループガードは、デフォルトの設定により、すべてのポイントツーポイントスパニングツリー

の標準およびネットワークポートで、グローバルにイネーブルにできます。ループガードは、

エッジポートでは動作しません。

ループガードを使用すると、ブリッジネットワークのセキュリティを高めることができます。

ループガードは、単方向リンクを引き起こす可能性のある障害が原因で、代替ポートまたは

ルートポートが指定ポートになるのを防ぎます。

指定インターフェイスでループガードコマンドを入力すると、グローバルなループガードコ

マンドが上書きされます。

Note

Before you begin

この機能を設定する前に、次の点を確認してください。

• STPが設定されていること。

•スパニングツリー標準ポートが存在し、少なくとも一部のネットワークポートが設定済み
であること。

SUMMARY STEPS

1. config t
2. spanning-tree loopguard default
3. exit
4. (Optional) show spanning-tree summary
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#
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PurposeCommand or Action

スパニングツリーのすべての標準およびネットワー

クポートで、ループガードを、デフォルトでイネー

spanning-tree loopguard default

Example:

ステップ 2

ブルにします。デフォルトでは、グローバルなルー

プガードはディセーブルです。
switch(config)# spanning-tree loopguard default

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPの概要を表示します。(Optional) show spanning-tree summary

Example:

ステップ 4

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、スパニングツリーのすべての標準およびネットワークポートでループガードを

イネーブルにする例を示します。

switch# config t
switch(config)# spanning-tree loopguard default
switch(config)# exit
switch#

指定インターフェイスでのループガードまたはルートガードのイネー

ブル化

ループガードは、スパニングツリーの標準またはネットワークポート上で実行できます。ルー

トガードは、すべてのスパニングツリーポート（標準、エッジ、ネットワーク）上で実行で

きます。

Note

ループガードまたはルートガードは、指定インターフェイスでイネーブルにできます。

ポート上でルートガードをイネーブルにすることは、そのポートをルートポートにできない

ことを意味します。ループガードは、単方向リンクの障害発生時に、代替ポートまたはルート

ポートが指定ポートになるのを防止します。
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特定のインターフェイスでループガードおよびルートガードの両機能をイネーブルにすると、

そのインターフェイスが属するすべての VLANに両機能が適用されます。

指定インターフェイスでループガードコマンドを入力すると、グローバルなループガードコ

マンドが上書きされます。

Note

Before you begin

この機能を設定する前に、次の点を確認してください。

• STPが設定されていること。

•ループガードが、スパニングツリーの標準またはネットワークポート上で設定されてい
ること。

SUMMARY STEPS

1. config t
2. interface type slot/port

3. spanning-tree guard {loop | root | none}
4. exit
5. interface type slot/port

6. spanning-tree guard {loop | root | none}
7. exit
8. (Optional) show spanning-tree interface type slot/port detail
9. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

ループガードまたはルートガードを、指定インター

フェイスでイネーブルまたはディセーブルにしま

spanning-tree guard {loop | root | none}

Example:

ステップ 3

す。ルートガードはデフォルトでディセーブル、switch(config-if)# spanning-tree guard loop
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PurposeCommand or Action

ループガードも指定ポートでディセーブルになりま

す。

Note
ループガードは、スパニングツリーの標準および

ネットワークインターフェイスだけで動作します。

この例では、指定したインターフェイス上でループ

ガードをイネーブルにしています。

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

Example:

ステップ 5

switch(config)# interface ethernet 1/10
switch(config-if)#

ループガードまたはルートガードを、指定インター

フェイスでイネーブルまたはディセーブルにしま

spanning-tree guard {loop | root | none}

Example:

ステップ 6

す。ルートガードはデフォルトでディセーブル、switch(config-if)# spanning-tree guard root
ループガードも指定ポートでディセーブルになりま

す。

この例では、別のインターフェイス上でルートガー

ドをイネーブルにしています。

インターフェイスモードを終了します。exit

Example:

ステップ 7

switch(config-if)# exit
switch(config)#

STPの概要を表示します。(Optional) show spanning-tree interface type slot/port
detail

ステップ 8

Example:
switch# show spanning-tree interface ethernet 1/4
detail

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 9

switch(config)# copy running-config startup-config

Example

次に、Ethernetポート 1/4で、ルートガードをイネーブルにする例を示します。
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switch# config t
switch(config)# interface ethernet 1/4
switch(config-if)# spanning-tree guard root
switch(config-if)# exit
switch(config)#

PVSTシミュレーションのグローバル設定（CLIバージョン）

PVSTシミュレーションは、デフォルトでイネーブルになっています。デフォルトでは、デバ
イス上のすべてのインターフェイスでMSTと Rapid PVST+が相互運用されます。

Note

MSTは、Rapid PVST+と相互運用します。ただし、デフォルトの STPモードで、MSTを実行
していないデバイスに接続する可能性を防ぐには、この自動機能をディセーブルに設定できま

す。RapidPVST+シミュレーションをディセーブルにした場合、MSTがイネーブルなポートが
RapidPVST+がイネーブルなポートに接続されていることが検出されると、MSTがイネーブル
なポートは、ブロッキングステートに移行します。このポートは、BPDUの受信が停止される
まで、一貫性のないステートのままになり、それから、ポートは、通常のSTP送信プロセスに
戻ります。

この自動機能は、グローバルまたはポートごとにブロックできます。グローバルコマンドを入

力し、インターフェイスコマンドモードでデバイス全体の PVSTシミュレーション設定を変
更できます。

SUMMARY STEPS

1. config t
2. no spanning-tree mst simulate pvst global
3. exit
4. (Optional) show spanning-tree summary
5. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

スイッチ上のすべてのインターフェイスで、Rapid
PVST+モードを実行している接続先デバイスとの自

no spanning-tree mst simulate pvst global

Example:

ステップ 2

動的な相互運用をディセーブルにします。この機能switch(config)# no spanning-tree mst simulate pvst
global はデフォルトではイネーブルです。デフォルトで
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PurposeCommand or Action

は、デバイス上のすべてのインターフェイスが、

Rapid PVST+とMSTの間で運用されます。

コンフィギュレーションモードを終了します。exit

Example:

ステップ 3

switch(config)# exit
switch#

STPの詳細を表示します。(Optional) show spanning-tree summary

Example:

ステップ 4

switch# show spanning-tree summary

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch# copy running-config startup-config

Example

次に、Rapid PVST+を実行している接続先デバイスとの自動的な相互運用を回避する
例を示します。

switch# config t
switch(config)# no spanning-tree mst simulate pvst global
switch(config)# exit
switch#

ポートごとの PVSTシミュレーションの設定

PVSTシミュレーションは、デフォルトでイネーブルになっています。デフォルトでは、デバ
イス上のすべてのインターフェイスでMSTと Rapid PVST+が相互運用されます。

Note

PVSTシミュレーションを設定できるのは、デバイス上でMSTを実行している場合だけです
（Rapid PVST+がデフォルトの STPモードです）。MSTは、Rapid PVST+と相互運用します。
ただし、デフォルトの STPモードで、MSTを実行していないデバイスに接続する可能性を防
ぐには、この自動機能をディセーブルに設定できます。PVSTシミュレーションをディセーブ
ルにすると、RapidPVST+イネーブルポートに接続したことが検出された時点で、MSTイネー
ブルポートはブロッキングステートに移行します。このポートは、Rapid PVST+ BPDUを受
信しなくなるまで不整合ステートのままですが、そのあとは標準STPのステート移行を再開し
ます。

この自動機能は、グローバルまたはポートごとにブロックできます。
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SUMMARY STEPS

1. config t
2. interface {{type slot/port} |{port-channel number}}
3. spanning-tree mst simulate pvst disableまたは spanning-tree mst simulate pvst または no

spanning-tree mst simulate pvst
4. exit
5. (Optional) show spanning-tree interface type slot/port detail
6. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {{type slot/port} |{port-channel number}}

Example:

ステップ 2

switch(config)# interface ethernet 3/1
switch(config-if)#

spanning-tree mst simulate pvst disableまたは
spanning-tree mst simulate pvst または no
spanning-tree mst simulate pvst

ステップ 3 • spanning-tree mst simulate pvst disable

指定したインターフェイスで、RapidPVST+モー
ドを実行している接続先デバイスとの自動的な

相互運用をディセーブルにします。Example:
switch(config-if)# spanning-tree mst simulate pvst

デフォルトでは、デバイス上のすべてのイン

ターフェイスで Rapid PVST+とMSTが相互運
用されます。

• spanning-tree mst simulate pvst

指定したインターフェイスで、MSTと Rapid
PVST+のシームレスな相互運用を再びイネーブ
ルにします。

• no spanning-tree mst simulate pvst

インターフェイスを、spanning-tree mst simulate
pvst globalコマンドを使用して設定したデバイ
ス全体でMSTと Rapid PVST+との間で相互動
作するよう設定します。
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PurposeCommand or Action

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

STPの詳細を表示します。(Optional) show spanning-tree interface type slot/port
detail

ステップ 5

Example:
switch# show spanning-tree interface ethernet 3/1
detail

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch(config)# copy running-config startup-config

Example

次に、指定したインターフェイスで、MSTを実行していない接続先デバイスとの自動
的な相互運用を回避する例を示します。

switch(config-if)# spanning-tree mst simulate pvst
switch(config-if)#

STP拡張機能の設定の確認
STP拡張機能の設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

STPに関する情報を表示します。show running-config spanning-tree [all]

STP情報の要約を表示します。show spanning-tree summary

指定したインターフェイスおよびインスタン

スのMST情報を表示します。
show spanning-tree mstinstance-id interface
{ethernet slot/port | port-channel channel-number}
[detail]

STP拡張機能の設定例
次に、STP拡張機能を設定する例を示します。
switch# configure terminal
switch(config)# spanning-tree port type network default
switch(config)# spanning-tree port type edge bpduguard default
switch(config)# spanning-tree port type edge bpdufilter default
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switch(config)# interface ethernet 1/1
switch(config-if)# spanning-tree port type edge
switch(config-if)# exit

switch(config)# interface ethernet 1/2
switch(config-if)# spanning-tree port type edge
switch(config-if)# exit
switch(config)#

STP拡張機能の追加情報（CLIバージョン）

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Interfaces Configuration Guide』レイヤ2インターフェイス

『Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide』NX-OSの基礎

『Cisco Nexus 9000 Series NX-OS High Availability and Redundancy

Guide』

高可用性

『Cisco Nexus 9000 Series NX-OS System Management Configuration

Guide』

システム管理

標準

タイト

ル

標準

—IEEE 802.1Q-2006（旧称 IEEE 802.1s）、IEEE 802.1D-2004（旧称 IEEE 802.1w）、
IEEE 802.1D、IEEE 802.1t

MIB

MIBのリンクMIB

MIBを検索およびダウンロードするには、次の URLにアクセ
スしてください。https://cisco.github.io/cisco-mibs/supportlists/
nexus9000/Nexus9000MIBSupportList.html

• CISCO-STP-EXTENSION-MIB

• BRIDGE-MIB
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第 12 章

レイヤ 2スイッチングのリフレクティブ
リレーの設定

•リフレクティブリレー802.1Qbgについて（225ページ）
•リフレクティブリレーのガイドラインと制約事項, on page 226
• NX-OS CLIを使用したリフレクティブリレーの設定（226ページ）

リフレクティブリレー802.1Qbgについて
リフレクティブリレーは IEEE標準802.1Qbgのタグレスアプローチです。ポリシーを適用し、
必要に応じて、宛先またはターゲットVMサーバ上にトラフィックを送信する外部のスイッチ
へのすべてのトラフィックを転送します。ローカルスイッチングはありません。ブロードキャ

ストまたはマルチキャストトラフィックは、リフレクティブリレーは、各 VMサーバでロー
カルにパケットのレプリケーションを提供します。

リフレクティブリレーは、スイッチング機能と管理機能に外部スイッチを活用し、サーバリ

ソースを解放してVMをサポートします。リフレクティブリレーは、Cisco Nexusスイッチで設
定したポリシーを同じサーバ上のVM間のトラフィックに適用します。

リフレクティブリレーを有効にすると、着信した同じポートからのトラフィックを元に戻すこ

とができます。NX-OSCLIを使用して、レイヤ2物理ポートまたはポートチャネルインターフェ
イスポリシーでリフレクティブリレーをイネーブルにできます。この機能はデフォルトで無効

に設定されています。

用語仮想イーサネットポートのためのアグリゲータ 802.1Qbgを説明する (VEPA)が使用され
るも機能します。

リフレクティブリレーのサポート

Nexusスイッチでは、次のリリースでリフレクティブリレーのサポートが導入されています。
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リフレクティブリレーのガイドラインと制約事項
リングの作成リレーには、次の構成ガイドラインまたは制限事項があります。

• IEEE標準 802.1Qbgタグのないアプローチ、リフレクティブリレーとも呼ばれます。

•物理ドメイン：仮想ドメインはサポートされません。

•物理ポートおよびポートチャネル：Cisco Fabric Extender（FEX）およびブレードサーバを
サポートしません。リフレクティブリレーはサポートされていないインターフェイスで有

効になっていると、障害が発生すると、最後の有効な設定が保持されます。ポートでリフ

レクティブリレーを無効にすると、障害をクリアします。

•リフレクティブリレー機能を使用する前に、ARP抑制を無効にする必要があります。

NX-OS CLIを使用したリフレクティブリレーの設定
反射型リレーはデフォルトで無効になっています。ただし、ポートまたはポートチャネルでス

イッチのレイヤ2インターフェイスポリシーとしてイネーブルにできます。CLIでは、NX-OS
テンプレートを使用して、複数のポートでリフレクティブリレーの有効化または individual
ports(個々のポート、個別ポート)で有効にすることができます。

手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

グローバルコンフィギュレーションモードを開始します

ステップ 2 interface ethernet 1/2

例：

switch(config)# interface ethernet 1/2
switch(config-if)#

ポートを有効（オン）にしてください。

ステップ 3 switchport virtual-ethernet-bridge

例：

switch(config-if)# switchport virtual-ethernet-bridge
switch(config-if)#

レイヤ2ポートをリフレクティブリレー機能のホストポートとして設定します。
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ステップ 4 [no] switchport virtual-ethernet-bridge

例：

switch(config-if)# no switchport virtual-ethernet-bridge

リフレクティブリレー機能をイネーブルにします。

（注）

リフレクティブリレー機能は、アクセスポートまたはトランクポートでのみサポートされます。
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A

abort 163, 167–168, 172

C

clear mac address-table dynamic address 22–23
clear spanning-tree counters 146
clear spanning-tree counters interface 189
clear spanning-tree detected-protocol 145, 188
clear spanning-tree detected-protocol interface 188
clear vlan 61, 100
config t 14–16, 23–24, 51–54, 56, 66, 83–84, 86–90, 92, 95, 97, 129–131, 

133–144, 161–167, 169–170, 172–175, 177–186, 203, 205–216, 
218, 220, 222

D

diameter 134, 171–172, 174

F

feature private-vlan 83
feature vtp 66

H

hello-time 134, 172

I

instance 169–170
interface vlan 88–89

M

mac address-table aging-time 21
mac address-table static 15–16
mac-address bpdu source version 2 109

N

name 167–168
no private-vlan 86

no vlan 86

P

primary root 171
private-vlan mapping 100

R

remove 86

S

show interface 59–60
show interface private-vlan mapping 100
show interface switchport 90–92, 94–97, 99–100
show interface vlan 88–89, 100
show mac address-table 22–23
show mac address-table aging-time 21
show mac address-table static 15–16
show running-config spanning-tree 188, 223
show running-config spanning-tree all 129–130, 161–162, 188
show running-config vlan 57–58, 60, 99
show spanning-tree 130–131, 133, 144, 146, 186–187
show spanning-tree detail 189
show spanning-tree detail vlan 189
show spanning-tree interface 137–138, 206–208, 211, 218–219, 222–223
show spanning-tree mst 172–185, 188, 223
show spanning-tree mst configuration 164–170, 188
show spanning-tree mst detail 188
show spanning-tree pathcost method 138–139
show spanning-tree summary 188, 203–204, 209–210, 212–213, 216–

217, 220–221, 223
show spanning-tree vlan 134–136, 140–143, 189
show system vlan reserved 46
show vlan 51–56, 60
show vlan counters 61, 100
show vlan private-vlan 84–87, 99
show vlan summary 60
show vtp counters 66–67
show vtp interface 66–67
show vtp password 66–67
show vtp status 54–55, 60, 66–67
show vtp trunk interface eth a / b 65
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spanning-tree 137–139
spanning-tree bpdufilter disable 214
spanning-tree bpdufilter enable 214
spanning-tree bpduguard disable 210
spanning-tree bpduguard enable 210
spanning-tree guard 218
spanning-tree link-type 117, 144, 186–187
spanning-tree loopguard default 216–217
spanning-tree mode mst 161–162
spanning-tree mode rapid-pvst 129
spanning-tree mst 172–179
spanning-tree mst configuration 163–167, 169–170
spanning-tree mst forward-time 133–134, 171, 181–182
spanning-tree mst hello-time 133–134, 171, 180
spanning-tree mst max-age 133–134, 171, 182–183
spanning-tree mst max-hops 184
spanning-tree mst pre-standard 185
spanning-tree mst priority 175
spanning-tree mst root primary 175
spanning-tree mst root secondary 175
spanning-tree mst simulate pvst 222
spanning-tree mst simulate pvst disable 222
spanning-tree pathcost method 138–139
spanning-tree port type 114
spanning-tree port type edge 205–206
spanning-tree port type edge bpdufilter default 212–214
spanning-tree port type edge bpduguard default 209
spanning-tree port type edge trunk 205
spanning-tree port type edgeデフォルト 203
spanning-tree port type network 207–208
spanning-tree port type network default 207
spanning-tree port type networkデフォルト 203
spanning-tree port type normal 205, 207
spanning-tree vlan 130–136, 140–143, 171
state active 54–55
state suspend 54–55
switching-mode store-forward 105–106

switchport 92–93, 97
switchport mode private-vlan host 90–91
switchport mode private-vlan promiscuous 95
switchport mode private-vlan trunk allowed vlan 97–98
switchport mode private-vlan trunk promiscuous 97–98
switchport mode private-vlan trunk secondary 92–93
switchport mode trunk 59
switchport private-vlan trunk allowed 79
switchport private-vlan trunk allowed vlan 92–93
switchport private-vlan trunk native vlan 92–93, 97–98
switchport vlan mapping 59
switchport vlan mapping enable 59
system vlan long-name 57

V

vlan 23–24, 45, 48, 51–54, 84–87, 168
vlan configuration 56
vtp domain 66–67
vtp file 66–67
vtp password 66–67
vtp version 66–67

い

インスタンス 167
インターフェイス 90, 92, 95, 97, 137–139, 144, 177–179, 185–187, 205–

208, 214–215, 218, 222

よ

ようこそ 171

り

リビジョン 166–168
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