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A\

(G¥)  ITD NAT VRF #%i2 2\ Tlit.,  [Cisco Nexus9000 < ') —X
NX-OStFaUTAEEAA K] @ [[IPACL DRk &2 > =
VEBRLTLFEEWN,

« NAT IPV6 [TV R— F ENTWERT A, IPv4 DN ER—FINTWET,

* least-bucket ¥ X T8 node per bucket ¥ & UF bucket distribute fail 77 & =2 > O3
R—hFENTWET,

(GE¥)  ITD NAT [ fail-action nodereassign THA— h &I THEH A,

« ITD NAT /% Nexus 9300 TOHZY R — FENTWET,
« ITD ¥ 7 FHIL ITD NAT CTiZ¥ AR — F &N TWEHR A,
s ITD kY a L EINAT 2R —F L TWEHA,

e Ry NAR LN THRARTN—T BIO —F LULD A X 31 [ ZITDNAT
T R—FSNEHEA,

o 7 RNZ A Xu[REA 7'V 3 ik, ITD NAT FIRER T —E A TOFTXTO VIP IZ& 5
-/C‘JZ\Z/E\“/G‘@‘O

« NAT |2 VXLAN Lo ITD TlE¥# R — F Sh T ERA,
*NAT |Z, DSTR—ADE— RAF L L v 7Tt H— R SR THEEA,
« Cisco NX-OS U U — = 10.3(1)F LLF&. ITD NAT 1% Exclude ACL THH— h ShEJ,

* CiscoNX-0S U U — 2 10.3(1)F LA, ITDNAT XL A ¥ 4 £ E e _X—ADa— K 7
YT AT arEYR— R LET,

T I v I T o TTF— IR > TWBEE, TCAM= > b U OFILTCAM B —
B R0 THELERHY T,

cITD By a & /) — ROEEIEOBEMEFIZHIBRIZY R — SN THEE A,

. ITD DR



| o DR

m ozesEssnsE

¢ ITDNAT TIIv— AL LV A AL v FF—N"— IR —FINLTWERA,

» CiscoNX-OS U U — & 10.2(1q)F LA, ITDNAT {3 N9K-C9332D-GX2B 77 v k7 4 —
ALy FTHR—FEINET,

« Cisco Nexus X96136YC-R, X9636Q-R. X9636C-R, 35 LN X9636C-RX 71 v 71— K
IXITDNAT 3% 7AR— h L TWEHA,

A

GE)  CiscoNX-0S U U—2Z93() B LRTD Y U —A~DISSD % E4T
THENZ, B —E A5 NATHEHRE e 2 HIfR L, ¥ 7 L—
RA&RATLET,

« Cisco NX-0S U U — 2 10.3(1)F LA¥t., RFw v~ ACL (% ITD NAT #—E R TOHHHR— k
SNET,

s WOEZFEL X ORI FEIEZ VXLAN _EToO ITD BEEIC#E A L 7,
WOBEEIZY R — SN THEEA,
cFaill 77 v a v AV v K,
« Fu—7,
«ITD kv a .
« TR A T I—THNDIPV6 / — K,
« VPC
o BT R,
o /= RLYULDARHF L INA
« L7 —1ITD 3 L VITD over VXLAN #—E A (X, /— K EDOR LT /SA A F—
TEIXFETEEEA,
« Cisco Nexus X96136YC-R, X9636Q-R, X9636C-R, # LT X9636C-RX 7 A > H— K
¥, VXLAN ETOITD %A — kL THEHA,
« LUFTD U U —27225 ISSU 2113 2 A2, featurePLB 37 7 7 1 7T 2 ME R &
D ET,
« VIP &R h A X 2234 1E, ITD over VXLAN % H 09 5 72O D MIEDHERKR T,

« R OWH 715 (CLI £ 721X DME 2 H) 1I2BtR7e< . T4 2 I A—TDIE/FD ) —
Rixd_RCTHY—7 J—KRTRILCTHIVLERH Y 7,

« Cisco NX-0OS U U — % 10.2(1q)F LK. VXLAN T ITD % N9K-C9332D-GX2B 77
N7 —b AL v FTHR—FENET,
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* CiscoNX-0S U U —Z 1033)F LARETiE, HTLWL3VNIA ' F—T = A A XA 7% IPv4
=R L IPV6 V—EADMIFDANA v HZ—T = AL LTHRTEET, EHSH
DEEFHEEHIRFEIIKROE B T,

e < /LF ACL & ~/VF VIP Y —EZDMHFENRY R —FEh, BRI ITD P —E 2 ¢
PR—hrENET,

Z OEREIX NIK-X9716D-GX T 1 ¥ B — K LW CiscoNIK-C93180YC-FX3 77 » b
T F—2I AA v FEEH L7 Cisco Nexus 9504 3 LTV 9508 A1 v F THAR—MEN
i‘é‘o

ITD PAT [CBH3 23 EFIBLFINBIEEIRODESYTT,

« THNA A TN =T THEED VIP Z PAT THAT 25613, VIP Z&IC—BDOT AR 7
N—T Z BT D MERH Y £T,

« PAT 9 24815, VIP & & IR — FEENNETT,
« Cisco Nexus X96136YC-R. X9636Q-R. X9636C-R, 3 L 1FX9636C-RX 7 1 > & — FIZITD
PAT #HR—F LTWER A,
ITD-L2A—F NS UTI12F, ROERICET 5FEEELFRBENHY ET .

* Cisco Nexus 93108TC-EX 8 L ¥ Cisco Nexus 9516 A A v FliL, LA ¥2u— R X572
7 H—E 2%V HR—F LET, CiscoNexusNX-0S U U —=293(5) LA, C93180YC-FX
J OV C93240YC-FX2 B3R — F I TWET,

A

G 1/4’“\7 21— R ARF v ZHEREIE. Cisco 9500 EX/FX/R 7 A >
— FTIE¥R—-— STV ERA,

LAY 2a—RK XT3 7, vPC, R— bk Fyrxib, BIXRL3I A v 2 —T = A 2%
P AR—FLTWEHA,

e "NTUITHNDR—F TN—TF A B =T 2 ADHBYR— FENET,
o ITD-L2 R— K Z—T% 3 DL EOP—ERATHAELARANTL EEN,
s TCAM B A AR, b —ERDOEIIMAZ Ty bOEOAFHEE LW EE2RERLET,

«ITD Tl 150 DV —ERZ#HKR T ET, =72 L, ITD-L2 DA, 4 DL EOPF—E R
PR T Z I TEEE A

« LIRTD Y U — 25 ISSU Z{# -4 A iz, featuresmart-channd #3775 4« 7{b1 %
VERHDET, LA Y2ITD Y —ERL, Av— K F¥yxLofbicbA¥v2e—F
NIV TRICRET HMERD Y 77,

LA R— " R—=2Da— FKRT U TNRYR—FENTWET,
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* Cisco Nexus X96136YC-R, X9636Q-R, X9636C-R, I LU X9636C-RX 71 > F— RiL,
ITD-L2 72— R RT3 7 hPR—F L TWERA,

« ROBIBRIL ITD-L2 BEREICHEAH S, AR — F S TWER A,
cFall 773y AV v R,
« Tu—7,
«ITD > 3.
« FRA X T N—TFHND IPV6 /) — K,
« VPC
o BT A,

o J—RL~XULDAF L INA,

« Cisco Nexus X96136YC-R, X9636Q-R, X9636C-R, I L1 X9636C-RX 71 > H— RiL,
ROWREZ Y R—F L TWERA,

T
o B[R

e 7 —7DITD 2 —H#—EFHKF7 v 7 ID

s BADOEFE Ty v a v &N LEEEAEZFFD/ — ROBN
« )= FRDIFTARE~D T

_I,

&

i

Tl

N

GE) IID/—FKEDOIIT7 4wl 7Ju—0a— KA T A2 ETDH

(i3, A2 =7 = A ADOHEHEMEZE R T LET,

« Cisco Nexus X96136YC-R, X9636Q-R. X9636C-R, 351N X9636C-RX 71 > H— Fit,
Bi{E. ICMP, TCP. 3L OUDP 7 —7 DO L% AR— KL TWET,

ROFEEFIBELFIBREFIEE. ITD/—K AVTFFURE—FE/—FEBHEEIERAINE
T
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A LT T b ERBENRHHLMERDHY FF, ZhIZLD ., EELRHNICHRETE £,

o /— ROBEAGEMEICEE T 2T, FFCLEVWEDI T M I BAEH STV DS
IZ, /J— RKNREEL L CHREESNA2DOZEET 72012, OO —E20EI£7-13E ~
arONRDENZE T THARLERHY 7,
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« /= NI, REESNTWD ) — RE2EHICEE vy MUYV BIOEY Yy Y FE D
V) THENS, BERRETH L LM SN OVENRDH Y 3, /— FOBFEATREMEIX,
T v DREEBET L L THTE X,

o J—FRBREHE Yy MUV ENTWBEGE, FRET A AT NA—TNEIZ//—F
W2 U CHRE LEVMERENMEH SILTWAGE., v —E AT RPHERE 2 H L 72w
ZEMBY FET,

eI RNTH/—RIZIE, /— R LNV FELRET AR TNL—T L)L DOWNTNNT, 71
MarFEiziia—Y—EEDO 0 —TNNETT,

fEFARREIR A X XA ) — KPR WGE. — B AT fail-action A I = X A THEKT 5 &%
ERHY FT,

e a— YW —TFHDO LT INITD 2 ha)L 7ua—T7 A= XL TIIRLSTFNA A T )L—
FTTHEHAISNTWALIEA, ITD /— R AT F A B— REHIL ) — NEEEHHEE 215 1
TXAL9C, J—FHFEFIZIF A AT A—TRIT R v 78R 2ILE LW b %
BEIOLES,

ITD $7R— k471 —

ITD VAR —F LoULD Y A MZHOWTIE, ROEXEZBB LT FE,

R 1:TDYKR— bk LRJL

He B ITDv4 ITDv6 5588
FRL AT N—TF * TCP * TCPv6 CiscoNX-OS U U — &
L « ICMP « ICMPYV3 7.003)17(3) THASH
72 ITDv6
« HTTP
CiscoNX-OS U U —=x
* UDP 10.1(1) LK, Cisco
« DNS Nexus X96136YC-R,
X9636Q-R.,
X9636C-R, BL W
X9636C-RX X,

ICMP. TCP, BL W
UDP 72— 7 Dt

A—rLET,
J—KRZEtnTu—7|0 O
L~
Hot-Standby O O CiscoNX-OS U U —=A
7.0(3)17(3) TE AW I
HiE O O
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HERE ITDv4 ITDv6 By
7T AR @) O Cisco NX-0OS VJ J — =&
10.1(1) CEAH H

DL LER

ACLU 7L v a O O

T4 <Y J—FK O O

BHAOHDHT T4~ |0 O CiscoNX-0S U U — =%

J— K 10.1(1) TEAH A

Ry N AR LA el S el S

J—F

H—EX LR

A7 — K ACL O O

Failaction X / » R * reassign * reassign Cisco NX-0S U U — =%
« least-bucket « least-bucket 10.1(1) THA ST

* node-per-bucket

» bucket distribute

* node-per-bucket

 bucket distribute

drop-on-fail 47" =
SE FTRTo
failaction A v R Tff
HTx%E7,

FR4h-ACL

S ACE XY R — |k
ENTHVERA,
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Cisco Nexus
C9336C-FX2-E B L X
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F & Cisco Nexus
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X9636C-R, BIL T
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J1— R,
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C93108TC-FX3P,
93108TC-FX,
93240YC-FX2,
C9336C-FX2,
9300-GX,
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Fo
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Hae ITDv4 ITDv6 HoL:)

565G NAT Cisco Nexus N
93180YC-EX.
93108TC-EX,
CI93180YC-FX,
C93180YC-FX3S,
C93108TC-FX3P,
93108TC-FX,
93240YC-FX2,
C9336C-FX2,
9300-GX,
C9364D-GX2A., B X
N C9332D-GX2B 7
T M T F—LAAL
FRPR— ST
£

ITD over VXLAN O JERE

ITD DT 74 FEETE

WDOEIZ, ITD RT A —=H DT 7 )V bREZEZRLET,

R2:TIHILEDITDIRS A —4

NS A=4 FI4IL bk
7'a—7 O 10 %
Tu—TOFBITF T Tk 3

T =T OFBITT T AT 3
Ia—7 ZA LT T b 5%

ITD DR
ITD 1 +~—T )Lt

ITD ==~ RICT7 7 B AT AHRNC, ITD BEREZENCT ALERH Y £9°,
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1R BHHEIIZ

ITD R |

Iy NU— P —ERXATABUVABAL VA R—=LENTWNDEI LEZMHER LT IEEN,
RNY)—=_R—=2 L—F 7 (PBR) WA ->TWAZ & 2R LET,

FIEDHE
1. configureterminal
2. [no] featureitd
3. (f£&) copy running-config startup-config
FIEDEEHE
FIE
ATV RFEREFET7TIV3 Y B
AT w 71 | configureterminal Ja— LR EE— REBEBLET,
fi
switch# configure terminal
switch (config) #
R F2|[no]featureitd ITD ¥§hEZ A X —7 M LET, T 740 F T,
i - ITD (FHEHIT T2 2 TOET,
switch(config)# feature itd
ATwv 73| ({£E) copy running-config startup-config FiTar 74 F¥al—vark, A¥—h T v a

1

switch (config)# copy running-config startup-config

V74X al—varilar—LEd,

TINA R TIL—TDHERK
ITD 73 A T N—T %R L Tind, FA—T7D /) — R&Ta—T%FETEE7, Cisco
NX-0S U U —2& 7.03)I3(1) LABETIL, BHEDOT A A T N—TEZHRLTEET,

CiscoNX-0S UV U —A 10.1(1) LIETIZ, T4 A I NV—THND ) — K& 7 T AX|TBINTE
T, ZOEHE. TAAAITA—TZE /) — R LSV DARZ RS ) —RETITHR Yy b AH

VA ) — R | failaction 7Y g UBAERES N TCVVET,

1R BHHIIZ

fail-action bucket-distribute

ITD HEEN A X —T N ThDH T 2R LET,
T84 A8 CiscoNX-0S U U — & 7.003)13(1) AR & AT L TV D EAIX, RO 2~ > RBSGRIE

SNTWVWDZ xR LET,

. ITD DR
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FIEDHE
1. configure terminal
2. [no] itd device-group name
3. vrf vrf-name
4. [no] node{ip | ipv6} {ipv4-address | ipv6-address}
5. [no] probetrackid
6. [no] weight weight
7 [no] cluster 1D description description-string
8. [no] port port value
9. [no] mode hot-standby
10. [no] shutdown
1.  exit
12 /—FZEIZFIE3 ~5%#VIRLET,
13. [no] probe {icmp | http | tcp port port-number | udp port port-number | dns[frequency seconds]
[[retry-down-count | retry-up-count] number] [timeout seconds]
14. [no] hold-down threshold count <count> [time <time>]
15. (fE&) copy running-config startup-config
FIED %
FIE
AV RFERETI3 Y EL:Y

ATFvI1 configureterminal ra— ) ar7Z 4 Xal—3ay T— N2
1§| : szjﬂo
switch# configure terminal
switch (config) #

AT w72 |[no]itd device-group name ITD 73 A JN—T%ER L, T3 A T )b—
i - T arZ4Xal—varyE—FEBLET,
switch (config)# itd device-group dgl %j( 32 i%@ﬁ@’(%%]\j}f% ER
switch (config-device-group) #

RT7w 73 |vrfvrf-name TA AT N—TDVRF g LE7, FEMICo
i - WTiX, VREO#AR—F (18~—) OkZ g
switch (config-device-group)# vrf vrfl :/%7}3% LT < 7 é o
switch (config-device-group) #

A7 74 |[no] node{ip |ipv6} {ipv4-address | ipv6-address} ITD ®/ — R&EHEELET,
£
switch (config-device-group)# node ip 20.20.20.3
switch (config-dg-node) #

11 -
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ARV FFEREETIVa Yy

S

switch (config-device-group) # node ipvé
2001::198:1:1:11
switch (config-dg-node) #

RFwF5 |[no] probetrackid Tu—T7Da—F—ERZFT v 7 ID R L E
i EE
switch (config-device-group)# probe track 30
switch (config-device-group-node) #
A7 w76 |[no] weight weight ITD D/ — ROELERE L ET, AL
B - ~ 256 TY,
switch (config-dg-node) # weight 6
XFw 77 |[no]cluster ID description description-string BEINETFSAXIZ ) — REBINLET,
i :
switch(config) # itd device-group dgl
switch (config-device-group) # node ip 20.20.20.3
switch (config-dg-node) # cluster 2 description
Cl
1 -
switch(config)# itd device-group dgl
switch (config-device-group) # node ipvé6
2001::198:1:1:11
switch (config-dg-node) # cluster 3 description
C3
AT w78 |[no] port portvalue BEREAR— h 7 FLALEHD R — MESEIEELE
151 - T, EOFFHIZ 1 ~ 65535 CTT,
switch (config-dg-node) # node ip 10.10.10.10
port 1000
25w 79 |[no] mode hot-standby )= REFALZ I N—T DRy b AR LA
1 - J—RE LTl LET,
switch (config-device-group)# node ipv6 50::1
switch (config-device-group-node) # mode
hot-standby
A5y 710 |[no] shutdown )= REAVTF A T— NICBEIE 23K T L
i - £7,
switch (config-dg-node) # node ip 2.1.1.1
switch (config-dg-node) # shutdown
switch (config-dg-node) # no shutdown
switch (config-dg-node) #
ATy TN |exit FRARATN—F J)—KRarv 74 71— gy
i TN TLET,
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switch (config-dg-node) # exit
switch (config-device-group) #

ATVT12 |V —RILIZFIA3 ~S5 20 IRLET,

R 7w 713 |[no] probe {icmp | http | tcp port port-number judp | 7 2 % 7 )L—7 D —t 2 T a—7 &k L%
port port-number | dns[frequency seconds] +.

[[retry-down-count | retry-up-count] number] [timeout
seconds] CiscoNX-0OS U U — % 7.03)I3(1) LAFE, ITD H—t
Bl - ADT =7 L LTROT B P AV EfEETEE
switch (config-device-group) # probe icmp frequency] 7ro
100 * [ICMP
* TCP
« UDP
« HTTP
* DNS
URIOY V—Z T, ITDY—E2AD7r—7L L
TICMP M S TWE LTz,
FT v a IRDEFY TT,
- frequency : 7' m— 7 OB Z RV HALTHEE L
F9, EOHPHIT 1 ~ 604800 T,
s retry-down-count : / — R2B3X 7 Lz & &2
TR —TIL Lo TIATEINDT/ U NOHE
fEELET, faET&H4MIT 1 ~5TY,
e retry-up-count : / — R2MEIR L= L &7 m—
TNRFEITTHHIU L FOBERELET, &
ETEDEPIL 1 ~5TT,
stimeout : ¥ A A7 7 N AR EA THE L
T3, EOHPHIL 1 ~ 604800 T,

X v 714 |[no] hold-down threshold count <count>[time<time>] | ) — R E 71357 /31 & FL— 7 OB L X\ V&
&l - EHULNELEVES A v —EEELET,
switch (config-itd)# itd device-group dg
switch (config-device-group) # hold-down threshold|

count 1

switch (config-device-group)# node ip 1.1.1.1
switch (config-dg-node)# hold-down threshold count
3 time 200

ATv 715 | ({£&) copy running-config startup-config FfFar 74 Xal—varvk, AEA—LT v/
5 - a7 4 F¥alb—vaiiar—LFET,
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switch (config-device-group)# copy running-config|
startup-config

ITD H—E X DR

1R BRI
ITD #$REN A X —T NV ThH D Z L MR L ET,
ITD — B RIZBMENDT AL A TIA—F PRS- & 2R L ET,

FIEDHE
1. configure terminal
2. [no] itd service-name
3. [no] device-group device-group-name
4. [no] ingressinterface interface
5. [no] load-balance {method {src {ip | ip-14port [tcp | udp] range x y} | dst {ip | ip-14port [tcp |
udp] range x y}} | buckets bucket-number | mask-position mask-position | least-bit}
6. [no] virtual [ip|ipv6] { ipv4-addressipvd-network-mask | ipve-address ipv6-network-mask }[
{ proto {port_num| port_any}}] [ {advertise} {enable|disable}] [device-group dgrp_name]
7 ROWTIPDa<wy REALT, /J—REERICN I 70y 7 2HFEI0 Y TT5)
EEZRELET,
* [no] failaction node reassign [drop-on-fail]
* [no] failaction node least-bucket [drop-on-fail]
* [no] failaction bucket distribute [drop-on-fail]
* [no] failaction node per-bucket [drop-on-fail]
8. [no] vrf vrf-name
9. [no] exclude access-list acl-name
10. [no] drop access-list acl-name
1. ({EE) [no] peer local service peer-service-name
12. noshutdown
13. (f£&) show itd [itd-name]
14. ({E&) copy running-config startup-config
FIED ¥
F&E
AU RFERETOIVa Y B#)
25w 1 |configureterminal Jau—N) a7 4 Xal—ay T— REHB
1 LET

. ITD DR
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ITD #—E R DA .

ARV FFEREETIVa Yy

E:)

switch# configure terminal
switch (config) #

RF w72 |[no]itd service-name ITD—E A& E L, ITDHRE— R&MBLE
15“ : ﬁ—o E‘ij( 32 X?@%é&?%ﬂj}f% i‘?—o
switch (config)# itd servicel
switch (config-itd) #

AT w73 |[no] device-group device-group-name ITD #—E R CBEED T NA A 7 —F % B L
i - %7, device-group-name (X, 7 /NA A ZL—T D
switch (config-itd)# device-group dgl %Eﬁ%?’éﬁ?biﬁ“o %j( 32 i$@£%{$%]\ﬁf

TET

GE)

Cisco NX-0S U U — = 7.003)I3(1) AR Tik., %
DT NA AT N—T%ITD —ER|ZBEBIMTX F
j—O

Z 5w 74 |[no]ingressinterfaceinterface ITD Y —ERZT DU LEDA o F—T = A X350
11 LET
switch(config-itd)# ingress interface ethernet | DA L X —T A A, Hho~% (I,]) %
0 HALTRGY EF, A ¥ —7 = AOFMIT
switch(config-itd)# ingress interface Vni500001 NA TV ( F-J ) %Eﬁﬁﬁﬁl/7:#§ﬁzL/§iTro

(B =T 2 f AP —CABEAT AT,
HIRVRFBLOA v H =T oA A= FEREL
\ij—o

R w75 |[no]load-balance {method {src {ip |ip-l4port[tcp| |ITD V—E RO —RK XS F AF 9%

udp] rangexys} | dst {ip | ip-14port [tcp | udp] range x
y}} | buckets bucket-number | mask-position
mask-position | least-bit}

51

switch (config-itd)# load-balance method src ip
buckets 16

HELET,
FF T a s FRO EBY TT,

* method %ﬁ%itiﬁﬁ%®ﬂﬁ?PVx
NR—=2DAMELIINT 7 1 v 7 EfeE
*7,

buckets : {fEpkT 237 v FOEETRE L £

T, 12U LDy R 1HO0D ) — RiZ+

TEINTWET, N7y ME2OREFETH
ETHMENHD 3, #PHIZ2~256 TT,
(6z3)

BRIET DNy MO ) — ROE LY L
BE. N7y MITR_RTo /=R v R
nbr X TEAINET,

ITD DK .
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ITD R |

ARV FFEREETIVa Yy

S

» mask-position : 7Z— K/NZ U AD~< A L

ZRRELET,

e least-bit : /By hOE— RKANRXT A A% —
LEAREICLET, ZOAF—AITLD, A
7y NMERKA B = X LSe35 0 7 F A
T RIP LT 47 A& LAY v MR
T&ELHEoICLET,

s include-acl ZfEH T 5V —ERADGE, &/
Ey b (RAZMEOFEII D GT) &
MLT, RACAT y MB8T5 1P
RAFERS LET,

GE)

<V AINLEPNNT v NI E ARG — RICHES
WA E Y b 2B D E. Ny DA
FRHIZINERIICT 7 /L B TOZ72 0 97,

ATvT6

[no] virtual [ip |ipv6] {ipv4-address

ipv4-networ k-mask | ipv6-address ipv6-networ k-mask }
{ proto {port_num| port_any}}] [ {advertise} {enable
| disable}] [device-group dgrp_name]

1 -

switch(config-itd)# virtual ip 100.100.100.100
255.255.255.255 udp 443 advertise enable active

&1

switch (config-itd)# virtual ipvé 100::100 128
udp 443

. ITD DR

ITD %— b ZADRAEIPv4 721X IPv6 7 KL A % 3%
/\’:._E‘l/i—dAO

proto 47> =z (TCP £721X UDP) %, {KAHIP
T RULAREBESNET e harhbD 7o —455
FANDZ EEEELET, N— MAEZ 0 ~
65535 T9,

[advertise {enable| disable}] 47"+ = > 1%, AR IP
J— N EBBERET XA AT RANZ ARG BH0E 9 )
ERRELET, VIPT RN A X FT a0 h
2o TOWDEGE, 12U EDT T4~ /) —F
FliFAy NAZ U NA — KBMEAETP E721%
P —EZADTFTDOF 7 4V FOFT A 2T —T 2B
AT ST N, AT N—TTT 7T 4 7o
TWAEA, ITD 13— &P 7 R L AILT
RARZAXLET ST DH5E) o VIPT KX
ARF TV arBHNCT DI, T _THT T
A~V ) —RERy N AR LA, J—RE, FA
AA T N—T LT — R LLTrua—7 %
LCEBCEA2LERLY £,

GE)

Cisco NX-OS U U — =2 9.3(2) LLF&, advertise
{enable| disable} [active] 47" = > 1X Warning (V£
B) &%1T L T [advertise {enable | disable}] 4~
arEEHLETS,
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ITD #—E R DA .

ARV FFEREETIVa Yy

E:)

GE)

CiscoNX-0OS U U —%9.3(3) L%, IPv6ITD Tl
advertiseenable ¥ XU advertise enable active 7
Tra R R—FERTWET,

AR IP DEEDA v AZ AT, RUIPT RL
A FFOV—EAD FCHRTEETN, Fv b
~AY (FRET VT4 v AR) | T bhaj,
FloEAR— IR RRYEF, 2=V —F. +T

T4y 7ue—RERLEZERBY AR TE
HEHT, AEIP, vRX7 Fr hanr, BLY
R—bhO—HER—ETHD I L EMRTDHHLEN
b FEF,

ATy T |[kOWFNIrDa~<w REAH LT, /— REE | —E A0MEHT 5 fail-action A = X L ZHERE L
BRIZNT 74 v 7 2BFEIDVYTTHHEEZREL | £7,
ESE GE)
« [no] failaction node reassign [drop-on-fail] ZOTNTY ALNE, REER N T T 4 v T
« [no] failaction node least-bucket [drop-on-fail] |438& B9 E L CWET A, BRI A RIET
* [no] failaction bucket distribute[drop-on-fail] |2t TiIH Y £HA,
* [no] failaction node per-bucket [drop-on-fail]
B - (GE)
: failaction bucket distribute =~ > Ri%, IPv4 &
switch(config-itd)# failaction node reassign IPV6 U)ﬁﬁjf7fffﬂf“‘ F é;fb7fb‘§E7T
&1
switch(config-itd) # failaction node least-bucket] GE)
drop-on-fail = 7°> = > %, IPv4 & IPv6 Dffj 5T
1 - FR—=FEINTWVET,
switch (config-itd)# failaction bucket distribute
1 -
switch (config-itd)# failaction node per-bucket
[drop-on-fail]
RF7w 78 |[no]vrfvrf-name ITD —E 2D VRF ZfE L £ 7,
&1
switch (config-itd)# vrf RED
AT w 79 |[no] exclude accesslist acl-name ITDNITD 2 — RS U NSBNTE T 7 4w
1;“ : 7 %*‘é‘ﬁ; Lij*o
switch (config-itd) # exclude access-list acll
AT 710 |[no] drop accesslist acl-name ACLIZ—HT2 774w 7% kry 7 LET,

1 -

ITD DK .
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ITD R |

ARV FFEREETIVa Yy

S

switch (config-itd)# drop access-list acld

ATvIN

CE=N)
1 :

switch(config-itd)# peer local service service-2

[no] peer local service peer-service-name

R (m—An) AL v TF LIZHBEY L RAvTF
FT—RD2ODITD BT —EAD 1 DEIREL
F4, BIOITD y—E 2 &ERK L, Zoa<wr ®
PHEHALT2HBDITD B¥'7 —E 2% ET5
VERBY T, MOV —EATZDa~vr N
FITTHE. ) —FRDONLRA RTF—H AN 2 OD
- A TR SN ET,

G¥)
2ODTINA AT N—TD ) — KL, FUIEFT
HOLVERH Y E, BARRITIL, EFA RS
NHEIC, MHEOT AR T N—TDRYID=
YERUVEFRICY Y RS v F E— FHTHDLLEN
HYET,

AT T12

no shutdown

1 -

switch(config-itd)# no shutdown

ITD 4 —ER%& A X—T7 W LET,

ATy 713

(=)
1 -

switch (config-itd)# show itd

show itd [itd-name]

BEEDITD A v AR 2V AD AT —H A L UOWRERR
EFRRLET,

ATy 714

(=&)
B -

switch (config-itd)# copy running-config
startup-config

copy running-config startup-config

Eifar7 4 X¥al—vark, AX—F T v
Oy 74 F¥al—varilar—L%x7,

FEfTSE NAT £ & U PAT DHERL

IR HEIIZ
FERE ITD & BEHE NAT 2 HZhC L7,

FIE

ARV RFERRTI Y

B8

&

configureterminal

51

switch# configure terminal

yau—r\ ) ary7 4 ¥al—ay B— N2
]\/\i—g—o

. ITD DR
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5 NAT 5 & U PAT ot [

ARV FFEREETIVa Yy

E:)

AT wF2 |ipnat{outside|inside} ZHUE. ITD NAT 2MERET 2 72 DIC M TT,
i AWM DTDIZ N T T 4w VSN THDHA
switch (config) # interface Ethernetl/9 H—T A AT Ip nat{outside} o D APEI R
ip address 9.9.9.1/24
ip nat outside P —R—NEERINTWNWAA X —T A AT ip
no. shutdown nat{inside} Zxk L £7,
interface Ethernetl/10
ip address 10.10.10.1/24
ip nat inside
no shutdown
ATwv 73 |itdservicename ITDH—ERAZFEL, DI 7 4 Fal— s
£l - v E—-RERMBLET,
switch (config) # itd natl
A7 74 |device-group device-group-name ITD % — B RICBEFED TS, A T A—T %58 L
i - F£9, device-group-name (%, 7 /3A X T L—TD
switch (config-itd)# device-group dgl %HIJ%?ETE‘Lij‘O %j( 32 i?@%;ﬁ?%]\j}f
TET,
RFw 75 |virtual ip ipvd-addressipv4-network-mask 80 advertise| ITD #—t 2 TCP :R— F TIRAEIPv4 7 KL X %
enable RELET,
i - GE)
virtual ip 6.6.6.1 255.255.255.255 tcp 80 T RXH A Xu[gEA T > a X, ITD NAT AJRE7Z:
advertise enable device-group dgl ff“kf;z7?0)7f”§7:0)<VIPﬂ:l& <>7f£§ﬂ§7?7f
GE)
W= b T RUREBPAN 2> T D 5E, VIP
TIEAR— FEEPLHATT,
AT w76 |natdestination Pefoe e NAT 23 E L £,
11
switch (config-itd)# nat destination
AT w1 |ingressinterfaceinterface ANTA B —T 2 A AETNIEHDOA 2 —T = A
Bl - Az ITDY—ERIZBINL, RETDANA o F—
switch (config-itd) # ingress interface Ethl/1 7141@:@:@@?@‘?3&(11\5/{ “O/?H7I/r7\40>
IP7 FLATHDLA I A ARy TIPT R A%
ELET,
AT w78 |[no]failaction failaction #* > > failaction A Vv R&HIY ¥ TE 9,

1 :

switch(config-itd)# failaction node per-bucket

ITD DK .
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ITD R |

ARV FFEREETIVa Yy

S

ATvT9

[no] load-balance {method {src {ip | ip-l4port [tcp |
udp] rangexys} | dst {ip | ip-14port [tcp | udp] range x
y}} | buckets bucket-number | mask-position
mask-position | least-bit}

51

switch (config-itd) # load-balance method src ip
buckets 64

ITDV—tvRAOua— KT T A7 a%
RELET,

FFa s FRO EBY TT,

* method %E%itiﬁﬁ%®ﬂﬁ7FVﬂ
NR—=2Z2DAMELIINT 7 4 v 7 EfeE
*7,

s buckets : {ERKT 537 > hOFETEE L E
T 12 LDy R TOD /) —FRiZw v
TINTWET, NFry MI2OREFE TR
ETOMNENHY 3, #HPHIL2~256 T,
GE)

BET DNy OB ) — RO LY ZW»
e, Ny MITR_To /) — R v R
oy A THEAINET,

mask-position : 7 — RXT A D~ AT [ iE

ZfRELET,

least-bit : F&x/NE Y hDODBE— KRRTF 2 AFH—
LZEFREIZLE T, ZOAF—AIZLD,
T NMERA T = X L0 508D 7 F A
TYRIP VT 47 AR U v MR
TELHL2ICLET,

G

Y AINLER R — RNT A E— T, Aﬁ/k
BIHESSHMFRER E Y MRz B2 256,
7/%%EW¢6W\W$®T7ﬁWET&60
FEXE§E§%L§Ej~

ATy 710

no shutdown

1 :

switch(config-itd)# no shutdown

ITD 4 —ER%& A X—T7 W LET,

VXLAN Z 4 L 7= ITD D#ERK

IR BRI
FERE pbr 35 K U RE

sla 25{23# CLI 1. VXLAN & TITD ZRipkd % 7- 8 ORHESAE T,

ITD #EENA X —T NV ThHDHZ L R L ET,

. ITD DR
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FIEDHE

F IR D 8

VXLAN %4t L1z ITD DR .

ITD VP —ERICEMENDZT AL A TA—T PR ENTZZ & 2R L £,

configureterminal

itd device-group dg-name
no node ip ip-address
[no] mode hot-standby ip

apwDbdR

dg-name]

°

7. [no] ingressinterfaceinterface

FIRr

[no] virtual ip ipv4-address ipv4-network-mask [tcp | udp {port-number | any}] [device-group

[no] source-interface loopback loopback-id

ARV RFERERTI VA Y

=)

AT w 71 | configureterminal Jua—\)ary 7 4 ¥alb—3g )y ET— KRG
15“ : Li‘a—
switch# configure terminal
switch (confiqg) #

AT 72 |itd device-group dg-name ITD 7 A AT N—T 2 LET, TTD /) —
fi K (—=R=) L, TA R T N—T HTE—F
switch (config)# itd device-group dg200 THR S ET,

witch (config-device-gr ) # . . N — e
zwitzh#thowgruiniiz—zoigfg itd services n(‘) itd dezllce-group CLIL I, 1%552‘75)% ITD 77734 A
TN—TEHIERLET,

25w 73 |nonodeip ip-address FRAR I N—T YT E— RTC ) — R (i
Bl - 7 TAL) EMELLET, T AT V=THITIE
switch (config)# itd device-group dg200 H%j( 640/ — l\%ﬂﬁﬁkfé& iﬂ—o
switch (config-device-group) # node ip 10.0.0.31 — s S s . s S
leaf3 (config-dg-node) # THARATN=TDFD }\i T3 — A
node ip 10.0.0.31 ZHIRT 5121%. CLI D no XA FEH L ET,

R 7w 7 4 |[no] mode hot-standby ip )= REFNRL ZITN—T DRy b AL LA ) —

1

switch (config-device-group)# node ipvé4 50::1
switch (config-device-group-node) # mode hot-standby]

F& L THRRLET,

FNRA AT N—TDFD ) — RET— " —Fk
ZHIBRd 5121%, CLI ® no XA L £,
nomodehot-standbyip CLIZfHLC, 777 17
J—=KRDOKy b AZ A ) — RIgREHIBRL £
R

ITD DK .
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ITD R |

ARV RFERETIVa Y

B8

ATy TH

[no] virtual ip ipv4-addressipv4-network-mask [tcp | udp
{port-number | any}] [device-group dg-name]
fil

switch (config-device-group) #
virtual ip 6.6.6.1 255.255.255.0 device-group sf

J—=FRDI FZAZDOY—E X TRBIPT R L X4
AL ET

LY —ERANORRDLT NSA R T V—TTRHLT
VIP 2T 52 L IETEFEHA,

K64 D VIP 2 —EANICHER T T,

FRA AT N—TZVIPIZEEMNTHZ b T E
T ZOFTvarEHERTLE EEOT AR
TN—T% 1 OO —EAD—ENZTDHIENTE
e
P—EATHR SN TNDTXTDVIP TT /31 X
TN—TREEINTWDLEA, T 74/ EOT N
AR TN—TRERIZVNEDH Y T/ A,

2 5 7 6 | [no] source-interface loopback |oopback-id H— ¥ A ® source-interface Z AL L E T,
1 - GE)
switch (config-device-group) # Y= RIZEY B TENDIN—T RNy T [ H—
source-interface loopback9 73:/]» Xﬂi\ ITD vrf (5:%\/ k VRF) & EJ U vif C
BONAERRT D HERNH Y | —ERADE(FILA v
B—T A AL LTZON—T Ny 7 2T 5H
2, 2N AT BFFOIPT RLAZED B CTHNE
NHYET,
Z 7 77 |[n0] ingressinterface interface P—=ERADASA 2 —T = A ZADHERK
i - ANA B —T 24 AL, R—F— UV —7d dotlq
switch (config-device-group) # T EFEH L= Y A N — kDA

source-interface loopback9

SVIE-IZ V7 A & —T A ATT,

AIAE—T A AF, —ERX LR CVRFIZH
DYUERHY F9,

i
RIZ,

itd device-group
node ip 10.200.1.
node ip 10.200.6.
node ip 10.200.7.
node ip 10.200.2.
mode hot-standby
node ip 10.200.3.
node ip 10.200.4.
node ip 10.200.5.
node ip 10.200.9.
mode hot-standby

£

DN ?

DN N

. ITD DR

VXLAN Z4 L7- ITD ORI 27~ L E 3,
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R— b

node ip 10.200.12.2
itd serl
source-interface loopback9

#i—r sn—Tous |

virtual ip 6.6.6.1 255.255.255.0 device-group sf

ingress interface V1anlO00
ingress interface Ethl/1

load-balance method src ip buckets 256

FIL— TR

ITD-L2 X ET DX, A— K~ TV—T%ERK L, TOIN—TTT I 74T A F—T =

A AGERET DRENRDH Y £,

FIEDHE
1. configureterminal
2. [no] ITD port-group port-group-name
3. [no]interface ethernet slot/port
4. (fE&) copy running-config startup-config
F gD F¥H
FlE

ARV KRFERERETY VY

=)

ATy T

configureterminal

1

switch# configure terminal
switch (config) #

Ta—N)L ary 74X al—ay B— Neh
L9

ATvT2

[no] ITD port-group port-group-name

1

switch (config)# ITD port-group P1
switch (config-port-group) #

R— b ZN—=T B ETITHIFR L £9

ATvT3

WZ8: [no] interface ethernet slot/port
i

switch(config)# interface ethernet 3/1
switch (config-port-group) #

RN—=b~IN—=TDTIT 4T A E—T =A%
RELET,

GE)

TVULA T 7 A= MIERALRNTL 0,

ATvT4

(f£&) copy running-config startup-config

1

switch (config-port-group) # copy running-config
startup-config

FIiTar74FXal—vark, A¥—F T v 2
Y74 F¥al—varilav—LET,

ITD DK II



ITD R |
B oo vev—crommn

ITD LAV 2H—EXDERK
ITD LA ¥ 24— RAZMKT D11E, ROFIAZFITT OLERHY £,
1 = xA xRk L ET,
2. A{E7C VLAN ZA§R L £,
3. HR— bk ZN—TF% ITD-L2 ¥ — & A ZBEAF T 5
=

4. BAfDHMAFT—LEEETD
FIEDHE
1. configureterminal
2. [no]itd service-name
3. [no] port-group port-group-name
4. (L&) [no]load-balance method { src|dst}ip | [buckets bucket-number ] |mask-position
mask-position
5. [no] sourcevlan vian-range
6. noshut
FIED ¥
FIE
ARV RFERIETY Va3 B#
R 71 |configureterminal yu—sL ar 7 4 ¥ab—iar E— REHk
1 - LET
switch# configure terminal
switch (config) #
AT 72| #%8: [no] itd service-name ITD-L2 % — B A Z AR E 7o I3\ LE T,
1 -
switch (config)# itd SER3
A7 7 3 |[no] port-group port-group-name A— b ZN—7%I1TD-L2 ¥ — & AT £ 97,

1

switch (config-itd)# port-group pg

ATw 74| ((£E) [no]load-balance method { src| dst}ip | B A Yy R LET,
[buckets bucket-number ] [mask-position mask-position

1 -

switch(config-itd) # load-balance method src ip

. ITD DR
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acLzmH—ezicgy 5z [

ARV RFERFTIVaY =)

Z v 75 |[no] source vlan vian-range ITD-L2 H—E 2D VLAN ® U & F &R L E 7,

1

switch (config-itd) # source vlan 10-20
switch (config-itd) #

FETTVLANIZ N T 7 4 v 7 5L £,

AT 76 |noshut
1

switch(config-itd)# no shut

ITD-IL2 y— Y RADT 7 F 4 71k

ACL z ITD H—

FIRDHE

EXICEIYHETS

AVIN—RT 78R arba— AL (ACL) #EEZEH L T, ITD—EXIZACL %
Bl UCTHZ N TEET, ZOMEIZ. ACLND permit £V v REH+T257 7% o
Yhre— = RY (ACE) ZT&IZ, RERNT T4 75T A4NZV T L, IPT7EA
UX%kWFF?yf%iﬁbf\ﬁTéﬂt]774/7@D~hﬂ7///7%ﬁ“i
To B—=FNRT 73, REILERITSEEIP T FLADOWTnZ R L THR—F &
nEd,

1a s BRI

ITD BERENSA X —T7 NV ThDH I L MR L ET,

ITD —ERICBIENDTRA A T NA—T RSN 2 & 2l LE T,
ITD $— B RIZEID Y THND ACL BRI Z & 2R L ET,

configure terminal

[no] itd itd-name

[no] device-group device-group-name

[no] ingressinterface interface

[no] load-balance {method {src {ip | ip-14port [tcp | udp] range xy} | dst {ip | ip-14port [tcp |
udp] rangexy}} | buckets bucket-number}

[no] failaction node-per-bucket

7. accesslist acl-name

apwbdD-=

o

« IPv4 DA access-list acl4-name
« IPv6 DA : access-list | Pv6 acl6-name

8. [no] shutdown
(f£%) copy running-config startup-config

©

ITD DK .
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F IR D

FIE

ITD R |

ARV RFERFTIaY

=)

X w 71 | configureterminal JTa— )L a7 4 X2 lb— gy e— REELG
51 - LET
switch# configure terminal
switch (config) #

ATy 72 |[no]itd itd-name ITD — B 2 Zi%E L., ITD T — Fa2 A L £
Bl T BK 32 CFORBFE AN TEET,
switch (config)# itd servicel
switch (config-itd) #

Z v = 3 |[no] device-group device-group-name ITD — B R ZBED T RA A T —TF &8N L £
Bl - 7, device-group-namelX, 7 /3A A ZL— T DLHI
switch (config-itd)# device-group dgl :;Z—?Efﬁﬂ LET. B2 XFORETFEANTEE

Z 5 7 4 | [no] ingressinterface interface ITD $—ERIZ 1 DULDA »F—T = A ZZIB/N
I LETS
switch(config-itd)# ingress interface ethernet | DA L X —T A AlX. Hr~% (1,] ) ##
/110 ALCTRED £, £ —7 = A AOFMAIE,

A7y (I-1) ZEHLTEELET,
R w 75 | [no] load-balance {method {src {ip | ip-14port [tcp | ITDY—ER2ADa— RSP g wik

udp] rangexy} | dst {ip | ip-14port [tcp | udp] range x
y}} | buckets bucket-number }
fi

switch(config-itd)# load-balance method src ip
buckets 16

ELET,
F T aFROEEY TY,

« method : EERF-ITEREDIP T R L A_—
ZDAMELIZN T 740 v 7 S EBEEELE
kR

buckets : 1T 237y hOEKERELE T,
1O EDATry R 125D —RiZvwy 7
NTWET, Ny ME2 ORI FEHRTHRET
DMENH Y ET, I 2 ~ 256 TT,

G¥)
RETHNT Y O ) — RO L Y 20
ATy MITRTHO//— Ry Ry
VIR TCHEASNET,

. ITD DR
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mEitcn/—roemsraan [

AU RFERETIVa Y

B8

AT 76 | [no] failaction node-per-bucket J— REENREETDLE, 2O/ —RIZEDHYTH
i - Ni=Ary MI BOOT 7T 47 ) — RIZGHE
switch(config-itd)# failaction node-per-bucket NIy, wAHDS - }\&:%IJ@ STHRTROHE,

AL — ROBELITHEDNTWET,
AT 71 |accesslist acl-name ITD %—E A2 ACL %9 4 CTE9,

« IPv4 DA ¢ access-list acl4-name G¥)

« IPv6 DA : access-list |Pv6 acl6-name CiscoNX-OS U U —293(3) LAfE, =—H—|L 1D
5l - DITD ¥ —EATHEKEDDT 7 A YA F&i

' ETE, TNENEZMEDOT A A T—T (=
IPv4 : JVF ACL) ICBEAHT 24T v a v aATEE
switch(config-itd)# access-list itd d 9, BB DT N 2 T )—TF N 1>D2—HF—ACL
) - WCEEAT BTV AR, DT /N, A T L—
IPv6 TIMESREI, T T AN DT INA R T N—T N
v bExSNET, JOBEICED, ITDIRSESE
switch(config-itd)# access-list ipvé itdl d 725 ACL @C*ﬁﬁ_é }\ ? T4 4 %L’ é i éi f£7:/§
151 AR ITN—=FIla— R NNF o TEET,
~/LF ACL :
switch(config-itd)# access-list testl
device-group-dgl
switch (config-itd) # access-1list test2
device-group-dg2

AT 7 8 |[no] shutdown ITD 4 —ER%ZA X —T M LET,

il -
switch (config-itd)# no shutdown

ATw 79| ({£E) copy running-config startup-config Firar74¥al—Yarvk, A¥— T v S
1 V74 Fal—valar—LET,

switch (config-itd)# copy running-config
startup-config

BELTO/— FOEMNFE-ILHIER

ITD YV —bE 22T %y NETUVETITT AL A TA—THND ) — REBMEZITHIBRTE S
Dty a rZRETEET, FRICE->T, ITDYV—ERADI ¥y NI TUIFIZ NS 7 4w

7 D& H/NRIZT D ENTEET,

Cisco NX-0S 10.1(1) A& TlZ, ~/F A 7 b— K ACL B L ORI ACL DY —E AN E ) —
RS L CBMEITAIBRCE E7, £/, ITDV—ERAZ vy v MY T, FWU
ITDtE vy ar%2BL T, T, AT N—FHNOBELEZES ) — REBN, 28, F7-135%
THIELTEET, BAMEZO/ —FZEBMELREFEELETLHE, /J— ROERIESNTE
HFRTREZ2 "y DNEEID Y CEET, BEHER AT Y RBA+07254 . ITDIFE AT v

ITD DK .
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B ==ico/ — rosmEEHg

FEFHER L TEVYCEZETLET, BEHOHD /) — FEHIRTS L, HiREn=/— Ko
Ny ME, BRIESWTT AL 2 FL—TFRNOMD 7 — RIZEY Y ToENET,

\}

GE) e TFNRARITN—=TRN1OULEOY—EATHHAINTWEEARIT. By a 2@l To
BTN AT N—TNOBFED ) — FOEHZEFRTEET,
e MEBEO— RRXT U T ONRry MEID Y TOANEEX, T8 2 T —THNOFTTO
J— RICBEERRETH D E WV IHREICEASNTEY . T 72 a v ORER. #liEFsh
DUNEVEDS@BLT D FTREMER H Y £,

«ITD X, failaction £~ v K23 node-per-bucket TH 2 HIC DI, EAEMH L/ — R
DOAZ L OB FE 72 ITHIBREZ AR — F L ET,

Cisco NX-0S U U —2 10.1(1) LAETIE, T3A A T N—TEERTHTXTOH—E R
fail-action bucket distributefailaction 47> o U BMER SN TWAEES., By a &2 LTT
WA AR TN—TND ) —KE7TAXIBIMTEET,

IR HEIIC

ITD BEENA X —T NV THDH Z L HfER L ET,

FRA AT N—TFLITD —ERAPHER SN2 L 2R LET,

itd session device-group device-group-name
[no] {nodeip | nodeipv6} {ipv4-address|ipv6-address}

(f£&) [no] cluster ID description description-string

(f£:#) show itd session device-group [name]
(f£&) copy running-config startup-config

FIEDOHE
1. configureterminal
2.
3.
4. ({EE) [nolweight weight
5.
6. ({LE) probetrackid
7. {commit | abort}
8.
9.

F gD F¥H

FIR

ARV KRFERERETY VY

=)

X w 71 | configureterminal

1

switch# configure terminal
switch (config) #

Ta—N)L ary 74X al—3ay T— Neh
L9

II ITD DR
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AT 72 |itd session device-group device-group-name BESNET AL AT N—FDITD v 2 & 1E
15“ : Ekbijﬁo
switch(config)# itd session device-group dgl
switch (config-session-device-group) #
A7y 73 |[no] {nodeip | nodeipv6} {ipv4-address|ipv6-address} | {57 iz / — R&ZITD 7 /34 A 7 /L— TN L
i - F9, Zoa~vr Ro no ki, BESNZ —
. o o . RZITD 7354 A Z—T b HIBRLET,
switch (config-session-device-group)# node ip
222 SEINE AT 2 ) — FZ&io, ZOFIEE#RY
fi ELET,
switch (config-session-device-group)# node ipv6 N N N e -
101100 ~/LF ACL 3 KL UFRSH ACL 23 ITD H— B R IZHI D
BToHNTWDH5E, TOFIEAMEH LT, —Fx
BAINE7ZITHIBR L £,
G¥)
J—=Rd7=0 Oy b ORKHIIE32TH, ITD
tyarpiz, J— KB @BEDa~vy NEIX
DRV~ Rick->0) HIfRSh, &Y o7
2T A7 )= RO —=RHT2) DTy M 32
HBRADE, MOTT— Ay b—IVRRRINE
R
ERROR: Cannot delete node, exceeding maximum 32
buckets per Node. Shut service to make changes
ATv74| ({£E) [nojweight weight L BMENE ) — NICELEZEIY Y TEH0, BE
15“ . ﬁ@/h— F\O)E%L%EE Li‘j‘o
switch(config)# itd session device-group dgl GE)
switch (config-session-device-group) # node ip Ejﬁﬁ@/ — }‘O)Eﬁ%?72}‘ﬂ/ }%ﬁc: Ut ]\—9‘*%’)
2.2.2.1 S N S N
switch (config-session-device-group)# weight 3 L:bj:‘ tyarns— ]\ L“ng 1 %%IJ 9 é‘(i
switch (config-session-device-group)# node ip Tfo
2.2.2.2
switch (config-session-device-group)# weight 2
ATw 75| ((£&) [no]cluster ID description description-string | ¥5/& & 727 7 A X2/ — R&BIML £,

1

switch(config)# itd session device-group dg2
switch (config-session-device-group) #node ip
2.2.2.1

switch (config-session-dg-node)
description C1

1

switch (config)# itd session device-group dg2
switch (config-session-device-group) #node ipvé
10:1::1:2

# cluster 2

GE)

Ty arE N LTI IRAZND ) — REHIBT
9, By arE N LT, TR T A—TN
DY FAZIZH LN —REBNTAHAZEHLTEE
I, 2L, By arE N LTEGFED ) — KDy
FTAFEEETH LIETEERA,

ITD DK II



B o7 — FEREBR ACL TO ACE D I B E - (FHIB

ITD R |

ARV RFERETIVa Y
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switch (config-session-dg-node) # cluster 3

description C2

ATv 76| ({LE) probetrackid A—P—ERDO T v 7 TH LW — REBIMLE
il - EE
switch(config)# itd session device-group dg2
switch (config-session-device-group) #node ip
1.1.1.5
switch (config-session-device-group) #probe track
60

RTw 77| {commit |abort} commit =~ KX, HrLwv/— Kty hEFE
Bl - Hanie/ =Rty FTITD 73A A I —T %

. . o . BHL., Ny hEEEIVYTLT, ITDEYy e

switch (config-session-device-group)# commit ~ .,

switch (config) # VREHE IV —rT v LET,
abort =~ NIZITD v & a VREZ G L. 1TD
TNA A TN—THHEHLER A,
G¥)
U7 — N DN, FEOR0E v v = 20 commit
o~ K& AJILET, copy running-config
gartup-config=z~> RE AL TAAL v F %Y 7 —
N5 & ITD 73 A Z—T O EPRAF S
NETA, commit ITADITRY FHA,

ATv 78| ({E&E) show itd session device-group [name] R ENTZTXRTOIMD Yy v a v, FH3EES
5 - NIETNRA AT N—TDITD vy v a vy aFRLE
switch (config)# show itd session device-group dgl Tfo

ATv 79| ({EE) copy running-config startup-config Firar74Xal—rvark, AX—F T vSa

1

switch (config) # copy running-config startup-config

V74X alb—vala—LEd,

A4 29 )L— FE=E45 ACL TO ACE DEEIEDBMET-(XHIE

ITDY—ERZT vy NETLETIC, A 70— REFITRAIACLOT 7 A 3 ha—
N MU (ACE) ZEMELFHIRTEEST, FNUCEST, ITDY—ERADT ¥ v hE T
VRN T T 4y O EE/NRICTAZ ENTEET,

4O HREIIC

ITD BHENA X —T NV THDH Z L H#fER L ET,
FNA A TN—T L ITD —E AN SN2 & 2R L £,
ACL N ITD —ERICEV B THNTWAZ L 2R LET,

. ITD DR
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424 L— K ACLTO ACE Dt nemE 24k [

FlaD#EE
1. configureterminal
2. itd session access-list acl-name refresh
3.  (fEE) copy running-config startup-config
FIEDEEH
FIE

AT RFERIEFTZII Y

=)

AT w 71 | configureterminal Ja—xN) ar7 4 Xal—iay T— REBLG
15“ : ]\/i‘g_o
switch# configure terminal
switch (config) #

AT 72 |itd session access-list acl-name refresh A 7 — R ACL & WEIJIZHEAEY . TCAM %
i - w77 ALET, ITD &, & ACLACE & HL
switch(config)# itd session access-list testl vV ACL ACEL%?_I v 7 L, ITDIZ & OVCEB}ZéM
refresh 7L: ACL %E*ﬁ Li‘?“o

GE)
Zoa<wr RiE, 47— K ACLIZORBHNET
T, B ACL IZHENIC T B /T Aanb Tz,
Zoavy REIVELHY EHEA,

ATw 73| ({£E) copy running-config startup-config Fifrar74Xal—vark, AX—FT 72

1

switch (config)# copy running-config startup-config

Y74 F¥al—varilar—LET,

4 >%2)L— | ACL TP ACE D EZF L DEMFE = ILHIBR

ITDYV—ERA&ZT vy MU ETIC, BAACLOT 72X aryha—Lr Y

(ACE)

ZBMEFHBRTEET, £LTINE. EBICHRPHEET,

1R BRI

ITD #EENA X —T NV THDHZ L HfER L ET,
FNRA R T N—F L ITD —E AR SN2 2R LET,
ACLAITD 4 —bE RIZED B THNTWDHZ E 2R LET,

ITD LA v 3R DIER

ITD LA ¥ 3K EFRTITDHICIE, ROFXATZDILEONTINEFEITLET,

ITD DK
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ITD R |

avy kR

S

show itd [itd-name] [brief | vrf [vrf-name]]

HEDIITDA VAR Y ADAT—F AR LN
W EFR R LET,

MFEDITD A VAKX LV ADAT —H AL
F O 2 £Rr 9 5121, itd-name 5%k
PREAHLET,

o AT —F 2B L OO BRI & FR
T 5L, brief F—U— RFZ2fiH L%
B

evif ¥F—U—REFHLT, fiESIT=
ITD £ v A% AD VRF #FrxLET,

show itd {all | itd-name} [dst ip-address| src
ip-address] statistics [brief]

TRTELIIEED ITD A o A F o ZADHEF
EFRRLET,

HFEDA AL ADREE R A F R
BHI2iX, itd-name 51 A L £ 9,

« BRI AZ R T 512IE, brief ¥—U—
RZ2fHLET,

GE)

Zoawr REFEHALCITDHEHEFR RIS
BilC, itd-name =~ > R&fEH L T ITD #tzt
EHEMTHEMLERH Y F9, itd statistics

s IHIZ, MEtER AT HITIL, —ER
DL L BAEMME, AL v TFDY r—
K. BEOAAS v TFOT v 7T L— Ktk
(2, ITD #at &= HEA T 2 LENH
nET,

show itd session device-group [name]

ST _XTOITD kv a rE-i3dE
EINTETAA AT NL—TDITDEY 3y
FRTFLET,

show running-config services

RSN ITD A A T —TF L —E X
EFRRLET,

show ip/ipv6 policy vrf <context>

NAT B CHEE DS A R — T T2 > TV RN
ITD L ¥ 3% — & 2 FIZER S 3172 IPv4/IPv6
N—h <o R —5FRKRLET,

. ITD DR
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show route-map dynamic <route-map name> | NAT ¥k e BE R H N 72 > TV 2 W ITD
show route-map dynamic A3 —EAFICAEREINT-, BEEDNT v
NTI2EBAVANDNI T 47 UEAL LY
Ta VHICERESNIER AN Ry T ERERR
LET,

show nat itd NAT B5 S BE DS ZNC 72 > TWA ITD L A
Y3V —EXFICER SN, FFEDAT v
NTI7BAVARANDRNTZ 747 UEA LY
varAICREESNTER T AN Ry T EFROR

Li‘d‘o
show ip access-list <access-list name>dynamic | 4w F 727X YR D ST 4 v 7 —Fk
HEUERFORLET,
show ip dla configuration dynamic T —TREINIE > TVBEAIT, TNA
show ip sla configuration (Entry-number) ATN—=TND ) — RIZX LTITDIZ LT
dynamic RS2 IP SLABREZ RN LET,
show track dynamic Fa—TWERREEE . TR T A—TH
show track dynamic brief D/ — RIZONTITD IZ k> TAER ST b

77 E®KRLET,

\}

GE)  102()F U U —RALIFE, ITD CARR SN 7-MkIL, A+ > 7 show CLI ZJ L TERILE
‘j‘o

LIFIZ, ITD MR AR89 2Bl 2~ L £,

switch# show itd

Name Probe LB Scheme Status Buckets
WEB ICMP src-ip ACTIVE 2
Device Group VRF-Name

Pool Interface Status Track_id
WES_itd pool Po-1 v -
Virtual IP Netmask/Prefix Protocol Port
10.10.10.100 / 255.255.255.255 10 0

Node IP Config-State Weight Status Track id

I ITD DK .
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B moLsrsmnown

oul
&

Y

1 10.10.10.11 Active 1 OK -

Bucket List

WEB_itd vip 1 bucket 1

Node IP Config-State Weight Status Track_id

2 10.10.10.12 Active 1 OK -

Bucket List

WEB_itd vip 1 bucket 2

ZOFNE, J—FROBEEIVYET) ) —ROERNNNTy N RNy NTEDRRT 7 a Al
S RALOFFHHE I ERLTHET,

switch (config)# show itd SER1 statistics
Service Device Group VIP/mask
#Packets

SER1 DG1
383629547 100%

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 1 10.200.28.2 Redirect 10.200.1
.2 2996838  (0.78%)

SER1_itd bucket 33 10.200.28.2 Redirect 10.200.1
.2 2996970 (0.78%)

SER1_itd bucket 65 10.200.28.2 Redirect 10.200.1
.2 2997104 (0.78%)

SER1_itd bucket 97 10.200.28.2 Redirect 10.200.1
.2 2997246  (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 2 10.200.16.2 Redirect 10.200.2
.2 2996848  (0.78%)

SER1_itd bucket 34 10.200.16.2 Redirect 10.200.2
.2 2996974  (0.78%)

SER1_itd bucket 66 10.200.16.2 Redirect 10.200.2
.2 2997110 (0.78%)

SER1_itd bucket 98 10.200.16.2 Redirect 10.200.2
.2 2997250 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 3 10.200.17.2 Redirect 10.200.3
.2 2996852  (0.78%)

SER1_itd bucket 35 10.200.17.2 Redirect 10.200.3
.2 2996978  (0.78%)

SER1_itd bucket 67 10.200.17.2 Redirect 10.200.3
.2 2997114  (0.78%)

. ITD DR



| o DR

SER1_itd bucket 99
.2 2997254  (0.78%)

switch(config-itd)# show itd SERI1

Legend:

mo L+ v 3oz [

10.200.17.2 Redirect 10.200.3

ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets

SER1 src-ip ACTIVE 128

DG1
Pool Interface
SER1_itdpool Ben1/3 o
Node IP Cfg-s WGT Probe Port
1 10.200.1.2 Active 1 IcMp
Bucket List
SER1_itd_bucket_1, 33, 65, 91
Node IP Cfg-s WGT Probe Port
> 10.200.2.2 Active 1 IcMP
Bucket List
SER1_itd_pucket_2, 34, 66, 98
Node IP Cfg-s WGT Probe Port
3 10.200.3.2 Active 1 Towp

Bucket List

SER1_itd bucket 3, 35, 67, 99

Z ORI, ITDNAT it 1527 L TW\WE1,

switch# sh itd test statistics

Probe Port

Probe-IP STS Trk# Sla_id

Service Device Group VIP/mask
#Packets
test dg 20.20.20.20 / 255.255.255.255 158147
(100.00%)
Traffic Bucket Assigned to Mode Original Node
#Packets
test itd vip 2 bucket 1 10.10.10.2 Redirect 10.10.10.2 22820

ITD DK II
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(14.43%)

test_itd vip_ 2 bucket 5

(14.48%)

Traffic Bucket
#Packets

test_itd vip 2 bucket 2

24992 (15.80%)

test_itd vip 2 bucket 6

25916 (16.39%)

Traffic Bucket
#Packets

test_itd vip_ 2 bucket 3

(11.09%)

test_itd vip_ 2 bucket 7

(11.41%)

Traffic Bucket
#Packets

test_itd vip_ 2 bucket 4

(13.11%)

test_itd vip 2 bucket 8

(3.30%)

Return Traffic from Node

10.10.10.2

Original Node
11.11.11.2

11.11.11.2

Original Node
12.12.12.2

12.12.12.2

Original Node
13.13.13.2

13.13.13.2

Total packets: 203219

switch#

(100.

10.10.10.2 Redirect
Assigned to Mode
11.11.11.2 Redirect
11.11.11.2 Redirect
Assigned to Mode
12.12.12.2 Redirect
12.12.12.2 Redirect
Assigned to Mode
13.13.13.2 Redirect
13.13.13.2 Redirect
#Packets
58639 (28.86%)
65695 (32.33%)
45710 (22.49%)
33175 (16.32%)
00%)

OB, 23 v NECAR failaction A W= A ADHETj#RLTWET,

switch(config)# show run ser

N9k-14 (config)# sh itd SER1 statistics
Service Device Group
#Packets

VIP/mask

Node

SER1_itd bucket 1
.2

SER1_itd bucket 33
.2

SER1_itd bucket 65
.2

SER1_itd bucket 97
.2

II ITD DR

DG1

5088763 100%

#Packets

39470 (0.78%)
39596 (0.78%)
39728 (0.78%)
39966 (0.79%)

Mode Original

10.200.1

10.200.1

10.200.1

10.200.1

ITD R |
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17537

18048
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Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 2 10.200.2
.2 39474 (0.78%)

SER1_itd bucket 34 10.200.2
.2 39600 (0.78%)

SER1_itd bucket 66 10.200.2
.2 39732 (0.78%)

SER1_itd bucket 98 10.200.2
.2 39970 (0.79%)

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 3 10.200.3
.2 39478 (0.78%)

SER1_itd bucket 35 10.200.3
.2 39604 (0.78%)

SER1_itd bucket 67 10.200.3
.2 39736 (0.78%)

SER1_itd bucket 99 10.200.3
.2 39974 (0.79%)

switch# show itd brief

Name Probe LB Scheme Interface Status Buckets

WEB ICMP src-ip Eth3/3 ACTIVE 2

Device Group VRF-Name

WEB-SERVERS
Virtual IP Netmask/Prefix Protocol Port

10.10.10.100 / 255.255.255.255 IP 0

Node 1IP Config-State Weight Status Track id

1 10.10.10.11 Active 1 OK -
2 10.10.10.12 Active 1 OK -

switch# show running-config services

version 7.0(3)I1(2)
feature itd

itd device-group WEB-SERVERS
node ip 10.10.10.11

node ip 10.10.10.12

probe icmp

itd WEB

device-group WEB-SERVERS

virtual ip 10.10.10.100 255.255.255.255
ingress interface ethernet 3/3

no shut

ITD DK .



B oy mroms

ITD Layer-2 ¥Rk D HEER

ITD-L2 fl 2 R T D%, IRDZ AT DI BLEONTFNNEEITLET,

5 3:1TD-L2 Show 1< > F

ITD R |

avyU R

Sl

show I TD [service-name] brief

ITD OBMERT—Z A% F£RLET,

show vlan access-map vlan access-map name

I[TD-L2 Y —EAD T 7 47 VXA LT b
DFRIT AN Ky TeRRLET,
NOK-X9464PX TlE. VACL 7 v # %, RLT
VLAN TEZELTCWAHEE., EEInN
o N 2ETHDIZ EERLET,

show vlan access-list vian access-map name

N7 4y O—EIMEEIEET D VLAN T
I A~y FITEEMIT Oy R
RLUFET,

show vlan-filter access-map vian access-map name

7B AVLAN ¥ v I ~D~ v B 758
VLAN #F R~ L E T,

show running-config services

ITD-L2 DFEfFTaL T 4 X2 — a3 U EFRR
LET,

LA 7 3ITD R D #EE2

ITD # k& MR T 2121, Roa~<wr REFEHLET,

avy kR

Sl

show ip/ipv6 policy vrf <context>

FBESNIEANA =T =4 AZHEHA SN
% LA ¥ 31TD FE NAT ¥ — & A Bk &1
72 IPV4/IPv6 o — b~ v 7 AR o —%FR L
7,

show route-map dynamic <route-map name>

LA ¥ 31TD FE NAT —E 2 Di#izE ~ 7

T4 7SN, BFEDONry N T
CTAVAND NI T4 7 VEA VI ay
IR S NT=R 7 A MRy T EFTRLET,

show ip/ipv6 access-list <access-list name>
dynamic

ITD EAESNANNTF Y F T 78R VR D
NTT7 4 —HREEFRLET,

. ITD DR
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mazs

avy kR
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show ip da configuration dynamic

T —TRENC > TWABEEIT, T3
AT N—THND /) —RIZKLTITDIZE - T
AR ENTZIPSLARTEEZERLET,

show track dynamic

Ta—T NGNS A T A T —T N
D) —KRIZOWTITDIZ L » TAEMENT b
Ty I ERRLET,

show nat itd

LAV 3ITDNAT V—EADMEENT 7 4 v
JEIOEHIZERIND, FFED/ N v b
TIRAVANDNTI 747 UHA LY
a VIR ST R AN Ry T ERER
LET,

ESPERE]S

I=-aTF7ILEZA I

IP SLA

['Cisco Nexus 9000 Series NX-OSIP SLAs
Configuration Guidel

ITD L 1 v 3 ¥Rk DFEEE

ITD LA ¥ 3#ikE2FrT DT, WOXATZDIHEONTNNEFITLET,

avy kR

E[:0)

show itd [itd-name] [brief | vrf [vrf-name]]

HEDITD A LV AZ YV ADAT—H A LN
AR LET,

HEEDITD A VAR LV ADAT —H AL
T O 2 FoRT 521X, itd-name 213
PERALET,

« AT —F 2B L O D ERINE W e 2R
T 5I21E, brief F—U— RF2fEHLE
R

svif ¥F—U—RFEFEHLT, fFEINT-
ITD A > AZADVRF 7R~ LET,

ITD DK .



B oo vsmmome

ITD R |

avy kR

S

show itd {all | itd-name} [dst ip-address| src
ip-address] statistics [brief]

TRTCEFITEHEDITD A v AX 2 ZADHE
EHRALET,

HEEDA AL ADREER A F R
BHI2iE, itd-name 51 A L £9,

« BRI A RN T 512IE, brif ¥ —U—
RZ2fH L ET,

GE)

ooy REHEHALCITDHHEFR TS
Bz, itd-name =~ > RZ&{#HH L T ITD #z
AT HMLENRH Y £9, itd statistics

s IHIZ, MEtER AT HITIL, —EA
DL L BAEMME, AL v TFDY r—
K. BEOAS v TFOT v 77— Ktk
(2, ITD #EH &= HEA T 2 0LENH
nET,

show itd session device-group [name]

SNt _XTOITD kv a v E-i3dE
EFINETANA AT A—FDIIDEv 3y
FFRRLET,

show running-config services

RSN ITD F A 2 T —TF P —E %
FERLET,

show ip/ipv6 policy vrf <context>

NAT BEGECHBREDS A R — T TR > TN
ITD L ¥ 3 % — & 2 AIZER S 172 IPv4/IPv6
N—h <o R —5RRLET,

show route-map dynamic <route-map name>

show route-map dynamic

NAT Bt SCHERE N AN 72 > TV ITD b
A3 —CAHIZAEREINTZ, BEEDNT v
NTI7EBAVARANDRNTZ 747 UEA LY
valrHICREESNTER T AN Ry T EFRR
LET,

show nat itd

NAT e e BE N AN 72 > T A ITD LA
Y3V —EXFICEREINTZ, FFEDOAT v
NTI7EBAVARANDNTZ 747 VXA LY
varHICREESNTER T AN Ry T EFRR
LET,

show ip access-list <access-list name> dynamic

Nry NTIZEAVRAMD T 7 4 v 7 —
HEEEFRRLET,
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show ip da configuration dynamic T — T WA o TR, T
show ip sla configuration (Entry-number) AT N—=TND /) — RIZxFLTITDIZ L - T
dynamic ERENTZIPSLA REEF R LET,

show track dynamic I — T RNEHREES. T, A TIL—TN

D) — RIZOWTITD IZ X » TS b

show track dynamic brief
T eFRRLET,

\)

GE)  102()F U U —ALIPE, ITD TR SAVIMERIEL. #1473 v 27 show CLIZ#J L CERINE
@—0

LITIZ, ITD ik iesd 2 B2~ L £,

switch# show itd

Name Probe LB Scheme Status Buckets
WEB ICMP src-ip ACTIVE 2
Device Group VRF-Name

Pool Interface Status Track id
WEB_itd pool Po-1 e -
Virtual IP Netmask/Prefix Protocol Port
10.10.10.100 / 255.255.255.255 12 0
Node 1IP Config-State Weight Status Track id
1 10101001 Active 1 ok -

Bucket List

WEB _itd vip 1 bucket 1

Node 1IP Config-State Weight Status Track id

2 10.10.10.12 Active 1 OK -
Bucket List

WEB _itd vip 1 bucket 2

OB, /J—FROBFBEVYT /) ) —FOERNTry N X ry NTEDRRT 7 ar Ah
= A LOFHE I ERLTWET,
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switch (config)# show itd SER1 statistics
Service Device Group VIP/mask
#Packets

383629547 100%

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 1 10.200.28.2 Redirect 10.200.1
.2 2996838 (0.78%)

SER1_itd bucket 33 10.200.28.2 Redirect 10.200.1
.2 2996970 (0.78%)

SER1_itd bucket 65 10.200.28.2 Redirect 10.200.1
.2 2997104 (0.78%)

SER1_itd bucket 97 10.200.28.2 Redirect 10.200.1
.2 2997246  (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 2 10.200.16.2 Redirect 10.200.2
.2 2996848 (0.78%)

SER1_itd bucket 34 10.200.16.2 Redirect 10.200.2
.2 2996974 (0.78%)

SER1_itd bucket 66 10.200.16.2 Redirect 10.200.2
.2 2997110 (0.78%)

SER1_itd bucket 98 10.200.16.2 Redirect 10.200.2
.2 2997250 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets

SER1_itd bucket 3 10.200.17.2 Redirect 10.200.3
.2 2996852 (0.78%)

SER1_itd bucket 35 10.200.17.2 Redirect 10.200.3
.2 2996978 (0.78%)

SER1_itd bucket 67 10.200.17.2 Redirect 10.200.3
.2 2997114 (0.78%)

SER1_itd bucket 99 10.200.17.2 Redirect 10.200.3
.2 2997254  (0.78%)

switch(config-itd)# show itd SERI1

Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets

SER1 src-ip ACTIVE 128

Device Group Probe Port
DG1 ICMP
Pool Interface Status Track_id
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SER1_itd pool Ethl/3 UP 1
Node IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla id
1 10.200.1.2 Active 1 ICMP PF 2 10002
Bucket List
SER1_itd bucket 1, 33, 65, 97
Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla id
2 10.200.2.2 Active 1 ICMP PF 3 10003
Bucket List
SER1_itd bucket 2, 34, 66, 98
Node IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla id
3 10.200.3.2 Active 1 ICMP PF 4 10004
Bucket List
SER1_itd bucket 3, 35, 67, 99
ZOFliX, ITD NAT #tat O 2R LT ETS,
switch# sh itd test statistics
Service Device Group VIP/mask
#Packets
test dg 20.20.20.20 / 255.255.255.255 158147
(100.00%)
Traffic Bucket Assigned to Mode Original Node
#Packets
test itd vip 2 bucket 1 10.10.10.2 Redirect 10.10.10.2 22820
(14.43%)
test itd vip 2 bucket 5 10.10.10.2 Redirect 10.10.10.2 22894
(14.48%)
Traffic Bucket Assigned to Mode Original Node
#Packets
test itd vip 2 bucket 2 11.11.11.2 Redirect 11.11.11.2
24992 (15.80%)
test itd vip 2 bucket 6 11.11.11.2 Redirect 11.11.11.2
25916 (16.39%)
Traffic Bucket Assigned to Mode Original Node
#Packets
test itd vip 2 bucket 3 12.12.12.2 Redirect 12.12.12.2 17537
(11.09%)
test itd vip 2 bucket 7 12.12.12.2 Redirect 12.12.12.2 18048
(11.41%)
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Traffic Bucket
#Packets

Assigned to

test_itd vip_ 2 bucket 4 13.13.13.2
(13.11%)

test_itd vip_ 2 bucket 8 13.13.13.2
(3.30%)

Return Traffic from Node #Pa

10.10.10.2 58639

11.11.11.2 65695

12.12.12.2 45710

13.13.13.2 33175

Total packets: 203219 (100.00%)

switch#

Redirect

Redirect

ckets

13.13.13.2

13.13.13.2

OB, 237 v NEEAR failaction A W= A ADHEJj#RLTWET,

switch (config)# show run ser
N9k-14 (config)# sh itd SER1 statistics

Service Device Group VIP/mask
#Packets

SER1 DG1
5088763 100%

Traffic Bucket

Node #Packets

SER1_itd bucket 1

.2 39470 (0.78%)

SER1_itd bucket 33

.2 39596 (0.78%)

SER1_itd bucket 65

.2 39728 (0.78%)

SER1_itd bucket 97

.2 39966 (0.79%)

Traffic Bucket

Node #Packets

SER1_itd bucket 2

.2 39474 (0.78%)

SER1_itd bucket 34

.2 39600 (0.78%)

SER1_itd bucket 66

.2 39732 (0.78%)

SER1_itd bucket 98

.2 39970 (0.79%)

Traffic Bucket

Node #Packets

SER1_itd bucket 3

.2 39478 (0.78%)

SER1_itd bucket 35

II ITD DR
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10.200.1
10.200.1
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10.200.2
10.200.2
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.2 39604 (0.78%)
SER1_itd bucket 67 10.200.3
.2 39736 (0.78%)
SER1_itd bucket 99 10.200.3
.2 39974 (0.79%)
switch# show itd brief
Name Probe LB Scheme Interface Status Buckets
WEB ICMP src-ip Eth3/3 ACTIVE 2
Device Group VRF-Name
WEB-SERVERS
Virtual IP Netmask/Prefix Protocol Port
10.10.10.100 / 255.255.255.255 IP 0
Node 1IP Config-State Weight Status Track id
1 10.10.10.11 Active 1 OK -
2 10.10.10.12 Active 1 OK -

switch# show running-config services

version 7.0(3)I1(2)
feature itd

itd device-group WEB-SERVERS
node ip 10.10.10.11

node ip 10.10.10.12

probe icmp

itd WEB

device-group WEB-SERVERS

virtual ip 10.10.10.100 255.255.255.255
ingress interface ethernet 3/3

no shut

ITD Layer-2 & Rk D #E 32

ITD-L2 # &2 FRT HI2E, ROX AT DI BEOWTNNEEITLET,

R 4:1TD-12Show A > K

avw vk EL:g]

show I TD [service-name] brief

ITD DEEAT — X A For LET,
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show vlan access-map vlan access-map name

[TD-L2 Y —EAD T 7 4 v 7 VXA LT b
DX AR Ry TERRLET,
N9K-X9464PX Ti%, VACL Z 7 %%, AL
VLAN TREZE L TWAES, EFESnEN
o NEN2ETHHZ EERLET,

show vlan access-list vian access-map name

NZ7 4y O—FHMELIEET D VLAN 7
I A~y FITEEMNIT Oy R
RLFET,

show vlan-filter access-map vian access-map name

7B AVLAN ¥ v ' ~D~ v 75t
VLAN #F R L E T,

show running-config services

ITD-L2 DFEfFTaL T 4 X2 — a3 U EFER
LET,

ITD O #& Rl 451

LTIz, ITD T3 A I N—F % ET A0 %~ LET,

switch (config)# feature itd
switch (config)# itd device-group dg

switch (config-device-group) # node ip 210.10.

switch (config-dg-node) # weight 6
switch (config-dg-node) # exit

switch (config-device-group) # node ip 210.10.

(
(
(
(
(
(
switch (config-dg-node) # weight 6
switch (config-dg-node) # exit
(
(
(
(
(
(
(

switch (config-device-group) # node ip 210.10.

switch (config-dg-node) # weight 2
switch (config-dg-node) # exit

switch (config-device-group) # node ip 210.10.

switch (config-dg-node) # weight 2
switch (config-dg-node) # exit
switch (config-device-group)# probe icmp

10.11

10.12

10.13

10.14

ZOFNX, BED ITD 73514 A 7 v—7" (http_servers 35 & U telnet_servers) ZH7 5 J7ik
ERLTWET, AR IP 7 RLRET NS R T N—TF T LIRS, ARS8 T > M

AP T RLAZLIZHY £,

switch (config)# itd device-group http_ servers

probe icmp
node ip 10.10.10.9
node ip 10.10.10.10

switch (config)# itd device-group telnet servers

probe icmp
node ip 1.1.1.1
node ip 1.1.1.2

switch(config)# itd test
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virtual ip 40.1.1.100 255.255.255.255 tcp 23 device-group telnet servers
virtual ip 30.1.1.100 255.255.255.255 tcp 80 device-group http servers
ingress interface Eth3/1
no shut

ZOWNE. ATIR—KF Fx2N FTA v =T 2 AL DBRY —_R—=2 L—F 4 T D
ITD R —FZRLTWVET,

switch(config)# itd HTTP

switch (config-itd)# ingress interface port-channel 1.1
switch (config-itd)# device-group DG

switch (config-itd)# virtual ip 172.16.1.1 255.255.255.255
switch (config-itd) # no shutdown

ZOBNE, IPVA DRy FAZ N, ) — RERET 2 5EZ R L TVWET,

switch (config)# feature itd

switch (config)# itd device-group dg4-101

switch (config-device—-group)# probe tcp port 8001 frequency 1 timeout 1
switch (config-device-group)# node ip 197.1.1.17

switch (config-dg-node) # node ip 197.1.1.18

switch (config-dg-node) # node ip 197.1.1.47

switch (config-dg-node) # mode hot-standby

switch (config-dg-node) # node ip 197.1.1.48

switch (config-dg-node) # mode hot-standby

ZDFNE, IPV6 DRy hAZ R, ) — REREKT D HEEZRLTOET,

switch (config)# feature itd

switch (config)# itd device-group dg6-101

switch (config-device-group)# probe tcp port 8001 frequency 1 timeout 1
switch (config-device-group)# node ipv6 2001::197:1:1:11

switch (config-dg-node) # node ipv6 2001::197:1:1:12

switch (config-dg-node) # node ipv6 2001::197:1:1:2f

switch (config-dg-node) # mode hot-standby

switch (config-dg-node) # node ipv6 2001::197:1:1:30

switch (config-dg-node) # mode hot-standby

ZolE, GAAL A TA—F LD Fa—7TiER) J— R L vD 7 u— 7 R
TAHHEERLTWEST, / — Lo ua—7%TH5848. FRFEho /) — Rizago 7
O — 7 TR ATRER =D, /— R LICEBICHAZ A RTHZ N TEFE T,

switch(config)# feature itd

switch (config)# itd device-group Servers

switch (config-device-group) # node ip 192.168.1.10

switch (config-dg-node) # probe icmp frequency 10 retry-down-count 5
switch (config-device-group) # node ip 192.168.1.20

switch (config-dg-node) # probe icmp frequency 5 retry-down-count 5
switch (config-device-group) # node ip 192.168.1.30

switch (config-dg-node) # probe icmp frequency 20 retry-down-count 3

ZOBNL, Bt NAT 244 5 ka2 R L TWET

Itd device-group <dgl>
probe icmp

node ip 1.1.1.1

node ip 2.2.2.2

Itd device-group <dg2>
probe icmp

node ip 3.3.3.3

node ip 4.4.4.4
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Itd testl

device-group <dgl>

virtual ip 10.10.10.10 255.255.255.255 tcp 80
nat destination

Itd test2

device-group <dg2>

virtual ip 30.30.30.30 255.255.255.255 tcp 80
nat destination

switch (config)# sh nat itd

ITD R |

ACL (Bucket List) Global IP(Node IP):Port Local IP(Virtual IP):Port

Protocol

serl_itd vip 1 bucket 1 8.8.1.2:0 6.6.1.1:101
TCP

serl_itd vip_ 1 bucket 21 8.8.1.2:0 6.6.1.1:101
TCP

serl_itd vip 1 bucket 2 8.8.1.3:0 6.6.1.1:101
TCP

serl_itd vip 1 bucket 22 8.8.1.3:0 6.6.1.1:101
TCP

ITD NAT 3 X O~ PAT DOHER%

feature itd

itd device-group dgl
probe icmp
node ip 10.10.10.10
port 1000
node ip 20.20.20.20
port 2000
node ip 30.30.30.30
port 3000
node ip 40.40.40.40
port 4000

itd device-group dg2
probe icmp
node ip 10.10.10.11
node ip 20.20.20.21
port 2000
node ip 30.30.30.31
port 3000
node ip 40.40.40.41
port 4000

itd serl

virtual ip 6.6.6.1 255.255.255.255 tcp 80 advertise enable device-group dgl
virtual ip 6.6.6.11 255.255.255.255 tcp 81 advertise enable device-group dg2

ingress interface Ethl/1

nat destination

failaction node per-bucket
load-balance method src ip buckets 64
no shut

LIRS, (A8 IPv4 7 R L R Rl 26 2R L £ 9,

switch (config) # feature itd
switch (config)# itd s4-101
switch (config-itd)# device-group dg_v4
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switch (config-device-group)# ingress interface V1an913
switch (config-device-group) # virtual ip 100.100.100.100 255.255.255.255 udp 443 advertise
enable active

PLFIZ, RAEIPVv6 7 R L AT 02 LET,

switch (config)# feature itd

switch(config)# itd s6-101

switch (config-itd) # device-group dg vé

switch (config-device-group)# ingress interface V1an913

switch (config-device-group) # virtual ipvé 100::100 128 tcp 443

ZOFNE, bT T 4 v 7 BRABIICOBT AL OIICNEr— RANT o TR B HEE
ARLTWET, ZOFITIE, /—F1E21F, /J—F3E4D3EONT 747 BITEDY
i‘j‘o

switch(config)# feature itd

switch (config)# itd device-group dg

switch (config-device-group) # probe icmp

switch (config-device-group) # node ip 210.10.10.11
switch (config-dg-node) # weight 3

switch (config-device-group) # node ip 210.10.10.12
switch (config-dg-node) # weight 3

switch (config-device-group) # node ip 210.10.10.13
switch (config-device-group) # node ip 210.10.10.14

ZOBNE, A ACL 2R LT, ITD B ITD 2 — RAT U HDGRATE T 7 4 v 7 &8
ETHHEEZTRLTWET, 2, 77 AT U=V AL ARXT g wlhBElE LRV
FEH VLAN BL T A b X K VLAN (L, ITD Z/ 31 XA T&EF 7,

switch(config)# feature itd

switch (config)# itd Service_Test

switch (config-itd)# device-group test-group

switch (config-itd) # ingress interface vlanlO
switch(config-itd) # exclude access-list ITDExclude
switch(config-itd)# no shutdown

switch (config)# ip access-list ITDExclude
switch (config-acl)# 10 permit ip 5.5.5.0/24 any
switch (config-acl)# 20 permit ip 192.168.100.0/24 192.168.200.0/24

Z OB, acll Z/EK L CTITD 9 —E R ZEID U TH HEEZ/RLTWET, show < R,
ERENFZIPT IR VAN L=~y T HBFERLET,

switch (config)# ip access-list acll
switch (config-acl)# 2460 permit tcp 100.1.1.0/24 any
switch (config-acl) # exit

switch (config)# itd test
switch (config-itd) # device-group dgl
switch (config-itd)# ingress interface Eth3/1
switch (config-itd) # load-balance method src ip
switch(config-itd)# access-list acll
switch (config-itd)# show itd test
Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed, PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets
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Probe

Port

test_itd pool

ACL Name/SegNo

acll/2460
Node 1IP
1 1.1.1.1

3 10.10.10.9

)5 1

Prefix

4
Probe-IP
Probe-IP
Probe-IP
Probe-IP

4 10.10.10.10

Bucket List

ACTIVE 4
Interface
Eth3/1
IP/Netmask/
100.1.1.0/2
Cfg-S WGT Probe Port
Active 1 ICMP
Cfg-S WGT Probe Port
Active 1 ICMP
Cfg-s WGT Probe Port
Active 1 ICMP
Cfg-s WGT Probe Port
Active 1 ICMP

TCP
STS Trk#
OK 2
STS Trk#
OK 3
STS Trk#
OK 4
STS Trk#
OK 5

test_itd ace_ 1 bucket 4

ITD R |

Cisco NX-08 U U — 2 7.03)17(3) LAKE, ITD (X IPv6 Z#HHR—F LET, ZOHlE. acl Z1ER
L. ITDv4 3B L NITDv6 H—E R ZE W Y THHEEZRLTWET, show 2~ R, ARk
ENFZIPT778A VAR NL— b~y TERFRLET,

switch
switch
switch
switch
switch
switch

config)# IPv6 access list acl6-101
config-acl)# 10 permit udp 2405:200:1412:2000
config-acl)# exit
config)# IP access list acl4-101

config)# 10 permit tcp 10.0.0.0/10 any
config-acl)# exit

switch(config-itd)# device-group dg6-101
switch(config-itd)# ingress interface Vl1an913

II ITD DR
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switch (config-itd)# failaction node reassign
switch (config-itd)# load-balance method src ip
switch (config-itd)# access-list ipv6 acl6-101
switch (config-itd) # no shut

switch (config-itd)# device-group dg4-101
switch (config-itd)# ingress interface V1an913
switch (config-itd)# failaction node reassign
switch (config-itd)# load-balance method src ip
switch (config-itd)# access-list acl4-101

( ) #

switch (config-itd no shut

ZOBITIE, /— REERIC, BENRELE ) —F ATy b e, ATy FOBEDR RPN
TIT 47 )= RICHIVETLHEOICITD v — B R &/ T 5 kxR~ LET,

switch (config-itd)# show run services

!Command: show running-config services
!Time: Thu Sep 22 22:22:01 2016

version 7.0(3)I5(1)
feature itd

itd session device-group dg

itd device-group dg
probe icmp
node ip 1.1.1.1
node ip 2.2.2.2
node ip 3.3.3.3
itd test
device-group dg
ingress interface Ethl/1

failaction node least-bucket
no shut

switch (config-itd) #
switch (config-itd)# show itd

Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed, PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets

Device Group Probe Port
dg ICMP
Pool Interface Status Track id
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test_itd pool Ethl/1
Node IP Cfg-s WGT Probe Port
1 1.1.1.1 Active 1 ICMP

Bucket List

ITD DR

2 2.2.2.2 Active 1

Bucket List

Probe Port

3 3.3.3.3 Active 1

Bucket List

Probe-IP STS Trk# Sla_id
OK 2 10002
Probe-IP STS Trk# Sla_id
OK 3 10003
Probe-IP STS Trk# Sla_id
OK 4 10004

test_itd bucket 3

switch (config-itd) #

# Brought down Node 3,

switch# show itd

and the failed node buckets are send to Node 2.

L d:
:gigtatus): ST-Standby, LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets
test sre-ip  ACTIVE 4
Exclude ACL
Device Group Probe Port
o e
Pool Interface Status Track_id
test_itd pool Beni/1 o o1
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
1 1111 Active 171aw0 oK 2 10002
Bucket List
test_itd bucket 1, 4
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
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> 2.2.2.2 Active 17TOwP oK 3 10003
Bucket List
test_itdbucket2
Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla id
s 3.3.3.3 Aetive 1r1awe PP 4 10004

Bucket List

test_itd bucket 3

switch#

switch# conf t

Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# end

switch#

ZOHITIR, J— REERIZ 05T 7T 47 7 — FIEFIZTIEARL) HHAFRERTTo
J—RIZ T T 4 w7 BHEICHHT D L OICITD Y — A2/t 5 HiEE2 R L TWET,

switch# show run services

!Command: show running-config services
!Time: Thu Sep 22 22:30:21 2016

version 7.0(3)I5(1)
feature itd

itd session device-group dg

itd device-group dg
probe icmp
node ip 1.1.1.1
node ip 2.2.2.2
node ip 3.3.3.3

itd test
device-group dg
ingress interface Ethl/1
failaction bucket distribute
no shut

switch#
switch# show itd
Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed, PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets

test src-ip ACTIVE 4

Exclude ACL

ITD DK .
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Ethl/1

Node IP Cfg-S WGT Probe Port

1 1.1.1.1 Active 1 ICMP

Bucket List

2 2.2.2.2 Active 1 ICMP

Bucket List

3 3.3.3.3 Active 1 ICMP

Bucket List
test_itd bucket 3
switch#

OB, ITD v a3 &2/ER LT, dgl 7~
HErR L TOET,

switch (config)# feature itd

switch(config)# itd device-group dgl

switch (config-device-group) # probe icmp
switch (config-device-group) # node ip 1.1.1
switch (config-dg-node) # node ip 2.1.1.1
switch (config-dg-node) # node ip 3.1.1.1
switch (config-dg-node) #

switch (config-dg-node) # itd test

switch (config-itd) #
switch (config-itd) #
switch (config-itd) #
Note: C

device-group dgl
ingress interface Ethl
load-balance method ds

switch (config-itd) # access-list acll
switch (config-itd) # no shut
switch (config-itd)# show itd test

Legend:

ST (Status): ST-Standby,LF-Link Failed, PF-Pr
Name LB Scheme Status Buckets
test dst-ip ACTIVE 4

ITD DR
88

ITD R |

Probe Port

Probe-IP STS Trk# Sla id

S AT N—T ) — FEBELETBINT S

.1

/11
t ip

onfigure buckets equal or more than the total number of nodes.

obe Failed, PD-Peer Down, IA-Inactive
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Exclude ACL

o o ]

Trk# Sla id

Device Group Probe Port
@l e
Pool Interface Status Track_id
test_itdpool Beni/1 e >
ACL Name
actt
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
1 1.1.1.1 Active 11w oK 3 10003
Bucket List
test_itd bucket 1, 4
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
> 2.1.1.1 Active 1710Mp oK 4 10004
Bucket List
test_itd bucket_2
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
s 3111 Active 171oMe oK 5 10005

Bucket List

test_itd bucket 3

switch(config-itd)# show run service
!Command: show running-config services
!Time: Tue Sep 20 20:36:04 2016
version 7.0(3)I5(1)

feature itd

itd device-group dgl
probe icmp
node ip 1.1.1.
node ip 2.1.1.
node ip 3.1.1.
itd test
device-group dgl
ingress interface Ethl/11
load-balance method dst ip
access-list acll
no shut

[

switch
switch
switch
switch

config-itd)# itd session device-group dgl
config-session-device-group) # node ip 4.1.1.1
config-session-dg-node) # commit

config)# show itd test

ITD DK .
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Port

Probe

Probe-IP STS

Trk# Sla id

ITD R |

ST-Standby, LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive

Probe-IP

STS Trk# Sla_id

6 10006

Legend:
ST (Status) :
Name LB Scheme Status Buckets
test ast-ip  acTivE 4
Exclude ACL
bevice Growo
@t
Pool Interface
test_itapool Beni/11
ACL Name
crt
Node IP Cfg-S WGT Probe Port
1 1101 Active 11omp
Bucket List
test_itd bucket 1
Node IP Cfg-s WGT Probe Port
> 2.1.1.1 Active 1 Towe
Bucket List
test_itd bucket 2
Node IP Cfg-S WGT Probe Port
s 3.1.1.1 Active 1 Towe
Bucket List
test_itd bucket 3
Node IP Cfg-s WGT Probe Port
. £.1.1.1 Active 17Towe
Bucket List
test_itd bucket 4

switch(config)# show run service

!Command: show running-config services
!Time: Tue Sep 20 20:37:14 2016

version 7.0(3)I5(1)
feature itd

itd device-group dgl

. ITD DR
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probe icmp

node ip 1.1.1.1
node ip 2.1.1.1

node ip 3.1.1.1

node ip 4.1.1.1
itd test

device-group dgl

ingress interface Ethl/11
load-balance method dst ip
access-list acll

no shut

WOBNE, ITDE > v a U EER LT, dgl 731 2 Z—T12 ) — REEIECHIRRT 2 5
HEETRLTWET,

switch (config)# feature itd

switch (config) #

switch(config)# itd device-group dgl

switch (config-device-group) # probe icmp

switch (config-device-group) # node ip 1.1.1.1
switch (config-dg-node) # node ip 2.1.1.1

switch (config-dg-node) # node ip 3.1.1.1

switch (config-dg-node) # node ip 4.1.1.1

switch (config-dg-node) #

switch (config-dg-node) # itd test

switch (config-itd) # device-group dgl

switch (config-itd) # ingress interface Ethl/11
switch (config-itd) # load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.
switch (config-itd) # access-list acll

switch (config-itd) # no shut

switch (config-itd)# show itd test

Legend:

ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed, PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets
test dst-ip ACTIVE 4

Device Group Probe Port

@t e

Pool Interface Status Track id

test_itdpool Beni/1l up >

ACL Name

ot

Node IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla id
1 1101 Active 11ewe oK 3 10003

Bucket List

I ITD DK II
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Probe Port Probe-IP STS

4 10004

Node IP Cfg-s WGT
> 2.1.1.1 Active 1
Bucket List
test_itd bucket 2
Node IP Cfg-S WGT
s 3.1.1.1 Active 1
Bucket List
test_itd bucket 3
Node IP Cfg-s WGT
. 1111 Active 1

Bucket List

Probe Port Probe-IP STS

test_itd bucket 4

switch (con

!'Command:

fig-itd)# sh run service

show running-config services

!Time: Tue Sep 20 20:39:55 2016

version 7.0(3)I5(1)
feature itd

itd device-group dgl
probe icmp

node ip 1.1.1.1

node ip 2.1.1.1

node ip 3.1.1.1

node ip 4.1.1.1
itd test

device-group dgl

ingress interface Ethl/11
load-balance method dst ip
access-list acll

no shut

switch
switch

config-itd)# itd session device-group dgl
config-session-device-group) # no node ip 4.1.1.1

switch (config-session-device-group) # commit
switch(config)# show itd test
Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets
test dst-ip ACTIVE 4

. ITD DR
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Device Group

dgl
Pool Interface
test_itapool Beni/11
ACL Name
et
Node IP Cfg-s WGT Probe Port
1 1101 Active 11omp
Bucket List
test_itd bucket1
Node IP Cfg-s WGT Probe Port
> 2.1.1.1 Active 1 Towe
Bucket List
test_itd bucket2
Node IP Cfg-s WGT Probe Port
s 3.0.1.1 Active 1 Towe

Bucket List

test_itd bucket 3, 4

switch(config)# show run service

!Command: show running-config services
!Time: Tue Sep 20 20:41:07 2016

version 7.0(3)I5(1)

feature itd

itd device-group dgl
probe icmp
node ip 1.1.1.
node ip 2.1.1.
node ip 3.1.1.

[

itd test
device-group dgl
ingress interface Ethl/11
load-balance method dst ip
access-list acll
no shut

o o ]

Probe-IP STS Trk# Sla_id

WOBENL, ITDE Y v a U Z21ERR LT, BEHERS /) — F&®|EIETEML, BEFEDO ) —FoD

BAEETL, dgl TNA R T—T D ) —

FEHIBRT % ik R L TOET,
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switch

Legend
ST (St

Source

Node
Sla_id

. ITD DR

ITD DR

(config)# sh itd test
atus): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
LB Scheme Status Buckets
src-ip ACTIVE n/a
Interface
Group Probe Port
Interface Status Track_id
Ethl/3 UPp 1
me Buckets
8
ce Group
IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS
1.1.1.3 Active 1 ICMP OK
Bucket List
test_itd bucket 2, 1
IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS
1.1.1.4 Active 1 ICMP OK
Bucket List
test_itd bucket 3, 6
IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS
1.1.1.5 Active 1 ICMP OK
Bucket List
test_itd bucket 4, 5
IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS

Trk#
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Active 1

ICMP

o o ]

test_itd bucket 8,

ACL Name

Cluster-id Cfg-S WGT

Active 1

Cluster-id Cfg-S WGT

Active 1

Cluster-id Cfg-S WGT

Active 1

Cluster-id Cfg-S WGT

Active 1

test_itd acl 1 bucket 4, 5

switch(config)# show run services

!Command: show running-config services

'Running configuration last done at:

Sun Nov 15 12:

09:30 2020

ITD DK
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!'Time: Sun Nov 15 12:15:10 2020

version 9.4 (1) Bios:version N/A

feature itd

itd device-group dgl

probe icmp frequency 1 timeout 1

node ip 1.
node ip 1
node ip 1.
node ip 1

B e
e e

itd device-group dg2

N O W

probe icmp frequency 1 timeout 1

node ip 2.1.1.
node ip 2.1.
node ip 2.1.
node ip 2.1.

o e

itd test

ingress interface Ethl/3
failaction node least-bucket
load-balance method src ip

2
.3
4

1

access-list APPl device-group dgl
access-list APP2 device-group dg2

no shut

switch
switch
switch
switch
switch
switch
switch
switch
switch
switch

Legend:

)
)
)
)

#
#
#

config)# itd session device-group dgl
config-session-device-group) # node ip 1.1.1.5
config-session-dg-node) #
config-session-dg-node) #
config-session-dg-node
config-session-dg-node
config-session-dg-node
config-session-dg-node) #
config-session-device-group) # commit
config)# sh itd test

weight 2

node ip 1.1.1.4
weight 3

node ip 1.1.1.6
weight 2

no node ip 1.1.1.2

ITD R |

ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive

Name LB Scheme

Status

Buckets

test src-ip

Source Interface

ACTIVE

Interface

Buckets

Status Track_id

Ethl/3 9)

. ITD DR
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Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

1 1.1.1.3 Active 1 ICMP
10003

test_itd bucket 2
Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id
2 1.1.1.4 Active 3 ICMP
10004
Bucket List
test_itd bucket 3, 6, 7
Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla id
3 1.1.1.5 Active 2 ICMP
10005
Bucket List
test_itd bucket 4, 5
Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id
4 1.1.1.6 Active 2 ICMP
10011
Bucket List
test_itd bucket 8, 1
ACL Name Buckets
APP2 8

dg2

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla id

1 2.1.1.1 Active 1 ICMP
10006

test_itd acl 1 bucket 1, 6

o o ]

Probe-IP STS Trk#

PF 10

ITD DK .
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Node 1IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id

2 2.1.1.2 Active 1 ICMP OK 7
10007

Node 1IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla id

3 2.1.1.3 Active 1 ICMP OK 8
10008

Node 1IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id

4 2.1.1.4 Active 1 ICMP OK 9
10009

test_itd acl 1 bucket 4, 5
switch(config)# sh run services

!Command: show running-config services
'Running configuration last done at: Sun Nov 15 12:17:19 2020
!Time: Sun Nov 15 12:18:16 2020

version 9.4 (1) Bios:version N/A
feature itd

itd device-group dgl
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
weight 1
node ip 1.1.1.4
weight 3
node ip 1.1.1.5
weight 2
node ip 1.1.1.6
weight 2

itd device-group dg2
probe icmp frequency 1 timeout 1
node ip 2.1.1.1
node ip 2.1.1.2
node ip 2.1.1.3
node ip 2.1.1.4

itd test

ingress interface Ethl/3
failaction node least-bucket

. ITD DR
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load-balance method src ip
access-list APPl device-group dgl
access-list APP2 device-group dg2
no shut

O, IMDEYy a2 Hh L TwLF A7 )—RACLEZHEH LT/ — e —E R
M= CIBINT 5 HEEZRLTCWEYT, 20T, AR TL—FL<LF £ 7 )1—
K ACL N9 CIZHER SN TWET,

switch (config)# sh run services

!Command: show running-config services
'Running configuration last done at: Sun Nov 15 12:05:44 2020
!Time: Sun Nov 15 12:07:42 2020

version 9.4 (1) Bios:version N/A
feature itd

itd device-group dgl
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
node ip 1.1.1.4
node ip 1.1.1.5

itd device-group dg2
probe icmp frequency 1 timeout 1

node ip 2.1.1.1

node ip 2.1.1.2

node ip 2.1.1.3

node ip 2.1.1.4
itd test

ingress interface Ethl/3
failaction node least-bucket
load-balance method src ip
access-list APP1l device-group dgl
access-list APP2 device-group dg2
no shut

switch (config)# sh itd test

Legend:
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed, PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets

test src-ip ACTIVE n/a

Source Interface

Device Group Probe Port

Pool Interface Status Track id
Ethl/3 up 1

ACL Name Buckets

APP1 8

I ITD DK II
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dgl
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
1 1.1.1.3 Active 1 ICMP OK 3
10003
Bucket List
test_itd bucket 2, 1, 8
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
2 1.1.1.4 Active 1 ICMP OK 4
10004
Bucket List
test_itd bucket 3, 6, 7
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
3 1.1.1.5 Active 1 ICMP OK 5
10005
Bucket List
test_itd bucket 4, 5
ACL Name Buckets
APP2 8
Device Group
dg2
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
1 2.1.1.1 Active 1 ICMP OK 6
10006
Bucket List
test_itd acl 1 bucket 1, 6
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
2 2.1.1.2 Active 1 ICMP OK 7
10007

II ITD DR
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test_itd acl 1 bucket 2, 7

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

3 2.1.1.3 Active 1 ICMP
10008

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

4 2.1.1.4 Active 1 ICMP
10009

test_itd acl 1 bucket 4, 5

switch(config)# itd test

switch (config-itd)# itd session device-group dgl
switch (config-session-device-group)# node ip 1.1.1.2
switch(config-session-dg-node)# commit
switch(config)# sh itd test

Legend:

o o ]

ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive

Name LB Scheme Status Buckets

test src-ip ACTIVE n/a

Source Interface

Device Group Probe Port

Pool Interface Status Track_id
Ethl/3 Up 1

ACL Name Buckets

APP1 8

dgl

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

1 1.1.1.3 Active 1 ICMP
10003

Bucket List

Probe-IP STS Trk#

ITD DK .
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Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
2 1.1.1.4 Active 1 ICMP OK 4
10004
Bucket List
test_itd bucket 3, 6
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
3 1.1.1.5 Active 1 ICMP OK 5
10005
Bucket List
test_itd bucket 4, 5
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
4 1.1.1.2 Active 1 ICMP OK 2
10010
Bucket List
test_itd bucket 8, 7
ACL Name Buckets
APP2 8
Device Group
dg2
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
1 2.1.1.1 Active 1 ICMP OK 6
10006
Bucket List
test_itd acl 1 bucket 1, 6
Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
2 2.1.1.2 Active 1 ICMP OK 7
10007

II ITD DR
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test_itd acl 1 bucket 2, 7

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

3 2.1.1.3 Active 1 ICMP
10008

Node 1IP Cluster-id Cfg-S WGT Probe Port
Sla_id

4 2.1.1.4 Active 1 ICMP
10009

test_itd acl 1 bucket 4, 5
switch (config)# sh run services
!Command: show running-config services
'Running configuration last done at: Sun Nov 15 12:09:30 2020

!Time: Sun Nov 15 12:10:18 2020

version 9.4 (1) Bios:version N/A
feature itd

itd device-group dgl
probe icmp frequency 1 timeout 1

node ip 1.1.1.3
node ip 1.1.1.4
node ip 1.1.1.5
node ip 1.1.1.2

itd device-group dg2
probe icmp frequency 1 timeout 1

node ip 2.1.1.1

node ip 2.1.1.2

node ip 2.1.1.3

node ip 2.1.1.4
itd test

ingress interface Ethl/3
failaction node least-bucket
load-balance method src ip
access-list APPl device-group dgl
access-list APP2 device-group dg2
no shut

o o ]

Probe-IP STS Trk#

Probe-IP STS Trk#

WOBNL, ACE A > 7 /b— K ACL IZH W35 Z &< BIMT 2 HEEZRLTWET,

switch
switch
switch
switch

config) #

config-acl)# ip access-list acll

config-acl)# 1010 permit tcp any 10.220.0.0/16
config-acl)# 1020 permit tcp any 20.1.1.0/24

switch (config)# show ip access-lists acll

IP access list acll

ITD DK II
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1010 permit tcp any 10.220.
1020 permit tcp any 20.1.1.

0.0/16
0/24

switch (config)# itd device-group dgl
switch (config-device-group) # probe icmp

switch
switch

(
(
(
(
(
(

1.1
switch (config-dg-node) # node ip 3.1.1.1
switch (config-dg-node) # node ip 4.1.1.1

switch (config-dg-node) # itd test

switch (config-itd) # device-group dgl
switch (config-itd) # ingress interface Ethl/11

Note:

switch (config-itd) # access-1list acll

switch (config-itd) # no shut

switch (config)# show run service

!Command: show running-config services

!Time: Tue Sep 20 20:44:17 2016
version 7.0(3)I5(1)

feature itd

itd device-group dgl
probe icmp

node ip 1.1.1.1

node ip 2.1.1.1

node ip 3.1.1.1

node ip 4.1.1.1
itd test

device-group dgl

ingress interface Ethl/11
load-balance method dst ip
access-list acll
no shut

switch (config-itd)# ip access-list acll

switch

switch (config-acl) # exit

(
(
(
(

switch (config)# itd session access-list acll refresh

switch (config)# sh ip access-lists
IP access list test_itd bucket 1
1010 permit tcp any 10.220
1020 permit tcp any 20.1.1
1030 permit tcp any 30.1.1.
IP access list test_itd bucket 2
1010 permit tcp any 10.220.
1020 permit tcp any 20.1.1.
1030 permit tcp any 30.1.1.
IP access list test itd bucket 3
1010 permit tcp any 10.220.
1020 permit tcp any 20.1.1.
1030 permit tcp any 30.1.1.128/26
IP access list test_itd bucket 4
1010 permit tcp any 10.220.
1020 permit tcp any 20.1.1.
1030 permit tcp any 30.1.1.

. ITD DR

| grep n 4

0.0 0.0.
0 0.0.0.
0/26

64.0 0.0.6
64 0.0.0.6

64/26

128.0 0.0.
128 0.0.0.

192.0 0.0.
192 0.0.0.
192/26

config-device-group) # node ip 1.1.1.1
config-dg-node) # node ip 2.1.

(
(
(
switch (config-itd) # load-balance method dst ip
Configure buckets equal or more than the total number of nodes.

config-acl)# 1030 permit tcp any 30.1.1.0/24

itd

.255

3.255
3

63.255
63

63.255
63

ITD R |
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switch (config)# sh run rpm
interface Ethernetl/11
ip policy route-map test_itd pool

ZoOBITIE, T7'A URMPETNZAER I, TRIND p —BEERSDL Z L E2HERL
%9, CiscoNexus U U —2Z 9.3(3)F LI TiX, show ip accesslist dynamic =~ > K& L C
VAT LAHND ACL ZRETEET,

Nexus# show ip access-lists CiscoService itd vip 1 bucket 1 dynamic

IP access list CiscoService itd vip 1 bucket 1
10 permit ip 1.1.1.0 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 2 dynamic

IP access list CiscoService itd vip 1 bucket 2
10 permit ip 1.1.1.32 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 3 dynamic

IP access list CiscoService itd vip 1 bucket 3
10 permit ip 1.1.1.64 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 4 dynamic

IP access list CiscoService itd vip 1 bucket 4
10 permit ip 1.1.1.96 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 5 dynamic

IP access list CiscoService itd vip 1 bucket 5
10 permit ip 1.1.1.128 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 6 dynamic

IP access list CiscoService itd vip 1 bucket 6
10 permit ip 1.1.1.160 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 7 dynamic

IP access list CiscoService itd vip 1 bucket 7
10 permit ip 1.1.1.192 255.255.255.31 192.168.255.1/32
513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService itd vip 1 bucket 8 dynamic

IP access list CiscoService itd vip 1 bucket 8
10 permit ip 1.1.1.224 255.255.255.31 192.168.255.1/32

WwOBNL, A 27— ACL 26 ACE i < HIR4 % HiE2 R L TWET,

switch (config)# feature itd

switch
switch
switch
switch

config-acl
config-acl
config-acl
config-acl

ip access-list acll
1010 permit tcp any 10.220.0.0/16
1020 permit tcp any 20.1.1.0/24

) #
) #
) #
)# 1030 permit tcp any 30.1.1.0/24

switch (config)# itd device-group dgl
switch (config-device-group) # probe icmp
switch (config-device-group) # node ip 1.1.1.1
switch (config-dg-node) # node ip 2.1.1.1
switch (config-dg-node) # node ip 3.1.1.1
switch (config-dg-node) # node ip 4.1.1.1
switch (config-dg-node) #
(
(
(
(
C

switch (config-dg-node) # itd test

switch (config-itd) # device-group dgl

switch (config-itd) # ingress interface Ethl/11
switch (config-itd) # load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.

switch (config-itd) # access-list acll

I ITD DK II
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switch(config-itd) # no shut

switch (config-acl)# sh itd test

3 10003

STS Trk# Sla_id

5 10005

ITD DR |

L d:
:gigtatus): ST-Standby, LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets
test dst-ip  ACTIVE 4
Exclude ACL
bevice Growp Probe Port
@l e
Pool Interface Status Track_id
test_itd pool Bthi/11 UR >
ACL Name
actt
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
1 1.1.1.1 Active 11w oK
Bucket List
test_itd pucket 1
Node 1IP Cfg-S WGT Probe Port Probe-IP
> 2.1.1.1 Active 1710Mp oK
Bucket List
test_itd pucket 2
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
s 3111 Active 110w oK
Bucket List
test_itd bucket 3
Node 1IP Cfg-S WGT Probe Port Probe-IP STS
s 4111 Active 1710w oK
Bucket List
test_itd bucket_4

switch(config)# show itd test

Legend:
ST (Status) :

Name LB Scheme

. ITD DR

Buckets

ST-Standby, LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
Status
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o o ]
test dst-ip ACTIVE 4
Exclude ACL
Device Group Probe Port
Qo  ae
Pool Interface Status Track_id
test_itapool B/l up >
ACL Name
aci
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
1 1111 Active 11ew0 oK 3 10003
Bucket List
test_itdbucket_1
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
> 2.1.1.1 Active 171OMP oK 4 10004
Bucket List
test_itdbucket2
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
s 3.0.1.1 Aetive 1rtawe ok 5 10005
Bucket List
test_itdbuckets
Node 1IP Cfg-s WGT Probe Port Probe-IP STS Trk# Sla_id
. £1.1.1 Active 17TOMP oK 6 10006

Bucket List

test_itd bucket 4

switch(config)# sh run rpm

W OHIL, ITD over VXLAN 24T 5 HiEZ R L CW\WET,

switch (config)# sh itd brief
Legend:
C-S(Config-State) :A-Active, S-Standby,F-Failed
ST (Status): ST-Standby,LF-Link Failed, PF-Probe Failed,PD-Peer Down, IA-Inactive
Name LB Scheme Status Buckets Interface

serl src-ip ACTIVE 256 VLAN100,Ethl/1

Source Interface

I ITD DK .
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VRF-Name

st

10.200.1.2
10.200.6.2

Netmask/Prefix

Active
Active

Probe Port
Protocol Port
0

ITD DR

WOHNL, vPC DAy MEEAT 2 LT ITD NAT 28T 5 HiEa R L TV ET,

itd device-group dg

probe icmp

node ip 10.
node ip 11.
node ip 12.
node ip 13.

itd test

10.
11.
12.
13.

10.
11.
12.
13.

device-group dg

virtual ip 20.20.20.20.255.255.255.255 tcp 80 advertise enable
ingress interface Ethl/9

nat destination

failaction bucket distribute
load-balance buckets 16

no shut

DN

W OHIL, vPC @ fail-action /N7 v "EEAADOH 1 EZ R L TWET,

switch# show itd brief

Legend:

C-S(Conftg-State) :

ST (Status) :
SH-Shut, HD-Hold-down
LB Scheme

Name

Status

A-Actlve.S-Standby.F-Failed
ST-Standby.lF-Llnk Failed.PF-Probe Failed,

Buckets Interface

test

dg

switch# show itd test statistics
Device Group

Node Ip
1 10
2 10
3 10
4 10
Service
test

Traffic Bucket

255.255.255.255

TCP

80

Cluster-id C-S WGT Probe Port Porbe-IP STS

Assigned to

VIP/mask

20.20.20.20 / 255.255.255.255

Mode Original Node #Packets

. ITD DR

PD-Peer Down,

5662755(100.00%)
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test_itd vip 2 bucket 1 10.10.10.2 Redirect 10.10.10.2 2015671 (35.60%)
Traffic Bucket Assigned to Mode Original Node #Packets
test itd vip 2 bucket 2 11.11.11.2 Redirect 11.11.11.2 1539347 (27.18%)
Traffic Bucket Assigned to Mode Original Node #Packets
test_itd vip_ 2 bucket 3 12.12.12.2 Redirect 12.12.12.2 1192501 (21.06%)
Traffic Bucket Assigned to Mode Original Node #Packets
test_itd vip_ 2 bucket 4 13.13.13.2 Redirect 13.13.13.2 915236 (16.16%)
Return Traffic from Node #Packets
10.10.10.2 2180262 (38.39%)
11.11.11.2 1560862 (27.49%)
12.12.12.2 1117360 (19.68%)
13.13.13.2 820226 (14.44%)

Total packets: 5678710 (100.00%)
switch#
ROBNT, N7y MEAMZEA L TITD / — R Lob RZ U, T 2 B2 R LT
iﬁqo

itd device-group dg

probe icmp

node ip 10.10.10.2

standby ip 13.13.13.2

node ip 11.11.11.2

standby ip 12.12.12.2

node ip 12.12.12.2

standby ip 11.11.11.2

node ip 13.13.13.2

standby ip 10.10.10.2

itd test

device-group dg

virtual ip 20.20.20.20.255.255.255.255 tcp 80 advertise enable
ingress interface Ethl/9
failaction bucket distribute
load-balance buckets 16

no shut

WX, N7y A ZFEHLZZITD / — R Lo ZAZ AL O ZE TR L TWET,

switch# show itd brief

Legend:

C-S(Conftg-State): A-Actlve.S-Standby.F-Failed

ST (Status): ST-Standby.lF-Llnk Failed.PF-Probe Failed, PD-Peer Down, IA-
SH-Shut, HD-Hold-down

Name LB Scheme Status Buckets Interface

Device Group Probe Port VRF

oo e
Virtual IP Netmask/Prefix Protocol Port
20.20.20.20 / 255.255.255.255 e 80
Node IP Cluster-id C-S WGT Probe Port Porbe-IP STS
1 10.10.101 a1 e oK

I ITD DK .
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13.
12.
11.

10.

B DU7—LRREAETE—F
LT ORI ORO kK a2 2 H LET,
4: 77— LEBRE—FK

AT w7

13.
.10.
12.
.10.
11.
.10.
10.

13.
10.
12.
10.

11.2

10.
10.

sre-ip loadbalance ‘

FRA AT N—TEERLET,

a=]

192.168.1.10

A 1 ICMP

A 1 ICMP

A 1 ICMP

192.168.1.20

switch (config)# itd device-group DG
node ip 210.10.10.11
node ip 210.10.10.12
node ip 210.10.10.13
node ip 210.10.10.14

(
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #

probe icmp

2T w72 ITD YV —E A& EHZLET,

switch(config)# itd HTTP

ST

OK
ST

OK
ST

OK
ST

192.168.1.30 192.168.1.40

(
switch (config-itd)# ingress interface port-channel 1
switch(config-itd)# device-group DG
switch(config-itd)# no shutdown

381961

II ITD DAL
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wril - wecovr7—seBE—F [l

wEpl - vPC TDI U7 —LERFAE—F

LT ORBITROKO FARa P& L £,
15:VPCTHJ o7 —LERAE—F

391962

192.168.1.10 192.168.1.20 192.168.1.30 192.168.1.40

TFTINA R 1

AT o1 TNRA A ITN—THTFERZLET,

switch(config)# itd device-group DG

switch (config-device-group) # node ip 210.10.10.11

switch (config-device-group) # node ip 210.10.10.12

switch (config-device-group)# node ip 210.10.10.13

switch (config-device-group) # node ip 210.10.10.14
(

switch (config-device-group)# probe icmp
AT w72 ITDH—EREERLET,

switch (config)# itd HTTP

switch(config-itd)# ingress interface port-channel 1
switch (config-itd)# device-group DG
switch(config-itd)# no shutdown

FINA R2

AT T TR AT N—TEERLET,

I ITD DK .
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B #sm 5o rqormmE—r

switch (config)# itd device-group DG

switch (config-device-group) # node ip 210.10.10.11
switch (config-device-group) # node ip 210.10.10.12
switch (config-device-group) # node ip 210.10.10.13
switch (config-device-group) # node ip 210.10.10.14
switch (config-device-group)# probe icmp

27 w72 ITD Y —E A& E#ZLET,

switch (config)# itd HTTP

switch(config-itd)# ingress interface port-channel 2
switch (config-itd)# device-group DG

switch (config-itd) # no shutdown

BRI o My FERETE—F
BUFOMARAKOED hK o R LET,
16: 92 K4y FERAE—F

fhitsids 210.10.10.11 Inekis

sm-p
lcadbalance

P
™ \ //

%\ |
) / b s
— A Mgk-1 210.10.10.12

f,__/ “W_“\i \Q§\“.E§E§§I/Poé

( Clients B N
A - -
- e 4 Po-1 3
= —
e N T
{ ITD V\\
| service |
\\n_!// .
-
2
210.10.10.14 9
Applianca pool - two N3k(s)
TFTINA R 1

AT T 1 TNRARATN—THEHZLET,

switch(config)# itd device-group DG

switch (config-device-group) # node ip 210.10.10.11
switch (config-device-group) # node ip 210.10.10.12
switch (config-device-group) # node ip 210.10.10.13

II ITD DAL
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switch (config-device-group) # node ip 210.10.10.14
switch (config-device-group) # probe icmp

25 w72 ITD YV —E2E2EHRLET,

switch(config)# itd HTTP

switch(config-itd)# ingress interface port-channel 1
switch (config-itd) # device-group DG
switch(config-itd) # load-balance method src ip
switch (config-itd) # no shutdown

FINA R2

X%\\/‘jol : v?“/i‘/]’x 7/1/“_‘70;%%_’%1/&—@‘0

switch(config)# itd device-group DG

switch (config-device-group) # node ip 220.10.10.11
switch (config-device-group) # node ip 220.10.10.12
switch (config-device-group) # node ip 220.10.10.13
switch (config-device-group) # node ip 220.10.10.14
switch (config-device-group)# probe icmp

2F w72 ITD ¥y —E A& E#HELET,

switch(config)# itd HTTP

switch (config-itd)# ingress interface port-channel 2
switch (config-itd) # device-group DG
switch(config-itd) # load-balance method dst ip
switch (config-itd) # no shutdown

WA —nN—O—FN\S O UTREE—F

LUT ORERUTIIR DO b AR P2 L ES,

I ITD DK .
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17:VIP Z{EA L 1= ITD AR ER

Clients

()
/o) Po'5
Bl | service | r
. .\h-_-/ / o
Po-1 —l/ _Po6
/ Po-2 E e
Po-3 . -
EE— “Po7
: Loadbalancing L
VIP:
172.16.1.1 Po-8

ITD R |

192.168.2.11

==
&

182.168.2.12

==

— g ol
o

=
£

192.168.2.13

A==
B

2AF LN TR A ITN—THERLET,

switch(config)# itd device-group DG

(
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #
switch (config-device-group) #

AT w72 ITD P —E R ZE

switch (config)# itd HTTP

node ip 192.168.2.11
node ip 192.168.2.12
node ip 192.168.2.13
node ip 192.168.2.14
probe icmp

BLET,

192.168.2.14

switch (config-itd) #
switch (config-itd) #

switch (config-itd) #
Switch (config-itd) #

ingress interface port-channel 1
ingress interface port-channel 2
ingress interface port-channel 3
device-group DG

virtual ip 172.16.1.1 255.255.255.255

(
(
(
switch (config-itd) #
(
(
(

switch (config-itd) #

no shutdown

#ERBI - WCCP & L TITD ZHBEET S (Web TOXF L RRAE—F)

Tax ==L MOV — =D V—RERDD T TA T v NINDDERDHI &
LTHELET, Web 7 v h—_—F FRlZu—/L Xy hU—T LA F—F v M
Off s UCTHEE L £97, @7, Web 70— R_—TlX, Fv hT—7 T34 ZANA
VHE—Fy NMIMND Web b T 7 4 v 7 ERAZICV XA VLY T AHMERSD F9 (HEET
n—) , 7272l ®%kEO/T y MREETIX, Ry NT—7 T AN N & B RE

TOHRETTHAET,

II ITD DR
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A WOCP & LT ITD 2BEET 5 Web 7o+ EHE—F) [

ITD ZfEH L7z Web 7’ X VBB TIL, AA v FIEA 2 —Fy MIADN9 Web N7 7 1 v
JEBAEL, ax i —"—lni CAWMESBRLET, X — "~ ZEHEE—F
(WCCP WOMNELTCT VT 4 7-7 277 47) TEMEL, X h—"=2U XA L7 |
ENBD T 747 ERBELES, ITIDEZNLTCHEITENE/— R ~VA Ta—T7F, /) —
RORREZ B L, FTAMEICESWCHEYNC / — REZHIBREZIEMT 25 0 BHE R L
F9, AZ NS ==L, WEMOEDIZINV—T L VEIT ) — K UL TR

HZEHTEET,

ITDY ¥ A V7 >aid, @k, 7747 MIVLANDIES W TOHMLETT, D%, 7
7y MIIMDY XA Lo va gl iﬁﬂ%ﬁf; LCNA—T g7 EiFiEksngEgd, Zok)
72 Web 7' o % BB Z 32 ITD 12X, NES AR 47z 1 DO ITD — B A D AN
DAY G I el BN 35*1;7731/4’?4T%F WCHASWT I 74 w7 Z2®RLT, UN—R T
T4 VEA VLT v a BRETT, LB/NRNTZA—ZZWMIT LT, 7 —ORHES MR
DULBENHY FT,

Web 7' 12 % LRI ITD Tid, ITD 72 —7 2l L T Web 7' 1t % & — " — D A il &
FrxyZ LET, ZHUT, BEEPRELLTBXP—N—ITEESNL T 74 v 7D RD
NDOTIOEETT,

LIFORERIZR DD AR a a2 L ET,
18:Web 7O XL EBEIE— K

SVIVlan 10
ITD Upstream =
10.1.10.1-2
|’ 10.1.10.50

I — i
‘-V 4 \L-l
Client 1 % Internet J =
. y ]
“ L2 SW —~___ __—" Web
Server
J 10.1.10.250 SVI Vian 50 (Destination)
Web Proxy VLAN
CASE 10.1.50.1-2
101501
- = 5
&

Web Proxy Servers

ZOBEITIX, A v EZ %y F~DSEIEAR— - 80/443 (AJTVLAN10) 75 Web 7 &2 & 34— 3 —
10.1.50.1 BEL V101502 [Tl snE T, 7I7A4X—Fxy hU—72 (10.0.0.0/8,
192.168.0.0/16. 172.16.0.0/12) 56 CHVLANIO LD T 7 4 v 71, 7aXx I |IEESnER

E\,

o

AT S0 T 7 A A N O
ip access-1list ACL1

10 permit ip any any tcp 80
20 permit ip any any tcp 443

ITD DK .
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AT v 1:IIDT AR TN—TD Web 7 F T —R_R—%ZFREL, Y—"X—DIPT NI
AERELET,

itd device-group Web Proxy Servers
probe icmp
node ip 10.1.50.1
node ip 10.1.50.2

AT T2 TITANRX=KIPT RLASETDTXTD T 7 v 7 Z2&54T2 X525 ACL
FRER L FET,

ip access-list itd exclude ACL
10 permit ip any 10.0.0.0/8
20 permit ip any 192.168.0.0/16
30 permit ip any 172.16.0.0/12

AT v 73 B ACL A L1,

Itd Web_proxy SERVICE
device-group Web_ Proxy Servers
exclude access-list itd_exclude ACL
access-list ACL1
ingress interface Vlan 10
failaction node reassign
load-balance method src ip
no shutdown

RABNOEHATY X~ T 747DV EA LT NHMLEREAE, ROBINORE R TIE
75‘3%\%?#0

)

GE) LAY A4FEHETFEZEHLER—F 7002 U VOBNFRETT, £7-. RS ACL IEFF
Ay Y OB EYHR—=FLET,

AT 4B — 180 & 443 RS TRTERRIANTDH L H 1, U X — BRI ACL 24k L %
7,

ip access-list itd exclude return
10 permit tcp any range 0 79 any
20 permit tcp any range 81 442 any
30 permit tcp any range 444 65535 any

AT S5 VB = I T 497DV E—ITD Y —E XK L, B4 ACL ZHHA L E
7,

Itd Web_ proxy SERVICE

device-group Web Proxy Servers

exclude access-list itd exclude return

ingress interface Vlan 20 <- Internet-facing ingress interface on the Nexus switch

failaction node reassign

load-balance method dst ip <- Flow symmetry between forward/return flow achieved by
flipping the LB parameter

no shutdown

II ITD DR I
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weepl v rq o7 =—rarerEs 1

BEH o b v F E— FREITET R

ITDET =t R LDV FA v F TTIATUVANDY IR E T THE, —E XX
)—=R~DU IR FT LTINS R TimMmaEETICEELET, KIZ, BT —E R
V70 8, NI T 4w IREDO) s EwBB LRV LET,

TR LT, IDY—ERADT I T A APP#L IR SN TWB Y 7 BRD
Re P TH 7L, ITD B —E A BIZEHINZWEGEE, —E 2 BII5I & APP#1 (2 b
T4 v EFEL, VT T4y TE Ry ENET,

DTS TIZ, 2o MR FERLET,

®19: 9> F4 vy F E—FOE7RH

APP #1

ITD Service B

500035

TIN R 1
AT TN TNRARATN—T5TEFLET,

switch(config)# itd device-group dev-A
switch (config-device-group)# node ip 10.10.10.9 ---> Link to app #1
switch (config-device-group)# node ip 12.12.12.9 ---> Link to app #2
switch (config-device-group)# probe icmp

ATy 72 ETRMEANCLTIID Y —ERZERLET,

switch(config)# itd service-A

switch (config-itd)# device-group dev-A

switch (config-itd) # ingress interface ethernet 7/4
switch (config-itd) # peer local service service-B
switch (config-itd) # no shutdown

switch (config-itd) # show itd
Name Probe LB Scheme Status Buckets

Service-A ICMP src-ip ACTIVE 2

ITD DHERL II
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Device Group VRF-Name

bev-r

Route Map Interface Status Track_id

service-h_itd pool Ben/as up s
Node 1IP Config-State Weight Status Track id Sla id
1 1001000 Active 1 Peer Down 1 10001

IP Access List

Service-A itd bucket 0

Node 1IP Config-State Weight Status Track id Sla id

2 12.12.12.9 Active 1 OK 2 10002

IP Access List

Service-A itd bucket 1

TINA R2

AT o1 TFNAA AT N—TREHLET,

switch(config)# itd device-group dev-B
switch (config-device-group)# node ip 14.14.14.9 ---> Link to app #1
switch (config-device-group)# node ip 13.13.13.9 ---> Link to app #2
switch (config-device-group)# probe icmp

2T w72 ETRMEAENCLTIID VY —E A2 ERLET,

switch(config)# itd service-B

switch (config-itd)# device-group dev-B
switch(config-itd)# ingress interface ethernet 7/45
switch(config-itd) # peer local service service-A
switch (config-itd)# no shutdown

switch (config-itd)# show itd

Name Probe LB Scheme Status Buckets
Service-s ICMP src-ip  ACTIVE 2
Device Group VRF-Name
bev-B
Route Map Interface Status Track_id
service-s_itd pool geni/as ve s
Node IP Config-State Weight Status Track id Sla id

. ITD DR
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#wEs: 271 vo077147—91—1 ||

1 14.14.14.9 Active 1 Probe Failed 3 10003

IP Access List

Service-B_itd bucket 0

Node 1IP Config-State Weight Status Track id Sla id

2 13.13.13.9 Active 1 OK 4 10004

IP Access List

Service-B _itd bucket 1

BRI : RT 49 I9DT7AT7—04—IL

ITD —EX

ASA VLAN

ITD —E AT, T 7 4 v 70 —0OREDFHICKTDHITD N7 7 4 v 7 53 8%EE
FLET, 7r—0WFMEY XA VT T HRERNHHGEIL. 2 OO ITD —E A &% E
TAVLERHD ET, 1 DFEE N T 7 vy 7a—H, 51203V F—0 v T 7 427
7 —HTY, ASAIZITRRDINEA v Z—T oA ALHNEA L Z—T =24 ZADIPT KL A
WHDHIZD, 2DODRIRDTNAR TN—T"4 $HETLHNHBLOINTIP 7 LU A% fFT
IR T D HERH Y £7,

ITD#EEB LY #— 0 $—E A%, Nexus AA v FONE R L OBSEL VLAN SVIICHEE S
T, AT AN EDEX VT4 T V= a3 F T _RCD N T T 4 v T ERE
TOMENRNHDLZO, P—EATKII T4 v I T4 NZ ) TIIRERENET AL, TOREE,
SVIWZERET D NI 7 4 v 7133 _XTC, ST DHASAA L F—T A AV XA LT FER
3

ASA A B —T A ANAAL v F @O VLAN &AL VLAN THER I TWDIEA, 7747

T A=V AL TR VT 7 4 v 71k, AA v T DRI VLAN (Z ITD H— B 203 1F
ET DO, ASAIZUV XA LT haivET, LEeER-T, 7747 U4 —/b& Nexus A4 v
FEDNT 7 4 v 7 —T%B5IET BIT1E, HBD VLAN OXT N MNETT,

ITD DK .
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. 70—

7 0—DOx

20:1TD ASA D &

VLAN 10 VLAN 100 i, ‘JLAN 200 g VLAN 20
VAF Inside VRF Inslde sd VRF Outslde VRF Outside

ITD

ITD Return-Service

VLAN 10 VLAN 100 VLAN 200 VLAN 20
VRF Inslde VRF Inslde VRF Outslde VRF Outslde

ITD ITD

ITD Forward-Service ITD Return-Service

ZOMILZ, VLANIO B L U20 %, X v hT—27 EOFEETE L UL ~DONE B L O
AL A =T AL LTRLTWET, VLAN100 BER200 11X, —7DR\NKF T 4 v 7
R T A DI ASA IR L TER SN E T,

500562

T AT U —VIXEE, NG ERY FMOwEFO N T 7 4y Ta—FRELET, 1V
AR v aryDAT— NINURHEICLY, @, 77 AZ I TW W 7 AT U4 —)b
DO OBAERIC 7 0 — DO FEEZHERFF T2 MER SV T, 7 7R ENTZT7 7 AT U4 —
NOWGAETH, 774y 7 7a—0IERMPEICLY, 772G 7 %2R Liz7a—0
VEA V7 EBEMLUET, BT =082 08, 7747 U4 —/MIARE A — N —
~y RBEBMSh, N7+ =< ARKFLET,

7 a—DOREL. BEA O P kFetk s ITD 743U X AOWRERIEE 2 L CEBR T
FT, 77 AT VA —ILO— IR ITD fRK T, #5257 2 —I2 1 20 ITD ¥ — B A %
L, VE—=r 7—=Z1 201D 4 —ERAZMHLET, m— K ANTF 2 RXT 2 —=FDENR
OV —ERATRCIZRD LI ZINE2oDITDH—EAEZRETH L, 7 a2 —D% ik
DHEFRICHERF S ET,

. ITD DAL
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Link Failures ]

21:1TD ASA BB & 115 7 0 — D5t Frfk

ITD Return-Service ITD load-balance “Destination IP”

SRCIP  3RC Port
209.165.201.10 &0

Destination

SRCIP SRHC Port
182.168.1.10 49152

ITD load-balance “Source IP” ITD Forward-Service

ZORIE, BHM 7 e —0OEEILIP T RLVRAEWHH 72 —0%55 P 7 RLARED K HIZ

—ETHDHINERLTWVWET, ZFITD Y —ER(ZHY) /R /3T7 A—X Z8INT 25 L, ITDIP DK
FeElc L B 7 a— O FRE N RIES VE T,

500563

Link Failures

ASA ODWNENE TN A v X —T = A RTEERRET D E, VT 70 v 7 OMNA v Z—
Tz AARL T LTINS, Z0 ASA DKKNCEETH N7 7 4 v 7 B3 Kb b Alhg
PENRBH Y £9, ITD B 7 AA v F /7 — NIREFRIBIEREIZ. ASA © U E— MilZ ITD 7 6 HIER
L. A v TFHT/—FMREZFRMTLZ LX), ZofMEERLTEET,

ITD DHERL .
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% 7E B

22:ASABEL T UL

ITD Return-Service

Forward traffic black-holing upon ITD
outside-interface failure (ASA1)

Return traffic black-holing upon
ITD inside-interface failure (ASA4)

ITD Forward-Service %
2

ITD ©7 AA vF /— RIRRERIIEREILX, T 27V A1 v FDIEVPC (/21T 70 &
A vF) MRV TORTR—FSNET, ASAZ TAX Y 71X, ZO XD REENEEL
TG A ICASANERITIELT D Z EE2RGET A0, ZORMBELRLET, 7747 V4 —
VA AT 4y 7 OFEE (7N ) s I VvPC) TR, ZOREICRLTE £ A,
Tt ASADONERA X —T oA AEHNA X —T = A ANFE U (F7203648) 1>
Z—T 2 A ABLTWNSTDTT,

AT 4 v I BEOT7 7 AT U4 —/LTiE, @5, vPCA— b F ¥ (FFEHE—FR—K) b
T EHEHLUTASAZ AL v FICHR LET, ZORETIE, WA 4 —7 =4 X L4}
WA A —T oA AT dotlq VT A X —T =4 A (VLAN 100 B L ¥200) THY., AA v
FIZIFANTB LN 2 7 F X MTENLEIN2 DO VLAN £721LSVINH Y . Zihv b DfH
TR — RO DEES TV ER A,
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wzn [

R23: 74 v (WPCEFER) BEAD I 74704 —IL

ASA Outslde (VLAN 200) - Dotlq sub-Interface Po(11-14) .200
192.168.200.111 - 114724

ASA Inslde (VLAN 100) - Dotiq sub-Interface Po(11-14) .100
192.168.100.111 - 114724

ASAI M ASA2 ASAB ASA4
A1 ; 112_, 113__ 114 Rl
e __

VLAN/SVI 100'

VAF Inside

SVI VLAN 200
l‘JRF Outslde

VLAN/SVI 10 ﬁ:IF %Atmlﬁu
VRF Inslde I ﬁ -u side
' m VPC Peer Link
VLAN 10 (HSRP) - 192.168.10.1 VRF Inside
VLAN 20 (HSRP) - 192.168.20.1 VRF Outside E

AT 1 AA v F ORERL

\}

ZOHIE. AA v F Swl ORERRO—EBE R L TCWET, #ERIL. FARICT_TO ASA ([T

THUNIER T 24N H Y £9, MOWET, F TS TV D EMESET,

interface vlan 10

description Inside Vlan to Network
vrf member INSIDE
ip address 192.168.10.10/24
hsrp 10
ip address 192.168.10.1

interface vlan 20

description Outside Vlan to Network
vrf member OUTSIDE
ip address 192.168.20.10/24
hsrp 20
ip address 192.168.20.1

interface vlan 100

description Inside Vlan to ASA
vrf member INSIDE
ip address 192.168.100.10/24
hsrp 100

ip address 192.168.100.1

interface vlan 200
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description Outside Vlan to ASA
vrf member OUTSIDE
ip address 192.168.200.10/24
hsrp 200

ip address 192.168.200.1

interface port-channel 11
description VPC_TO ASAl
switchport mode trunk
switchport trunk allowed vlan 100,200
vpc 11
no shutdown

interface ethernet 4/25
description Link To ITD-ASA-1
switchport
switchport mode trunk
switchport trunk allowed vlan 100,200
channel-group 11 mode active
no shutdown

interface port-channel 41
description Downstream vPC to network
switchport mode trunk
switchport trunk allowed vlan 10,20
vpc 41
no shutdown

interface ethernet 5/1-4
description Downstream vPC member
switchport
switchport mode trunk
switchport trunk allowed vlan 10,20
channel-group 41
no shutdown

itd device-group FW_INSIDE
#Config Firewall Inside interfaces as nodes
node ip 192.168.100.111
node ip 192.168.100.112
node ip 192.168.100.113
node ip 192.168.100.114
probe icmp frequency 5 timeout 5 retry-count 1

itd device-group FW_OUTSIDE
#Config Firewall Outside interfaces as nodes
node ip 192.168.200.111
node ip 192.168.200.112
node ip 192.168.200.113
node ip 192.168.200.114
probe icmp frequency 5 timeout 5 retry-count 1

itd INSIDE

vrf INSIDE

#applies ITD service to VRF 'INSIDE'
device-group FW_INSIDE

#FW inside interfaces attached to service.
ingress interface vlan 10

#applies ITD route map to vlan 1101 interface
failaction node reassign

#To use the next available Active FW if an FW goes offline
load-balance method src ip buckets 16

#distributes traffic into 16 buckets
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#load balances traffic based on Source IP.
#0UTSIDE service uses Dest IP.
no shut

itd OUTSIDE

vrf OUTSIDE
#applies ITD service to VRF 'OUTSIDE'

device-group FW_OUTSIDE

ingress interface vlan 20

failaction node reassign

load-balance method dst ip buckets 16
#load balances traffic based on Dest IP.
#INSIDE service uses Src IP.

no shut

AT 72 ASA ORERK,

interface port-channel 11
nameif aggregate
security-level 100
no ip address

interface port-channel 11.100
description INSIDE
vlan 100
nameif inside
security-level 100
ip address 192.168.100.111 255.255.255.0

interface port-channel 11.200
description OUTSIDE
vlan 200
nameif outside
security-level 100
ip address 192.168.200.111 255.255.255.0

same-security-traffic permit inter-interface

interface TenGigabitEthernet 0/6
description CONNECTED_TO_SWITCH-A-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/7
description CONNECTED_TO_SWITCH-B-VPC
channel-group 11 mode active

no nameif
no security-level

ZOMRaUHNIE, ROERYTITEY 7,
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ASA Inslde (VLAN 100) - Port-channel (11-14)
192.168.100.111 - 114724

ASA Outslde (VLAN 200) - Port-channel (21-24)
192.168.200.111 - 114724

Swi VPC Peer Link
o | swa |

—
SVI VLAN 100
VRF Qutslde
SVIVLAN 1100
VRF Outslde
SVI VLAN 11u1"
VRF Default
SVIVLAN 101 [
VRF Default
__'EE
Sw1 VPG Peer Link 2
ITD g
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switch #1:
interface vlan 10
description INSIDE_VLAN
ip address 192.168.10.10/24

interface vlan 100
description FW INSIDE VLAN
ip address 192.168.100.10/24

interface port-channel 11
description To ASA-1 INSIDE
switchport mode access
switchport access vlan 100
vpc 11

interface ethernet 4/1
description To ASA-1 INSIDE
switchport mode access
switchport access vlan 100
channel-group 11 mode active

switch #2:
interface vlan 20
description OUTSIDE_VLAN
ip address 192.168.20.10/24
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interface vlan 200
description FW_OUTSIDE VLAN
ip address 192.168.200.10/24

interface port-channel 21
description To ASA-1 OUTSIDE
switchport mode access
switchport access vlan 200
vpc 11

interface ethernet 4/25
description To ASA-1 OUTSIDE
switchport mode access
switchport access vlan 200
channel-group 21 mode active

AT 72 ASA ORERK.

interface port-channel 11
description INSIDE
vlan 100
nameif inside
security-level 100
ip address 192.168.100.111 255.255.255.0

interface port-channel 21
description OUTSIDE
vlan 100
nameif outside
security-level 100
ip address 192.168.200.111 255.255.255.0

same-security-traffic permit inter-interface

interface TenGigabitEthernet 0/6
description CONNECTED_TO_SWITCH-A-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/7
description CONNECTED_TO_SWITCH-B-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/8
description CONNECTED_TO_SWITCH-A-VPC
channel-group 21 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/9
description CONNECTED_TO_SWITCH-B-VPC
channel-group 21 mode active
no nameif
no security-level

ZO MR UBNIE, ROEPETUIEY £,
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ASA Inslde (VLAN 100) - Port-channel (11-14)
Inside Local Pool - 192.168.100.111 - 114/24

ASA Outslde (VLAN 200) - Port-channel (21-24)
Outslde Local Pool - 192.168.200.111 - 114724

A swi | VPC Pier Link | sw2 |

—
SVI VLAN 100

VRF Outside
SVI VLAN 1100
VRF Outslde
SVI VLAN 11n1‘|’
VRF Default
ST | Cluster Control Link |
clau =3
& . - i’ ﬂ
ITD m VPC Peer Link m D E
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switch #1:
interface vlan 10
description INSIDE_ VLAN
ip address 192.168.10.10/24

interface vlan 100
description FW_INSIDE VLAN
ip address 192.168.100.10/24

interface port-channel 11
description To ASA-1 INSIDE
switchport mode access
switchport access vlan 100
vpc 11

interface ethernet 4/1
description To ASA-1 INSIDE
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switchport mode access
switchport access vlan 100
channel-group 11 mode active

switch #2:
interface vlan 20
description OUTSIDE_ VLAN
ip address 192.168.20.10/24

interface vlan 200
description FW_OUTSIDE VLAN
ip address 192.168.200.10/24

interface port-channel 21
description To ASA-1 OUTSIDE
switchport mode access
switchport access vlan 200
vpc 11

interface ethernet 4/25
description To ASA-1 OUTSIDE
switchport mode access
switchport access vlan 200
channel-group 21 mode active

AT w72 ASA HRERR L £,

cluster group ASA-CLUSTER-L3
local-unit ASAl
cluster-interface port-channel 31
ip address 192.168.250.100 255.255.255.0
piority 1
health-check holdtime 1.5
clacp system-mac auto system-priority 1
enable

mac-address pool MAC-INSIDE aaaa.0101.0001 - aaaa.0101.0008
mac-address pool MAC-OUTSIDE aaaa.0100.0001 - aaaa.0100.0008
ip local pool IP-OUTSIDE 192.168.200.111-192.168.200.114
ip local pool IP-INSIDE 192.168.100.111-192.168.100.114

interface port-channel 11
description INSIDE
lacp max-bundle 8
mac-address cluster-pool MAC-INSIDE
nameif inside
security-level 100
ip address 192.168.100.11 255.255.255.0 cluster-pool IP-INSIDE

interface port-channel 21
description OUTSIDE
lacp max-bundle 8
mac-address cluster-pool MAC-OUTSIDE
nameif outside
security-level 100
ip address 192.168.200.11 255.255.255.0 cluster-pool IP-OUTSIDE

interface port-channel 31
description Clustering Interface

lacp max-bundle 8

interface TenGigabitEthernet 0/6
channel-group 11 mode active
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no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/7
channel-group 11 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/8
channel-group 21 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/9
channel-group 21 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 1/0
channel-group 31 mode on
no nameif
no security-level
no ip address

interface TenGigabitEthernet 1/1
channel-group 31 mode on
no nameif
no security-level
no ip address

m L+ v2oimm [
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(config) feature itd

(config) itd Port-group 100
(config-port-group) int eth 1/11
(config-port-group) int eth 1/12
(config) itd SER3

(config-itd) port-group 100
(config-itd) source vlan 2010-2015
(config-itd) no shutdown

ITD-L2 % 2 e L £ 97,
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s!Command: show running-config services
'Running configuration last done at: Thu Dec 5 00:04:35 2019
!Time: Thu Dec 5 20:44:06 2019

version 9.3(3u)I9(lu) Bios:version 08.36
feature itd

itd port-group PG100
interface Ethl/11
interface Ethl/12
interface Ethl/13
interface Ethl/14
interface Ethl/15
interface Ethl/16
interface Ethl/17
interface Ethl/18
interface Ethl/19
interface Ethl1/20
interface Ethl/21
interface Ethl/22
interface Ethl/23

itd SERL
port-group PG100
source vlan 10-15
no shut

itd SER2
port-group PG100
source vlan 1010-1015

no shut
A > My
ESpER=R ]
BEEIEE TZ=aTFILEA I
IP SLA ['Cisco Nexus 9000 Series NX-OSIP SLAs
Configuration Guide]
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