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はじめに

この前書きは、次の項で構成されています。

•対象読者（viiページ）
•表記法（viiページ）
• Cisco Nexus 9000シリーズスイッチの関連資料（viiiページ）
•マニュアルに関するフィードバック（viiiページ）
•通信、サービス、およびその他の情報（ixページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 9000シリーズスイッチの関連資料
Cisco Nexus 9000シリーズスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。

Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイド、リリース 10.6(x)
viii

はじめに

Cisco Nexus 9000シリーズスイッチの関連資料

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html


通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、Cisco Servicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール
シスコバグ検索ツール（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリス
トを管理するシスコバグ追跡システムへのゲートウェイです。BSTは、製品とソフトウェアに
関する詳細な障害情報を提供します。

マニュアルに関するフィードバック

シスコのテクニカルドキュメントに関するフィードバックを提供するには、それぞれのオンラ

インドキュメントの右側のペインにあるフィードバックフォームを使用してください。
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https://www.cisco.com/go/services
https://www.cisco.com/c/en/us/support/index.html
https://developer.cisco.com/
https://www.ciscopress.com
https://connectthedots.cisco.com/connectdots/serviceWarrantyFinderRequest?fl=wf
https://bst.cloudapps.cisco.com/bugsearch/
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第 1 章

新機能と更新情報

•新機能と更新情報（1ページ）

新機能と更新情報
次の表は、『Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイドリリース
10.6(x)』に記載されている新機能および変更機能をまとめたものです。それぞれの説明が記載
されている箇所も併記されています。

参照先変更が行われたリリー

ス

説明特長

該当なし10.6(1)Fこのリリースで追加さ

れた新機能はありませ

ん。

NA
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第 2 章

ITDの構成

この章では、Cisco NX-OSデバイスで Intelligent Traffic Director（ITD）を構成する方法につい
て説明します。

• ITDについて（3ページ）
•ライセンス要件（31ページ）
• ITDの注意事項と制約事項（32ページ）
• ITDサポートサマリー（42ページ）
• ITDのデフォルト設定（45ページ）
• ITDの構成（45ページ）
• ITDレイヤ 3構成の確認（75ページ）
• ITD Layer-2構成の確認（81ページ）
• ITDの構成例（82ページ）
•関連資料（136ページ）

ITDについて
Intelligent Traffic Director（ITD）は、レイヤ 3およびレイヤ 4のトラフィック分散、ロードバ
ランシング、およびリダイレクトのためのスケーラブルなアーキテクチャを構築できる、イン

テリジェントなハードウェアベースのマルチテラビットソリューションです。

ITDのメリット：

•ラインレートでのマルチテラビットソリューション

•エンドデバイスへの透過性とステートレスプロトコルのメリット

• Web Cache Communication Protocol（WCCP）やポリシーベースのルーティングなどの代替
機能のための複雑さとアーキテクチャのスケーリングの軽減

•プロビジョニングが簡素化され導入が容易

•レガシーサービスアプライアンスは新しいものと共存できます

•高価な外部ロードバランサの要件を削除します。
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•デバイスと Cisco NX-OSスイッチ間の認証／統合／認定が不要。

•大幅な OPEX削減の順序：構成の簡素化、展開の容易さ

•サービスモジュールまたは外部 L4ロードバランサは不要すべての Nexusポートをロード
バランサとして使用可能

ITDの機能：

•ワイヤスピードでのハードウェアベースのマルチテラビット／秒 L3／L4 ロードバランシ
ング

•ゼロ遅延のロードバランシング

•ラインレートトラフィックを任意のデバイスにリダイレクト、たとえばweb cacheエンジ
ン、Webアクセラレータエンジン（WAE）、ビデオキャッシュ、など）

•ファイアウォール、侵入防御システム（IPS）、またはWebアプリケーションファイア
ウォール（WAF）、Hadoopクラスタなどのデバイスのクラスタを作成する機能

• IPスティッキネス

•回復力（回復力のある ECMPなど）、一貫したハッシュ

•仮想 IPベースの L4ロードバランシング

•ノード間で加重負荷分散と Failactionがサポートされています

•多数のデバイス／サーバーへの負荷分散

•リダイレクトおよびロードバランシングと同時の ACL

•双方向のフロー一貫性。A–>Bおよび B–>Aからのトラフィックは同じノードに行きます

•サーバ/アプライアンスを Nexusスイッチに直接接続する必要なし

• IP SLAベースのプローブを使用したサーバー／アプライアンスのヘルスの監視

• N + M冗長（Nノード数、Mホットスタンバイ数）

•サーバー／アプライアンスの自動障害処理

• VRFサポート、vPCサポート

•デフォルトまたはデフォルト以外の VRFでの入力インターフェイスと出力インターフェ
イスの両方のサポート。

ITD NAT VRF構成については、『Cisco Nexus 9000シリーズ
NX-OSセキュリティ構成ガイド』の「[IP ACLの構成」セクショ
ンを参照してください。

（注）
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• NAT GXスケールは、2K NAT変換をサポートするために 2048エントリをサポートしてい
ます。

• IPv4と IPv6の両方をサポート（すべてのプラットフォームは IPv6をサポートしていませ
ん）

• ITD機能によるスーパーバイザ CPUへの負荷の追加なし

•無制限のフロー数を処理。

•無停止でのノードの追加または削除

•同時リダイレクトと負荷分散

•同じスイッチ内の複数の ITDサービス間でのレート共有

使用例：

•ファイアウォールのクラスタへの負荷分散。

• NX-OSデバイスへのロードバランシングにより、IPS、IDS、およびWAFを拡張します。

•低コストの VM／コンテナベースの NFVにロードバランシングすることにより、NFVソ
リューションを拡張します。

• WAAS／WAE ソリューションをスケーリングします。Wide Area Application Services
（WAAS）またはWeb Accelerator Engine（WAE）ソリューションのトラフィックリダイ
レクトメカニズム

• VDS-TC（ビデオキャッシュ）ソリューションのスケーリング

•トラフィックをL7 LBに分散することにより、レイヤ 7ロードバランサーをスケーリング
します。

• ECMPまたはポートチャネルを置き換えて、再ハッシュを回避します。ITDは復元力があ
り、ノードの追加／削除／失敗時に再ハッシュを引き起こしません

• DSR（Direct Server Return）モードでのサーバー負荷分散

• NX-OSデバイスへのロードバランシングにより、NG侵入防御システム（IPS）とWebア
プリケーションファイアウォール（WAF）をスケールアップします。

•レイヤ 5からレイヤ 7のロードバランサへの負荷分散

展開モード

ワンアーム展開モード

ワンアーム展開モードでサーバーをスイッチに接続できます。このトポロジでは、サーバーは

クライアントトラフィックまたはサーバートラフィックの直接パスに存在しないため、既存

のトポロジやネットワークを変更することなく、サーバーをネットワークに接続できます。
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図 1 :ワンアーム展開モード

vPCでのワンアーム展開モード

ITDは、仮想ポートチャネル（vPC）に接続されたアプライアンスプールをサポートします。
ITDサービスは各スイッチで実行されます。ITDは、フローがノードを通過する一貫したトラ
フィックを得られるように各スイッチをプログラムします。

VPCシナリオ（ITD NATを使用しない）に failactionバケット配布を使用して、VPC経由で到
達可能なノードの障害時にピア間で一貫した動作を維持することをお勧めします。

（注）
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図 2 : vPCでのワンアーム展開モード

サンドイッチ展開モード

サンドイッチ展開モードでは、2台のスイッチを使用してトラフィックをステートフルに処理
します。

このモードの主な要件は、フローの転送トラフィックとリバーストラフィックの両方が同じア

プライアンスを通過しなければならないことです。サンドイッチ展開の例としては、クライア

ントとサーバ間のトラフィックが同じアプライアンスを通過する必要があるファイアウォール

およびロードバランサの展開があります。

主な機能は次のとおりです。

•ネットワークセグメントごとの ITDサービス（外部ネットワーク用に 1つの ITDサービ
スおよび内部ネットワーク用にもう 1つの ITDサービス）。

•入力方向の外部に接続するインターフェイス上で ITDサービスが動作するソース IPアド
レスロードバランシングスキーム。

•入力方向のサーバーに接続するインターフェイスで ITDサービスが動作する宛先 IPアド
レスのロードバランシングスキーム。

•ユーザー定義のアクセスリスト（ACLを含む）が外部ネットワークの ITDサービスで使
用されている場合、逆の ACEルールを持つアクセスリストを作成し、内部ネットワーク
の ITDサービスのユーザー ACLとして適用する必要があります。
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図 3 :サンドイッチ展開モード

サーバーロードバランシング展開モード

ITDサービスは、スイッチで仮想 IP（VIP）をホストするように構成できます。VIPを宛先と
するインターネットトラフィックの負荷は、複数のアクティブなノードに分散されます。ITD
サービスはステートフルロードバランサではありません。

各スイッチで同様の方法で、ITDサービスを手動で設定する必要があります。（注）
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図 4 : VIPを使用した ITD負荷分散

宛先 NAT
ネットワークアドレス変換（NAT）は、ロードバランシング、ファイアウォール、およびサー
ビスアプライアンスで一般的に導入されている機能です。接続先 NATは、ロードバランシン
グで使用される NATのタイプの 1つです。

接続先 NATのメリット

ITD展開で NATを使用するメリットは次のとおりです。

• DSR（Direct Server Return）モードの展開のように、サーバープール内のすべてのサーバー
が仮想 IPアドレスをホストする必要はありません。

•サーバー IPを認識する必要がないクライアントは、常にトラフィックを仮想 IPアドレス
に送信します。

•ロードバランサはサーバーの障害を検出し、クライアントがプライマリサーバーのステー
タスを認識しなくても、トラフィックを適切なサーバーにリダイレクトします。

• NATは、クライアントから実サーバーの IPを隠すことでセキュリティを提供します。

• NATにより、異なるサーバープール間で実サーバーを移動する際の柔軟性が向上します。

さまざまなタイプの NATの中で、接続先 NATは、次のメリットがあるため、負荷分散で一般
的に展開されます。
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•送信元またはクライアントから仮想 IPアドレスへのトラフィックは書き換えられ、サー
バーにリダイレクトされます。

•送信先またはクライアントから宛先またはサーバーへのトラフィック（転送パス）は、次
のように処理されます。送信先またはクライアントから仮想 IPアドレスへのトラフィッ
クは、ソースから接続先またはサーバーへのトラフィックとして変換およびリダイレクト

されます。

•接続先から送信元またはクライアントへのトラフィック（リバースパス）は、仮想 IPア
ドレスを送信元 IPアドレスとして再変換されます。

次の図は、仮想 IPアドレスを使用した NATを示しています。

図 5 :仮想 IPアドレスによる NAT

ポートアドレス変換（PAT）
PATでは、実際のアドレスおよび送信元ポートが1つのマッピングアドレスおよび固有のポー
トに変換されることによって、複数の実際のアドレスが 1つのマッピング IPアドレスに変換
されます。使用できる場合、実際の送信元ポート番号がマッピングポートに使用されます。た

だし、実際のポートが使用できない場合は、デフォルトで、マッピングポートは実際のポート

番号と同じポート範囲（0～ 511、512～ 1023、および 1024～ 65535）から選択されます。PAT
では単一のマッピング先のアドレスを使用するため、ルーティング可能なアドレスの使用を抑

えることができます。

接続先 NATおよび PAT
• ITDはレイヤ 3／レイヤ 4のロードバランシングを提供します
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• NATによるラインレートロードバランシングがサポートされています。

• NATと PATの両方がサポートされています。

•実サーバー IPをクライアントから隠すことにより、サーバー IPとネットワークを保護し
ます。

• NATと PATは、Nexus 9000プラットフォームでサポートされています。

図 6 :仮想 IPアドレスを使用した NATおよび PAT

VXLAN上の ITD
単一のスイッチソリューションであった ITDは、VxLANファブリックのロードバランサーと
して機能するようになりました。

プログラム可能なファブリックでは、サーバー、仮想マシン（VM）、およびコンテナー（特
定のサービスに固有）をファブリック全体に分散させ、さまざまな ToRまたはリーフスイッ
チに接続できます。ITD Over VXLAN機能により、ファブリック全体に分散されたサーバーへ
のロードバランシングが可能になります。

ITD Over VXLANにより、ファブリックは大規模なロードバランサーとして機能し、大規模な
テレメトリと分析を提供できるようになります。ITD Over VXLANをロードバランサとして使
用すると、ファブリック内の任意の場所にあるレイヤ 4アプライアンスとレイヤ 7アプライア
ンス間を接続できます。これは、図「ファブリック全体のロードバランシング」に示されてい

ます。
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図 7 :ファブリック全体のロードバランシング

データベースサーバー、アプリケーションサーバー、Webサーバー、ファイアウォール、
WAAS、IPS、IDS、およびビデオキャッシュを含む多数のクライアント（ローカルおよびボー
ダーリーフを越えて）がある場合があります。トラフィックの高低に関する情報を含む、ファ

ブリック内の各デバイスから各ファイアウォール、WAAS、IPS、IDS、およびサーバーに流れ
るトラフィックに関する情報は非常に貴重です。

ITD Over VXLANは、クライアントとサーバーまたはレイヤ 4およびレイヤ 7サービス間のパ
ス上にあり、トラフィック情報を認識します。この情報を使用して、貴重なトラフィック分析

とテレメトリを提供します。

ロードバランシング機能では、仮想 IP（VIP）が、DCファブリック全体に分散された物理サー
バーファームによって提供されるサービスを抽象化します。さまざまなクライアント（ローカ

ルからファブリックへ、またはリモートロケーションから）が特定のサービスの要求を送信す

ると、これらの要求は常にこれらのサーバーの VIPに送信されます。

ToRまたはリーフスイッチでは、ITDは送信元 IPアドレスのビットとマスク、宛先 IPアドレ
ス（仮想 IPアドレス）、および関連するレイヤ 3またはレイヤ 4フィールドを照合して、こ
れらの要求をサーバー間で負荷分散します。

ITD Over VXLANは、デバイスグループ内のサーバー（ノード）のクラスタを構成するための
インフラストラクチャを提供します。バケット（ビットマスク）に基づいてクライアントト

ラフィックと ITDサービスで構成されたテナント SVIを分離します。ノード（サーバー）と
バケットの定義済みクラスタに基づいて、ITDは、クライアント IPトラフィックをバケット
マスクに一致させるルールを自動的に作成し、一致したトラフィックを特定のサーバーノード

にリダイレクトします。

サーバーが応答しなくなった場合や動作不能になった場合、ITDはクライアントトラフィック
を非動作ノードから単一または構成済みのスタンバイノードのグループに自動的に切り替えま

す。トラフィックの割り当ては、フローをスタンバイノードに自動的に変更することによって

実現されます。

ITD Over VXLANは現在、Direct Server Return（DSR）の概念と機能を使用しているため、サー
バーの応答がクライアントに直接送信されます。これはファブリックに依存しませんが、現在

VXLAN EVPNファブリックでサポートされており、VXLAN経由のPBRをサポートするCisco
Nexus 9000シリーズスイッチで現在サポートされています。
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ITD Over VXLANは、ラインレートの速度で実現されます。

図 8 : Direct Server Return

VXLANトポロジを介した ITDの設定の概要

ToRスイッチでの VXLAN経由の ITD設定の概要は次のとおりです。

•負荷分散サーバーを特定し、デバイスグループを作成します。

•グループの ITDサービスインスタンスを作成し、以下を完了します。

•着信する ITD Over VXLANトラフィックに仮想 IPアドレス（VIP）を関連付けます。
VIPは、デバイスグループ内のサーバーを表します。

•他の負荷分散構成を有効にします。

•サービスをアクティブにする必要があるインターフェイスを、サービスの入力イン
ターフェイスとして構成します。ITDサービスをイネーブルにします。

•サーバー（ITDノード）が接続されているすべてのリーフスイッチに同一の ITD設定
を適用します。これらのリーフスイッチで、このサービスの入力インターフェイスと

して L3 VNIを設定します。ITDサービスをイネーブルにします。
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VXLAN上での ITDのメリット

•ファブリック内の任意の場所に分散されたサーバー／VM／コンテナの負荷分散

•ハードウェアに依存しない

•直接接続されたノードのデータプレーン内のノードのヘルスモニタリングとプローブの要
約。

•分析とテレメトリは、サーバー（つまり、VM／コンテナの生成）およびアプライアンス
（エラスティックデータセンター）の容量をいつ／どのように拡大するかについての詳細
を提供します。

•エラスティックデータセンターを構築します。

• VXLANネットワーク識別子（VNI）インターフェイス間の負荷分散。

•ファブリック内の複数のスイッチ間でのロードバランシングの同期。

•障害情報の自動同期。

•推奨システム

•可能なすべてのデータセンタートポロジーを備えたVXLAN-EVPNファブリックで動作し
ます。
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レイヤ 2ロードバランシングについて
レイヤ 2（ITD-L2）ロードバランシングは、Cisco Nexusスイッチでのレイヤ 2トラフィック分
散、ロードバランシング、およびリダイレクトのためのハードウェアベースのマルチテラビッ

トソリューションです。

ITD-L2機能は、Cisco 9500 EX/FXラインカードではサポートされていません。（注）

ITD-L2は、単一の論理リンクを作成する複数の物理リンクの集合体です。複数の物理リンク
をポートグループにバンドルして、帯域幅（複数の物理リンクの集合体）と冗長性を向上させ

ることができます。

レイヤ 2内の 1つのポートに障害が発生すると、トラフィックはレイヤ 2の残りのポートに切
り替わります。

ITD-L2を使用すると、透過モードアプライアンスのクラスタを作成できます。

レイヤ 2ロードバランシング機能

ITD-L2の機能は次のとおりです。

•ラインレートでのマルチテラビットソリューション

•プロビジョニングが簡素化され導入が容易

•エンドデバイスへの透過性とステートレスプロトコルのメリット

•高価な外部ロードバランサの要件を削除します。

ITDレイヤ 2ロードバランシングのメリット

ITDレイヤ 2ロードバランシングのメリットは次のとおりです。

•同時リダイレクトおよびロードバランシング

• IPスティッキ性および復元力

•ポートのヘルスモニタリング

•高価な外部ロードバランサの要件を削除します。

•ハッシングは、配線やポートの番号付けに依存しません

•スイッチのすべてのポートは、負荷分散とトラフィックのリダイレクトに使用されます

展開使用例

ITD-L2機能の展開使用の例は次のとおりです。

•ファイアウォールのプールへの負荷分散。
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• VDS-TC（ビデオキャッシュ）ソリューションをスケーリングします。

•トランスペアレントモードのデバイスをスケーリングします。

ITD-L2のトポロジの例

このセクションには、次の例が表示されます。

• ITD-L2の基本トポロジ

• ITD-L2構成の使用例

•回復力のあるハッシュの失敗アクション

ITD-L2機能を使用して、監視ネットワークで使用されるアプライアンスへのトラフィックを
負荷分散できます。次の図は、IPSや IDSデバイスなどのトラフィックを負荷分散する必要が
あるアプライアンスにトラフィックが送信される基本的なトポロジを示しています。

図 9 :レイヤ 2ロードバランシングの標準トポロジ

次の例は、トラフィックが本番環境から監視環境に及ぶネットワークでの ITD-L2の一般的な
使用例を示しています。この例では、Cisco Nexus Data Brokerを使用して、監視トラフィック
のコピーを送信し、監視ネットワークをスケーリングしています。
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図 10 :レイヤ 2ロードバランシング構成の使用例

次の例は、ITD-L2構成の失敗アクションを示しています。

図 11 : ITD-L2構成の Fail-Action

次の例は、弾力性のあるハッシュを使用した ITD-L2構成の失敗アクションを示しています。
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図 12 :回復力のあるハッシュを使用した ITD-L2構成の失敗アクション

レイヤ 2ロードバランシングの前提条件

レイヤ 2ロードバランシングには、次の前提条件があります。

•十分な TCAMサイズが VACLに割り当てられていることを確認する必要があります。
TCAMサイズを確認するには、 sh hardware access-list tcam region コマンドを使用しま
す。適切なTCAMサイズが割り当てられていない場合は、hardware access-list tcam region
VACL <256の倍数のサイズ>コマンドを使用して、適切なTCAMサイズを割り当てます。

デバイスグループ

ノードは、トラフィックを負荷分散できる物理サーバー、仮想サーバー、またはサービスアプ

ライアンスにすることができます。これらのノードはデバイスグループの下にグループ化さ

れ、このデバイスグループをサービスにマップできます。

ITDはデバイスグループをサポートします。デバイスグループを構成するときは、次を指定
できます。

•デバイスグループのノード

•デバイスグループのプローブ

プローブは、デバイスグループレベルまたはノードレベルで構成できます。ノードレベルの

プローブを行う場合、それぞれのノードは自身のプローブで構成可能なため、ノードごとにさ

らにカスタマイズすることができます。ノードレベルのプローブは、障害状態について各ノー

ドを別々に監視する必要があるシナリオで役立ちます。
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ITDクラスタリング
ITDは、同じデバイスグループに含まれるノードのクラスタリングをサポートします。ITDク
ラスタリングでは、ノードに障害が発生すると、接続テーブルがトラフィックを同じクラスタ

内の機能しているノードにリダイレクトするため、トラフィックへの影響が軽減されます。ク

ラスタリングは、トラフィックをデバイスグループのすべてのノード間で負荷分散する必要が

あるが、ノードのサブセットのみが相互に状態を同期してクラスタを形成する必要がある場合

に役立ちます。

ITDクラスタリングを使用すると、デバイスグループ内のノードをクラスタにマッピングでき
ます。クラスタに整数の識別子を割り当て、説明を追加できます。クラスタ定義により、ITD
は最初に同じクラスタ内の他のノードへのフェールオーバーを試行します。クラスタ内のすべ

てのノードに障害が発生した場合にのみ、ITDは同じデバイスグループ内のクラスタ外のノー
ドへのフェールオーバーを試みます。

デバイスグループが1つ以上のアクティブなサービスによって使用されている場合、セッショ
ンを介してクラスタに属するノードを削除できます。

• ITDは、ノードレベルのスタンバイノードまたはホットスタンバイノードを持つデバイ
スグループによるクラスタリングをサポートしていません。

• ITDは、fail-action bucket-distributeでのみクラスタリングをサポートします。

（注）

ITDサービス内の複数のデバイスグループ
Cisco NX-OSリリース 7.0(3)I3(1)以降、ITDサービスで複数の デバイスグループがサポート
されています（下図を参照してください）。ITDサービスは、さまざまなデバイスグループを
指すさまざまなシーケンスを持つ単一のルートマップを生成します。

各デバイスグループは、異なるサービスを必要としますが、同じ入力インターフェイスに到着

する異なるタイプのトラフィックを表します。インターフェイス上のトラフィックは、仮想 IP
アドレスに基づいて適切なデバイスグループにリダイレクトされます。同じインターフェイス

で ITDサービスごとに複数のデバイスグループをサポートすると、ITDを拡張できます。
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図 13 : ITDサービス内の複数のデバイスグループ

ITDサービスで複数のデバイスグループを設定する方法を示す構成例については、ITDの構成
例（82ページ）を参照してください。

サポートされるデバイスグループの数については、『Cisco Nexus 9000 Series NX-OS Verified
Scalability Guide』を参照してください。

VRFのサポート
ITDサービスは、デフォルト VRFでもデフォルト以外の VRFでも構成できます。

入力インターフェイスは、ITDサービス用に設定された VRFに属している必要があります。
サービスに VRFが構成されていない場合、入力インターフェイスはデフォルト VRFに属して
いる必要があります。

Cisco NX-OSリリース 10.2(1)以降では、ITDデバイスグループに対して VRFを構成できま
す。すべてのデバイスグループノードメンバーは、ITDデバイスグループ用に構成された
VRFで到達可能である必要があります。デバイスグループに VRFが構成されていない場合、
サービスのすべての入力インターフェイスと関連付けられたデバイスグループのノードメン

バーが、サービスに構成された VRFで到達可能であることを確認する必要があります。デバ
イスグループとサービスに VRFが構成されていない場合、サービスのすべての入力インター
フェイスと、関連付けられたデバイスグループのノードメンバーは、デフォルトVRFで到達
可能である必要があります。
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ルータ ACL
スイッチは、ITDを使用したルータアクセスコントロールリスト（RACL）をサポートしま
す。

同じ入力インターフェイスで ITDと RACLを構成できます。TCAMにダウンロードされる構
成結果のRACLは、ITDによって生成されたACLとユーザ構成RACLを合わせた成果物です。
RACLで構成された permitステートメントと denyステートメントは、ITDによって作成され
た ACL許可およびリダイレクトエントリと結合されます。この機能により、選択したトラ
フィックのフィルタリングおよび負荷分散を行うことができます。

• ITD入力インターフェイスで RACLを構成すると、ITD統計は機能しません。

•アクティブな ITDサービスをホストしている ITD入力インターフェイスでルータ ACLを
使用する必要がある場合、どちらの機能に対しても統計情報を有効にすることはできませ

ん。この制限の詳細については、『Cisco Nexus 9000シリーズ NX-OSユニキャストルー
ティング構成ガイド』の「ポリシーベースルーティング」の章にある「ポリシーベース

ルーティングの注意事項と制限事項」の項を参照してください。

（注）

ACLの組み込みと除外
インクルード ACL

インクルード ACL機能を使用すると、ITDサービスにアクセス制御リスト（ACL）を割り当
てることができます。ACEに一致するトラフィックのみがノードに向かって負荷分散され、他
のトラフィックはデフォルトのルーティングルールに従います。

Cisco NX-OSリリース 9.3(3)以降、1つの ITDサービスで最大 8つのアクセスリストを設定で
きます。各アクセスリストを独自のデバイスグループ（マルチ ACL）に関連付けることがで
きます。特定のデバイスグループが 1つのユーザー ACLに関連付けられている場合、そのデ
バイスグループが優先され、デフォルトのデバイスグループが上書きされます。この機能に

より、ITDはさまざまな ACLに一致するトラフィックをさまざまなデバイスグループにロー
ドバランシングできます。

除外 ACL

除外ACLを設定して、ITDが ITDロードバランサから除外するトラフィックを指定できます。
除外 ACLが選択するトラフィックは RIBルーティングされ、ITDをバイパスします。除外
ACLは、送信元フィールドと接続先フィールドの両方に基づいてフィルタリングできます。除
外 ACLは、仮想 IPアドレスの前にあります。

インクルードおよび除外 ACLによるノードの無停止の追加または削除

Cisco NX-OSリリース 10.1(1)以降、マルチACLまたは除外ACLを使用して、サービスによっ
て使用されるデバイスグループにノードを中断することなく追加または削除できます。ノード

を追加または削除するデバイスグループ名と同じデバイスグループ名で ITDセッションを作
成できます。
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異なるデバイスグループを使用しているマルチ ACLの場合、1つの ITDサービスの下にある
1つのデバイスグループにノードを追加または削除できます。この変更は、このデバイスグ
ループを使用していない ACLのバケットの再割り当てには影響しません。

ITDサービスの除外ACLを設定すると、ITDはノード間でバケットを再割り当てします。ITD
サービスの除外ACL設定の場合、ノードを追加または削除しても、除外ACLに一致するトラ
フィックには影響しません。このトラフィックはルーティングされたままです。

マルチ ACLと除外 ACLの両方について、スタンバイノードとホットスタンバイノードを持
つデバイスグループに対して無停止でノードを追加または削除することはできません。

（注）

ドロップ ACL

Cisco NX-OSリリース 10.3(1)F以降、ドロップ ACLは ITD NATサービスでサポートされま
す。

ドロップ ACLが ITD NATサービスにのみ適用される場合、ドロップ ACLに一致するトラ
フィックはドロップされます。ITD NATを使用したドロップ ACLは VRF対応であり、VRF
間 NAT構成で使用できます。

仮想 IPアドレスのフィルタリング
仮想 IPアドレスを使用して、ITDのトラフィックをフィルタリングできます。トラフィック
フィルタリング用の仮想 IPアドレスとサブネットマスクの組み合わせは、宛先フィールドで
のみサポートされます。

ポート番号ベースのフィルタリング

ポート番号付けを使用して、ITDのトラフィックをフィルタリングできます。レイヤ 4ポート
（たとえば、ポート80）に基づいてトラフィックをフィルタリングするために、次の方法がサ
ポートされています。

•一致する宛先ポート

宛先ポートが 80の任意の送信元または宛先 IPアドレスが一致します。（例：仮想 IPア
ドレスは 0.0.0.0 0.0.0.0 tcp 80として構成されています。）

•一致する送信元ポート

80以外のポートは ITDをバイパスし、ポート 80はリダイレクトされます。（例：除外
ACLは、permit tcp any neq 80 anyとして設定されます。）

•複数のポート番号の一致

ITDでは、ポートごとに 1つずつ、複数の仮想 IPアドレス行を設定できます。
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ホットスタンバイ

ホットスタンバイ機能は、スイッチを再構成して、動作可能なホットスタンバイノードを探

し、最初に使用可能なホットスタンバイノードを選択して、障害が発生したノードを置き換え

ます。ITDは、障害が発生したノードを当初宛先としていたトラフィックセグメントを、ホッ
トスタンバイノードにリダイレクトするようにスイッチを再設定します。このサービスは、

ホットスタンバイノードとアクティブノードとの固定マッピングを強要しません。

障害が発生したノードが再び動作可能になると、アクティブノードとして復元されます。動作

中のホットスタンバイノードからのトラフィックは元のノードにリダイレクトされ、ホットス

タンバイノードはスタンバイノードのプールに戻ります。

複数のノードで障害が発生した場合、それらすべてのノードを宛先とするトラフィックは、最

初に使用可能なホットスタンバイノードにリダイレクトされます。

ホットスタンバイノードは、ノードレベルでのみ構成できます。ノードレベルで、関連付け

られたアクティブノードが失敗した場合にのみホットスタンバイノードはトラフィックを受

信します。

ITDは N + M冗長性をサポートしており、Mノードは Nアクティブノードのホットスタンバ
イノードとして機能できます。

複数の入力インターフェイス

複数の入力インターフェイスに対してトラフィックリダイレクトポリシーを適用するように

ITDサービスを構成できます。この機能では、単一の ITDサービスを使用して、さまざまなイ
ンターフェイスに到着するトラフィックを一連のノードにリダイレクトできます。

Cisco NX-OSリリース 7.0(3)I7(3)以降、同じ入力インターフェイスを 2つの ITDサービスに含
めることができ、1つの IPv4 ITDサービスと 1つの IPv6 ITDサービスが可能になります。

IPv4と IPv6の両方の ITDサービスに同じ入力インターフェイスを含めると、IPv4と IPv6の両
方のトラフィックが同じ入力インターフェイスに到着することができます。IPv4トラフィック
をリダイレクトするために IPv4 ITDポリシーが適用され、IPv6トラフィックをリダイレクト
するために IPv6 ITDポリシーが適用されます。

同じ入力インターフェイスが複数の IPv4 ITDサービスまたは複数の IPv6 ITDサービスで参照
されていないことを確認してください。システムはそれを自動的に適用せず、サポートされて

いません。

（注）

ITD IPv4サービスは、IPv4 PBRポリシーがすでに適用されている入力インターフェイスでは
有効にできません。ITD IPv6サービスは、IPv6 PBRポリシーがすでに適用されている入力イ
ンターフェイスでは有効にできません。

（注）
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システムヘルスモニタリング

ITDは、ノードとそれらのノードで実行されているアプリケーションの状態を定期的に監視し
て、障害を検出し、障害シナリオを処理します。

ICMP、TCP、UDP、DNS、および HTTPプローブがサポートされています。

ノードに接続されたインターフェイスの正常性

Cisco NX-OSリリース 7.0(3)I3(1)以降、ITD ITDは IPサービスレベルアグリーメント（IP
SLA）機能を利用して、各ノードを定期的にプローブします。以前のリリースでは、ITDは
Internet Control Message Protocol（ICMP）を使用して、各ノードを定期的にプローブします。プ
ローブはデフォルトで10秒の頻度で送信され、1秒まで設定できます。それらはすべてのノー
ドに同時に送信されます。プールグループ構成の一部としてプローブを構成できます。

プローブは、デフォルトで3回再試行した後に障害が発生したと宣言されます。この時点で、
ノードの状態は「機能不全」、ステータスは「PROBE_FAILED」になります。

ノード障害の処理

ノードがダウン状態としてマークされると、ITDはトラフィックの中断を最小限に抑えて、ト
ラフィックを残りの運用可能なノードに再配布するために自動的に次のタスクを行います。

•障害が発生したノードを引き継ぐようにスタンバイノードが構成されているかどうかを判
別します。

•スタンバイノードが運用可能な場合、トラフィックを処理するノードの候補としてその
ノードを識別します。

•運用可能なスタンバイノードを使用できる場合、トラフィックを処理するアクティブノー
ドとしてそのスタンバイノードを再定義します。

•障害が発生したノードから新しくアクティブにされたスタンバイノードにトラフィックを
再割り当てするように自動的にプログラムします。

プローブのユーザー定義トラック ID

ユーザーは独自のトラックを定義し、それらを各ノードに関連付けることができます。ノード

にユーザー定義のトラックが割り当てられている場合、対応する ip sla構成は、トラックを操
作するユーザーによって構成される必要があります。ITDは、ノードに新しいトラックと ip
sla IDを割り当てません。ユーザー定義のトラックは、プライマリ、スタンバイ、およびホッ
トスタンバイノードに割り当てることができます。ユーザーは、ITDセッションによって追
加された新しいノードにユーザー定義のトラックを割り当てることができます。ITDによって
生成されたトラックは、ユーザー定義のトラックとして使用できません。

ユーザー定義のトラックを使用して新しいノードを追加する例：

itd device-group dg1
node ip 1.1.1.2
probe track 30

node ip 1.1.1.3
probe track 40
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node ip 1.1.1.4
mode hot-standby
probe track 50

itd device-group dg2
node ip 1.1.1.6
probe track 70
standby ip 1.1.1.5
probe track 60

ノードにユーザー定義のトラックがない場合、サービスが有効になったときに、ITDサービス
は track idおよび ip sla IDを割り当てます。

ピア同期

ピア同期機能は、サンドイッチモードで 2つの ITDピアサービス間でノードのヘルスステー
タスを同期します。いずれかの ITDピアサービスのリンクがダウンした場合のトラフィック
損失を防ぐのに役立ちます。

各 ITDサービスは、ピアサービスを定期的にプローブして、障害を検出します。pingは毎秒
ITDピアサービスに送信されます。応答が受信されない場合は、3回再試行されます。頻度と
再試行回数は構成できません。

ピアサービス機能では、サービス間でノードの同期フェールオーバーを可能にするために、

fail-action最小バケットまたはバケットごとの fail-actionノードを構成する必要があります。さ
らに、いずれかのサービスがホットスタンバイノードまたはノードレベルのスタンバイを使

用している場合、同期フェールオーバーはサポートされません。

（注）

Failaction再割り当て
ITDのFailactionにより、障害が発生したノードへのトラフィックを1つ以上のアクティブノー
ドに再割り当てできます。障害が発生したノードが再びアクティブになると、接続の処理が再

開されます。すべてのノードがダウンした場合、パケットは自動的にルーティングされます。

すべての Failactionメカニズムは、IPv4サービスと IPv6サービスの両方でサポートされます。

Failaction機能をイネーブルにする前に、ITDデバイスグループにプローブを設定する必要が
あります。

（注）

Failactionノードの再割り当て

ノードがダウンすると、そのノードに関連付けられたトラフィックバケットは、構成されてい

る一連のノードで最初に検出されたアクティブノードに再割り当てされます。新しく再割り当

てされたノードでも障害が発生すると、トラフィックは次に使用可能なアクティブノードに再

割り当てされます。
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ノードが回復し、それ以上の障害イベントがない場合は、障害が発生する前にノードに最初に

割り当てられていたトラフィックバケットがそのノードに再割り当てされます。

Failactionノードの最小バケット（Failaction Node Least-Bucket）

ノードがダウンすると、そのノードに関連付けられたトラフィックバケットは、現在最小数の

トラフィックバケットからトラフィックを受信しているアクティブノードに再割り当てされ

ます。後続のノード障害ごとに、トラフィックバケットが最も少ないアクティブノードが再

計算され、障害が発生したノードに向けられたすべてのバケットがこのノードにリダイレクト

されるため、再割り当てされたバケットを複数のアクティブノードに分散できます。

ノードが回復し、それ以上の障害イベントがない場合は、障害が発生する前にノードに最初に

割り当てられていたトラフィックバケットがそのノードに再割り当てされます。

Failactionバケット分配（Failaction Bucket Distribute）

サービスが有効な場合、ITDは内部アルゴリズムを使用して、プライマリノードのさまざまな
シーケンスを、プライマリノードごとに異なる優先順位を持つ代替バックアップパスとして

事前に選択します。ノードがダウンすると、そのノードへのトラフィックは、優先度が最も高

い最初のアクティブバックアップノードにリダイレクトされ、その後の障害についても同様

にリダイレクトされ、それによってコンバージェンスの遅延が最小限に抑えられます。

ノードが回復すると、最初にプライマリとしてこのノードに割り当てられていたトラフィック

バケットがそのノードに再割り当てされます。プライマリノードがまだ障害状態であり、新し

く回復したノードが最も優先順位の高いアクティブバックアップとして動作するトラフィック

バケットも、そのトラフィックバケットに再割り当てされます。

Cisco NX-OSリリース 9.3(2)以降では、すべてのデバイスグループののプライマリノード、ま
たはデバイスグループの最大 32のプライマリノード（いずれか少ない方）が、ノードごとに
異なる優先順位で事前に選択されます。

このアルゴリズムは、比較的均等なトラフィック分散を目的としていますが、ノード障害が発

生した場合の均等な分散を保証するものではありません。

（注）

Failaction Node-Per-Bucket

特定のノードに障害が発生すると、バケットの数が最も少ないノードが識別され、バケット

は、バケットの数が最も少ないノードから開始して、他のアクティブノードに分散されます。

ITDは、現在最も少ないバケットノードを繰り返し識別し、すべてのバケットが再割り当てさ
れるまで、そのノードに1つのバケットを割り当てます。したがって、すべてのバケットは、
残りのすべてのアクティブノード間で均等に分散されます。
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Cisco Nexus NX-OSリリース 9.3(5)以降、ITD ITDは、ノードの重みに基づいて、フェールオー
バーするノードを識別します。ノードに重みが設定されていない場合、デフォルトの重み1が
使用されます。

（注）

failaction node-per-bucketとピア同期しているノードのノードの重みはサポートされていませ
ん。

（注）

ノード障害で ITD Fail-Actionのドロップ

ノード障害時の ITD Fail-Action Dropは、パケットをルーティングする代わりにドロップでき
るようにする failactionオプションです。構成時に、次の条件がすべて満たされる場合、プラ
イマリノード Nに割り当てられたパケットはドロップされます。

•プライマリノード Nがダウンしています。

•プライマリノードNに構成されているスタンバイノードまたはホットスタンバイノード
がダウンしています。

•再割り当てに使用できる他のアクティブノードはありません。

Cisco NX-OSリリース 10.1(1)以降、このオプションを次の failactionメソッドと一緒に使用で
きます。drop-on-fail

• Failactionノードの再割り当て（Failaction Node Reassign）

• Failactionノードの最小バケット（Failaction Node Least-Bucket）

• Failactionバケット分配（Failaction Bucket Distribute）

•バケットごとのノードの Failaction再割り当て（Failaction Reassign Node-Per-Bucket）

バケットのネクストホップが再びアクティブになるか、ITDがアクティブノードを検出して
ルートマップを再プログラムするまで、パケットはドロップされたままになります。その後、

パケットは再びリダイレクトされます。

Cisco NX-OSリリース 10.2(2)F以降、ITDデバイスグループの一部として、ノード IPアドレ
スの下にノードレベルのスタンバイ IPを設定できます。Failaction Bucket Distributeでスタンバ
イ IPを設定できます。

Failaction最適化

Cisco NX-OSリリース 9.2(2)より前では、ノードがダウンすると、そのノードに関連付けられ
たバケットは、fail-actionアルゴリズムの決定に従ってアクティブノードに再割り当てされま
す。ただし、新しく再割り当てされたノードにも同時に障害が発生した場合、障害アクション

の計算を再実行した後、元の障害ノードのトラフィックバケットを別のアクティブノードに
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再割り当てする必要があります。障害が発生したノードバケットをアクティブノードに再割

り当てする際の遅延は、ネットワークパフォーマンスに影響します。

fail-actionの最適化では、ノードがダウンすると、利用可能なすべてのノードのステータスが
最初に事前に取得されます。障害として検出されたすべてのノードの再割り当ては、失敗アク

ションメカニズムに基づいて実行されるため、再割り当ての繰り返しによる遅延が回避されま

す。

Cisco NX-OSリリース 9.3(3)以降、この最適化は、ピア同期が設定されている場合を除き、す
べてのサービスに対してデフォルトで有効になっています。

vPCのバケット配布を使用した ITD NAT
Cisco NX-OSリリース 10.2(2)F以降、vPCノードの Fail-Actionバケット配布で ITD NATを使
用できます。この fail-actionオプションにより、バケットは事前定義されたバケットをノード
マッピングに配布できます。

ノードがvPCペア全体でダウンすると、バケット分散ロジックにより、再割り当てされたノー
ドが vPC全体で同じになるようにします。VPCの ITD NATで fail-actionバケット配布を使用
することをお勧めします。

Failaction再割り当てを使用しない場合
Failactionによるノードの再割り当てを設定しない場合は、次の 2つのシナリオが考えられま
す。

プローブを構成して Failaction再割り当てをしない

ITDプローブでは、ノードの障害やサービス到達可能性の消失を検出できます。ノードに障害
が発生した場合、failactionが設定されていないため、トラフィックはルーティングされ、再割
り当てされません。ノードが回復すると、その回復したノードがトラフィックの処理を開始し

ます。

プローブの構成なしで Failaction再割り当てをしない

プローブが構成されていないと、ITDはノードの障害を検出できません。ノードがダウンして
も、ITDはアクティブノードへのトラフィックの再割り当てまたはリダイレクトを行いませ
ん。

ITDノードのメンテナンスモード
ITDサービスの接続先ノードは、メンテナンスまたはアップグレード手順のために使用しない
ようにする必要がある場合があります。この間、これらのノードはネットワーク内で到達可能

ですが、トラフィックの受信や処理には使用されません。

バージョン10.1(2)以降、関連するデバイスグループ内のそのような ITDノードを管理上シャッ
トダウンすることにより、ノードをメンテナンスモードに移行できます。ノードがシャットダ
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ウンすると、ノードは引き続きデバイスグループ内の有効なエンドポイントとして保持されま

すが、ITDサービスはそのノードへのトラフィックフローの送信を停止し、他の運用上アク
ティブなノードに切り替えます。

ノードの管理シャットダウン状態を解除することで、ノードのメンテナンスモードを解除でき

ます。これにより、ITDサービスはノードへのロードバランシングトラフィックフローを再
開できます。

プライマリ、ホットスタンバイ、およびノードレベルのスタンバイノードは、メンテナンス

モードにすることができます。デバイスグループがアクティブなサービスによって使用されて

いない場合でも、ノードはデバイスグループ内で管理上シャットダウンまたは非シャットダウ

ンになる場合があります。

障害時の ITDノードホールドダウン
ノードが障害から回復した後、ITDは、ノードからバケットへの割り当てに基づいて、運用上
アクティブなノードから回復したノードにトラフィックフローをリダイレクトします。ITD
ノード間で状態の同期が有効になっていない場合、アクティブな ITDノード間でトラフィック
フローが切り替わるたびに、ユーザー接続がリセットされる可能性があります。また、到達可

能性を頻繁に変更するノードへのトラフィックのリダイレクトを再開することは望ましくない

場合があります。

バージョン 10.1(2)以降では、ノードの回復後であっても、ITDがトラフィックフローをリダ
イレクトするのを防ぐために、特定の数の障害が発生した後にノードを動作的に停止させるこ

とができます。これは、ノード（プライマリまたはホットスタンバイまたはノードレベルス

タンバイ）またはデバイスグループのホールドダウンしきい値障害カウントとタイマーを定義

することによって実現されます。

•ホールドダウン障害のしきい値カウントが 1に指定されている場合、ITDは、1回の障害
の後、ノードの回復後にトラフィックがリダイレクトされることを許可しません。

•ホールドダウン障害のしきい値カウントが1より大きくなるように指定されている場合、
ITDは、設定されたホールドダウンしきい値タイマーに関連するスライディングウィンド
ウを使用します。これは、ノードのホールドダウンの前に、指定されたホールドダウンの

失敗のカウントに達したかどうかを識別します。

その後、ノードは、デバイスグループ内のノードで管理上の shutおよび no-shutを介して、メ
ンテナンスウィンドウ中に到達可能であれば、動作上アクティブな状態に戻すことができます

（ITDノードのメンテナンスモード（28ページ）を参照してください）。

または、関連するデバイスグループを使用してすべてのサービスを管理上無効にすると、ノー

ドが到達可能であれば、その後サービスを有効にした後にノードを使用できるようになりま

す。

ITDサブセカンドコンバージェンス
ITDは、IP-SLAプローブを介してエンドポイントのヘルスモニタリングを提供し、障害が発
生したエンドポイントからアクティブなエンドポイントにトラフィックをリダイレクトする追
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跡および失敗アクションメカニズムを提供します。ITDはトラフィックフローをラインレー
トで負荷分散およびリダイレクトするため、すべての ITDバケットを切り替えて別のアクティ
ブなエンドポイントにリダイレクトすることにより、エンドポイント障害時のトラフィック損

失を最小限に抑えることが不可欠です。このコンバージェンス時間は、プローブタイマー、追

跡再試行タイマー、およびハードウェア構成の更新にかかる時間によって異なります。

Cisco NX-OSリリース 10.1(1)以降では、次の設定、トポロジ、プラットフォーム、およびス
ケールの推奨事項を使用して、ITDノード障害イベントの 1秒未満のコンバージェンスを実現
できます。

•スイッチで PBR高速コンバージェンス機能を有効にします。詳細については、『Cisco
Nexus 9000 Series NX-OS Unicast Routing Configuration Guide、リリース 10.1(x)』の「ポリ
シーベースのルーティングの構成」の章を参照してください。

•バケット配布の失敗アクションメカニズムを使用して ITDサービスを設定します。

•または、障害アクションメカニズムのないサービスを備えたノードレベルまたはホット
スタンバイノードで ITDデバイスグループを使用します。

アクティブノードとそれに該当するスタンバイノードに障害が

発生した場合、failactionが設定されていない場合、トラフィック
の損失が観察されます。

（注）

•ハードウェアアトミックアップデートが有効になっていることを確認します。

•エンドポイントまたは ITDノードが直接接続されており、以下を介して到達可能であるこ
とを確認してください。

•レイヤ 3物理インターフェイス

•レイヤ 3ポートチャネル

•サブインターフェイス

•単一の物理インターフェイスまたは単一のレイヤ2ポートチャネルのメンバーシップ
を持つ SVI。

• VPCピアで ITDが設定されている場合の SVI経由の一意の VPC（Cisco Nexus
C9316D-GX、C93600CD-GX、C9364C-GXでのみサポート）。トラフィックコンバー
ジェンスを向上させるには、両方の VPCピアで、VPCのメンバーであるすべてのイ
ンターフェイスで光ファイバトランシーバを使用します。

• Cisco NX-OSリリース 10.1(1)以降、ITDサブセカンドコンバージェンスは Cisco Nexus
C93180YC-FX、C93108TC-FX、C9336C-FX2、C93240YC-FX2、C93360YC-FX2、
C93216TC-FX2、C9336C-FX2-E、C9316D-GX、C93600CD-GX、C9364C-GXでのみサポー
トされています。
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各スイッチのモデル番号は、スイッチの基本製品 ID（PID）を表
します。スイッチに基づく製品バンドルと構成を表す拡張 PIDは
表示されません。一般に、スイッチがサポートされている場合、

これらの拡張 PIDもサポートされます。

（注）

ITDサブセカンドコンバージェンスは、次の構成プロファイルまたは同等のものでサポートさ
れています。

障害により影響を

受けるサービスの

数

ITDサービスあた
りの ACEの数

ITDサービスあた
りの VIPの数

ITDサービスごと
のインクルード

ACLの数

ITDサービスあた
りのバケット数

2（I IPv4、1 IPv6
サービス）

512（64 × 8）N/A864

2（I IPv4、1 IPv6
サービス）

512（64 × 8）8該当なし64

2（I IPv4、1 IPv6
サービス）

1024（256 × 3 ＋
256）

該当なしIPv4の 3つの
ACL、IPv6の 1
つの ACL

256

2（I IPv4、1 IPv6
サービス）

1024（256 × 3 ＋
256）

3 IPv4の VIP、
IPv6の VIP

該当なし256

1 IPv4サービス256該当なし1つのキャッチ
オール ACL

256（VPC上の
ITDの場合）

1 IPv4サービス2561キャッチオール
VIP

該当なし256（VPC上の
ITDの場合）

ライセンス要件
Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価用のも
のがあります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。
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•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ハードウェアの取り付け手順の詳細については、 Cisco NX-OSライセンシングガイドおよび

Cisco NX-OSライセンシングオプションガイドを参照してください。

ITDの注意事項と制約事項
ITDに関する注意事項と制約事項は次のとおりです。

• ITDは、次のプラットフォームでサポートされています。

ITDv4のサポート

• Cisco Nexus NX-OSリリース 10.1(1)以降、Cisco Nexus X96136YC-R、X9636Q-R、
X9636C-R、および X9636C-RXラインカードがサポートされています。

• Cisco Nexus NX-OSリリース 9.3(1)以降、Cisco Nexus X9788TC-FX、X97160YC-EX、
X9732C-EX、および X9736C-FXラインカードを備えた Cisco Nexus 9500シリーズス
イッチ。

• Cisco Nexus NX-OSリリース 9.2 (1)以降、Cisco Nexus C9364C、C9336C-FX2、
C93240YC-FX2スイッチがサポートされています。

• Cisco Nexus 93180YC-EX、93108TC-EX、C93180YC-FX、およびC93108TC-FXスイッ
チがサポートされています。

• Cisco NX-OSリリース 10.4(1)F以降、ITDは、トラフィックのロードバランシングと
リダイレクションのために、Cisco Nexus 9300-FX2/FX3/GX/GX2プラットフォームス
イッチ上のサービスの入力インターフェイスとして、GREおよび IP-IPトンネルイン
ターフェイスをサポートします。

NAT宛先機能が有効になっている ITDサービスは、IP-IPおよび
GREトンネルインターフェイスを入力インターフェイスとして
サポートしません。

（注）

• Cisco NX-OSリリース 10.4(4)M以降では、Cisco Nexus N9K-C93400LD-H1、
N9K-C9364C-H1、および N9K-C9332D-H2Rスイッチがサポートされています。

ITDv6のサポート

• Cisco Nexus 93180YC-EX、93108TC-EX、C93180YC-FX、およびC93108TC-FXスイッ
チがサポートされています。

• Cisco NX-OSリリース 9.2 (1)以降、Cisco Nexus C9364C、C9336C-FX2、C93240YC-FX2
スイッチがサポートされています。
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• Cisco NX-OSリリース 9.3 (5)以降、Cisco Nexus X9732C-FX、X9736C-FX、および
X97160YC-EXラインカードと Sup B+を備えた Cisco Nexus 9500シリーズスイッチ
がサポートされています。

• Cisco NX-OSリリース 9.3 (5)以降、Cisco Nexus C9316D-GX、C93600CD-GX、
C9364C-GX、および C93180YC-FX3Sスイッチがサポートされています。

• Cisco NX-OSリリース 10.1(1)以降、Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、
および X9636C-RXラインカードがサポートされています。

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカード
は、IPv6サービスのロードバランシングレイヤ 4ポート範囲オプションをサポート
していません。

• Cisco NX-OSリリース 10.4(1)F以降、ITDはトラフィックのロードバランシングとリ
ダイレクションのために、Cisco Nexus 9300-FX2/FX3/GX/GX2プラットフォームス
イッチ上の IPv6サービスの入力インターフェイスとして、GREトンネルインター
フェイスをサポートします。

• Cisco NX-OSリリース 10.4(4)M以降では、Cisco Nexus N9K-C93400LD-H1、
N9K-C9364C-H1、および N9K-C9332D-H2Rスイッチがサポートされています。

• Cisco NX-OSリリース 10.1(2)以降、IPv4および IPv6を使用した PBRは
N9K-C93108TC-FX3Pスイッチでサポートされます。

• ITDは、ネクストホップ IPアドレスへの入力または出力に FEXポートを使用することを
サポートしていません。

•構成のロールバックおよび構成の置換は、ターゲット構成とソース構成の両方で ITDサー
ビスがシャットモードの場合にのみサポートされます。

•宛先 NATは、IPv4でのみサポートされます。

•シームレスなスイッチオーバーは、L3 ITDサービスでサポートされています。

• SNMPは ITDではサポートされていません。

•設定置換機能を使用してITDを変更する前に、ITDサービスをシャットダウンする必要が
あります（shutdown）。

• vPCピアを使用していても、ITDを無効にすると（shutdownコマンド）、トラフィック
が中断されます。

• Cisco NX-OSリリース 9.3(2)以降、IPv6はノードレベルのプローブとデバイスグループ
レベルのプローブをサポートします。

•ノードレベルの IPv6 TCP、ICMPプローブがサポートされています。

• Cisco NX-OSリリース 9.3(5)以降、ITDは重み付きの fail-action node-per-bucketをサポー
トします。

•オプションは、IPv4および IPv6で使用できます。 bucket distribution
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ホットスタンバイノードを使用するサービスでは、フェイルア

クションバケット配布は推奨されません。

（注）

• Cisco NX-OSリリース 10.1(2)以降、レイヤ 3ポートチャネル入力サブインターフェイスを
使用したポリシーベースルーティングは、Cisco Nexus 9300-X、FX2、FX3、GX TORおよ
び FX、GX EORスイッチでサポートされます。

• Cisco NX-OSリリース 10.1(1)以降、ITDは、すべての failactionメソッドで使用できるノー
ド障害オプションとして drop-on-failオプションをサポートしています。このオプション
は ITD IPv4および IPv6サービスをサポートしますが、ITD L2サービス、ITD L3 NATサー
ビス、またはピアサービスを使用した ITD L3サービスはサポートしません。

Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカードは、
drop-on-failオプションをサポートしていません。

• ITDクラスタリング機能には、次のガイドラインと制限事項が適用されます。

• Cisco NX-OSリリース10.1(1)以降、ITDクラスタリングはCisco Nexus C93240YC-FX2、
C93108TC-FX、C9316D-GX、C9364C-GXでサポートされています。

• ITDは、ノードレベルのスタンバイノードまたはホットスタンバイノードを持つデ
バイスグループ内のノードのクラスタリングをサポートしていません。

• ITDクラスタリングは、fail-action bucket distribute fail-actionオプションでのみサポー
トされます。

•ピア同期が有効になっているサービスでは、ITDクラスタリングはサポートされてい
ません。

•ノードがデバイスグループの重みで構成されている場合、ITDクラスタリングはサ
ポートされません。

• ITDサブセカンドコンバージェンス機能には、次のガイドラインと制限事項が適用され
ます。

• Cisco NX-OSリリース 10.1(1)以降、ITDサブセカンドコンバージェンスがサポート
されるのは次のスイッチです。Cisco Nexus C93180YC-FX、C93108TC-FX、
C9336C-FX2、C93240YC-FX2、C93360YC-FX2、C93216TC-FX2、C9336C-FX2-E、
C9316D-GX、C93600CD-GX、C9364C-GX

• ITDサブセカンドコンバージェンスは、ITD over VXLAN、レイヤ 2 ITD、およびNAT
対応の ITDサービスではサポートされていません。

• ITDサブセカンドコンバージェンスは、単一エンドポイントの障害にのみ適用されま
す。複数の同時エンドポイント障害には適用されません。

• PBR高速コンバージェンスは主に、ITDエンドポイントに到達可能なリンクが障害と
して検出されたイベントでサポートされます。
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• PBR高速コンバージェンスは、ミリ秒のSLAまたはトラックと一緒に使用して、ITD
のミリ秒のコンバージェンスを実現することはできません。

•次の注意事項および制約事項を除外 ACL機能に適用します。

•除外 ACLは、許可アクセス制御エントリ（ACE）のみをサポートします。ACE拒否
はサポートされていません。

•除外 ACLの許可 ACEと一致するトラフィックは、ITDをバイパスします。

• Cisco NX-OSリリース 10.1(1)以降、ノードの無停止の追加および削除は、除外 ACL
を使用した IPv4および IPv6サービスの両方でサポートされています。

•次の注意事項および制約事項をインクルード ACL機能に適用します。

• ASICの 1枚で固有の 62個の ACLのみが設定できます。各 ACLは、1つのラベルを
持ちます。同じ ACLが複数のインターフェイスで設定される場合、同じラベルが共
有されます。ただし、各 ACLが一意のエントリを持つ場合、ACLのラベルは共有さ
れず、そのラベルの上限は 62です。一枚あたり 62個の ACLの制限付きでスイッチ
あたり 150 ITDサービスを実現するには、入力インターフェイスを ASICの複数枚に
分散させる必要があります。詳細については、IP ACLの構成を参照してください。

•送信元パラメータまたは宛先パラメータのいずれかでアドレスグループまたはポート
グループとして指定されたオブジェクトグループを持つACEはサポートされません。

• IPv6 ACLは、ITDサービスのトラフィック選択のためのインクルードアクセスリス
トとして設定できます。

•入力 ACLは、ユーザー定義 ACLのレイヤ 4ポート範囲をサポートしていません。

• permit メソッドを持つACEのみがACLでサポートされます。他の方法（ deny また
は remark など）の ACEは無視されます。

• 1つの ACLで最大 256の許可 ACEがサポートされます。

• Failactionはノード間でサポートされています。

• ITDは、インクルード ACL機能または仮想 IPアドレス（VIP）機能のいずれかをサ
ポートしますが、両方はサポートしません。

•インクルード ACLを使用して ITDを構成し、送信元 IPベースのロードバランシン
グを使用している場合、ACEの送信元 IPv4サブネットマスクは /32にすることはで
きません。または、デバイスグループ内の1つ以上のノードにトラフィックをロード
バランシングして、トラフィックのバケット化に適切なサブネットマスクが構成され

ているインクルード ACLにその他の ACEがある場合、送信元 IPv6アドレスのサブ
ネットマスクは /128にすることはできません。

インクルード ACLを使用して ITDを構成し、宛先 IPベースのロードバランシング
を使用している場合、ACEの宛先 IPv4サブネットマスクは /32にすることはできま
せん。または、デバイスグループ内の1つ以上のノードにトラフィックをロードバラ
ンシングして、トラフィックのバケット化に適切なサブネットマスクが構成されてい
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るインクルード ACLにその他の ACEがある場合、宛先 IPv6アドレスのサブネット
マスクは /128にすることはできません。

ロードバランシングメソッドに基づく送信元アドレスまたは宛先アドレスのサブネッ

トマスクは、構成されたバケットと互換性があるか、またはデバイスグループ内の

ノード数に基づいて必要なバケット数と互換性がある必要があります。

または、適切なサブネットマスクを持つ ACEルールのみを使用してトラフィックを
ロードバランシングできるため、これらの ACEを ITDサービスの別のインクルード
ACL内に配置して、トラフィックをノードにリダイレクトすることもできます。

たとえば、送信元アドレスが /32と一致するACEと、送信元アドレスが /24をと一致
する他のACEを持つインクルードACLは、バケットが 2として構成された送信元 IP
アドレスのロードバランシングが構成されている、または2ノードを持つデバイスグ
ループにロードバランシングトラフィックが構成されているサービス内部で使用しな

いようにしてください。

• Cisco Nexus NX-OSリリース 9.3(5)以降、インクルードACLを使用してトラフィック
をフィルタリングするサービスに対してマスク位置がサポートされています。

• Cisco Nexus NX-OSリリース 9.3(5)以降、インクルード ACL機能で最小ビットロー
ドバランシングがサポートされています。

• Cisco NX-OSリリース 10.1(1)以降、マルチインクルード ACLを使用した IPv4およ
び IPv6サービスの無停止でのノードの追加および削除がサポートされています。

• Cisco NX-OSリリース 10.4(1)F以降では、include ACLルールのレイヤ 4ポート範囲と
その他のポート操作（「等しくない」、「より大きい」、「より小さい」など）が適

用されます。 ITDサービス用に生成されたバケットアクセスリスト内のトラフィッ
クのフィルタリングに使用されます。

•アクセスリストでレイヤ 4ポートオペレータを使用しながら、TCAM ACEの使用率
を最適化するには、この構成 hardware access-list lou resource thresholdを使用する必
要があります。このコマンドの詳細については、『Cisco Nexus 9000シリーズ NX-OS

セキュリティ構成ガイド』の「IP ACLの構成」のセクションを参照してください。

• Cisco NX-OSリリース 10.4(1)F以降、ITDは、Cisco Nexus 9300-FX2/FX3/GX/GX2プ
ラットフォームスイッチの GREおよび IP-IPトンネルインターフェイスを介して到
達可能なレイヤ3ノードへのリダイレクションまたはロードバランシングをサポート
します。

NAT宛先機能が有効になっている ITDサービスは、トンネルイ
ンターフェイスを介して到達可能なレイヤ 3ノードへのリダイレ
クションまたはロードバランシングをサポートしていません。

（注）

•プローブトラフィックを別の CoPPクラスに分類することをお勧めします。そうしない
と、プローブトラフィックはデフォルトでデフォルトのCoPPクラスになり、ドロップさ
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れる可能性があり、プローブトラフィックの IP SLAバウンスが発生します。構成情報に
ついては、IP SLAパケットの CoPPの構成を参照してください。

• ITDセッションは、次ではサポートされていません。

•ノードレベルのプローブ。

ユーザー定義のトラックを使用するノードレベルのプローブがサ

ポートされています。

（注）

•ホットスタンバイまたはノードレベルのスタンバイノードを持つデバイスグループ。

•ピア同期が有効になっているサービスによって使用されているデバイスグループ。

•レイヤ 4ロードバランスオプションが構成されたサービス。

•異なるデバイスグループを使用する複数の仮想 IPを持つサービス。

•アトミックアップデートを無効にすると、より多くの TCAMリソースを ITDポリシーで
使用できるようになりますが、ポリシーの変更中にトラフィックが中断する可能性があり

ます。詳細については、セキュリティ構成ガイド 10.1(x)を参照してください。

• ITD-L2および ITDレイヤ 3には、個別のインターフェイスが必要です。

• ITDのチェックポイントと構成のロールバック機能は、サービスがダウンしている場合に
のみサポートされます。

•接続先 NAT機能には、次のガイドラインと制限事項が適用されます。

• Cisco NX-OSリリース 10.2(1)F以降、ITDは NAT統計をサポートします。

• Cisco NX-OSリリース 10.2(2)F以降、ITDはレイヤ 3/レイヤ 4ロードバランシングと
ラインレートロードバランシング + NATを提供します。

•クライアントからの実サーバー IPからサーバー IPとネットワークを保護します。

• NATは、VIPおよび/またはプロトコル/ポートでサポートされています。VIPなしで
はサポートされません。

•同じサーバーセットを使用してロードバランサを行う場合、仮想 IP（VIP）には一意
の L4ポート番号が必要です。

•ポート番号が複数のサービスで同じ場合、NATは同じデバイスグループとノードを
再利用できません。

•アトミック更新が無効な場合は最大1024、アトミック更新が有効な場合は672のNAT
エントリの制限。

• Cisco NX-OSリリース 10.3(1)F以降、N9K-C9364C-GXおよび N9K-C93600CD-GXの
制限は、アトミック更新が無効になっている場合は 1920 NATエントリ、有効になっ
ている場合は 1344です。
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• Cisco NX-OSリリース 10.3(1)F以降、ITD NATはデフォルトおよびデフォルト以外の
VRFでサービスとデバイスグループをサポートします。

入力インターフェイスと関連するデバイスグループノードが、

すべて NAT宛先が有効になっているサービスのデフォルト以外
の同じ VRFで到達可能である場合は、ITDサービスと ITDデバ
イスグループの両方でVRFを明示的に構成する必要があります。

（注）

ITD NAT VRF構成については、『Cisco Nexus 9000シリーズ
NX-OSセキュリティ構成ガイド』の「[IP ACLの構成」セクショ
ンを参照してください。

（注）

• NAT IPv6はサポートされていません。IPv4のみがサポートされています。

• least-bucket および node per bucketおよび bucket distribute failアクションのみがサ
ポートされています。

ITD NATは fail-action node reassignでサポートされていません。（注）

• ITD NATは Nexus 9300でのみサポートされています。

• ITDピア同期は ITD NATではサポートされていません。

• ITDセッションは NATをサポートしていません。

•ホットスタンバイ、デバイスグループ、およびノードレベルのスタンバイは ITDNAT
ではサポートされません。

•アドバタイズ可能オプションは、ITD NAT可能なサービスでのすべての VIPにとっ
て必須です。

• NATは VXLAN上の ITDではサポートされていません。

• NATは、DSTベースのロードバランシングではサポートされていません。

• Cisco NX-OSリリース 10.3(1)F以降、ITD NATは Exclude ACLでサポートされます。

• Cisco NX-OSリリース 10.3(1)F以降、ITD NATはレイヤ 4送信元ベースのロードバラ
ンシングオプションをサポートします。

•アトミックアップデートが有効になっている場合、TCAMエントリの数はTCAMカー
ビングよりも少なくする必要があります。

• ITDセッションとノードの無停止の追加または削除はサポートされていません。
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• ITD NATではシームレススイッチオーバーはサポートされていません。

• Cisco NX-OSリリース 10.2(1q)F以降、ITD NATはN9K-C9332D-GX2Bプラットフォー
ムスイッチでサポートされます。

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカード
は ITD NATをサポートしていません。

Cisco NX-OSリリース 9.3(1)から以前のリリースへの ISSDを実行
する前に、サービスからNAT接続先構成を削除し、ダウングレー
ドを続行します。

（注）

• Cisco NX-OSリリース 10.3(1)F以降、ドロップ ACLは ITD NATサービスでのみサポート
されます。

•次の注意事項および制約事項を VXLAN上での ITD機能に適用します。

次の機能はサポートされていません。

• Failアクションメソッド。

•プローブ。

• ITDセッション。

•デバイスグループ内の IPv6ノード。

• VPC

•ピア同期。

•ノードレベルのスタンバイ。

•レガシー ITDおよび ITD over VXLANサービスは、ノード上の同じデバイスグルー
プを共有できません。

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカード
は、VXLAN上での ITDをサポートしていません。

•以前のリリースから ISSUを使用する前に、 feature PLBを非アクティブ化する必要があ
ります。

• VIPとホットスタンバイは、ITD over VXLANを有効にするための必須の構成です。

•構成の適用方法（CLIまたは DMEを使用）に関係なく、デバイスグループの順序のノー
ドはすべてのリーフノードで同じである必要があります。

• Cisco NX-OSリリース 10.2(1q)F以降、VXLAN上での ITDは N9K-C9332D-GX2Bプラッ
トフォームスイッチでサポートされます。
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• Cisco NX-OSリリース 10.3(3)F以降では、新しい L3VNIインターフェイスタイプを IPv4
サービスと IPv6サービスの両方の入力インターフェイスとして構成できます。適用され
る注意事項と制限事項は次のとおりです。

•マルチ ACLとマルチ VIPサービスの両方がサポートされ、基本的な ITDサービスも
サポートされます。

•この機能はN9K-X9716D-GXラインカードおよびCisco N9K-C93180YC-FX3プラット
フォームスイッチを搭載した Cisco Nexus 9504および 9508スイッチでサポートされ
ます。

ITD PATに関する注意事項と制約事項は次のとおりです。

•デバイスグループで複数の VIPを PATで使用する場合は、VIPごとに一意のデバイスグ
ループを関連付ける必要があります。

• PATを使用する場合は、VIPとともにポート番号が必須です。

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、およびX9636C-RXラインカードは ITD
PATをサポートしていません。

ITD-L2ロードバランシングには、次の構成に関する注意事項と制限事項があります。

• Cisco Nexus 93108TC-EXおよび Cisco Nexus 9516スイッチは、レイヤ 2ロードバランシン
グサービスをサポートします。Cisco Nexus NX-OSリリース 9.3(5)以降、C93180YC-FXお
よび C93240YC-FX2がサポートされています。

レイヤ 2ロードバランシング機能は、Cisco 9500 EX/FX/Rライン
カードではサポートされていません。

（注）

レイヤ 2ロードバランシングは、vPC、ポートチャネル、および L3インターフェイスを
サポートしていません。

•トランク内のポートグループインターフェイスのみがサポートされます。

• ITD-L2ポートグループを 3つ以上のサービスで共有しないでください。

• TCAMサイズが、サービスの数に加えてバケットの数の合計と等しいことを確認します。

• ITDでは、150のサービスを構成できます。ただし、ITD-L2の場合、4つ以上のサービス
を構成することはできません。

•以前のリリースから ISSUを使用する前に、feature smart-channelを非アクティブ化する
必要があります。レイヤ 2 ITDサービスは、スマートチャネルの代わりにレイヤ 2ロード
バランシング用に設定する必要があります。

• L4ポートベースのロードバランシングがサポートされています。
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• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカードは、
ITD-L2ロードバランシングをサポートしていません。

•次の制限は ITD-L2機能に適用され、サポートされていません。

• Failアクションメソッド。

•プローブ。

• ITDセッション。

•デバイスグループ内の IPv6ノード。

• VPC

•ピア同期。

•ノードレベルのスタンバイ。

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカードは、
次の機能をサポートしていません。

•ピアサービス

•ピア同期

•プローブの ITDユーザー定義トラック ID

•重みの変更またはセッションを介した重みを持つノードの追加

•ノードのクラスタへのマッピング

•統計

ITDノード上のトラフィックフローのロードバランスを特定する
には、インターフェイスの統計情報を表示します。

（注）

• Cisco Nexus X96136YC-R、X9636Q-R、X9636C-R、および X9636C-RXラインカードは、
現在、ICMP、TCP、および UDPプローブのみをサポートしています。

次の注意事項と制限事項は、ITDノードメンテナンスモードとノード保留機能に適用されま
す。

•使用される保留タイマーは、使用中のプローブ（トラックおよび IPSLA）の頻度およびタ
イムアウトと互換性がある必要があります。これにより、障害を時間内に検出できます。

•ノードの到達可能性に関連する構成は、特にしきい値カウント 1が使用されている場合
に、ノードが障害として検出されるのを避けるために、最初のサービスの起動またはセッ

ションのかなり前に完了する必要があります。
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•ノードは、保持されているノードを管理的に回復（シャットダウンおよび非シャットダウ
ン）する前に、到達可能であると識別される必要があります。ノードの到達可能性は、ト

ラックの状態を観察することで識別できます。

•ノードが管理上シャットダウンされている場合、またはデバイスグループ内またはノード
に対して保留しきい値設定が使用されている場合、サービスはピア同期機能を使用しない

ことがあります。

•すべてのノードには、ノードレベルまたはデバイスグループレベルのいずれかで、プロ
トコルまたはユーザー定義のプローブが必要です。

•使用可能なスタンバイノードがない場合、サービスは fail-actionメカニズムで構成する必
要があります。

•ユーザー定義のトラックが ITDプロトコルプローブメカニズムではなくデバイスグルー
プで使用されている場合、ITDノードメンテナンスモードまたはノード保留機能を使用
できるように、ノード間またはデバイスグループ間でトラック識別子を共有しないことを

お勧めします。

ITDサポートサマリー
ITDサポートレベルのリストについては、次の表を参照してください。

表 1 : ITDサポートレベル

説明ITDv6ITDv4機能

Cisco NX-OSリリース
7.0(3)I7(3)で導入され
た ITDv6

Cisco NX-OSリリース
10.1(1)以降、Cisco
Nexus X96136YC-R、
X9636Q-R、
X9636C-R、および
X9636C-RXは、
ICMP、TCP、および
UDPプローブのみサ
ポートします。

• TCPv6

• ICMPv3

• TCP

• ICMP

• HTTP

• UDP

• DNS

デバイスグループレ

ベル

〇〇ノードごとのプローブ

レベル

Cisco NX-OSリリース
7.0(3)I7(3)で導入済み

〇〇Hot-Standby

〇〇重量
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説明ITDv6ITDv4機能

Cisco NX-OSリリース
10.1(1)で導入済み

〇〇クラスタ

中断のない運用

〇〇ACLリフレッシュ

〇〇プライマリノード

Cisco NX-OSリリース
10.1(1)で導入済み

〇〇重みのあるプライマリ

ノード

非対応非対応ホットスタンバイ

ノード

サービスレベル

〇〇インクルード ACL

Cisco NX-OSリリース
10.1(1)で導入された
drop-on-failオプショ
ンは、すべての

failactionメソッドで使
用できます。

• reassign

• least-bucket

• node-per-bucket

• bucket distribute

• reassign

• least-bucket

• node-per-bucket

• bucket distribute

Failactionメソッド

拒否 ACEはサポート
されていません。

〇〇除外-ACL
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説明ITDv6ITDv4機能

EX/FXラインカード
を搭載した Cisco
Nexus 9500スイッチ：
X9788TC-FX、
X97160YC-EX、
X9732C-EX、および
X9736C-FX。

Cisco Nexus 9236C、
92304QCスイッチ、お
よび9300-EXシリーズ
スイッチ

Cisco Nexus
C9336C-FX2-Eおよび
C93180YC-FX3スイッ
チと Cisco Nexus
X96136YC-R、
X9636Q-R、
X9636C-R、および
X9636C-RXライン
カード。

Cisco Nexus
93180YC-EX、
93108TC-EX、
C93180YC-FX、
C93180YC-FX3S、
C93108TC-FX3P、
93108TC-FX、
93240YC-FX2、
C9336C-FX2、
9300-GX、
C9364D-GX2A、およ
び C9332D-GX2Bプ
ラットフォームスイッ

チ。

Cisco Nexus
C93400LD-H1、
C9364C-H1、
C9332D-H2R

EX/FXラインカード
を搭載した Cisco
Nexus 9500スイッチ：
X9788TC-FX、
X97160YC-EX、
X9732C-EX、および
X9736C-FX。

Cisco Nexus 9236C、
92304QCスイッチ、お
よび9300-EXシリーズ
スイッチ

Cisco Nexus
C9336C-FX2-Eおよび
C93180YC-FX3スイッ
チと Cisco Nexus
X96136YC-R、
X9636Q-R、
X9636C-R、および
X9636C-RXライン
カード。

Cisco Nexus
93180YC-EX、
93108TC-EX、
C93180YC-FX、
C93180YC-FX3S、
C93108TC-FX3P、
93108TC-FX、
93240YC-FX2、
C9336C-FX2、
9300-GX、
C9364D-GX2A、およ
び C9332D-GX2Bプ
ラットフォームスイッ

チ。

Cisco Nexus
C93400LD-H1、
C9364C-H1、
C9332D-H2R

サポートされるプラッ

トフォーム
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説明ITDv6ITDv4機能

いいえCisco Nexus
93180YC-EX、
93108TC-EX、
C93180YC-FX、
C93180YC-FX3S、
C93108TC-FX3P、
93108TC-FX、
93240YC-FX2、
C9336C-FX2、
9300-GX、
C9364D-GX2A、およ
び C9332D-GX2Bプ
ラットフォームスイッ

チがサポートされてい

ます。

宛先 NAT

非対応〇ITD over VXLAN

ITDのデフォルト設定
次の表に、ITDパラメータのデフォルト設定を示します。

表 2 :デフォルトの ITDパラメータ

デフォルトパラメータ

10秒プローブの頻度

3プローブの再試行ダウンカウント

3プローブの再試行アップカウント

5秒プローブタイムアウト

ITDの構成

ITDのイネーブル化
ITDコマンドにアクセスする前に、ITD機能を有効にする必要があります。
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始める前に

ネットワークサービスライセンスがインストールされていることを確認してください。

ポリシーベースルーティング（PBR）が有効になっていることを確認します。

手順の概要

1. configure terminal
2. [no] feature itd

3. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ITD機能をイネーブルにします。デフォルトでは、
ITDは無効になっています。

[no] feature itd

例：

ステップ 2

switch(config)# feature itd

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config startup-config

デバイスグループの構成

ITDデバイスグループを作成してから、グループのノードとプローブを指定できます。Cisco
NX-OSリリース 7.0(3)I3(1)以降では、複数のデバイスグループを構成できます。

Cisco NX-OSリリース 10.1(1)以降では、デバイスグループ内のノードをクラスタに追加でき
ます。この場合、デバイスグループにはノードレベルのスタンバイノードまたはホットスタ

ンバイノードがなく、failactionオプションが設定されています。 fail-action bucket-distribute

始める前に

ITD機能がイネーブルであることを確認します。

デバイスが Cisco NX-OSリリース 7.0(3)I3(1)以降を実行している場合は、次のコマンドが設定
されていることを確認します。 feature sla senderfeature sla responder
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手順の概要

1. configure terminal
2. [no] itd device-group name

3. vrf vrf-name

4. [no] node {ip | ipv6} {ipv4-address | ipv6-address}
5. [no] probe track id

6. [no] weight weight

7. [no] cluster ID description description-string

8. [no] port port value

9. [no] mode hot-standby
10. [no] shutdown
11. exit

12. ノードごとに手順 3～ 5を繰り返します。
13. [no] probe {icmp | http | tcp port port-number | udp port port-number | dns [frequency seconds]

[[retry-down-count | retry-up-count] number] [timeout seconds]
14. [no] hold-down threshold count <count> [time <time>]

15. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ITDデバイスグループを作成し、デバイスグルー
プコンフィギュレーションモードを開始します。

最大 32文字の英数字を入力できます。

[no] itd device-group name

例：

switch(config)# itd device-group dg1
switch(config-device-group)#

ステップ 2

デバイスグループのVRFを構成します。詳細につ
いては、VRFのサポート（20ページ）のセクショ
ンを参照してください。

vrf vrf-name

例：

switch(config-device-group)# vrf vrf1
switch(config-device-group)#

ステップ 3

ITDのノードを指定します。[no] node {ip | ipv6} {ipv4-address | ipv6-address}

例：

ステップ 4

switch(config-device-group)# node ip 20.20.20.3
switch(config-dg-node)#

例：
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目的コマンドまたはアクション

switch(config-device-group)# node ipv6
2001::198:1:1:11
switch(config-dg-node)#

プローブのユーザー定義トラック IDを構成しま
す。

[no] probe track id

例：

ステップ 5

switch (config-device-group)# probe track 30
switch(config-device-group-node)#

ITDのノードの重みを指定します。有効な範囲は 1
～ 256です。

[no] weight weight

例：

ステップ 6

switch(config-dg-node)# weight 6

指定されたクラスタにノードを追加します。[no] cluster ID description description-string

例：

ステップ 7

switch(config) # itd device-group dg1
switch(config-device-group) # node ip 20.20.20.3
switch(config-dg-node) # cluster 2 description
C1

例：

switch(config)# itd device-group dg1
switch(config-device-group) # node ipv6
2001::198:1:1:11
switch(config-dg-node) # cluster 3 description
C3

機能ポートアドレス変換のポート番号を指定しま

す。値の範囲は 1～ 65535です。
[no] port port value

例：

ステップ 8

switch(config-dg-node)# node ip 10.10.10.10

port 1000

ノードをデバイスグループのホットスタンバイ

ノードとして構成します。

[no] mode hot-standby

例：

ステップ 9

switch (config-device-group)# node ipv6 50::1
switch(config-device-group-node)# mode
hot-standby

ノードをメンテナンスモードに移動または終了し

ます。

[no] shutdown

例：

ステップ 10

switch(config-dg-node)# node ip 2.1.1.1
switch(config-dg-node)# shutdown
switch(config-dg-node)# no shutdown
switch(config-dg-node)#

デバイスグループノードコンフィグレーション

モードを終了します。

exit

例：

ステップ 11
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目的コマンドまたはアクション

switch(config-dg-node)# exit
switch(config-device-group)#

ノードごとに手順 3～ 5を繰り返します。ステップ 12

クラスタグループのサービスプローブを構成しま

す。

[no] probe {icmp | http | tcp port port-number | udp
port port-number | dns [frequency seconds]
[[retry-down-count | retry-up-count] number] [timeout
seconds]

ステップ 13

Cisco NX-OSリリース 7.0(3)I3(1)以降、ITDサービ
スのプローブとして次のプロトコルを指定できま

す。
例：

switch(config-device-group)# probe icmp frequency
100 • ICMP

• TCP

• UDP

• HTTP

• DNS

以前のリリースでは、ITDサービスのプローブとし
て ICMPが使用されていました。

オプションは次のとおりです。

• frequency：プローブの頻度を秒単位で指定し
ます。値の範囲は 1～ 604800です。

• retry-down-count：ノードがダウンしたときに
プローブによって実行される再カウントの数を

指定します。指定できる範囲は 1～ 5です。

• retry-up-count：ノードが復帰したときにプロー
ブが実行する再カウントの数を指定します。指

定できる範囲は 1～ 5です。

• timeout：タイムアウト期間を秒単位で指定し
ます。値の範囲は 1～ 604800です。

ノードまたはデバイスグループの保留しきい値障

害カウントとしきい値タイマーを指定します。

[no] hold-down threshold count <count> [time <time>]

例：

ステップ 14

switch(config-itd)# itd device-group dg
switch(config-device-group)# hold-down threshold
count 1
switch(config-device-group)# node ip 1.1.1.1
switch(config-dg-node)# hold-down threshold count
3 time 200

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 15
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目的コマンドまたはアクション

switch(config-device-group)# copy running-config
startup-config

ITDサービスの構成

始める前に

ITD機能がイネーブルであることを確認します。

ITDサービスに追加されるデバイスグループが構成されたことを確認します。

手順の概要

1. configure terminal
2. [no] itd service-name

3. [no] device-group device-group-name

4. [no] ingress interface interface

5. [no] load-balance {method {src {ip | ip-l4port [tcp | udp] range x y} | dst {ip | ip-l4port [tcp |
udp] range x y}} | buckets bucket-number | mask-position mask-position | least-bit}

6. [no] virtual [ ip | ipv6 ] { ipv4-address ipv4-network-mask | ipv6-address ipv6-network-mask }[
{ proto {port_num | port_any}}] [ {advertise} {enable | disable}] [device-group dgrp_name]

7. 次のいずれかのコマンドを入力して、ノード障害後にトラフィックを再割り当てする方

法を決定します。

• [no] failaction node reassign [drop-on-fail]
• [no] failaction node least-bucket [drop-on-fail]
• [no] failaction bucket distribute [drop-on-fail]
• [no] failaction node per-bucket [drop-on-fail]

8. [no] vrf vrf-name

9. [no] exclude access-list acl-name

10. [no] drop access-list acl-name

11. （任意） [no] peer local service peer-service-name

12. no shutdown

13. （任意） show itd [itd-name]
14. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

ITDサービスを設定し、ITD構成モードを開始しま
す。最大 32文字の英数字を入力できます。

[no] itd service-name

例：

ステップ 2

switch(config)# itd service1
switch(config-itd)#

ITDサービスに既存のデバイスグループを追加し
ます。device-group-nameは、デバイスグループの

[no] device-group device-group-name

例：

ステップ 3

名前を指定します。最大 32文字の英数字を入力で
きます。

switch(config-itd)# device-group dg1

（注）

Cisco NX-OSリリース 7.0(3)I3(1)以降では、複数
のデバイスグループを ITDサービスに追加できま
す。

ITDサービスに1つ以上のインターフェイスを追加
します。

[no] ingress interface interface

例：

ステップ 4

複数のインターフェイスは、カンマを（「,」）を
使用して区切ります。インターフェイスの範囲は、

ハイフン（「-」）を使用して指定します。

switch(config-itd)# ingress interface ethernet
4/1-10

switch(config-itd)# ingress interface Vni500001

インターフェイスをサービスに関連付ける前に、必

要なVRFおよびインターフェイスモードを設定し
ます。

ITDサービスのロードバランシングオプションを
設定します。

[no] load-balance {method {src {ip | ip-l4port [tcp |
udp] range x y} | dst {ip | ip-l4port [tcp | udp] range x
y}} | buckets bucket-number | mask-position
mask-position | least-bit}

ステップ 5

オプションは次のとおりです。

例： • method：送信先または接続先の IPアドレス
ベースの負荷またはトラフィック分散を指定し

ます。
switch(config-itd)# load-balance method src ip
buckets 16

• buckets：作成するバケットの数を指定しま
す。1つ以上のバケットが 1つのノードにマッ
プされています。バケットは2のべき乗数で設
定する必要があります。範囲は2～256です。

（注）

設定するバケットの数がノードの数より多い

場合、バケットはすべてのノードにラウンド

ロビン方式で適用されます。
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目的コマンドまたはアクション

• mask-position：ロードバランスのマスク位置
を指定します。

• least-bit：最小ビットのロードバランススキー
ムを可能にします。このスキームにより、バ

ケット生成メカニズムが連続する少数のクライ

アント IPプレフィクスを同じバケットに分配
できるようにします。

• include-aclを使用するサービスの場合、最小
ビット（マスク位置の有無にかかわらず）を使

用して、同じバケットに分散する連続する IP
ホストを減らします。

（注）

マスク位置がバケット数と負荷分散モードに基づ

いて使用可能なビットを超えると、バケットの生

成中に内部的にデフォルトで 0になります。

ITDサービスの仮想 IPv4 または IPv6アドレスを設
定します。

[no] virtual [ ip | ipv6 ] { ipv4-address
ipv4-network-mask | ipv6-address ipv6-network-mask }[
{ proto {port_num | port_any}}] [ {advertise} {enable
| disable}] [device-group dgrp_name]

ステップ 6

proto オプション（TCPまたは UDP）は、仮想 IP
アドレスが指定されたプロトコルからのフローを受

例：
け入れることを指定します。ポート範囲は 0～
65535です。switch(config-itd)# virtual ip 100.100.100.100

255.255.255.255 udp 443 advertise enable active

[advertise {enable | disable}]オプションは、仮想 IP
ルートを隣接デバイスにアドバタイズするかどうか

例：

switch(config-itd)# virtual ipv6 100::100 128
udp 443 を指定します。VIPアドバタイズオプションが有

効になっている場合、1つ以上のプライマリノード
またはホットスタンバイノードが仮想 IPまたは
サービスの下のデフォルトのデバイスグループに関

連付けられたデバイスグループでアクティブになっ

ている場合、ITDはルートを仮想 IPアドレスにア
ドバタイズします（該当する場合）。VIPアドバタ
イズオプションを有効にするには、すべてのプラ

イマリノードとホットスタンバイノードを、デバ

イスグループまたはノードレベルでプローブを介

して追跡できる必要があります。

（注）

Cisco NX-OSリリース 9.3(2)以降、 advertise
{enable | disable} [active]オプションはWarning（注
意）を発行して [advertise {enable | disable}]オプ
ションを使用します。
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目的コマンドまたはアクション

（注）

Cisco NX-OSリリース 9.3(3)以降、IPv6 ITDでは、
advertise enable および advertise enable active オ
プションがサポートされています。

仮想 IPの複数のインスタンスは、同じ IPアドレ
スを持つサービスの下で構成できますが、ネット

マスク（またはプレフィックス長）、プロトコル、

またはポートが異なります。ユーザーは、トラ

フィックフローが意図したとおりに負荷分散でき

るように、仮想 IP、マスクプロトコル、および
ポートの一致が一意であることを確認する必要が

あります。

サービスが使用する fail-actionメカニズムを構成し
ます。

次のいずれかのコマンドを入力して、ノード障害

後にトラフィックを再割り当てする方法を決定し

ます。

ステップ 7

（注）

このアルゴリズムは、比較的均等なトラフィック

分散を目的としていますが、均等な分散を保証す

るものではありません。

• [no] failaction node reassign [drop-on-fail]
• [no] failaction node least-bucket [drop-on-fail]
• [no] failaction bucket distribute [drop-on-fail]
• [no] failaction node per-bucket [drop-on-fail]

（注）
例：

failaction bucket distribute コマンドは、IPv4と
IPv6の両方でサポートされています。switch(config-itd)# failaction node reassign

例：
（注）switch(config-itd)# failaction node least-bucket
drop-on-failオプションは、IPv4と IPv6の両方で
サポートされています。例：

switch(config-itd)# failaction bucket distribute

例：

switch (config-itd)# failaction node per-bucket
[drop-on-fail]

ITDサービスの VRFを指定します。[no] vrf vrf-name

例：

ステップ 8

switch(config-itd)# vrf RED

ITDが ITDロードバランサから除外するトラフィッ
クを指定します。

[no] exclude access-list acl-name

例：

ステップ 9

switch(config-itd)# exclude access-list acl1

ACLに一致するトラフィックをドロップします。[no] drop access-list acl-name

例：

ステップ 10
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目的コマンドまたはアクション

switch(config-itd)# drop access-list acl4

同じ（ローカル）スイッチ上にあるサンドイッチ

モードの 2つの ITDピアサービスの 1つを指定し
（任意） [no] peer local service peer-service-name

例：

ステップ 11

ます。別の ITDサービスを作成し、このコマンド
switch(config-itd)# peer local service service-A

を使用して 2番目の ITDピアサービスを指定する
必要があります。両方のサービスでこのコマンドを

実行すると、ノードのヘルスステータスが 2つの
サービス間で同期されます。

（注）

2つのデバイスグループのノードは、同じ順序で
ある必要があります。具体的には、順序が保持さ

れるように、両方のデバイスグループの最初のエ

ントリは同じサンドイッチモード用である必要が

あります。

ITDサービスをイネーブルにします。no shutdown

例：

ステップ 12

switch(config-itd)# no shutdown

特定の ITDインスタンスのステータスおよび構成
を表示します。

（任意） show itd [itd-name]

例：

ステップ 13

switch(config-itd)# show itd

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 14

switch(config-itd)# copy running-config
startup-config

接続先 NATおよび PATの構成

始める前に

機能 ITDと機能 NATを有効にします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
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目的コマンドまたはアクション

これは、ITD NATが機能するために必須です。ip nat {outside | inside }

例：

ステップ 2

負荷分散のためにトラフィックが入力であるイン

ターフェイスで ip nat{outside}を構成します。switch (config) # interface Ethernet1/9
ip address 9.9.9.1/24

サーバーが接続されているインターフェイスに ip
nat{inside}を構成します。

ip nat outside
no shutdown

interface Ethernet1/10
ip address 10.10.10.1/24
ip nat inside
no shutdown

ITDサービスを設定し、ITDコンフィギュレーショ
ンモードを開始します。

itd service-name

例：

ステップ 3

switch (config) # itd nat1

ITDサービスに既存のデバイスグループを追加し
ます。device-group-nameは、デバイスグループの

device-group device-group-name

例：

ステップ 4

名前を指定します。最大 32文字の英数字を入力で
きます。

switch(config-itd)# device-group dg1

ITDサービスの TCPポートで仮想 IPv4アドレスを
設定します。

virtual ip ipv4-address ipv4-network-mask 80 advertise
enable

例：

ステップ 5

（注）

アドバタイズ可能オプションは、ITD NAT可能な
サービスでのすべての VIPにとって必須です。

virtual ip 6.6.6.1 255.255.255.255 tcp 80
advertise enable device-group dg1

（注）

ポートアドレス変換が有効になっている場合、VIP
ではポート番号が必須です。

接続先 NATを設定します。nat destination

例：

ステップ 6

switch(config-itd)# nat destination

入力インターフェイスまたは複数のインターフェイ

スを ITDサービスに追加し、設定する入力インター
ingress interface interface

例：

ステップ 7

フェイスに直接接続されているインターフェイスのswitch(config-itd)# ingress interface Eth1/1
IPアドレスであるネクストホップ IPアドレスを設
定します。

failactionメソッドを割り当てます。[no] failaction failactionメソッド

例：

ステップ 8

switch(config-itd)# failaction node per-bucket
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目的コマンドまたはアクション

ITDサービスのロードバランシングオプションを
設定します。

[no] load-balance {method {src {ip | ip-l4port [tcp |
udp] range x y} | dst {ip | ip-l4port [tcp | udp] range x
y}} | buckets bucket-number | mask-position
mask-position | least-bit}

ステップ 9

オプションは次のとおりです。

例： • method：送信先または接続先の IPアドレス
ベースの負荷またはトラフィック分散を指定し

ます。
switch(config-itd)# load-balance method src ip
buckets 64

• buckets：作成するバケットの数を指定しま
す。1つ以上のバケットが 1つのノードにマッ
プされています。バケットは2のべき乗数で設
定する必要があります。範囲は2～256です。

（注）

設定するバケットの数がノードの数より多い

場合、バケットはすべてのノードにラウンド

ロビン方式で適用されます。

• mask-position：ロードバランスのマスク位置
を指定します。

• least-bit：最小ビットのロードバランススキー
ムを可能にします。このスキームにより、バ

ケット生成メカニズムが連続する少数のクライ

アント IPプレフィクスを同じバケットに分配
できるようにします。

（注）

マスク位置がロードバランスモードで、バケット

数に基づく利用可能なビット数を超える場合、バ

ケットを生成する間、内部のデフォルトである 0
に設定されます。

ITDサービスをイネーブルにします。no shutdown

例：

ステップ 10

switch(config-itd)# no shutdown

VXLANを介した ITDの構成

始める前に

機能 pbrおよび機能 sla送信者 CLIは、VXLAN経由で ITDを構成するための前提条件です。

ITD機能がイネーブルであることを確認します。
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ITDサービスに追加されるデバイスグループが構成されたことを確認します。

手順の概要

1. configure terminal
2. itd device-group dg-name

3. no node ip ip-address

4. [no] mode hot-standby ip
5. [no] virtual ip ipv4-address ipv4-network-mask [tcp | udp {port-number | any}] [device-group

dg-name]
6. [no] source-interface loopback loopback-id

7. [no] ingress interface interface

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ITDデバイスグループを構成します。すべてのノー
ド（サーバー）は、デバイスグループサブモード

で構成されます。

itd device-group dg-name

例：

switch(config)# itd device-group dg200
switch(config-device-group)#
switch# show running-config itd services

ステップ 2

no itd device-group CLIは、構成から ITDデバイス
グループを削除します。

デバイスグループサブモードでノード（サーバー

クラスタ）を構成します。デバイスグループ内には

最大 64のノードを構成できます。

no node ip ip-address

例：

switch(config)# itd device-group dg200
switch(config-device-group)# node ip 10.0.0.31

ステップ 3

デバイスグループの下のノードまたはサーバー構成

を削除するには、CLIの no形式を使用します。
leaf3(config-dg-node)#
node ip 10.0.0.31

ノードをデバイスグループのホットスタンバイノー

ドとして構成します。

[no] mode hot-standby ip

例：

ステップ 4

デバイスグループの下のノードまたはサーバー構成

を削除するには、CLIの no形式を使用します。
switch (config-device-group)# node ipv4 50::1
switch(config-device-group-node)# mode hot-standby

no mode hot-standby ip CLIを使用して、アクティブ
ノードのホットスタンバイノード構成を削除しま

す。
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目的コマンドまたはアクション

ノードのクラスタのサービスで仮想 IPアドレスを構
成します。

[no] virtual ip ipv4-address ipv4-network-mask [tcp | udp
{port-number | any}] [device-group dg-name]

例：

ステップ 5

同じサービス内の異なるデバイスグループで同じ

VIPを使用することはできません。switch (config-device-group)#
virtual ip 6.6.6.1 255.255.255.0 device-group sf

最大 64の VIPをサービス内に構成できます。

デバイスグループをVIPに関連付けることもできま
す。このオプションを使用すると、複数のデバイス

グループを 1つのサービスの一部にすることができ
ます。

サービスで構成されているすべてのVIPでデバイス
グループが指定されている場合、デフォルトのデバ

イスグループ構成は必要ありません。

サービスの source-interfaceを構成します。[no] source-interface loopback loopback-id

例：

ステップ 6

（注）

サービスに割り当てられるループバックインター

フェイスは、ITD vrf（テナントVRF）と同じ vrfで
switch (config-device-group)#
source-interface loopback9

最初に作成する必要があり、サービスの送信元イン

ターフェイスとしてこのループバックを使用する前

に、/32マスクを持つ IPアドレスを割り当てる必要
があります。

サービスの入力インターフェイスの構成[no] ingress interface interface

例：

ステップ 7

入力インターフェイスは、ボーダーリーフの dot1q
カプセル化を使用したエニーキャストゲートウェイ

SVIまたはサブインターフェイスです。
switch (config-device-group)#
source-interface loopback9

入力インターフェイスは、サービスと同じVRFにあ
る必要があります。

例

次に、VXLANを介した ITDの構成例を示します。
itd device-group sf
node ip 10.200.1.2
node ip 10.200.6.2
node ip 10.200.7.2
node ip 10.200.2.2
mode hot-standby
node ip 10.200.3.2
node ip 10.200.4.2
node ip 10.200.5.2
node ip 10.200.9.2
mode hot-standby
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node ip 10.200.12.2
itd ser1
source-interface loopback9
virtual ip 6.6.6.1 255.255.255.0 device-group sf
ingress interface Vlan100
ingress interface Eth1/1
load-balance method src ip buckets 256

ポートグループの構成

ITD-L2を設定するには、ポートグループを作成し、そのグループでアクティブインターフェ
イスを設定する必要があります。

手順の概要

1. configure terminal
2. [no] ITD port-group port-group-name

3. [no] interface ethernet slot/port

4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ポートグループを作成または削除します。[no] ITD port-group port-group-name

例：

ステップ 2

switch(config)# ITD port-group P1
switch(config-port-group)#

ポートグループのアクティブインターフェイスを

設定します。

必須: [no] interface ethernet slot/port

例：

ステップ 3

（注）
switch(config)# interface ethernet 3/1
switch(config-port-group)#

ブレイクアウトポートは使用しないでください。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 4

switch(config-port-group)# copy running-config
startup-config
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ITDレイヤ 2サービスの構成
ITDレイヤ 2サービスを構成するには、次の手順を実行する必要があります。

1. サービス名を構成します。

2. 送信元 VLANを構成します。

3. ポートグループを ITD-L2サービスに関連付ける

4. 負荷分散スキームを指定する

手順の概要

1. configure terminal
2. [no] itd service-name

3. [no] port-group port-group-name

4. （任意） [no] load-balance method { src | dst}ip | [buckets bucket-number ] |mask-position
mask-position

5. [no] source vlan vlan-range

6. no shut

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ITD-L2サービスを構成または無効にします。必須: [no] itd service-name

例：

ステップ 2

switch(config)# itd SER3

ポートグループを ITD-L2サービスに関連付けます。[no] port-group port-group-name

例：

ステップ 3

switch(config-itd)# port-group pg

負荷分散メソッドを構成します。（任意） [no] load-balance method { src | dst}ip |
[buckets bucket-number ] |mask-position mask-position

ステップ 4

例：

switch(config-itd)# load-balance method src ip
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目的コマンドまたはアクション

ITD-L2サービスの VLANのリストを構成します。
送信元 VLANはトラフィックを分類します。

[no] source vlan vlan-range

例：

ステップ 5

switch(config-itd)# source vlan 10-20
switch(config-itd)#

ITD-L2サービスのアクティブ化no shut

例：

ステップ 6

switch(config-itd)# no shut

ACLを ITDサービスに割り当てる
インクルードアクセスコントロールリスト（ACL）機能を使用して、ITDサービスにACLを
割り当てることができます。この機能は、ACL内の permit メソッドを使用するアクセスコ
ントロールエントリ（ACE）ごとに、不要なトラフィックをフィルタリングし、IPアクセス
リストとルートマップを生成して、許可されたトラフィックのロードバランシングを行いま

す。ロードバランシングは、送信元または宛先 IPアドレスのいずれかを使用してサポートさ
れます。

始める前に

ITD機能がイネーブルであることを確認します。

ITDサービスに追加されるデバイスグループが構成されたことを確認します。

ITDサービスに割り当てられる ACLが構成されたことを確認します。

手順の概要

1. configure terminal
2. [no] itd itd-name

3. [no] device-group device-group-name

4. [no] ingress interface interface

5. [no] load-balance {method {src {ip | ip-l4port [tcp | udp] range x y} | dst {ip | ip-l4port [tcp |
udp] range x y}} | buckets bucket-number}

6. [no] failaction node-per-bucket
7. access-list acl-name

• IPv4の場合： access-list acl4-name

• IPv6の場合： access-list IPv6 acl6-name

8. [no] shutdown

9. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ITDサービスを設定し、ITD構成モードを開始しま
す。最大 32文字の英数字を入力できます。

[no] itd itd-name

例：

ステップ 2

switch(config)# itd service1
switch(config-itd)#

ITDサービスに既存のデバイスグループを追加しま
す。device-group-nameは、デバイスグループの名前

[no] device-group device-group-name

例：

ステップ 3

を指定します。最大 32文字の英数字を入力できま
す。

switch(config-itd)# device-group dg1

ITDサービスに 1つ以上のインターフェイスを追加
します。

[no] ingress interface interface

例：

ステップ 4

複数のインターフェイスは、カンマを（「,」）を使
用して区切ります。インターフェイスの範囲は、ハ

イフン（「-」）を使用して指定します。

switch(config-itd)# ingress interface ethernet
4/1-10

ITDサービスのロードバランシングオプションを設
定します。

[no] load-balance {method {src {ip | ip-l4port [tcp |
udp] range x y} | dst {ip | ip-l4port [tcp | udp] range x
y}} | buckets bucket-number}

ステップ 5

オプションは次のとおりです。
例：

• method：送信先または接続先の IPアドレスベー
スの負荷またはトラフィック分散を指定しま

す。

switch(config-itd)# load-balance method src ip
buckets 16

• buckets：作成するバケットの数を指定します。
1つ以上のバケットが 1つのノードにマップさ
れています。バケットは 2のべき乗数で設定す
る必要があります。範囲は 2～ 256です。

（注）

設定するバケットの数がノードの数より多い場

合、バケットはすべてのノードにラウンドロビ

ン方式で適用されます。
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目的コマンドまたはアクション

ノード障害が発生すると、このノードに割り当てら

れたバケットは、残りのアクティブノードに分散さ

[no] failaction node-per-bucket

例：

ステップ 6

れます。重みがノードに割り当てられている場合、

分布はノードの重みに基づいています。
switch(config-itd)# failaction node-per-bucket

ITDサービスに ACLを割り当てます。access-list acl-nameステップ 7

• IPv4の場合： access-list acl4-name （注）

Cisco NX-OSリリース 9.3(3)以降、ユーザーは 1つ
の ITDサービスで最大 8つのアクセスリストを設

• IPv6の場合： access-list IPv6 acl6-name

例：
定でき、それぞれを独自のデバイスグループ（マ

IPv4： ルチ ACL）に関連付けるオプションを使用できま
す。特定のデバイスグループが1つのユーザーACLswitch(config-itd)# access-list itd_d

に関連付けられている場合、そのデバイスグルー例：
プが優先され、デフォルトのデバイスグループが

IPv6
上書きされます。この機能により、ITDはさまざま

switch(config-itd)# access-list ipv6 itd1_d な ACLに一致するトラフィックをさまざまなデバ
イスグループにロードバランシングできます。例：

マルチ ACL：
switch(config-itd)# access-list test1
device-group-dg1
switch(config-itd)# access-list test2
device-group-dg2

ITDサービスをイネーブルにします。[no] shutdown

例：

ステップ 8

switch(config-itd)# no shutdown

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 9

switch(config-itd)# copy running-config
startup-config

無停止でのノードの追加または削除

ITDサービスをシャットダウンせずにデバイスグループ内のノードを追加または削除できる
ITDセッションを構成できます。それによって、ITDサービスのシャットダウン時にトラフィッ
クの中断を最小限にすることができます。

Cisco NX-OS 10.1(1)以降では、マルチインクルードACLおよび除外ACLのサービスからノー
ドを無停止で追加または削除できます。また、ITDサービスをシャットダウンせずに、同じ
ITDセッションを通じて、デバイスグループ内の重みを持つノードを追加、変更、または削除
することもできます。重み付きのノードを追加または変更すると、ノードの重みに基づいて使

用可能なバケットが再割り当てされます。使用可能なバケットが不十分な場合、ITDはバケッ
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トを再構成して割り当てを完了します。重みのあるノードを削除すると、削除されたノードの

バケットは、重みに基づいてデバイスグループ内の他のノードに割り当てられます。

•デバイスグループが1つ以上のサービスで使用されている場合は、セッションを通じての
みデバイスグループ内の既存のノードの重みを変更できます。

•加重ロードバランシングのバケット割り当ての公平性は、デバイスグループ内のすべての
ノードに到達可能であるという仮定に基づいており、失敗アクションの決定は、期待され

る公平性から逸脱する可能性があります。

• ITDは、failactionメソッドが node-per-bucketである場合にのみ、重みを使用したノード
の無停止の追加または削除をサポートします。

（注）

Cisco NX-OSリリース 10.1(1)以降では、デバイスグループを使用するすべてのサービスに
fail-action bucket distribute failactionオプションが構成されている場合、セッションを介してデ
バイスグループ内のノードをクラスタに追加できます。

始める前に

ITD機能がイネーブルであることを確認します。

デバイスグループと ITDサービスが構成されたことを確認します。

手順の概要

1. configure terminal
2. itd session device-group device-group-name

3. [no] {node ip | node ipv6} {ipv4-address | ipv6-address}
4. （任意） [no]weight weight

5. （任意） [no] cluster ID description description-string

6. （任意） probe track id
7. {commit | abort}
8. （任意） show itd session device-group [name]
9. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

指定されたデバイスグループの ITDセッションを作
成します。

itd session device-group device-group-name

例：

ステップ 2

switch(config)# itd session device-group dg1
switch(config-session-device-group)#

指定されたノードを ITDデバイスグループに追加し
ます。このコマンドの no形式は、指定されたノー
ドを ITDデバイスグループから削除します。

[no] {node ip | node ipv6} {ipv4-address | ipv6-address}

例：

switch(config-session-device-group)# node ip
2.2.2.1

ステップ 3

追加または削除するノードごとに、この手順を繰り

返します。例：

switch(config-session-device-group)# node ipv6
10:1::1:2 マルチACLおよび除外ACLが ITDサービスに割り

当てられている場合、この手順を使用してノードを

追加または削除します。

（注）

ノードあたりのバケットの最大制限は32です。ITD
セッション中に、ノードが（通常のコマンドまたは

中断のないコマンドによって）削除され、残りのア

クティブノードのノードあたりのバケット数が 32
を超えると、次のエラーメッセージが表示されま

す。

ERROR: Cannot delete node, exceeding maximum 32
buckets per Node. Shut service to make changes

新しく追加されたノードに重みを割り当てるか、既

存のノードの重みを変更します。

（任意） [no]weight weight

例：

ステップ 4

（注）switch(config)# itd session device-group dg1
switch(config-session-device-group)# node ip 既存のノードの重みをデフォルト値にリセットする

には、セッションのノードに重み 1を割り当てま
す。

2.2.2.1
switch(config-session-device-group)# weight 3
switch(config-session-device-group)# node ip
2.2.2.2
switch(config-session-device-group)# weight 2

指定されたクラスタにノードを追加します。（任意） [no] cluster ID description description-stringステップ 5

例： （注）

セッションを介してクラスタ内のノードを削除でき

ます。セッションを介して、デバイスグループ内
switch(config)# itd session device-group dg2
switch(config-session-device-group) #node ip
2.2.2.1

のクラスタに新しいノードを追加することもできまswitch(config-session-dg-node) # cluster 2
description C1 す。ただし、セッションを介して既存のノードのク

ラスタを変更することはできません。例：

switch(config)# itd session device-group dg2
switch(config-session-device-group) #node ipv6
10:1::1:2
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目的コマンドまたはアクション

switch(config-session-dg-node) # cluster 3
description C2

ユーザー定義のトラックで新しいノードを追加しま

す。

（任意） probe track id

例：

ステップ 6

switch(config)# itd session device-group dg2
switch(config-session-device-group)#node ip
1.1.1.5
switch(config-session-device-group)#probe track
60

commitコマンドは、新しいノードセットまたは変
更されたノードセットで ITDデバイスグループを

{commit | abort}

例：

ステップ 7

更新し、バケットを再割り当てして、ITDセッショ
ン設定をクリーンアップします。

switch(config-session-device-group)# commit
switch(config)#

abortコマンドは ITDセッション設定を無視し、ITD
デバイスグループを更新しません。

（注）

リブートする前に、中断のないセッションのcommit
コマンドを入力します。copy running-config
startup-configコマンドを入力してスイッチをリブー
トすると、ITDデバイスグループの設定が保存さ
れますが、commitは有効になりません。

構成されたすべての ITDセッション、または指定さ
れたデバイスグループの ITDセッションを表示しま
す。

（任意） show itd session device-group [name]

例：

switch(config)# show itd session device-group dg1

ステップ 8

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 9

switch(config)# copy running-config startup-config

インクルードまたは除外 ACLでの ACEの無停止の追加または削除
ITDサービスをシャットダウンせずに、インクルードまたは除外 ACLのアクセスコントロー
ルエントリ（ACE）を追加または削除できます。それによって、ITDサービスのシャットダウ
ン時にトラフィックの中断を最小限にすることができます。

始める前に

ITD機能がイネーブルであることを確認します。

デバイスグループと ITDサービスが構成されたことを確認します。

ACLが ITDサービスに割り当てられていることを確認します。
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手順の概要

1. configure terminal
2. itd session access-list acl-name refresh

3. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インクルード ACLを内部的に読み取り、TCAMを
プログラムします。ITDは、古い ACL ACEと新し

itd session access-list acl-name refresh

例：

ステップ 2

い ACL ACEをチェックし、ITDによって生成され
た ACLを更新します。

switch(config)# itd session access-list test1
refresh

（注）

このコマンドは、インクルード ACLにのみ必要で
す。除外 ACLは自動的にプログラムされるため、
このコマンドは必要ありません。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config startup-config

インクルード ACLでの ACEの無停止の追加または削除
ITDサービスをシャットダウンせずに、除外 ACLのアクセスコントロールエントリ（ACE）
を追加または削除できます。そしてこれは、直ちに効果が出ます。

始める前に

ITD機能がイネーブルであることを確認します。

デバイスグループと ITDサービスが構成されたことを確認します。

ACLが ITDサービスに割り当てられていることを確認します。

ITDレイヤ 3構成の確認
ITDレイヤ 3構成を表示するには、次のタスクのうちのいずれかを実行します。
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目的コマンド

特定の ITDインスタンスのステータスおよび
構成を表示します。

•特定の ITDインスタンスのステータスお
よび構成を表示するには、itd-name引数
を使用します。

•ステータスおよび構成の要約情報を表示
するには、briefキーワードを使用しま
す。

• vrfキーワードを使用して、指定された
ITDインスタンスの VRFを表示します。

show itd [itd-name] [brief | vrf [vrf-name]]

すべてまたは特定の ITDインスタンスの統計
を表示します。

•特定のインスタンスの統計情報を表示す
るには、itd-name引数を使用します。

•要約情報を表示するには、briefキーワー
ドを使用します。

（注）

このコマンドを使用して ITD統計を表示する
前に、itd-nameコマンドを使用して ITD統計
を有効にする必要があります。itd statistics

•さらに、統計を表示するには、サービス
の無効化と再有効化、スイッチのリロー

ド、およびスイッチのアップグレード後

に、ITD統計を再度有効にする必要があ
ります。

show itd {all | itd-name} [dst ip-address | src
ip-address] statistics [brief]

構成されたすべての ITDセッションまたは指
定されたデバイスグループの ITDセッション
を表示します。

show itd session device-group [name]

構成された ITDデバイスグループとサービス
を表示します。

show running-config services

NAT接続先機能がイネーブルになっていない
ITDレイヤ3サービス用に作成された IPv4/IPv6
ルートマップポリシーを表示します。

show ip/ipv6 policy vrf <context>

Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイド、リリース 10.6(x)
68

ITDの構成

ITDレイヤ 3構成の確認



目的コマンド

NAT接続先機能が有効になっていない ITDレ
イヤ3サービス用に生成された、特定のバケッ
トアクセスリストのトラフィックリダイレク

ション用に設定されたネクストホップを表示

します。

show route-map dynamic <route-map name>

show route-map dynamic

NAT接続先機能が有効になっている ITDレイ
ヤ 3サービス用に生成された、特定のバケッ
トアクセスリストのトラフィックリダイレク

ション用に設定されたネクストホップを表示

します。

show nat itd

バケットアクセスリストのトラフィック一致

基準を表示します。

show ip access-list <access-list name> dynamic

プローブが有効になっている場合に、デバイ

スグループ内のノードに対して ITDによって
生成された IP SLA設定を表示します。

show ip sla configuration dynamic

show ip sla configuration (Entry-number)
dynamic

プローブが有効な場合、デバイスグループ内

のノードについて ITDによって生成されたト
ラックを表示します。

show track dynamic

show track dynamic brief

10.2(1)Fリリース以降、ITDで生成された構成は、ダイナミック show CLIを介して表示されま
す。

（注）

以下に、ITD構成を確認する例を示します。
switch# show itd

Name Probe LB Scheme Status Buckets
-------------- ----- ---------- -------- -------
WEB ICMP src-ip ACTIVE 2

Device Group VRF-Name
-------------------------------------------------- -------------
WEB-SERVERS

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
WEB_itd_pool Po-1 UP -

Virtual IP Netmask/Prefix Protocol Port
---------------------------------------- ---------- -----
10.10.10.100 / 255.255.255.255 IP 0

Node IP Config-State Weight Status Track_id
------------------------- ------------ ------ ---------- ---------

Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイド、リリース 10.6(x)
69

ITDの構成

ITDレイヤ 3構成の確認



1 10.10.10.11 Active 1 OK -

Bucket List
-----------------------------------------------------------------------
WEB_itd_vip_1_bucket_1

Node IP Config-State Weight Status Track_id
------------------------- ------------ ------ ---------- ---------
2 10.10.10.12 Active 1 OK -

Bucket List
-----------------------------------------------------------------------
WEB_itd_vip_1_bucket_2

この例は、ノードの再割り当て／ノードの最小バケット／バケットごとの失敗アクションメカ
ニズムの統計出力を示しています。

switch(config)# show itd SER1 statistics
Service Device Group VIP/mask

#Packets
---------------------------------------------------------------------------
-------------------------------
SER1 DG1

383629547 100%

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- ------------ ----- --------
------ ---------
SER1_itd_bucket_1 10.200.28.2 Redirect 10.200.1
.2 2996838 (0.78%)
SER1_itd_bucket_33 10.200.28.2 Redirect 10.200.1
.2 2996970 (0.78%)
SER1_itd_bucket_65 10.200.28.2 Redirect 10.200.1
.2 2997104 (0.78%)
SER1_itd_bucket_97 10.200.28.2 Redirect 10.200.1
.2 2997246 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- ------------ ----- --------
------ ---------
SER1_itd_bucket_2 10.200.16.2 Redirect 10.200.2
.2 2996848 (0.78%)
SER1_itd_bucket_34 10.200.16.2 Redirect 10.200.2
.2 2996974 (0.78%)
SER1_itd_bucket_66 10.200.16.2 Redirect 10.200.2
.2 2997110 (0.78%)
SER1_itd_bucket_98 10.200.16.2 Redirect 10.200.2
.2 2997250 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_3 10.200.17.2 Redirect 10.200.3
.2 2996852 (0.78%)
SER1_itd_bucket_35 10.200.17.2 Redirect 10.200.3
.2 2996978 (0.78%)
SER1_itd_bucket_67 10.200.17.2 Redirect 10.200.3
.2 2997114 (0.78%)
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SER1_itd_bucket_99 10.200.17.2 Redirect 10.200.3
.2 2997254 (0.78%)

switch(config-itd)# show itd SER1

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
SER1 src-ip ACTIVE 128

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------
DG1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
SER1_itd_pool Eth1/3 UP 1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 10.200.1.2 Active 1 ICMP PF 2 10002

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_1, 33, 65, 97

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 10.200.2.2 Active 1 ICMP PF 3 10003

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_2, 34, 66, 98

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 10.200.3.2 Active 1 ICMP PF 4 10004

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_3, 35, 67, 99

この例は、ITD NAT統計の出力を示しています。
switch# sh itd test statistics

Service Device Group VIP/mask
#Packets

--------------------------------------------------------------------------------
-----------------------------------------------------------
test dg 20.20.20.20 / 255.255.255.255 158147
(100.00%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_1 10.10.10.2 Redirect 10.10.10.2 22820
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(14.43%)
test_itd_vip_2_bucket_5 10.10.10.2 Redirect 10.10.10.2 22894
(14.48%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_2 11.11.11.2 Redirect 11.11.11.2
24992 (15.80%)
test_itd_vip_2_bucket_6 11.11.11.2 Redirect 11.11.11.2
25916 (16.39%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_3 12.12.12.2 Redirect 12.12.12.2 17537
(11.09%)
test_itd_vip_2_bucket_7 12.12.12.2 Redirect 12.12.12.2 18048
(11.41%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_4 13.13.13.2 Redirect 13.13.13.2 20727
(13.11%)
test_itd_vip_2_bucket_8 13.13.13.2 Redirect 13.13.13.2 5213
(3.30%)

Return Traffic from Node #Packets
------------------------------------------------------------------
10.10.10.2 58639 (28.86%)
11.11.11.2 65695 (32.33%)
12.12.12.2 45710 (22.49%)
13.13.13.2 33175 (16.32%)

Total packets: 203219 (100.00%)
switch#
~

次の例は、バケット配布 failactionメカニズムの出力を示しています。
switch(config)# show run ser
N9k-14(config)# sh itd SER1 statistics
Service Device Group VIP/mask

#Packets
------------------------------------------------------------------
-------------------------------
SER1 DG1

5088763 100%

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_1 10.200.1
.2 39470 (0.78%)
SER1_itd_bucket_33 10.200.1
.2 39596 (0.78%)
SER1_itd_bucket_65 10.200.1
.2 39728 (0.78%)
SER1_itd_bucket_97 10.200.1
.2 39966 (0.79%)
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Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_2 10.200.2
.2 39474 (0.78%)
SER1_itd_bucket_34 10.200.2
.2 39600 (0.78%)
SER1_itd_bucket_66 10.200.2
.2 39732 (0.78%)
SER1_itd_bucket_98 10.200.2
.2 39970 (0.79%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_3 10.200.3
.2 39478 (0.78%)
SER1_itd_bucket_35 10.200.3
.2 39604 (0.78%)
SER1_itd_bucket_67 10.200.3
.2 39736 (0.78%)
SER1_itd_bucket_99 10.200.3
.2 39974 (0.79%)

switch# show itd brief

Name Probe LB Scheme Interface Status Buckets
-------------- ----- ---------- ---------- -------- --------
WEB ICMP src-ip Eth3/3 ACTIVE 2

Device Group VRF-Name
-------------------------------------------------- -------------
WEB-SERVERS

Virtual IP Netmask/Prefix Protocol Port
----------------------------------- ------------ ----------
10.10.10.100 / 255.255.255.255 IP 0

Node IP Config-State Weight Status Track_id
------------------------ ------------ ------ ---------- ---------
1 10.10.10.11 Active 1 OK -
2 10.10.10.12 Active 1 OK -

switch# show running-config services

version 7.0(3)I1(2)
feature itd

itd device-group WEB-SERVERS
node ip 10.10.10.11
node ip 10.10.10.12
probe icmp

itd WEB
device-group WEB-SERVERS
virtual ip 10.10.10.100 255.255.255.255
ingress interface ethernet 3/3
no shut
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ITD Layer-2構成の確認
ITD-L2構成を表示するには、次のタスクのうちのいずれかを実行します。

表 3 : ITD-L2 Showコマンド

目的コマンド

ITDの動作ステータスを表示します。show ITD [service-name] brief

ITD-L2サービスのトラフィックリダイレクト
のネクストホップを表示します。

N9K-X9464PXでは、VACLカウンタは、同じ
VLANで送受信している場合、送信されたパ
ケット数が 2倍であることを示します。

show vlan access-map vlan access-map name

トラフィックの一致基準を指定する VLANア
クセスマップに関連付けられたバケットを表

示します。

show vlan access-list vlan access-map name

アクセス VLANマップへのマッピング元
VLANを表示します。

show vlan-filter access-map vlan access-map name

ITD-L2の実行コンフィギュレーションを表示
します。

show running-config services

レイヤ 3 ITD構成の確認
ITD構成を確認するには、次のコマンドを使用します。

目的コマンド

指定された入力インターフェイスに適用され

るレイヤ 3 ITD非 NATサービス用に作成され
た IPv4/IPv6ルートマップポリシーを表示し
ます。

show ip/ipv6 policy vrf <context>

レイヤ 3 ITD非 NATサービスの転送トラ
フィックに使用される、特定のバケットアク

セスリストのトラフィックリダイレクション

用に構成されたネクストホップを表示します。

show route-map dynamic <route-map name>

ITDで使用されるバケットアクセスリストの
トラフィック一致基準を表示します。

show ip/ipv6 access-list <access-list name>
dynamic
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目的コマンド

プローブが有効になっている場合に、デバイ

スグループ内のノードに対して ITDによって
生成された IP SLA設定を表示します。

show ip sla configuration dynamic

プローブが有効な場合、デバイスグループ内

のノードについて ITDによって生成されたト
ラックを表示します。

show track dynamic

レイヤ 3 ITD NATサービスの転送トラフィッ
クおよび変換に使用される、特定のバケット

アクセスリストのトラフィックリダイレク

ション用に構成されたネクストホップを表示

します。

show nat itd

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS IP SLAs

Configuration Guide』

IP SLA

ITDレイヤ 3構成の確認
ITDレイヤ 3構成を表示するには、次のタスクのうちのいずれかを実行します。

目的コマンド

特定の ITDインスタンスのステータスおよび
構成を表示します。

•特定の ITDインスタンスのステータスお
よび構成を表示するには、itd-name引数
を使用します。

•ステータスおよび構成の要約情報を表示
するには、briefキーワードを使用しま
す。

• vrfキーワードを使用して、指定された
ITDインスタンスの VRFを表示します。

show itd [itd-name] [brief | vrf [vrf-name]]
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目的コマンド

すべてまたは特定の ITDインスタンスの統計
を表示します。

•特定のインスタンスの統計情報を表示す
るには、itd-name引数を使用します。

•要約情報を表示するには、briefキーワー
ドを使用します。

（注）

このコマンドを使用して ITD統計を表示する
前に、itd-nameコマンドを使用して ITD統計
を有効にする必要があります。itd statistics

•さらに、統計を表示するには、サービス
の無効化と再有効化、スイッチのリロー

ド、およびスイッチのアップグレード後

に、ITD統計を再度有効にする必要があ
ります。

show itd {all | itd-name} [dst ip-address | src
ip-address] statistics [brief]

構成されたすべての ITDセッションまたは指
定されたデバイスグループの ITDセッション
を表示します。

show itd session device-group [name]

構成された ITDデバイスグループとサービス
を表示します。

show running-config services

NAT接続先機能がイネーブルになっていない
ITDレイヤ3サービス用に作成された IPv4/IPv6
ルートマップポリシーを表示します。

show ip/ipv6 policy vrf <context>

NAT接続先機能が有効になっていない ITDレ
イヤ3サービス用に生成された、特定のバケッ
トアクセスリストのトラフィックリダイレク

ション用に設定されたネクストホップを表示

します。

show route-map dynamic <route-map name>

show route-map dynamic

NAT接続先機能が有効になっている ITDレイ
ヤ 3サービス用に生成された、特定のバケッ
トアクセスリストのトラフィックリダイレク

ション用に設定されたネクストホップを表示

します。

show nat itd

バケットアクセスリストのトラフィック一致

基準を表示します。

show ip access-list <access-list name> dynamic
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目的コマンド

プローブが有効になっている場合に、デバイ

スグループ内のノードに対して ITDによって
生成された IP SLA設定を表示します。

show ip sla configuration dynamic

show ip sla configuration (Entry-number)
dynamic

プローブが有効な場合、デバイスグループ内

のノードについて ITDによって生成されたト
ラックを表示します。

show track dynamic

show track dynamic brief

10.2(1)Fリリース以降、ITDで生成された構成は、ダイナミック show CLIを介して表示されま
す。

（注）

以下に、ITD構成を確認する例を示します。
switch# show itd

Name Probe LB Scheme Status Buckets
-------------- ----- ---------- -------- -------
WEB ICMP src-ip ACTIVE 2

Device Group VRF-Name
-------------------------------------------------- -------------
WEB-SERVERS

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
WEB_itd_pool Po-1 UP -

Virtual IP Netmask/Prefix Protocol Port
---------------------------------------- ---------- -----
10.10.10.100 / 255.255.255.255 IP 0

Node IP Config-State Weight Status Track_id
------------------------- ------------ ------ ---------- ---------
1 10.10.10.11 Active 1 OK -

Bucket List
-----------------------------------------------------------------------
WEB_itd_vip_1_bucket_1

Node IP Config-State Weight Status Track_id
------------------------- ------------ ------ ---------- ---------
2 10.10.10.12 Active 1 OK -

Bucket List
-----------------------------------------------------------------------
WEB_itd_vip_1_bucket_2

この例は、ノードの再割り当て／ノードの最小バケット／バケットごとの失敗アクションメカ
ニズムの統計出力を示しています。
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switch(config)# show itd SER1 statistics
Service Device Group VIP/mask

#Packets
---------------------------------------------------------------------------
-------------------------------
SER1 DG1

383629547 100%

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- ------------ ----- --------
------ ---------
SER1_itd_bucket_1 10.200.28.2 Redirect 10.200.1
.2 2996838 (0.78%)
SER1_itd_bucket_33 10.200.28.2 Redirect 10.200.1
.2 2996970 (0.78%)
SER1_itd_bucket_65 10.200.28.2 Redirect 10.200.1
.2 2997104 (0.78%)
SER1_itd_bucket_97 10.200.28.2 Redirect 10.200.1
.2 2997246 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- ------------ ----- --------
------ ---------
SER1_itd_bucket_2 10.200.16.2 Redirect 10.200.2
.2 2996848 (0.78%)
SER1_itd_bucket_34 10.200.16.2 Redirect 10.200.2
.2 2996974 (0.78%)
SER1_itd_bucket_66 10.200.16.2 Redirect 10.200.2
.2 2997110 (0.78%)
SER1_itd_bucket_98 10.200.16.2 Redirect 10.200.2
.2 2997250 (0.78%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_3 10.200.17.2 Redirect 10.200.3
.2 2996852 (0.78%)
SER1_itd_bucket_35 10.200.17.2 Redirect 10.200.3
.2 2996978 (0.78%)
SER1_itd_bucket_67 10.200.17.2 Redirect 10.200.3
.2 2997114 (0.78%)
SER1_itd_bucket_99 10.200.17.2 Redirect 10.200.3
.2 2997254 (0.78%)

switch(config-itd)# show itd SER1

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
SER1 src-ip ACTIVE 128

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------
DG1 ICMP

Pool Interface Status Track_id
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------------------------------ ------------ ------ ---------
SER1_itd_pool Eth1/3 UP 1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 10.200.1.2 Active 1 ICMP PF 2 10002

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_1, 33, 65, 97

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 10.200.2.2 Active 1 ICMP PF 3 10003

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_2, 34, 66, 98

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 10.200.3.2 Active 1 ICMP PF 4 10004

Bucket List
--------------------------------------------------------------------------
SER1_itd_bucket_3, 35, 67, 99

この例は、ITD NAT統計の出力を示しています。
switch# sh itd test statistics

Service Device Group VIP/mask
#Packets

--------------------------------------------------------------------------------
-----------------------------------------------------------
test dg 20.20.20.20 / 255.255.255.255 158147
(100.00%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_1 10.10.10.2 Redirect 10.10.10.2 22820
(14.43%)
test_itd_vip_2_bucket_5 10.10.10.2 Redirect 10.10.10.2 22894
(14.48%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_2 11.11.11.2 Redirect 11.11.11.2
24992 (15.80%)
test_itd_vip_2_bucket_6 11.11.11.2 Redirect 11.11.11.2
25916 (16.39%)

Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_3 12.12.12.2 Redirect 12.12.12.2 17537
(11.09%)
test_itd_vip_2_bucket_7 12.12.12.2 Redirect 12.12.12.2 18048
(11.41%)
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Traffic Bucket Assigned to Mode Original Node
#Packets
--------------- -------------- ----- --------------
---------
test_itd_vip_2_bucket_4 13.13.13.2 Redirect 13.13.13.2 20727
(13.11%)
test_itd_vip_2_bucket_8 13.13.13.2 Redirect 13.13.13.2 5213
(3.30%)

Return Traffic from Node #Packets
------------------------------------------------------------------
10.10.10.2 58639 (28.86%)
11.11.11.2 65695 (32.33%)
12.12.12.2 45710 (22.49%)
13.13.13.2 33175 (16.32%)

Total packets: 203219 (100.00%)
switch#
~

次の例は、バケット配布 failactionメカニズムの出力を示しています。
switch(config)# show run ser
N9k-14(config)# sh itd SER1 statistics
Service Device Group VIP/mask

#Packets
------------------------------------------------------------------
-------------------------------
SER1 DG1

5088763 100%

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_1 10.200.1
.2 39470 (0.78%)
SER1_itd_bucket_33 10.200.1
.2 39596 (0.78%)
SER1_itd_bucket_65 10.200.1
.2 39728 (0.78%)
SER1_itd_bucket_97 10.200.1
.2 39966 (0.79%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_2 10.200.2
.2 39474 (0.78%)
SER1_itd_bucket_34 10.200.2
.2 39600 (0.78%)
SER1_itd_bucket_66 10.200.2
.2 39732 (0.78%)
SER1_itd_bucket_98 10.200.2
.2 39970 (0.79%)

Traffic Bucket Assigned to Mode Original
Node #Packets
--------------- -------------- ----- --------
------ ---------
SER1_itd_bucket_3 10.200.3
.2 39478 (0.78%)
SER1_itd_bucket_35 10.200.3

Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイド、リリース 10.6(x)
80

ITDの構成

ITDレイヤ 3構成の確認



.2 39604 (0.78%)
SER1_itd_bucket_67 10.200.3
.2 39736 (0.78%)
SER1_itd_bucket_99 10.200.3
.2 39974 (0.79%)

switch# show itd brief

Name Probe LB Scheme Interface Status Buckets
-------------- ----- ---------- ---------- -------- --------
WEB ICMP src-ip Eth3/3 ACTIVE 2

Device Group VRF-Name
-------------------------------------------------- -------------
WEB-SERVERS

Virtual IP Netmask/Prefix Protocol Port
----------------------------------- ------------ ----------
10.10.10.100 / 255.255.255.255 IP 0

Node IP Config-State Weight Status Track_id
------------------------ ------------ ------ ---------- ---------
1 10.10.10.11 Active 1 OK -
2 10.10.10.12 Active 1 OK -

switch# show running-config services

version 7.0(3)I1(2)
feature itd

itd device-group WEB-SERVERS
node ip 10.10.10.11
node ip 10.10.10.12
probe icmp

itd WEB
device-group WEB-SERVERS
virtual ip 10.10.10.100 255.255.255.255
ingress interface ethernet 3/3
no shut

ITD Layer-2構成の確認
ITD-L2構成を表示するには、次のタスクのうちのいずれかを実行します。

表 4 : ITD-L2 Showコマンド

目的コマンド

ITDの動作ステータスを表示します。show ITD [service-name] brief
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目的コマンド

ITD-L2サービスのトラフィックリダイレクト
のネクストホップを表示します。

N9K-X9464PXでは、VACLカウンタは、同じ
VLANで送受信している場合、送信されたパ
ケット数が 2倍であることを示します。

show vlan access-map vlan access-map name

トラフィックの一致基準を指定する VLANア
クセスマップに関連付けられたバケットを表

示します。

show vlan access-list vlan access-map name

アクセス VLANマップへのマッピング元
VLANを表示します。

show vlan-filter access-map vlan access-map name

ITD-L2の実行コンフィギュレーションを表示
します。

show running-config services

ITDの構成例
以下に、ITDデバイスグループを設定する例を示します。
switch(config)# feature itd
switch(config)# itd device-group dg
switch(config-device-group)# node ip 210.10.10.11
switch(config-dg-node)# weight 6
switch(config-dg-node)# exit
switch(config-device-group)# node ip 210.10.10.12
switch(config-dg-node)# weight 6
switch(config-dg-node)# exit
switch(config-device-group)# node ip 210.10.10.13
switch(config-dg-node)# weight 2
switch(config-dg-node)# exit
switch(config-device-group)# node ip 210.10.10.14
switch(config-dg-node)# weight 2
switch(config-dg-node)# exit
switch(config-device-group)# probe icmp

この例は、複数の ITDデバイスグループ（http_serversおよび telnet_servers）を構成する方法
を示しています。仮想 IPアドレスはデバイスグループごとに構成され、負荷分散バケットは
仮想 IPアドレスごとにあります。
switch(config)# itd device-group http_servers
probe icmp
node ip 10.10.10.9
node ip 10.10.10.10

switch(config)# itd device-group telnet_servers
probe icmp
node ip 1.1.1.1
node ip 1.1.1.2

switch(config)# itd test
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virtual ip 40.1.1.100 255.255.255.255 tcp 23 device-group telnet_servers
virtual ip 30.1.1.100 255.255.255.255 tcp 80 device-group http_servers
ingress interface Eth3/1
no shut

この例は、入力ポートチャネルサブインターフェイスによるポリシーベースルーティングの

ITDサポートを示しています。
switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 1.1
switch(config-itd)# device-group DG
switch(config-itd)# virtual ip 172.16.1.1 255.255.255.255
switch(config-itd)# no shutdown

この例は、IPv4のホットスタンバイノードを構成する方法を示しています。
switch(config)# feature itd
switch(config)# itd device-group dg4-101
switch(config-device-group)# probe tcp port 8001 frequency 1 timeout 1
switch(config-device-group)# node ip 197.1.1.17
switch(config-dg-node)# node ip 197.1.1.18
switch(config-dg-node)# node ip 197.1.1.47
switch(config-dg-node)# mode hot-standby
switch(config-dg-node)# node ip 197.1.1.48
switch(config-dg-node)# mode hot-standby

この例は、IPv6のホットスタンバイノードを構成する方法を示しています。
switch(config)# feature itd
switch(config)# itd device-group dg6-101
switch(config-device-group)# probe tcp port 8001 frequency 1 timeout 1
switch(config-device-group)# node ipv6 2001::197:1:1:11
switch(config-dg-node)# node ipv6 2001::197:1:1:12
switch(config-dg-node)# node ipv6 2001::197:1:1:2f
switch(config-dg-node)# mode hot-standby
switch(config-dg-node)# node ipv6 2001::197:1:1:30
switch(config-dg-node)# mode hot-standby

この例は、（デバイスグループレベルのプローブではなく）ノードレベルのプローブを構成

する方法を示しています。ノードレベルのプローブを行う場合、それぞれのノードは自身のプ

ローブで構成可能なため、ノードごとにさらにカスタマイズすることができます。

switch(config)# feature itd
switch(config)# itd device-group Servers
switch(config-device-group)# node ip 192.168.1.10
switch(config-dg-node)# probe icmp frequency 10 retry-down-count 5
switch(config-device-group)# node ip 192.168.1.20
switch(config-dg-node)# probe icmp frequency 5 retry-down-count 5
switch(config-device-group)# node ip 192.168.1.30
switch(config-dg-node)# probe icmp frequency 20 retry-down-count 3

この例は、接続先 NATを構成する方法を示しています
Itd device-group <dg1>
probe icmp
node ip 1.1.1.1
node ip 2.2.2.2

Itd device-group <dg2>
probe icmp
node ip 3.3.3.3
node ip 4.4.4.4
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Itd test1
device-group <dg1>
virtual ip 10.10.10.10 255.255.255.255 tcp 80
nat destination

Itd test2
device-group <dg2>
virtual ip 30.30.30.30 255.255.255.255 tcp 80
nat destination
switch(config)# sh nat itd

ACL (Bucket_List) Global_IP(Node_IP):Port Local_IP(Virtual_IP):Port
Protocol

-----------------------------------+--------------------------+----------------------------+----------
ser1_itd_vip_1_bucket_1 8.8.1.2:0 6.6.1.1:101

TCP
ser1_itd_vip_1_bucket_21 8.8.1.2:0 6.6.1.1:101

TCP
ser1_itd_vip_1_bucket_2 8.8.1.3:0 6.6.1.1:101

TCP
ser1_itd_vip_1_bucket_22 8.8.1.3:0 6.6.1.1:101

TCP

ITD NATおよび PATの構成
feature itd

itd device-group dg1
probe icmp
node ip 10.10.10.10
port 1000

node ip 20.20.20.20
port 2000

node ip 30.30.30.30
port 3000

node ip 40.40.40.40
port 4000

itd device-group dg2
probe icmp
node ip 10.10.10.11
node ip 20.20.20.21
port 2000

node ip 30.30.30.31
port 3000

node ip 40.40.40.41
port 4000

itd ser1
virtual ip 6.6.6.1 255.255.255.255 tcp 80 advertise enable device-group dg1
virtual ip 6.6.6.11 255.255.255.255 tcp 81 advertise enable device-group dg2
ingress interface Eth1/1
nat destination
failaction node per-bucket
load-balance method src ip buckets 64
no shut

以下に、仮想 IPv4アドレスを構成する例を示します。
switch(config)# feature itd
switch(config)# itd s4-101
switch(config-itd)# device-group dg_v4
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switch(config-device-group)# ingress interface Vlan913
switch(config-device-group)# virtual ip 100.100.100.100 255.255.255.255 udp 443 advertise
enable active

以下に、仮想 IPv6アドレスを構成する例を示します。
switch(config)# feature itd
switch(config)# itd s6-101
switch(config-itd)# device-group dg_v6
switch(config-device-group)# ingress interface Vlan913
switch(config-device-group)# virtual ipv6 100::100 128 tcp 443

この例は、トラフィックを比例的に分散するように加重ロードバランシングを構成する方法を

示しています。この例では、ノード 1と 2は、ノード 3と 4の 3倍のトラフィックを受け取り
ます。

switch(config)# feature itd
switch(config)# itd device-group dg
switch(config-device-group)# probe icmp
switch(config-device-group)# node ip 210.10.10.11
switch(config-dg-node)# weight 3
switch(config-device-group)# node ip 210.10.10.12
switch(config-dg-node)# weight 3
switch(config-device-group)# node ip 210.10.10.13
switch(config-device-group)# node ip 210.10.10.14

この例は、除外 ACLを構成して、ITDが ITDロードバランサから除外するトラフィックを指
定する方法を示しています。たとえば、ファイアウォールインスペクションを必要としない開

発者 VLANおよびテストベッド VLANは、ITDをバイパスできます。
switch(config)# feature itd
switch(config)# itd Service_Test
switch(config-itd)# device-group test-group
switch(config-itd)# ingress interface vlan10
switch(config-itd)# exclude access-list ITDExclude
switch(config-itd)# no shutdown

switch(config)# ip access-list ITDExclude
switch(config-acl)# 10 permit ip 5.5.5.0/24 any
switch(config-acl)# 20 permit ip 192.168.100.0/24 192.168.200.0/24

この例は、acl1を作成して ITDサービスに割り当てる方法を示しています。showコマンドは、
生成された IPアクセスリストとルートマップを表示します。
switch(config)# ip access-list acl1

switch(config-acl)# 2460 permit tcp 100.1.1.0/24 any
switch(config-acl)# exit

switch(config)# itd test
switch(config-itd)# device-group dg1
switch(config-itd)# ingress interface Eth3/1
switch(config-itd)# load-balance method src ip
switch(config-itd)# access-list acl1
switch(config-itd)# show itd test
Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
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-------------- ---------- -------- -------
test src-ip ACTIVE 4

Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth3/1 UP 1

ACL Name/SeqNo IP/Netmask/Prefix Protocol Port
-------------------------------- ---------------------------- -------- ----
acl1/2460 100.1.1.0/24 TCP 0

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- -------------- --- --- -------
1 1.1.1.1 Active 1 ICMP OK 2 10002

Bucket List
--------------------------------------------------------------------------
test_itd_ace_1_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- -------------- --- --- -------
2 1.1.1.2 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_ace_1_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- -------------- --- --- -------
3 10.10.10.9 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_ace_1_bucket_3

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- -------------- --- --- -------
4 10.10.10.10 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------
test_itd_ace_1_bucket_4

Cisco NX-OSリリース 7.0(3)I7(3)以降、ITDは IPv6をサポートします。この例は、aclを作成
し、ITDv4および ITDv6サービスに割り当てる方法を示しています。showコマンドは、生成
された IPアクセスリストとルートマップを表示します。
switch(config)# IPv6 access list acl6-101
switch(config-acl)# 10 permit udp 2405:200:1412:2000::/96 any
switch(config-acl)# exit
switch(config)# IP access list acl4-101
switch(config)# 10 permit tcp 10.0.0.0/10 any
switch(config-acl)# exit

switch(config-itd)# device-group dg6-101
switch(config-itd)# ingress interface Vlan913
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switch(config-itd)# failaction node reassign
switch(config-itd)# load-balance method src ip
switch(config-itd)# access-list ipv6 acl6-101
switch(config-itd)# no shut

switch(config-itd)# device-group dg4-101
switch(config-itd)# ingress interface Vlan913
switch(config-itd)# failaction node reassign
switch(config-itd)# load-balance method src ip
switch(config-itd)# access-list acl4-101
switch(config-itd)# no shut

この例では、ノード障害後に、障害が発生したノードバケットを、バケットの数が最も少ない

アクティブノードに割り当てるように ITDサービスを構成する方法を示します。
switch(config-itd)# show run services

!Command: show running-config services
!Time: Thu Sep 22 22:22:01 2016

version 7.0(3)I5(1)
feature itd

itd session device-group dg

itd device-group dg
probe icmp
node ip 1.1.1.1
node ip 2.2.2.2
node ip 3.3.3.3

itd test
device-group dg
ingress interface Eth1/1
failaction node least-bucket
no shut

switch(config-itd)#

switch(config-itd)# show itd

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE 4

Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg ICMP

Pool Interface Status Track_id
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------------------------------ ------------ ------ ---------
test_itd_pool Eth1/1 UP 1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 2 10002

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1, 4

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.2.2.2 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.3.3.3 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

switch(config-itd)#

# Brought down Node 3, and the failed node buckets are send to Node 2.

switch# show itd

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE 4

Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/1 UP 1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 2 10002

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1, 4

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
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------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.2.2.2 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.3.3.3 Active 1 ICMP PF 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

switch#
switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# end

switch#

この例では、ノード障害後に（1つのアクティブノードだけにではなく）使用可能なすべての
ノードにトラフィックを均等に分散するように ITDサービスを構成する方法を示しています。
switch# show run services

!Command: show running-config services
!Time: Thu Sep 22 22:30:21 2016

version 7.0(3)I5(1)
feature itd

itd session device-group dg

itd device-group dg
probe icmp
node ip 1.1.1.1
node ip 2.2.2.2
node ip 3.3.3.3

itd test
device-group dg
ingress interface Eth1/1

failaction bucket distribute
no shut

switch#

switch# show itd
Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE 4

Exclude ACL
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-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/1 UP 1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 2 10002

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1, 4

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.2.2.2 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.3.3.3 Active 1 ICMP PF 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

switch#

次の例は、ITDセッションを作成して、dg1デバイスグループにノードを無停止で追加する方
法を示しています。

switch(config)# feature itd
switch(config)# itd device-group dg1
switch(config-device-group)# probe icmp
switch(config-device-group)# node ip 1.1.1.1
switch(config-dg-node)# node ip 2.1.1.1
switch(config-dg-node)# node ip 3.1.1.1
switch(config-dg-node)#
switch(config-dg-node)# itd test
switch(config-itd)# device-group dg1
switch(config-itd)# ingress interface Eth1/11
switch(config-itd)# load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.

switch(config-itd)# access-list acl1
switch(config-itd)# no shut
switch(config-itd)# show itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test dst-ip ACTIVE 4
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Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1, 4

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

switch(config-itd)# show run service
!Command: show running-config services
!Time: Tue Sep 20 20:36:04 2016
version 7.0(3)I5(1)
feature itd

itd device-group dg1
probe icmp
node ip 1.1.1.1
node ip 2.1.1.1
node ip 3.1.1.1

itd test
device-group dg1
ingress interface Eth1/11
load-balance method dst ip
access-list acl1
no shut

switch(config-itd)# itd session device-group dg1
switch(config-session-device-group)# node ip 4.1.1.1
switch(config-session-dg-node)# commit
switch(config)# show itd test
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Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test dst-ip ACTIVE 4

Exclude ACL
-------------------------------
Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
4 4.1.1.1 Active 1 ICMP OK 6 10006

Bucket List
--------------------------------------------------------------------------

test_itd_bucket_4

switch(config)# show run service

!Command: show running-config services
!Time: Tue Sep 20 20:37:14 2016

version 7.0(3)I5(1)
feature itd

itd device-group dg1
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probe icmp
node ip 1.1.1.1

node ip 2.1.1.1
node ip 3.1.1.1
node ip 4.1.1.1

itd test
device-group dg1
ingress interface Eth1/11
load-balance method dst ip
access-list acl1
no shut

次の例は、ITDセッションを作成して、dg1デバイスグループにノードを無停止で削除する方
法を示しています。

switch(config)# feature itd
switch(config)#
switch(config)# itd device-group dg1
switch(config-device-group)# probe icmp
switch(config-device-group)# node ip 1.1.1.1
switch(config-dg-node)# node ip 2.1.1.1
switch(config-dg-node)# node ip 3.1.1.1
switch(config-dg-node)# node ip 4.1.1.1
switch(config-dg-node)#
switch(config-dg-node)# itd test
switch(config-itd)# device-group dg1
switch(config-itd)# ingress interface Eth1/11
switch(config-itd)# load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.

switch(config-itd)# access-list acl1
switch(config-itd)# no shut

switch(config-itd)# show itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive
Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test dst-ip ACTIVE 4

Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1
Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
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--------------------------------------------------------------------------
test_itd_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------

test_itd_bucket_3

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
4 4.1.1.1 Active 1 ICMP OK 6 10006

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4

switch(config-itd)# sh run service

!Command: show running-config services
!Time: Tue Sep 20 20:39:55 2016
version 7.0(3)I5(1)
feature itd

itd device-group dg1
probe icmp
node ip 1.1.1.1
node ip 2.1.1.1
node ip 3.1.1.1
node ip 4.1.1.1

itd test
device-group dg1
ingress interface Eth1/11
load-balance method dst ip
access-list acl1
no shut

switch(config-itd)# itd session device-group dg1
switch(config-session-device-group)# no node ip 4.1.1.1
switch(config-session-device-group)# commit
switch(config)# show itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test dst-ip ACTIVE 4

Exclude ACL
-------------------------------
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Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------

3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3, 4

switch(config)# show run service

!Command: show running-config services
!Time: Tue Sep 20 20:41:07 2016

version 7.0(3)I5(1)
feature itd
itd device-group dg1
probe icmp
node ip 1.1.1.1
node ip 2.1.1.1
node ip 3.1.1.1

itd test
device-group dg1
ingress interface Eth1/11
load-balance method dst ip
access-list acl1
no shut

次の例は、ITDセッションを作成して、重みを持つノードを無停止で追加し、既存のノードの
重みを変更し、dg1デバイスグループからノードを削除する方法を示しています。
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switch(config)# sh itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE n/a

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------

Eth1/3 UP 1

ACL Name Buckets
------------------------------------------------------------------------------
APP1 8

Device Group
----------------------------------------------------------------------------
dg1

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 1.1.1.3 Active 1 ICMP OK 3

10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2, 1

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 1.1.1.4 Active 1 ICMP OK 4

10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3, 6

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 1.1.1.5 Active 1 ICMP OK 5

10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4, 5

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---
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-------
4 1.1.1.2 Active 1 ICMP OK 2

10010

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_8, 7

ACL Name Buckets
------------------------------------------------------------------------------
APP2 8

Device Group
----------------------------------------------------------------------------
dg2

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 2.1.1.1 Active 1 ICMP OK 6

10006

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_1, 6

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 2.1.1.2 Active 1 ICMP OK 7

10007

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_2, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 2.1.1.3 Active 1 ICMP OK 8

10008

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_3, 8

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 2.1.1.4 Active 1 ICMP OK 9

10009

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_4, 5

switch(config)# show run services

!Command: show running-config services
!Running configuration last done at: Sun Nov 15 12:09:30 2020
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!Time: Sun Nov 15 12:15:10 2020

version 9.4(1) Bios:version N/A
feature itd

itd device-group dg1
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
node ip 1.1.1.4
node ip 1.1.1.5
node ip 1.1.1.2

itd device-group dg2
probe icmp frequency 1 timeout 1
node ip 2.1.1.1
node ip 2.1.1.2
node ip 2.1.1.3
node ip 2.1.1.4

itd test
ingress interface Eth1/3
failaction node least-bucket
load-balance method src ip
access-list APP1 device-group dg1
access-list APP2 device-group dg2
no shut

switch(config)# itd session device-group dg1
switch(config-session-device-group)# node ip 1.1.1.5
switch(config-session-dg-node)# weight 2
switch(config-session-dg-node)# node ip 1.1.1.4
switch(config-session-dg-node)# weight 3
switch(config-session-dg-node)# node ip 1.1.1.6
switch(config-session-dg-node)# weight 2
switch(config-session-dg-node)# no node ip 1.1.1.2
switch(config-session-device-group)# commit
switch(config)# sh itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE n/a

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------

Eth1/3 UP 1

ACL Name Buckets
------------------------------------------------------------------------------
APP1 8

Device Group
----------------------------------------------------------------------------
dg1
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Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 1.1.1.3 Active 1 ICMP OK 3

10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 1.1.1.4 Active 3 ICMP OK 4

10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3, 6, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 1.1.1.5 Active 2 ICMP OK 5

10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4, 5

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 1.1.1.6 Active 2 ICMP PF 10

10011

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_8, 1

ACL Name Buckets
------------------------------------------------------------------------------
APP2 8

Device Group
----------------------------------------------------------------------------
dg2

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 2.1.1.1 Active 1 ICMP OK 6

10006

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_1, 6
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Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 2.1.1.2 Active 1 ICMP OK 7

10007

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_2, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 2.1.1.3 Active 1 ICMP OK 8

10008

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_3, 8

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 2.1.1.4 Active 1 ICMP OK 9

10009

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_4, 5

switch(config)# sh run services

!Command: show running-config services
!Running configuration last done at: Sun Nov 15 12:17:19 2020
!Time: Sun Nov 15 12:18:16 2020

version 9.4(1) Bios:version N/A
feature itd

itd device-group dg1
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
weight 1

node ip 1.1.1.4
weight 3

node ip 1.1.1.5
weight 2

node ip 1.1.1.6
weight 2

itd device-group dg2
probe icmp frequency 1 timeout 1
node ip 2.1.1.1
node ip 2.1.1.2
node ip 2.1.1.3
node ip 2.1.1.4

itd test
ingress interface Eth1/3
failaction node least-bucket
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load-balance method src ip
access-list APP1 device-group dg1
access-list APP2 device-group dg2
no shut

この例は、ITDセッションを介してマルチインクルード ACLを使用してノードをサービスに
無停止で追加する方法を示しています。この例では、デバイスグループとマルチインクルー

ド ACLがすでに構成されています。
switch(config)# sh run services

!Command: show running-config services
!Running configuration last done at: Sun Nov 15 12:05:44 2020
!Time: Sun Nov 15 12:07:42 2020

version 9.4(1) Bios:version N/A
feature itd

itd device-group dg1
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
node ip 1.1.1.4
node ip 1.1.1.5

itd device-group dg2
probe icmp frequency 1 timeout 1
node ip 2.1.1.1
node ip 2.1.1.2
node ip 2.1.1.3
node ip 2.1.1.4

itd test
ingress interface Eth1/3
failaction node least-bucket
load-balance method src ip
access-list APP1 device-group dg1
access-list APP2 device-group dg2
no shut

switch(config)# sh itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE n/a

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------

Eth1/3 UP 1

ACL Name Buckets
------------------------------------------------------------------------------
APP1 8

Device Group
----------------------------------------------------------------------------
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dg1

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 1.1.1.3 Active 1 ICMP OK 3

10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2, 1, 8

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 1.1.1.4 Active 1 ICMP OK 4

10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3, 6, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 1.1.1.5 Active 1 ICMP OK 5

10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4, 5

ACL Name Buckets
------------------------------------------------------------------------------
APP2 8

Device Group
----------------------------------------------------------------------------
dg2

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 2.1.1.1 Active 1 ICMP OK 6

10006

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_1, 6

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 2.1.1.2 Active 1 ICMP OK 7

10007

Bucket List
--------------------------------------------------------------------------
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test_itd_acl_1_bucket_2, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 2.1.1.3 Active 1 ICMP OK 8

10008

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_3, 8

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 2.1.1.4 Active 1 ICMP OK 9

10009

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_4, 5

switch(config)# itd test
switch(config-itd)# itd session device-group dg1
switch(config-session-device-group)# node ip 1.1.1.2
switch(config-session-dg-node)# commit
switch(config)# sh itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test src-ip ACTIVE n/a

Source Interface
----------------

Device Group Probe Port
-------------------------------------------------- ----- ------

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------

Eth1/3 UP 1

ACL Name Buckets
------------------------------------------------------------------------------
APP1 8

Device Group
----------------------------------------------------------------------------
dg1

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 1.1.1.3 Active 1 ICMP OK 3

10003

Bucket List
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--------------------------------------------------------------------------
test_itd_bucket_2, 1

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 1.1.1.4 Active 1 ICMP OK 4

10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3, 6

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 1.1.1.5 Active 1 ICMP OK 5

10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4, 5

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 1.1.1.2 Active 1 ICMP OK 2

10010

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_8, 7

ACL Name Buckets
------------------------------------------------------------------------------
APP2 8

Device Group
----------------------------------------------------------------------------
dg2

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
1 2.1.1.1 Active 1 ICMP OK 6

10006

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_1, 6

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
2 2.1.1.2 Active 1 ICMP OK 7

10007

Bucket List
--------------------------------------------------------------------------
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test_itd_acl_1_bucket_2, 7

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
3 2.1.1.3 Active 1 ICMP OK 8

10008

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_3, 8

Node IP Cluster-id Cfg-S WGT Probe Port Probe-IP STS Trk#
Sla_id
------------------------- ---------- ------- --- ---- ----- --------------- -- ---

-------
4 2.1.1.4 Active 1 ICMP OK 9

10009

Bucket List
--------------------------------------------------------------------------
test_itd_acl_1_bucket_4, 5

switch(config)# sh run services

!Command: show running-config services
!Running configuration last done at: Sun Nov 15 12:09:30 2020
!Time: Sun Nov 15 12:10:18 2020

version 9.4(1) Bios:version N/A
feature itd

itd device-group dg1
probe icmp frequency 1 timeout 1
node ip 1.1.1.3
node ip 1.1.1.4
node ip 1.1.1.5
node ip 1.1.1.2

itd device-group dg2
probe icmp frequency 1 timeout 1
node ip 2.1.1.1
node ip 2.1.1.2
node ip 2.1.1.3
node ip 2.1.1.4

itd test
ingress interface Eth1/3
failaction node least-bucket
load-balance method src ip
access-list APP1 device-group dg1
access-list APP2 device-group dg2
no shut

次の例は、ACEをインクルード ACLに中断することなく追加する方法を示しています。
switch(config)#
switch(config-acl)# ip access-list acl1
switch(config-acl)# 1010 permit tcp any 10.220.0.0/16
switch(config-acl)# 1020 permit tcp any 20.1.1.0/24

switch(config)# show ip access-lists acl1

IP access list acl1
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1010 permit tcp any 10.220.0.0/16
1020 permit tcp any 20.1.1.0/24

switch(config)# itd device-group dg1
switch(config-device-group)# probe icmp
switch(config-device-group)# node ip 1.1.1.1
switch(config-dg-node)# node ip 2.1.1.1
switch(config-dg-node)# node ip 3.1.1.1
switch(config-dg-node)# node ip 4.1.1.1

switch(config-dg-node)# itd test
switch(config-itd)# device-group dg1
switch(config-itd)# ingress interface Eth1/11
switch(config-itd)# load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.

switch(config-itd)# access-list acl1
switch(config-itd)# no shut

switch(config)# show run service

!Command: show running-config services
!Time: Tue Sep 20 20:44:17 2016

version 7.0(3)I5(1)
feature itd

itd device-group dg1
probe icmp
node ip 1.1.1.1
node ip 2.1.1.1
node ip 3.1.1.1
node ip 4.1.1.1

itd test
device-group dg1

ingress interface Eth1/11
load-balance method dst ip
access-list acl1
no shut

switch(config-itd)# ip access-list acl1
switch(config-acl)# 1030 permit tcp any 30.1.1.0/24
switch(config-acl)# exit
switch(config)# itd session access-list acl1 refresh
switch(config)# sh ip access-lists | grep n 4 itd_
IP access list test_itd_bucket_1

1010 permit tcp any 10.220.0.0 0.0.63.255
1020 permit tcp any 20.1.1.0 0.0.0.63
1030 permit tcp any 30.1.1.0/26

IP access list test_itd_bucket_2
1010 permit tcp any 10.220.64.0 0.0.63.255
1020 permit tcp any 20.1.1.64 0.0.0.63
1030 permit tcp any 30.1.1.64/26

IP access list test_itd_bucket_3
1010 permit tcp any 10.220.128.0 0.0.63.255
1020 permit tcp any 20.1.1.128 0.0.0.63

1030 permit tcp any 30.1.1.128/26
IP access list test_itd_bucket_4

1010 permit tcp any 10.220.192.0 0.0.63.255
1020 permit tcp any 20.1.1.192 0.0.0.63
1030 permit tcp any 30.1.1.192/26
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switch(config)# sh run rpm
interface Ethernet1/11
ip policy route-map test_itd_pool

この例では、アクセスリストが適切に生成され、予想される ip一致条件があることを確認し
ます。Cisco Nexusリリース 9.3(3)F以降では、show ip access-list dynamicコマンドを使用して
システム内の ACLを検索できます。
Nexus# show ip access-lists CiscoService_itd_vip_1_bucket_1 dynamic

IP access list CiscoService_itd_vip_1_bucket_1
10 permit ip 1.1.1.0 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_2 dynamic

IP access list CiscoService_itd_vip_1_bucket_2
10 permit ip 1.1.1.32 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_3 dynamic

IP access list CiscoService_itd_vip_1_bucket_3
10 permit ip 1.1.1.64 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_4 dynamic

IP access list CiscoService_itd_vip_1_bucket_4
10 permit ip 1.1.1.96 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_5 dynamic

IP access list CiscoService_itd_vip_1_bucket_5
10 permit ip 1.1.1.128 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_6 dynamic

IP access list CiscoService_itd_vip_1_bucket_6
10 permit ip 1.1.1.160 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_7 dynamic

IP access list CiscoService_itd_vip_1_bucket_7
10 permit ip 1.1.1.192 255.255.255.31 192.168.255.1/32

513E-A-15-C9336C-FX-2-1# show ip access-lists CiscoService_itd_vip_1_bucket_8 dynamic

IP access list CiscoService_itd_vip_1_bucket_8
10 permit ip 1.1.1.224 255.255.255.31 192.168.255.1/32

次の例は、インクルード ACLから ACEを中断なく削除する方法を示しています。
switch(config)# feature itd

switch(config-acl)# ip access-list acl1
switch(config-acl)# 1010 permit tcp any 10.220.0.0/16
switch(config-acl)# 1020 permit tcp any 20.1.1.0/24
switch(config-acl)# 1030 permit tcp any 30.1.1.0/24

switch(config)# itd device-group dg1
switch(config-device-group)# probe icmp
switch(config-device-group)# node ip 1.1.1.1
switch(config-dg-node)# node ip 2.1.1.1
switch(config-dg-node)# node ip 3.1.1.1
switch(config-dg-node)# node ip 4.1.1.1
switch(config-dg-node)#
switch(config-dg-node)# itd test
switch(config-itd)# device-group dg1
switch(config-itd)# ingress interface Eth1/11
switch(config-itd)# load-balance method dst ip
Note: Configure buckets equal or more than the total number of nodes.

switch(config-itd)# access-list acl1
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switch(config-itd)# no shut

switch(config-acl)# sh itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets
-------------- ---------- -------- -------
test dst-ip ACTIVE 4

Exclude ACL
-------------------------------
Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_3

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
4 4.1.1.1 Active 1 ICMP OK 6 10006

Bucket List
--------------------------------------------------------------------------

test_itd_bucket_4

switch(config)# show itd test

Legend:
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive
Name LB Scheme Status Buckets
-------------- ---------- -------- -------
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test dst-ip ACTIVE 4

Exclude ACL
-------------------------------

Device Group Probe Port
-------------------------------------------------- ----- ------
dg1 ICMP

Pool Interface Status Track_id
------------------------------ ------------ ------ ---------
test_itd_pool Eth1/11 UP 2

ACL Name
------------------------------
acl1
Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
1 1.1.1.1 Active 1 ICMP OK 3 10003

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_1

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
2 2.1.1.1 Active 1 ICMP OK 4 10004

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_2

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
3 3.1.1.1 Active 1 ICMP OK 5 10005

Bucket List
--------------------------------------------------------------------------

test_itd_bucket_3

Node IP Cfg-S WGT Probe Port Probe-IP STS Trk# Sla_id
------------------- ------- --- ---- ----- --------------- -- --- -------
4 4.1.1.1 Active 1 ICMP OK 6 10006

Bucket List
--------------------------------------------------------------------------
test_itd_bucket_4

switch(config)# sh run rpm

次の例は、ITD over VXLANを構成する方法を示しています。
switch(config)# sh itd brief

Legend:
C-S(Config-State):A-Active,S-Standby,F-Failed
ST(Status): ST-Standby,LF-Link Failed,PF-Probe Failed,PD-Peer Down,IA-Inactive

Name LB Scheme Status Buckets Interface
-------------- ---------- -------- ------- –––––––––--
ser1 src-ip ACTIVE 256 VLAN100,Eth1/1

Source Interface
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-------------------------------
loopback9
VRF-Name
-------------------------------Org1:vrf1
Device Group Probe Port
-------------------------------------------------- ----- ------
sf
Virtual IP Netmask/Prefix Protocol Port
------------------------------ ------------ -------- ---------
6.6.6.1 / 255.255.255.0 IP 0

Node IP Cfg-S WGT Probe Port Probe-IP STS
------------------- ------- ---- ----- ------ --------- --
1 10.200.1.2 Active 1 OK
2 10.200.6.2 Active 1 OK

次の例は、vPCのバケット配布を使用して ITD NATを構成する方法を示しています。
itd device-group dg
probe icmp
node ip 10.10.10.2
node ip 11.11.11.2
node ip 12.12.12.2
node ip 13.13.13.2
itd test
device-group dg
virtual ip 20.20.20.20.255.255.255.255 tcp 80 advertise enable
ingress interface Eth1/9
nat destination
failaction bucket distribute
load-balance buckets 16
no shut

次の例は、vPCの fail-actionバケット配布の出力を示しています。
switch# show itd brief
Legend:
C-S(Conftg-State): A-Act1ve.S-Standby.F-Failed
ST(Status): ST-Standby.lF-L1nk Failed.PF-Probe Failed, PD-Peer Down, IA-
SH-Shut, HD-Hold-down
Name LB Scheme Status Buckets Interface
-------------- --------------- ---------- -------- --------
test src-lp ACTIVE 16 Ethl/9
Source Interface
-----------------------------------------------------------------
Device Group Probe Port VRF
------------------------- ----------- ------------ -------------
dg
Virtual IP Netmask/Prefix Protocol Port
------------- --------------------- ------------ ----------
20.20.20.20 / 255.255.255.255 TCP 80
Node IP Cluster-id C-S WGT Probe Port Porbe-IP STS
----------------- ---------- --- ---- ---- ---- -------- ------
1 10.10.10.11 A 1 ICMP OK
2 10.10.10.12 A 1 ICMP OK
3 10.10.10.11 A 1 ICMP OK
4 10.10.10.12 A 1 ICMP OK

switch# show itd test statistics
Service Device Group VIP/mask #Packets
---------------------------------------------------------------------------
test dg 20.20.20.20 / 255.255.255.255 5662755(100.00%)
Traffic Bucket Assigned to Mode Original Node #Packets
------------------------- ----------- --------- ------------- ---------
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test_itd_vip_2_bucket_1 10.10.10.2 Redirect 10.10.10.2 2015671 (35.60%)
Traffic Bucket Assigned to Mode Original Node #Packets
------------------------- ----------- --------- ------------- ---------
test_itd_vip_2_bucket_2 11.11.11.2 Redirect 11.11.11.2 1539347 (27.18%)
Traffic Bucket Assigned to Mode Original Node #Packets
------------------------ ----------- --------- ------------- ---------
test_itd_vip_2_bucket_3 12.12.12.2 Redirect 12.12.12.2 1192501 (21.06%)
Traffic Bucket Assigned to Mode Original Node #Packets
---------------------- ---------- ------- ------------- ---------
test_itd_vip_2_bucket_4 13.13.13.2 Redirect 13.13.13.2 915236 (16.16%)

Return Traffic from Node #Packets
------------------------------ -------------------------------
10.10.10.2 2180262 (38.39%)
11.11.11.2 1560862 (27.49%)
12.12.12.2 1117360 (19.68%)
13.13.13.2 820226 (14.44%)

Total packets: 5678710 (100.00%)
switch#

次の例は、バケット配布を使用して ITDノードレベルスタンバイを構成する方法を示してい
ます。

itd device-group dg
probe icmp
node ip 10.10.10.2
standby ip 13.13.13.2
node ip 11.11.11.2
standby ip 12.12.12.2
node ip 12.12.12.2
standby ip 11.11.11.2
node ip 13.13.13.2
standby ip 10.10.10.2
itd test
device-group dg
virtual ip 20.20.20.20.255.255.255.255 tcp 80 advertise enable
ingress interface Eth1/9
failaction bucket distribute
load-balance buckets 16
no shut

次の例は、バケット配布を使用した ITDノードレベルスタンバイの出力を示しています。
switch# show itd brief
Legend:
C-S(Conftg-State): A-Act1ve.S-Standby.F-Failed
ST(Status): ST-Standby.lF-L1nk Failed.PF-Probe Failed, PD-Peer Down, IA-
SH-Shut, HD-Hold-down
Name LB Scheme Status Buckets Interface
-------------- --------------- ---------- -------- --------
test src-lp ACTIVE 16 Ethl/9

Source Interface
-----------------------------------------------------------------
Device Group Probe Port VRF
------------------------- ----------- ------------ -------------
Dg ICMP
Virtual IP Netmask/Prefix Protocol Port
----------------------------------- ------------ ----------
20.20.20.20 / 255.255.255.255 TCP 80

Node IP Cluster-id C-S WGT Probe Port Porbe-IP STS
----- ---------- ---------- --- ---- ---- ---- -------- ------
1 10.10.10.11 A 1 ICMP OK
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13.13.13.2 ST
2 10.10.10.12 A 1 ICMP OK

12.12.12.2 ST
3 10.10.10.11 A 1 ICMP OK

11.11.11.2 ST
4 10.10.10.12 A 1 ICMP OK

10.10.10.2 ST

構成例：ワンアーム展開モード

以下の構成は次の図のトポロジを使用します。

図 14 :ワンアーム展開モード

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group DG
switch(config-device-group)# node ip 210.10.10.11
switch(config-device-group)# node ip 210.10.10.12
switch(config-device-group)# node ip 210.10.10.13
switch(config-device-group)# node ip 210.10.10.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 1
switch(config-itd)# device-group DG
switch(config-itd)# no shutdown
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構成例：vPCでのワンアーム展開モード
以下の構成は次の図のトポロジを使用します。

図 15 : VPCでのワンアーム展開モード

デバイス 1

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group DG
switch(config-device-group)# node ip 210.10.10.11
switch(config-device-group)# node ip 210.10.10.12
switch(config-device-group)# node ip 210.10.10.13
switch(config-device-group)# node ip 210.10.10.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 1
switch(config-itd)# device-group DG
switch(config-itd)# no shutdown

デバイス2

ステップ 1：デバイスグループを定義します。
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switch(config)# itd device-group DG
switch(config-device-group)# node ip 210.10.10.11
switch(config-device-group)# node ip 210.10.10.12
switch(config-device-group)# node ip 210.10.10.13
switch(config-device-group)# node ip 210.10.10.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 2
switch(config-itd)# device-group DG
switch(config-itd)# no shutdown

構成例：サンドイッチ展開モード

以下の構成は次の図のトポロジを使用します。

図 16 :サンドイッチ展開モード

デバイス 1

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group DG
switch(config-device-group)# node ip 210.10.10.11
switch(config-device-group)# node ip 210.10.10.12
switch(config-device-group)# node ip 210.10.10.13

Cisco Nexus 9000シリーズ NX-OS Intelligent Traffic Director構成ガイド、リリース 10.6(x)
114

ITDの構成

構成例：サンドイッチ展開モード



switch(config-device-group)# node ip 210.10.10.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 1
switch(config-itd)# device-group DG
switch(config-itd)# load-balance method src ip
switch(config-itd)# no shutdown

デバイス2

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group DG
switch(config-device-group)# node ip 220.10.10.11
switch(config-device-group)# node ip 220.10.10.12
switch(config-device-group)# node ip 220.10.10.13
switch(config-device-group)# node ip 220.10.10.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 2
switch(config-itd)# device-group DG
switch(config-itd)# load-balance method dst ip
switch(config-itd)# no shutdown

構成例：サーバーロードバランシング展開モード

以下の構成は次の図のトポロジを使用します。
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図 17 : VIPを使用した ITD負荷分散

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group DG
switch(config-device-group)# node ip 192.168.2.11
switch(config-device-group)# node ip 192.168.2.12
switch(config-device-group)# node ip 192.168.2.13
switch(config-device-group)# node ip 192.168.2.14
switch(config-device-group)# probe icmp

ステップ 2：ITDサービスを定義します。

switch(config)# itd HTTP
switch(config-itd)# ingress interface port-channel 1
switch(config-itd)# ingress interface port-channel 2
switch(config-itd)# ingress interface port-channel 3
switch(config-itd)# device-group DG
Switch(config-itd)# virtual ip 172.16.1.1 255.255.255.255
switch(config-itd)# no shutdown

構成例：WCCPとして ITDを再配置する（Webプロキシ展開モード）
プロキシサーバーは、他のサーバーからのリソースを求めるクライアントからの要求の仲介と

して機能します。Webプロキシサーバーは、特にローカルネットワークとインターネット間
の仲介役として機能します。通常、Webプロキシサーバーでは、ネットワークデバイスがイ
ンターネットに向かうWebトラフィックを自分にリダイレクトする必要があります（転送フ
ロー）。ただし、後続のパケット転送では、ネットワークデバイスがパケットを定期的に転送

するだけで済みます。
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ITDを使用したWebプロキシ展開では、スイッチはインターネットに向かうWebトラフィッ
クを照合し、プロキシサーバーに向けて負荷を分散します。プロキシサーバーは自律モード

（WCCPから独立してアクティブ-アクティブ）で動作し、プロキシサーバーにリダイレクト
されるトラフィックを処理します。ITDを介して実行されるノードヘルスプローブは、ノー
ドの状態を追跡し、可用性に基づいて適切にノードを削除または追加するという目的を果たし

ます。スタンバイサーバーは、冗長性のためにグループレベルまたはノードレベルで構成す

ることもできます。

ITDリダイレクションは、通常、クライアント側VLANの順方向でのみ必要です。その後、パ
ケットは ITDリダイレクションまたは配布なしでルーティングまたは転送されます。このよう
なWebプロキシ展開を使用する ITDには、順方向用に構成された 1つの ITDサービスのみが
必要です。ただし、送信元レイヤ4ポートに基づいてトラフィックを選択して、リバーストラ
フィックリダイレクションが必要です。LBパラメータを逆にして、フローの対称性も維持す
る必要があります。

Webプロキシ展開の ITDでは、ITDプローブを使用してWebプロキシサーバーの可用性を
チェックします。これは、障害が発生したプロキシサーバーに送信されたトラフィックが失わ

れるため重要です。

以下の構成は次の図のトポロジを使用します。

図 18 : Webプロキシ展開モード

この例では、インターネットへの宛先ポート80/443（入力VLAN 10）がWebプロキシサーバー
10.1.50.1および 10.1.50.2に配布されます。プライベートネットワーク（10.0.0.0/8、
192.168.0.0/16、172.16.0.0/12）宛てのVLAN 10上のトラフィックは、プロキシに送信されませ
ん。

ステップ 0：アクセスリストの構成
ip access-list ACL1
10 permit ip any any tcp 80
20 permit ip any any tcp 443
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ステップ 1：ITDデバイスグループのWebプロキシサーバーを設定し、サーバーの IPアドレ
スを指定します。

itd device-group Web_Proxy_Servers
probe icmp
node ip 10.1.50.1
node ip 10.1.50.2

ステップ2：プライベート IPアドレス宛てのすべてのトラフィックを除外するように除外ACL
を構成します。

ip access-list itd_exclude_ACL
10 permit ip any 10.0.0.0/8
20 permit ip any 192.168.0.0/16
30 permit ip any 172.16.0.0/12

ステップ 3：除外 ACLを適用します。
Itd Web_proxy_SERVICE
device-group Web_Proxy_Servers
exclude access-list itd_exclude_ACL
access-list ACL1
ingress interface Vlan 10
failaction node reassign
load-balance method src ip
no shutdown

なんらかの理由でリターントラフィックのリダイレクトも必要な場合は、次の追加の構成手順

が必要です。

レイヤ 4範囲演算子を使用したポートフィルタリングのみが可能です。また、除外 ACLは許
可エントリのみをサポートします。

（注）

ステップ 4：ポート 80と 443を除くすべてを除外するように、リターン除外 ACLを構成しま
す。

ip access-list itd_exclude_return
10 permit tcp any range 0 79 any
20 permit tcp any range 81 442 any
30 permit tcp any range 444 65535 any

ステップ 5：リターントラフィックのリターン ITDサービスを構成し、除外 ACLを適用しま
す。

Itd Web_proxy_SERVICE
device-group Web_Proxy_Servers
exclude access-list itd_exclude_return
ingress interface Vlan 20 <- Internet-facing ingress interface on the Nexus switch
failaction node reassign
load-balance method dst ip <- Flow symmetry between forward/return flow achieved by

flipping the LB parameter
no shutdown
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構成例：サンドイッチモード向けピア同期

ITDピアサービス上のサンドイッチアプライアンスへのリンクがダウンすると、サービスは
ノードへのリンクがダウンしていることを示す通知をピアに送信します。次に、ピアサービス

はリンクをダウンさせ、トラフィックがそのリンクを通過しないようにします。

ピア同期なしで、ITDサービス Aのアプライアンス APP #1に接続されているリンクが次のト
ポロジでダウンし、ITDサービス Bに通知されない場合、サービス Bは引き続き APP #1にト
ラフィックを送信し、トラフィックはドロップされます。

以下の構成では、このトポロジを使用します。

図 19 :サンドイッチモードのピア同期

デバイス 1

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group dev-A
switch(config-device-group)# node ip 10.10.10.9 ---> Link to app #1
switch(config-device-group)# node ip 12.12.12.9 ---> Link to app #2
switch(config-device-group)# probe icmp

ステップ 2：ピア同期を有効にして ITDサービスを定義します。

switch(config)# itd service-A
switch(config-itd)# device-group dev-A
switch(config-itd)# ingress interface ethernet 7/4
switch(config-itd)# peer local service service-B
switch(config-itd)# no shutdown

switch(config-itd)# show itd
Name Probe LB Scheme Status Buckets
-------------- ----- ---------- -------- -------
Service-A ICMP src-ip ACTIVE 2
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Device Group VRF-Name
-------------------------------------------------- -------------
Dev-A

Route Map Interface Status Track_id
------------------------------ ------------ ------ ---------
Service-A_itd_pool Eth7/45 UP 3

Node IP Config-State Weight Status Track_id Sla_id
------------------------- ------------ ------ ---------- --------- ---------
1 10.10.10.9 Active 1 Peer Down 1 10001

IP Access List
-----------------------------------------------------------------------
Service-A_itd_bucket_0

Node IP Config-State Weight Status Track_id Sla_id
------------------------- ------------ ------ ---------- --------- ---------
2 12.12.12.9 Active 1 OK 2 10002

IP Access List
-----------------------------------------------------------------------
Service-A_itd_bucket_1

デバイス2

ステップ 1：デバイスグループを定義します。

switch(config)# itd device-group dev-B
switch(config-device-group)# node ip 14.14.14.9 ---> Link to app #1
switch(config-device-group)# node ip 13.13.13.9 ---> Link to app #2
switch(config-device-group)# probe icmp

ステップ 2：ピア同期を有効にして ITDサービスを定義します。

switch(config)# itd service-B
switch(config-itd)# device-group dev-B
switch(config-itd)# ingress interface ethernet 7/45
switch(config-itd)# peer local service service-A
switch(config-itd)# no shutdown

switch(config-itd)# show itd
Name Probe LB Scheme Status Buckets
-------------- ----- ---------- -------- -------
Service-B ICMP src-ip ACTIVE 2

Device Group VRF-Name
-------------------------------------------------- -------------
Dev-B

Route Map Interface Status Track_id
------------------------------ ------------ ------ ---------
Service-B_itd_pool Eth7/45 UP 3

Node IP Config-State Weight Status Track_id Sla_id
------------------------- ------------ ------ ---------- --------- ---------
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1 14.14.14.9 Active 1 Probe Failed 3 10003

IP Access List
-----------------------------------------------------------------------
Service-B_itd_bucket_0

Node IP Config-State Weight Status Track_id Sla_id
------------------------- ------------ ------ ---------- --------- ---------
2 13.13.13.9 Active 1 OK 4 10004

IP Access List
-----------------------------------------------------------------------
Service-B_itd_bucket_1

構成例：スティックのファイアーウォール

ITDサービス

ITDサービス構成は、トラフィックフローの特定の方向に対する ITDトラフィック分散を定
義します。フローの両方向をリダイレクトする必要がある場合は、2つの ITDサービスを設定
する必要があります。1つは転送トラフィックフロー用、もう 1つはリターントラフィック
フロー用です。ASAには異なる内部インターフェイスと外部インターフェイスの IPアドレス
があるため、2つの異なるデバイスグループも、対応する内部および外部 IPアドレスを指す
ように構成する必要があります。

ASA VLAN

ITD転送およびリターンサービスは、Nexusスイッチの内部および外部VLAN SVIに接続され
ます。ファイアウォールなどのセキュリティアプリケーションはすべてのトラフィックを検査

する必要があるため、サービスでトラフィックフィルタリングは構成されません。その結果、

SVIに到達するトラフィックはすべて、対応する ASAインターフェイスにリダイレクトされ
ます。

ASAインターフェイスがスイッチの VLANと同じ VLANで構成されている場合、ファイア
ウォールからスイッチに向かうトラフィックは、スイッチの別の VLANに ITDサービスが存
在するため、ASAにリダイレクトされます。したがって、ファイアウォールと Nexusスイッ
チ間のトラフィックループを防止するには、個別の VLANのペアが必要です。
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図 20 : ITD ASAの展開

この図は、VLAN 10および 20を、ネットワーク上の送信元および接続先への内部および外部
インターフェイスとして示しています。VLAN 100および 200は、ループのないトラフィック
を確保するために ASAに対して使用されます。

フローの対称性

ファイアウォールは通常、順方向と戻り方向の両方のトラフィックフローを検査します。イン

スペクションのステートフルな性質により、通常、クラスタ化されていないファイアウォール

の通常の操作中にフローの対称性を維持する必要があります。クラスタ化されたファイアウォー

ルの場合でも、トラフィックフローの非対称性により、クラスタ制御リンクを介したフローの

リダイレクトが増加します。非対称フローが増えると、ファイアウォールに不要なオーバー

ヘッドが追加され、パフォーマンスが低下します。

フローの対称性は、固有の IP永続性と ITDアルゴリズムの決定論的性質を使用して実現でき
ます。ファイアウォールの一般的な ITD構成では、転送フローに 1つの ITDサービスを使用
し、リターンフローに 1つの ITDサービスを使用します。ロードバランスパラメータの値が
両方のサービスで同じになるようにこれら2つの ITDサービスを設定すると、フローの対称性
が確実に維持されます。
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図 21 : ITD ASA展開におけるフローの対称性

この図は、順方向フローの送信元 IPアドレスと逆方向フローの宛先 IPアドレスがどのように
一定であるかを示しています。各 ITDサービスに適切なパラメータを選択すると、ITD IPの永
続性によるフローの対称性が保証されます。

Link Failures

ASAの内部または外部インターフェイスに障害が発生すると、トラフィックの出力インター
フェイスがダウンしているため、その ASAの反対側に着信するトラフィックが失われる可能
性があります。ITDピアスイッチノード状態同期機能は、ASAのリモート側を ITDから削除
し、スイッチ間でノード状態を同期することにより、この問題を解決できます。
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図 22 : ASA障害シナリオ

ITDピアスイッチノード状態同期機能は、デュアルスイッチの非 vPC（またはシングルス
イッチ）トポロジでのみサポートされます。ASAクラスタリングは、このような障害が発生し
た場合にASAが完全に停止することを保証するため、この問題も解決します。ファイアウォー
ルオンスティックの実装（シングルリンクまたは vPC）では、この問題に対処できません。
これは、ASAの内部インターフェイスと外部インターフェイスが同じ物理（または仮想）イン
ターフェイスに属しているためです。

設定例

スティック展開のファイアウォールでは、通常、vPCポートチャネル（または単一ポート）ト
ランクを使用して ASAをスイッチに接続します。この設定では、内部インターフェイスと外
部インターフェイスは dot1qサブインターフェイス（VLAN 100および 200）であり、スイッ
チには内部および外部コンテキストにそれぞれ 2つの VLANまたは SVIがあり、それらの間
で物理ポートが分離されていません。
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図 23 :スティック（vPCを使用）展開のファイアウォール

ステップ 1：スイッチの構成

この例は、スイッチ Sw1の構成の一部を示しています。構成は、同様にすべての ASAに向け
て適切に拡張する必要があります。他の機能は、すでに構成されていると想定されます。

（注）

interface vlan 10
description Inside_Vlan_to_Network
vrf member INSIDE
ip address 192.168.10.10/24
hsrp 10
ip address 192.168.10.1

interface vlan 20
description Outside_Vlan_to_Network
vrf member OUTSIDE
ip address 192.168.20.10/24
hsrp 20
ip address 192.168.20.1

interface vlan 100
description Inside_Vlan_to_ASA
vrf member INSIDE
ip address 192.168.100.10/24
hsrp 100
ip address 192.168.100.1

interface vlan 200
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description Outside_Vlan_to_ASA
vrf member OUTSIDE
ip address 192.168.200.10/24
hsrp 200
ip address 192.168.200.1

interface port-channel 11
description VPC_TO_ASA1
switchport mode trunk
switchport trunk allowed vlan 100,200
vpc 11
no shutdown

interface ethernet 4/25
description Link_To_ITD-ASA-1
switchport
switchport mode trunk
switchport trunk allowed vlan 100,200
channel-group 11 mode active
no shutdown

interface port-channel 41
description Downstream_vPC_to_network
switchport mode trunk
switchport trunk allowed vlan 10,20
vpc 41
no shutdown

interface ethernet 5/1-4
description Downstream_vPC_member
switchport
switchport mode trunk
switchport trunk allowed vlan 10,20
channel-group 41
no shutdown

itd device-group FW_INSIDE
#Config Firewall Inside interfaces as nodes

node ip 192.168.100.111
node ip 192.168.100.112
node ip 192.168.100.113
node ip 192.168.100.114

probe icmp frequency 5 timeout 5 retry-count 1

itd device-group FW_OUTSIDE
#Config Firewall Outside interfaces as nodes

node ip 192.168.200.111
node ip 192.168.200.112
node ip 192.168.200.113
node ip 192.168.200.114

probe icmp frequency 5 timeout 5 retry-count 1

itd INSIDE
vrf INSIDE
#applies ITD service to VRF 'INSIDE'

device-group FW_INSIDE
#FW inside interfaces attached to service.

ingress interface vlan 10
#applies ITD route map to vlan 1101 interface

failaction node reassign
#To use the next available Active FW if an FW goes offline

load-balance method src ip buckets 16
#distributes traffic into 16 buckets
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#load balances traffic based on Source IP.
#OUTSIDE service uses Dest IP.

no shut

itd OUTSIDE
vrf OUTSIDE
#applies ITD service to VRF 'OUTSIDE'

device-group FW_OUTSIDE
ingress interface vlan 20
failaction node reassign
load-balance method dst ip buckets 16
#load balances traffic based on Dest IP.
#INSIDE service uses Src IP.

no shut

ステップ 2：ASAの構成。
interface port-channel 11
nameif aggregate
security-level 100
no ip address

interface port-channel 11.100
description INSIDE
vlan 100
nameif inside
security-level 100
ip address 192.168.100.111 255.255.255.0

interface port-channel 11.200
description OUTSIDE
vlan 200
nameif outside
security-level 100
ip address 192.168.200.111 255.255.255.0

same-security-traffic permit inter-interface

interface TenGigabitEthernet 0/6
description CONNECTED_TO_SWITCH-A-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/7
description CONNECTED_TO_SWITCH-B-VPC
channel-group 11 mode active
no nameif
no security-level

このトポロジ例には、次の点が当てはまります。

• VLAN 10、20、100、および 200とそれらの SVIは、適切なVRFにマッピングされます。

•この例では、ITDロードバランシング設定を使用してフローの対称性を実現しています。

• vPCシナリオでは、vPCの 1つのメンバーが稼働している限り、ITDに変更はありませ
ん。vPCレッグに障害が発生したスイッチの ITDリダイレクションは、通常の vPC配置
の場合と同様に、ピアリンクを介してピアスイッチを通過します。
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•このトポロジでは、内部インターフェイスと外部インターフェイスが ASAの同じ物理イ
ンターフェイスまたは仮想インターフェイス（dot1qサブインターフェイス）に結び付け
られているため、物理リンクの障害時にトラフィックが失われることはありません。

• vPC上のルーティングプロトコルネイバーをサポートするには、layer3 peer-routerコマン
ドを vPCドメイン内で構成する必要があります。

•レイヤ3インターフェイスはファイアウォールの内側と外側の両方のインターフェイスに
接続するために使用されるため、VRFが必要です。VRFは、特定の場合にトラフィック
がファイアウォールを迂回して（VLAN間）ルーティングされるのを防ぐために配置され
ます。

•トラフィックはポリシーベースルーティングを使用して ASAに向けられるため、ルート
は必要ありません。

構成例：vPCを使用したデュアルスイッチサンドイッチモードのファ
イアウォール

vPCを使用したサンドウィッチモードの場合、内部および外部 ASAインターフェイスはそれ
ぞれ別のポートチャネルバンドルに割り当てられます。vPCの結果として、単一のリンク障
害がトラフィックフローを妨げることはなく、ITDは引き続きピアスイッチのリンクを介し
て ASAに転送します。
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図 24 : vPCを使用したデュアルスイッチサンドイッチモード

ステップ 1：2つのスイッチを構成します。
switch #1:
interface vlan 10
description INSIDE_VLAN
ip address 192.168.10.10/24

interface vlan 100
description FW_INSIDE_VLAN
ip address 192.168.100.10/24

interface port-channel 11
description To_ASA-1_INSIDE
switchport mode access
switchport access vlan 100
vpc 11

interface ethernet 4/1
description To_ASA-1_INSIDE
switchport mode access
switchport access vlan 100
channel-group 11 mode active

switch #2:
interface vlan 20
description OUTSIDE_VLAN
ip address 192.168.20.10/24
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interface vlan 200
description FW_OUTSIDE_VLAN
ip address 192.168.200.10/24

interface port-channel 21
description To_ASA-1_OUTSIDE
switchport mode access
switchport access vlan 200
vpc 11

interface ethernet 4/25
description To_ASA-1_OUTSIDE
switchport mode access
switchport access vlan 200
channel-group 21 mode active

ステップ 2：ASAの構成。
interface port-channel 11
description INSIDE
vlan 100
nameif inside
security-level 100
ip address 192.168.100.111 255.255.255.0

interface port-channel 21
description OUTSIDE
vlan 100
nameif outside
security-level 100
ip address 192.168.200.111 255.255.255.0

same-security-traffic permit inter-interface

interface TenGigabitEthernet 0/6
description CONNECTED_TO_SWITCH-A-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/7
description CONNECTED_TO_SWITCH-B-VPC
channel-group 11 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/8
description CONNECTED_TO_SWITCH-A-VPC
channel-group 21 mode active
no nameif
no security-level

interface TenGigabitEthernet 0/9
description CONNECTED_TO_SWITCH-B-VPC
channel-group 21 mode active
no nameif
no security-level

このトポロジ例には、次の点が当てはまります。

•この例では、ITDロードバランシング設定を使用してフローの対称性を実現しています。
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• vPCシナリオでは、vPCの 1つのメンバーが稼働している限り、ITDに変更はありませ
ん。vPCレッグに障害が発生したスイッチの ITDリダイレクションは、通常の vPC配置
の場合と同様に、ピアリンクを介してピアスイッチを通過します。

•このトポロジでは、ASAのポートチャネルの 1つ（または非 vPCトポロジの単一の物理
リンク）に障害が発生すると、トラフィック損失が発生する可能性があります。

• vPC上のルーティングプロトコルネイバーをサポートするには、layer3 peer-routerコマン
ドを vPCドメイン内で構成する必要があります。

•トラフィックはポリシーベースルーティングを使用して ASAに向けられるため、ルート
は必要ありません。

構成例：レイヤ 3クラスタリングのファイアウォール
ASAクラスタは、1つのユニットとして機能する複数の ASAから構成されます。複数の ASA
を単一論理デバイスとしてグループ化することで、単一デバイスのすべての利便性（管理、

ネットワークへの統合）を提供し、同時に複数デバイスによる高いスループットと冗長性を実

現できます。

ITDは、個々のモードのレイヤ 3 ASAクラスタにロードバランシングできます。ITDはクラス
タリングを補完するものであり、ITDは各ファイアウォールによってどのフローが処理される
かを予測できるようにします。OSPF ECMPおよびポートチャネルハッシュアルゴリズムに
依存する代わりに、ITDバケットを使用してこれらのフローを決定できます。

レイヤ3クラスタでは、バケット割り当てに基づいてフローの所有者を事前に決定できます。
ITDおよびレイヤ 3クラスタリングがない場合、所有者の最初の選択は通常、予測できませ
ん。ITDでは、所有者を事前に決定できます。

ASAクラスタリングでは、バックアップフローの所有者も使用します。クラスタ内の特定の
ファイアウォールを通過するすべてのフローについて、別のファイアウォールがそのフローの

状態と、フローを所有する ASAを保存します。実際のアクティブなフローの所有者が失敗し
た場合、ITD failactionの再割り当てにより、失敗した所有者のASAからのすべてのフロー（バ
ケット）が、デバイスグループにリストされている次のアクティブノードに移動します。こ

のトラフィックを受信する新しいファイアウォールが、受信するフローのバックアップの所有

者でない場合、バックアップの所有者からフロー状態情報を受信し、トラフィックをシームレ

スに処理する必要があります。

ITDで ASAクラスタリングを使用する場合の潜在的な欠点は、バックアップフローおよびそ
の他のクラスタテーブル操作が、非クラスタ化ファイアウォールでは消費されないメモリと

CPUリソースを消費することです。したがって、非クラスター化ファイアウォールを使用する
と、ファイアウォールのパフォーマンスが向上する場合があります。

次の表は、ASAデバイスのステータスが変化したときに、ECMPと ITDで発生するクラスタ
制御リンク（CCL）への影響の概要を比較したものです。
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表 5 : ECMPと ITD - CCLの影響の概要の比較

ECMPITDASAステータス

同じラインカードタイプとス

イッチモデルがすべての場所

で使用されている場合、CCL
上の最小限のトラフィック。

異なるハードウェアが使用さ

れている場合、より高いレベ

ルの非対称性が発生し、CCL
ネットワークでトラフィック

が発生する可能性がありま

す。ハードウェアごとに異な

るハッシュ関数があります。

2つのスイッチ（たとえば、
vPC内）が同じフローを異な
る ASAデバイスに送信し、
CCLトラフィックが発生する
可能性があります。

CCL上の最小限のトラフィッ
クと予想されるトラフィック

タイプ。

ラインカードとスイッチのタ

イプに関係なく、まったく同

じ負荷分散。

定常状態

すべてのフローが再ハッシュ

され、追加のトラフィックリ

ダイレクションがCCLで発生
します。クラスタ内のすべて

の ASAデバイスへのトラ
フィックが影響を受ける可能

性があります。

CCLに追加のトラフィックは
ありません。

ITDは、IPスティッキ性と復
元力のあるハッシュを提供し

ます。

1つの ASAで障害が発生

追加のトラフィックリダイレ

クションは、CCLで発生する
可能性があります。クラスタ

内のすべてのASAデバイスへ
のトラフィックが影響を受け

る可能性があります。

トラフィックリダイレクショ

ンは、クラスタ内の 2つの
ASAデバイス間でCCLで発生
する可能性があります。つま

り、バケットを受信する回復

されたASAと、以前にそのバ
ケットにサービスを提供して

いた ASAです。

単一 ASAのリカバリ

すべてのフローが再ハッシュ

され、追加のトラフィックリ

ダイレクションがCCLで発生
します。クラスタ内のすべて

の ASAデバイスへのトラ
フィックが影響を受ける可能

性があります。

CCLの最小限の追加トラ
フィック。

ASA追加
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図 25 : vPCを使用したデュアルスイッチサンドイッチを備えた ASAクラスタ

ステップ 1：2つのスイッチを構成します。

クラスタリングを導入しても、ITD構成は変更されません。ITDの設定は、トポロジのタイプ
によって異なります。この例では、設定は vPCトポロジを使用したデュアルスイッチサンド
イッチと同じです。

（注）

switch #1:
interface vlan 10
description INSIDE_VLAN
ip address 192.168.10.10/24

interface vlan 100
description FW_INSIDE_VLAN
ip address 192.168.100.10/24

interface port-channel 11
description To_ASA-1_INSIDE
switchport mode access
switchport access vlan 100
vpc 11

interface ethernet 4/1
description To_ASA-1_INSIDE
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switchport mode access
switchport access vlan 100
channel-group 11 mode active

switch #2:
interface vlan 20
description OUTSIDE_VLAN
ip address 192.168.20.10/24

interface vlan 200
description FW_OUTSIDE_VLAN
ip address 192.168.200.10/24

interface port-channel 21
description To_ASA-1_OUTSIDE
switchport mode access
switchport access vlan 200
vpc 11

interface ethernet 4/25
description To_ASA-1_OUTSIDE
switchport mode access
switchport access vlan 200
channel-group 21 mode active

ステップ 2：ASAを構成します。
cluster group ASA-CLUSTER-L3
local-unit ASA1
cluster-interface port-channel 31
ip address 192.168.250.100 255.255.255.0
piority 1
health-check holdtime 1.5
clacp system-mac auto system-priority 1
enable

mac-address pool MAC-INSIDE aaaa.0101.0001 - aaaa.0101.0008
mac-address pool MAC-OUTSIDE aaaa.0100.0001 - aaaa.0100.0008
ip local pool IP-OUTSIDE 192.168.200.111-192.168.200.114
ip local pool IP-INSIDE 192.168.100.111-192.168.100.114

interface port-channel 11
description INSIDE
lacp max-bundle 8
mac-address cluster-pool MAC-INSIDE
nameif inside
security-level 100
ip address 192.168.100.11 255.255.255.0 cluster-pool IP-INSIDE

interface port-channel 21
description OUTSIDE
lacp max-bundle 8
mac-address cluster-pool MAC-OUTSIDE
nameif outside
security-level 100
ip address 192.168.200.11 255.255.255.0 cluster-pool IP-OUTSIDE

interface port-channel 31
description Clustering Interface
lacp max-bundle 8

interface TenGigabitEthernet 0/6
channel-group 11 mode active
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no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/7
channel-group 11 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/8
channel-group 21 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 0/9
channel-group 21 mode active
no nameif
no security-level
no ip address

interface TenGigabitEthernet 1/0
channel-group 31 mode on
no nameif
no security-level
no ip address

interface TenGigabitEthernet 1/1
channel-group 31 mode on
no nameif
no security-level
no ip address

この例では、ポートチャネル 11および 21が内部インターフェイスと外部インターフェイスに
使用されています。ポートチャネル 31はクラスタリングインターフェイスです。個別イン
ターフェイスは通常のルーテッドインターフェイスであり、それぞれが専用の IPアドレスを
IPアドレスプールから取得します。メインクラスタ IPアドレスは、そのクラスタのための固
定アドレスであり、常に現在のプライマリユニットに属します。同様に、MACアドレスプー
ルも構成され、対応する内部または外部ポートチャネルの下で使用されます。

ITDレイヤ 2の構成例
次の例は、ITD-L2を構成する方法を示しています。

ITDレイヤ 2機能を有効にします。
(config) feature itd
(config) itd Port-group 100
(config-port-group) int eth 1/11
(config-port-group) int eth 1/12
(config) itd SER3
(config-itd) port-group 100
(config-itd) source vlan 2010-2015
(config-itd) no shutdown

ITD-L2構成を確認します。
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s!Command: show running-config services
!Running configuration last done at: Thu Dec 5 00:04:35 2019
!Time: Thu Dec 5 20:44:06 2019

version 9.3(3u)I9(1u) Bios:version 08.36
feature itd

itd port-group PG100
interface Eth1/11
interface Eth1/12
interface Eth1/13
interface Eth1/14
interface Eth1/15
interface Eth1/16
interface Eth1/17
interface Eth1/18
interface Eth1/19
interface Eth1/20
interface Eth1/21
interface Eth1/22
interface Eth1/23

itd SER1
port-group PG100
source vlan 10-15
no shut

itd SER2
port-group PG100
source vlan 1010-1015
no shut

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS IP SLAs

Configuration Guide』

IP SLA
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itd 50–51, 61–62
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itd vrfの表示 68, 75
itdセッション 67
itdセッションデバイスグループの表示 64, 66, 68, 76
itdセッションデバイスグループ 64–65
itdのすべての統計を表示 68, 76
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itdの表示 68, 75
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load-balance {method|buckets} 61–62
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no shutdown 50, 54, 61, 63
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running-configサービスの表示 68, 76
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vrf 50, 53
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
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