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はじめに

この前書きは、次の項で構成されています。

•対象読者（xxiページ）
•表記法（xxiページ）
• Cisco Nexus 9000シリーズスイッチの関連資料（xxiiページ）
•マニュアルに関するフィードバック（xxiiページ）
•通信、サービス、およびその他の情報（xxiiiページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 9000シリーズスイッチの関連資料
Cisco Nexus 9000シリーズスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
xxii

はじめに

Cisco Nexus 9000シリーズスイッチの関連資料

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html


通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、Cisco Servicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール
シスコバグ検索ツール（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリス
トを管理するシスコバグ追跡システムへのゲートウェイです。BSTは、製品とソフトウェアに
関する詳細な障害情報を提供します。

マニュアルに関するフィードバック

シスコのテクニカルドキュメントに関するフィードバックを提供するには、それぞれのオンラ

インドキュメントの右側のペインにあるフィードバックフォームを使用してください。
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https://bst.cloudapps.cisco.com/bugsearch/
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第 1 章

新機能と更新情報

次の表は、Cisco Nexus 9000シリーズNX-OSインターフェイス設定ガイドリリース 10.6(x)に記
載されている新機能および変更機能をまとめたものです。それぞれの説明が記載されている箇

所も併記されています。

•新機能および変更された機能に関する情報（1ページ）

新機能および変更された機能に関する情報
表 1 :新機能および変更された機能

参照先変更が行われ

たリリース

説明特長

レイヤ 3インターフェ
イスの注意事項および

制約事項

10.5(3)Fレイヤ 3インターフェイス
のサポートが追加されまし

た。

Support for Layer 3
interfaces on Cisco Nexus
93C64E-SG2-Qスイッチ

ガイドラインと制約事

項

10.5(3)Fシングルホップ BFD、BFD
エコー機能、および非同期

BFDのサポートが追加され
ました。

での BFDのサポート
Cisco Nexus
93C64E-SG2-Qスイッチ

ガイドラインと制約事

項

10.5(3)F2x400Gおよび 8x100Gブ
レークアウトモードのサ

ポートが追加されました。

での 800Gブレークアウ
トモードのサポート
Cisco Nexus
93C64E-SG2-Qスイッチ

•ブレークアウト
2x400Gポート

•ブレークアウト
8x100Gポート
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参照先変更が行われ

たリリース

説明特長

ガイドラインと制約事

項

10.5(3)F次の光学系のサポートが追

加されました。

• QDD-8X100G-FR

• QDD-8x100G-LR

• QDD-2X400G-FR4

• QDD-2x400G-LR4

• QDD-800G CU 1 M

• QDD-800G CU 1.5 M

• QDD-800G CU 2M

Cisco Nexus
93C64E-SG2-Qスイッチ
での新しい光モジュール

のサポート。

レイヤ 3インターフェ
イスの注意事項および

制約事項（141ペー
ジ）

10.5（2）FCisco Nexus 9808および 9804
スイッチにアンナンバード

IPを追加

IPアンナンバードを備え
た N9800スパイン

SVIおよびサブイン
ターフェイスの入力/出
力ユニキャストカウン

タの設定（161ペー
ジ）

レイヤ 3インターフェ
イスの設定例（167
ページ）

10.5（2）Fhardware profile svi-and-si
flex-stats-enable コマンドが
有効になっている場合、SVI
統計レートがサポートされ

ます。

SVI統計レート

VLAN上のポート
VLANマッピングの構
成（422ページ）

10.5(1)FVLANマッピングの入力
VLAN範囲を VLAN 1～
3967からVLAN 1～ 4094に
増やすサポートが追加され

ました。

VLANマッピングでの入
力としての予約済み

VLANの使用の許可
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第 2 章

概要

•ライセンス要件（3ページ）
•サポートされるプラットフォーム（3ページ）
•インターフェイスパラメータ （4ページ）
•仮想デバイスコンテキスト（22ページ）
•インターフェイスの高可用性（22ページ）

ライセンス要件
Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価可能な
場合があります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。

•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ハードウェアの取り付け手順の詳細については、 Cisco NX-OSライセンスガイドおよびを参

照してくださいCisco NX-OSライセンシングオプションガイド。

サポートされるプラットフォーム
Nexusスイッチプラットフォームサポートマトリックスには、次のものがリストされていま
す。

•サポートされているCisco Nexus 9000および 3000スイッチモデル
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• NX- OSソフトウェアリリースバージョン

プラットフォームと機能の完全なマッピングについては、Nexus Switch Platform Support Matrix
を参照してください。

インターフェイスパラメータ
インターフェイスパラメータは、

•ネットワークインターフェイスの動作特性を定義し、

•管理者が特定のロールに合わせてインターフェイスの動作を調整できるようにし

•は、パフォーマンス、セキュリティ、および接続の拡張をサポートする構成設定です。

Cisco NX-OSは、サポート対象の各インターフェイスタイプの複数の構成パラメータをサポー
トします。これらのパラメータの大部分がこのガイドで説明されています。一部のパラメータ

は他のドキュメントで説明されています

次の表に、構成可能なインターフェイスパラメータに関する詳細情報のソースを示します。

表 2 :インターフェイスのパラメータ

解説場所パラメータ機能

「基本インターフェイスパラ

メータの設定」

説明、デュプレックス、エ

ラーディセーブル、フロー制

御、MTU、ビーコン

基本パラメータ

「レイヤ 3インターフェイス
の設定」

メディア、IPv4およびIPv6アド
レス

レイヤ 3

『Cisco Nexus 9000 Series
NX-OS Unicast Routing

Configuration Guide』

『Cisco Nexus 9000 Series
NX-OS Multicast Routing

Configuration Guide』

帯域幅、遅延、 IPルーティン
グ、仮想ルーティングおよび

転送（VRF）

レイヤ 3

『ポートチャネルの設定』チャネルグループ、リンク集

約制御プロトコル（LACP）
ポートチャネル

『Cisco Nexus 9000 Series
NX-OS Security Configuration

Guide』

イーサネット OAM単方向
（EOU）

セキュリティ
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イーサネットインターフェイスのベストプラクティス

イーサネットインターフェイスには、次の特性があります。

•イーサネットインターフェイスには、ルーテッドポートが含まれます。

• N9K-C9316D-GXの場合：ポート 1〜 16はQSAで 400G、100G、40Gおよび 10Gをサポー
トします。

Cisco Nexus N9K-C9364C-GXおよび N9K-C93600CD-GXでのクアッドグループ設定のベストプラク
ティス

これらのガイドラインを活用、Cisco Nexus N9K-C9364C-GXおよびN9K-C93600CD-GXスイッ
チでクワッドグループを設定します。

• 4つのインターフェイスの連続したグループ（1～ 4、5～ 8、9～ 12など）は、クワッド
グループを形成します。

クワッドグループ内でリンク速度を混在させて使用することはサポートされていません。

これは、N9K-C93600CD-GXのポート 1～ 24およびN9K-C9364C-GXのすべてのポートに
適用されます。

•クワッドグループでは一度に 1つの速度のみがアクティブになります。クワッドグルー
プで最初にアップするリンクによって速度が設定されます。他の速度のポートはダウン

し、 [リンクが接続されていません（Link not connected）]と表示されます。

•クワッドグループで異なる速度を混在させると、動作速度は記録されません。一致しない
トランシーバを挿入して起動すると、グループ内のすべてのポートがリセットされます。

リセット後にアップになる最初のリンクによって、クワッドグループの速度が決まりま

す。既存のリンクはシャットダウンする可能性があります。一致していないトランシーバ

を削除して回復します。

• FC-FECは、50Gx2ブレークアウトポートの 2番目のレーンではサポートされません。
50Gx2ブレークアウトが設定されている場合、2番目のブレークアウトポートはアップし
ません。50Gx2ブレークアウトで RS-FECを構成します。

• Cisco Nexus NX-OS Release 10.1（2）以降では、NRZモードのNX-OS N9K-C93600CD-GX、
N9K-C9316D-GX、およびN9K-C9364C-GXの速度 40Gおよび 100Gで自動ネゴシエーショ
ンがサポートされています。

• Cisco Nexus NX-OS Release 10.4(3) F以降の、N9K-C93600CD-GXおよび N9K-C9316D-GX
では、100G銅線 PAM4リンクでの自動ネゴシエーションはサポートされていません。リ
ンクをアップにするには、ピア側で speed 100000を構成する必要があります。

• Cisco Nexus NX-OSリリース 10.4(3)F以降、N9K-C93600CD-GXでは、100G PAM4リンク
はポート 29〜 36でのみサポートされます。
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Nexus N9K-X9400-16Wのブレークアウトポートに関する考慮事項

これらは、 Cisco Nexus 9408シャーシおよび Cisco N9K-X9400-16W（16x200G line-Ccrd拡張モ
ジュール（LEM））のブレークアウトポートの制限です。

•ネイティブポートは、すべてのポートで 100G、40G、10Gをサポートします。

•ブレークアウトポートは 4x10G、4x25Gをサポートしますが、次の制限があります。

1. 4x10G、4x25Gブレークアウトポートは、奇数ポートでのみサポートされます。

2. ブレークアウト x4が奇数ポートに構成されている場合、対応する偶数ポートが自動
的に消去されます。

•ブレークアウトポートは、次の制限付きで 2x50Gをサポートします。

1. 2x50Gブレークアウトは、奇数ポートと偶数ポートでサポートされます。

2. 2x50Gブレークアウトが奇数または偶数ポートで構成されている場合、対応する偶数
または奇数ポートは自動的に 2x50Gにブレークアウトされます。

• QSAを使用した 10Gは、次の制限付きですべてのポートでサポートされます。

1. 10G、40G、100Gトランシーバがリンクアップ状態の奇数または偶数ポートに存在す
る場合、対応する偶数または奇数ポートでは他の速度は許可されません。

不一致の XCVRに関する警告または syslogが出力され、後で挿入された XCVRポー
トのポートステータスが速度不一致状態に変更されます。

ポートのステータスは、 show interface brief および show interface status コマンドの
出力に示されます。

2. 奇数ポートに 40Gまたは 100Gがあり、対応する偶数ポートに 10Gトランシーバがあ
るか、またはその逆で、 admin shut状態にある場合、これらの条件が当てはまりま
す。

•ポートが admin shutのままである限り、優先順位は決定されません。no shutdown
として構成されているポートが優先されます。

•両方のポートが同時に no shutdownとして設定されている場合、ソフトウェアに
よって最初に検出されたポートが優先され、その他のポートは xcvr不一致状態
になります。

スイッチがリロードされる場合、ブートアップ時にソフトウェアによって最初に

検出されたポートが優先され、残りは速度不一致状態になります。

Cisco Nexus NX-OSリリース 10.5(1)F以降では、これらの注意事項と制約事項が適用されます：

•ポート 1～ 16の場合、ポートのすべてのペア（1,2 | 3,4 | 5,6 | 7,8 | 9,10 | 11,12 | 13,14 | 15,16）
はクワッドグループを形成します。

•クワッド内のすべてのポートは、QSAの 10G、または 40G、100G、または 200Gで動作し
ます。
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•これらの例外を除き、同じクワッド内では混合速度はサポートされません。

• 40Gと 100Gの混合速度は、クワッドでサポートされます。

•ただし、100G-CR2を、クワッド内で 40Gまたは他のタイプの 100G光学系と混在さ
せることはできません。

•光学系の挿入と取り外しシーケンスでは、クワッド速度の不一致チェックが行われます。
クワッドグループに最初に挿入されたトランシーバにより、クワッドグループの速度が

決まります。

サポートされていない速度のポートは、XCVR速度の不一致としてダウンします。サポー
トされていない混合速度では、クワッドグループで一度に 1つの速度のみがアップしま
す。

•特定のポートを起動して機能させるには、そのクワッドのすべてのポートからすべての光
ファイバまたはケーブルを取り外し、起動する必要があるポートに光またはケーブルを接

続してから、他の光学系またはケーブルを接続します。。

•特定の速度不一致ポートを稼働させて機能させるには、そのクワッドの他のすべてのポー
トから光学系またはケーブルを取り外し、必要なポートをフラップしてから、他のポート

を接続します。

•ポート状態を保持するように構成（copy running start-up）を保存します。

•一致しないトランシーバがクワッドに接続されると、syslogが生成されます。
Interface Ethernet1/X is down (Reason: Inserted transceiver speed mismatch with quad
speed Y)

• asciiのリロード後、インターフェイスが検出された順序によってポートの状態が変わる場
合がある

•中断や不確定な状態を避けるために、クワッドでは必ず同じ速度のトランシーバのみを使
用してください。

光モジュールの取り外しまたは挿入を行う前に、LEMの電源がオンでオンラインであること
を確認してください。電源がオフまたはオフラインのときに光ファイバの取り外しまたは取り

付けを行うと、ソフトウェアが光ファイバを検出せず、ポート状態に矛盾が生じる可能性があ

ります。

（注）

ポートに関する考慮事項 Cisco Nexus N9K-X9400-22L

Cisco Nexus NX-OSリリース 10.5(1)以降では、次の注意事項と制約事項が適用されます：

•ポート 1～ 22では、連続する 4つのポート（1～ 4、5～ 8、11～ 14、15～ 18、19～
22）と 2つのポート（9～ 10）の各グループがクワッドグループと呼ばれます。

•クワッド内のすべてのポートは、10G、または 25G、または 50Gで動作します。
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•これらの例外を除き、同じクワッド内では混合速度はサポートされません。

• 10Gと 25Gの混合速度は、クワッドでサポートできます。

•光学系の挿入と取り外しシーケンスでは、クワッド速度の不一致チェックが行われます。
クワッドグループに最初に挿入されたトランシーバにより、クワッドグループの速度が

決まります。

サポートされていない速度のポートは、XCVR速度の不一致としてダウンします。サポー
トされていない混合速度では、クワッドグループで一度に 1つの速度のみがアップしま
す。

•特定のポートを機能させるには、そのクワッドの各ポートからすべての光ファイバまたは
ケーブルを取り外します。まず、光ファイバまたはケーブルを目的のポートに差し込み、

その他を接続します。

•速度の不一致を持つポートを機能させるには、そのクワッド内の他のポートから光ファイ
バまたはケーブルを取り外します。必要なポートをフラップし、他のポートを接続しま

す。

•ポート状態を永続的にするために、構成を保存（copy running startup）します。

•クワッドにミスマッチのトランシーバを接続すると、syslogにInterface Ethernet1 / X is
down（Reason：Inserted Transceiver Speed Mismatch with Quad Speed Yと記録されます。

•ポートの状態は、ASCIIのリロード時に永続的ではない可能性があります。ポートの状態
は、ASCIIのリロード時に検出されたインターフェースの順序に依存します。

•中断や不確定な状態を避けるために、クワッドでは必ず同じ速度のトランシーバのみを使
用してください。

• 1つのクワッド内のすべてのデュアルスピードオプティクスがデフォルト以外の速度に設
定され、reload aciiが実行されると、xcvr speed mismatchにより一部のポートがダウンす
る可能性があります。

これらのポートで shutコマンドと no shutコマンドを活用、それらを起動して機能させま
す。

LEMの電源がオフまたはオフラインのときに、光ファイバを取り外したり、取り付けたりし
ないでください。そうした場合、ソフトウェアは光ファイバを検出できず、ポートの状態が不

整合になる可能性があります。

（注）

アクセスポート

アクセスポートは、単一のVLANのトラフィックだけを伝送するレイヤ 2スイッチポートで
す。このポートのタイプはレイヤ 2インターフェイスだけです。
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アクセスポートの詳細については、「アクセスインターフェイスとトランクインターフェイ

スについて」の項を参照してください。

ルーテッドポート

ルーテッドポートは、（仮想インターフェイスではなく）物理スイッチポート上に設定する

レイヤ 3インターフェイスです。IPトラフィックを別のデバイスにルーティングします。

ルーテッドポートの詳細については、「ルーテッドインターフェイス」のセクションを参照

してください。

管理インターフェイス

管理インターフェイスは、

•デバイス管理専用の接続を提供し、

•データトラフィックインターフェイスから独立して動作し、

• TelnetやSNMPなどのリモートアクセスプロトコルをサポートするネットワークインター
フェイスです。

接続タイプを自動的に検出するには、管理インターフェイス（通常は mgmt0とラベル付けさ
れます）を使用します。全二重モードをサポートし、10、100、または 1000メガビット/秒の
速度で動作します。

管理インターフェイスの詳細については、『Cisco Nexus 9000 Series NX-OS Fundamentals
Configuration Guide』を参照してください。

ポートチャネルインターフェイス

ポートチャネルインターフェイスは論理的なネットワークインターフェイスで、

•複数の物理インターフェイスを単一のチャネルに集約し、

•帯域幅を増やし、冗長性を強化し、

•最大 32のバンドルされたイーサネットリンクをサポートします。

最大 32の物理ポート)への個別リンク( 1つのポートチャネルにバンドルして、帯域幅と冗長
性を向上させることができます。

ポートチャネルインターフェイスの詳細については、「ポートチャネルの構成」のセクショ

ンを参照してください。

サブインターフェイス

サブインターフェイスは、

•親の物理またはポートチャネルインターフェイスで動作し、
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• IPアドレス、ルーティングプロトコルなどの一意のレイヤ3パラメータの割り当てが可能
で、

•を使用すると、1つの物理インターフェイスを、独立して設定された複数のリモート対応
インターフェイスに分割できる仮想インターフェイスです。

レイヤ3インターフェイスとして構成した親インターフェイスに仮想サブ使用作成できます。

ループバックインターフェイス

リモート対応ループバックインターフェイスは、

•単一のエンドポイントがあり、常に動作していて、

•送信したパケットをただちに受信し、

•は、外部デバイスに接続しなくても物理インターフェイスの動作をエミュレートします。

ループバックインターフェイスは、ハードウェアの状態に関係なくインターフェイスがアク

ティブになることが保証されるため、テスト、診断、または内部ルーティングの目的でよく使

用されます。サブインターフェイスの詳細については、「ループバックインターフェイス」の

項を参照してください。

ブレークアウトインターフェイス

ブレークアウトインターフェイスは、

•単一の高帯域物理ポートを複数の低速論理的なインターフェイスに分割し、

•スイッチまたはルータを複数の低速デバイスに同時に接続でき、

•ネットワーク構成の柔軟性を高めることにより、ポートの使用率を最大化する高速ネット
ワークポート機能です。

CiscoNX-OSは、モジュールレベルまたはポート単位のレベルで、1つ以上の低帯域幅インター
フェイスへの高帯域幅インターフェイスのブレークアウトをサポートします。

ポートのモジュールレベルのブレークアウト

モジュールレベルのブレークアウトは、

•特定の高密度ポートを複数の低帯域幅ポートに分割できます。

•ネットワーク構成の柔軟性を向上させ、

• 4x10G、4x25G、4x50Gなどのさまざまなポート内訳オプションをサポートしています。

interface breakout コマンドを設定して、モジュールの高帯域幅幅インターフェイスを複数の
低速ポートに分割できます。
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一部のモジュールは、すべてのポートを 4x10G、4x25G、4x50G、4x100G、2x50G、または
2x100Gの構成に分割します。

例：モジュールレベルのブレークアウト

たとえば、モジュールレベルのブレークアウト 4X10Gは、4つの 10Gインターフェイスに分
割されていることを意味します。コマンドを実行すると、モジュールがリロードされ、既存の

インターフェイス設定が削除されます。

switch# configure terminal
switch(config)# interface breakout module 1
Module will be reloaded. Are you sure you want to continue(yes/no)? yes

ブレークアウトを取り消すには、 no interface breakout module module_number コマンドを使
用します。これにより、ポートを元の設定に復元し、以前のブレークアウト設定を削除しま

す。

レーンセレクタ

レーンセレクタは、コントロールパネルの機能です。

•は、押しボタンスイッチと 4つの LEDで構成されています。

•ユーザーがスイッチポートのリンクまたはアクティビティステータスを表示できるように
し、

•互換性のあるCisco Nexus 9000シリーズスイッチおよびCisco Nexus 3164および 3232ス
イッチでの 1 x 40Gと 4 x 10G構成間のスイッチングをサポートします。

その他の情報

レーンセレクタは、Cisco Nexusスイッチの前面パネルの左側にあり、「LS」というラベルが
付いています。

デフォルトでは、この LEDによって、1 x 40G構成のリンク/アクティビティステータスが示
されます。4 x 10Gに構成されている場合、押しボタンを押すと、各 10Gポートのステータス
の LEDが切り替わります。最後に押すと、すべての LEDが消灯し、ディスプレイはデフォル
トモードにリセットされます。

レーンセレクタの押しボタンを押すと、選択したレーンのリンク/アクティビティステータス
がポート LEDに表示されます。

押しボタンを押すと、1回目には最初のLEDに最初のポートのステータスが表示されます。押
しボタンを2回目に押すと、2番目のポートのステータスが示され、以降同様です。4つのポー
トのそれぞれのステータスを表示するには、説明に従って押しボタンを押します。

最後のポートのステータスが表示された後に押しボタンを押すと、4つのLEDがすべて消灯し
ます。これは、レーンセレクタがデフォルトの 1 x 40G設定のステータスを表示する状態に
戻ったことを示します。
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例

ポート 60が 4 x 10Gとして設定されている場合、レーンセレクタを 1回押すと、60/1/1のリ
ンクステータス、60/1/2については 2回表示されます。

レーンセレクタは、リンク/アクティビティのモニタリング用に設定されていないポートを管
理しません。

（注）

ガイドライン

ポートが 10Gブレークアウトモードであり、レーンが選択されていないときは、いずれかの
10Gブレイクアウトポートだけが稼働している場合でも、40Gポートの LEDが緑色で点灯し
ます。

10Gブレイクアウトポートに対してビーコン機能が設定されている場合は、そのポートのLED
が点滅します。

Cisco Nexusスイッチのブレークアウトポートのサポート

このマトリックスは、Cisco Nexusスイッチおよびラインカードプラットフォームでサポート
されているブレークアウトモード（たとえば、4x10G、4x25G、2x50Gなど）に関する詳細情
報を提供します。詳細については、「Cisco Nexusデータシート」を参照してください。

表 3 :ブレークアウトモードのサポートマトリックス

8x100G4x100G4 X 50G2 x
400G

2x200G2x100G2x50G4x25G4x10Gスイッチ

非対応非対応非対応非対応非対応非対応〇〇〇Nexus 9300-FX3プ
ラットフォームス

イッチ

N9K-C93108TC-FX3

N9K-C93108TC-FX3P

N9K-C93180YC-FX3

N9K-C9348GC-FX3

N9K-C9348GC-FX3P

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C9364C-H1

非対応〇〇非対応〇〇〇〇〇N9K-C93400LD-H1

非対応〇〇非対応〇〇〇〇〇N9K-C9332D-H2R

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9736C-FX3

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9636C-RX
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8x100G4x100G4 X 50G2 x
400G

2x200G2x100G2x50G4x25G4x10Gスイッチ

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9636C-R

非対応非対応非対応非対応非対応非対応非対応非対応〇N9K-X9636Q-R

非対応非対応非対応非対応非対応非対応非対応非対応非対

応

N9K-X96136YC-R

非対応非対応非対応非対応非対応非対応〇〇〇N3K-C3636C-R

非対応非対応非対応非対応非対応非対応〇〇〇N3K-C36180YC-R

非対応非対応非対応非対応非対応非対応〇〇〇N9K-93108TC-FX3P

非対応非対応非対応非対応非対応非対応〇〇〇N9K-93108TC-EX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-93180YC-EX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-93108TC-FX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-93180YC-FX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-9348GC-FXP

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9736C-FX

非対応非対応非対応非対応非対応非対応非対応非対応〇N9K-X9736Q-FX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9788TC-FX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-X9732C-FX

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C9348GC-FXP

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C9336C-FX2

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C93216TC-FX2

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C93360YC-FX2

非対応非対応非対応非対応非対応非対応〇〇〇N9K-C9364C-GX

非対応〇〇非対応〇〇〇〇〇N9K-C9316D-GX

非対応〇〇非対応〇〇〇〇〇N9K-C93600CD-GX

非対応〇〇非対応〇〇〇〇〇N9K-X9716D-GX

非対応〇〇非対応〇〇〇〇〇N9K-C9364D-GX2A

非対応〇〇非対応〇〇〇〇〇N9K-C9332D-GX2B
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8x100G4x100G4 X 50G2 x
400G

2x200G2x100G2x50G4x25G4x10Gスイッチ

非対応〇〇非対応〇〇〇〇〇N9K-C9348D-GX2A

非対応非対応〇非対応非対応〇〇〇〇N9K-X9400-16W

非対応〇〇非対応〇〇〇〇〇N9K-X9400-8D

非対応〇〇非対応〇〇非対応〇〇N9K-X98900CD-A

非対応〇〇非対応〇〇非対応〇〇N9K-X9836DM-A

〇〇非対応〇非対応非対応非対応非対応非対

応

N9364E-SG2-Q

ブレークアウトの注意事項と制約事項

• Cisco Nexus 9516スイッチは、モジュール8〜16のブレークアウトをサポートしていませ
ん。

• Cisco NX-OSリリース 7.0(3)F2(1)以降では、36ポート 100ギガビットイーサネットQSFP28
ラインカード（N9K-X9636C-R）および 36ポート 40ギガビットイーサネット QSFP +ラ
インカード（N9K-X9636Q- R）は 4x10Gをサポートします。

• Cisco NX-OSリリース 9.2(1)以降、N9K-9636C-R、N9K-X9636Q-R、およびN9K-X9636C-RX
ラインカードは、40Gポートの 4x10Gへの分割をサポートします。

• Cisco NX-OSリリース 9.2(2)以降では、N9K-X9636C-Rおよび N9K-X9636C-RXライン
カードは、100Gポートの 4x25Gへの分割をサポートします。N9K-C9636C-Rは RS-FEC
をサポートしていません。

Cisco NX-OSリリース9.3(3)以降では、N9K-X9636C-Rおよび N9K-X9636C-RXのデフォ
ルト FECモードは 25Gx4および 50Gx2の FC-FECです。

N9K-X9636C-RXを N9K-X9636C-Rに接続する場合は、RS-FECがサポートされていない
ため、N9K-X9636C-RXで FC-FECを設定する必要があります。

N9K-X96136YC-Rラインカードはブレークアウトをサポートしていません。

• Cisco NX-OSリリース9.3(3)以降、これらのスイッチはブレークアウトをサポートします。

Cisco Nexus 93600CD-GXスイッチおよびCisco Nexus 9500 Rシリーズスイッチは、100G
ポートを 2 x 50Gにブレークアウトすることをサポートしています。

N9K-X9636C-RおよびN9K-X9636C-RXラインカードを搭載したNexus 9500 Rシリーズス
イッチでは、特定の光入出力（QSFP-100G-PSM4-S、QSFP-100G-AOC、QSFP-100G-CU1M、
およびCU3M）のみが、2x50Gおよび4x25Gへのブレイクアウトをサポートしています。

詳細については、『Cisco IPICS Compatibility Matrix』を参照してください。
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• Cisco NX-OSリリース 10.4(3)以降、Cisco N9K-X98900CD-Aスイッチは、4 x 25Gポートで
のブレークアウトをサポートします。

Cisco NX-OSリリース 10.4(3)よりも前のリリースでは、ブレークアウトは 4 x 25Gポート
でサポートされていません。

手動ブレークアウト構成のベストプラクティス

Cisco Nexusデバイスで手動ブレークアウトを実行する場合は interface breakout module module
number port port range map breakout mapping コマンドを使用する必要があります。

• Cisco Nexus 9000デバイスを Cisco NX-OSリリース 7.0(3)I7(2)以降にアップグレードする
と、QSAを使用して手動でブレイクアウトを設定したインターフェイスはサポートされな
くなります。構成を削除し、影響を受けるインターフェイスのブレークアウト設定を手動

で再設定する必要があります。

Cisco NX-OSリリース 7.0(3)I7(2)では、QSAポートの手動ブレー
クアウトはサポートされていません。

（注）

この動作は、次のプラットフォームでは手動ブレークアウトがサ

ポートされていません：N9K-C93128TX、N9K-9332、
N9K-C9396PX、N9K-C9396TX、N9K-C9372PX、N9K-C9372TX、
N9K-C9332PQ、N9K-9432PQ、N9K-9536PQ、N9K-9636PQ、
N9K-X9632PC-QSFP100、N9K-X9432C-S、N3K-C3132Q-V、
N3K-C3164Q、N3K-C3132C、N3K-C3232C、N3K-C3264Q、
N3K-C3264C、N3K-3064Q、N3K-3016、N3K-3172：これらのプ
ラットフォームでは手動ブレークアウトがサポートされているた

めです。

（注）

•次のプラットフォームでは自動ブレークアウトが正常に実行されないため、手動ブレーク
アウトがサポートされています。N9K-C93128TX、N9K-9332、N9K-C9396PX、
N9K-C9396TX、N9K-C9372PX、N9K-C9372TX、N9K-C9332PQ、N9K-C93120TX、
N9K-9432PQ、N9K-9536PQ、N9K-9636PQ、N9K-X9632PC-QSFP100、N9K-X9432C-S、
N3K-C3132Q-V、N3K-C3164Q、N3K-C3132C、N3K-C3232C、N3K-C3264Q、N3K-C3264C、
N3K-3064Q、N3K-3016、N3K-3172。

ブレークアウトポートの前方誤り訂正（FEC）設定

FECは、1 mおよび 2 mのパッシブ銅ケーブルを除くすべてのケーブルタイプで必要です。
CiscoスイッチはデフォルトでFC -FEC CL74を使用します。RS-FEC Consortium 1.6、RS-FEC
IEEE、および他の FECアルゴリズムを設定できます。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
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Auto-FECは Cisco NX-OS Release 7.0(3)I7(x)ではサポートされていません。

ブレークアウトポートを構成する場合は、リンクがアップ状態になるように FECが一致して
いることを確認します。

（注）

25Gイーサネットで使用される 2つのプライマリ FECアルゴリズムがあります。

• FC-FEC（「FireCode」、「BASE-R」、または「Clause 74」とも呼ばれる）は、バー
ストエラー修正に最適化された低遅延エラー保護（100ナノ秒未満）を提供します。

•

3メートルおよび 5メートルのパッシブ銅線ケーブル、および最大 10メートルのアク
ティブ光 25Gケーブルで使用されます。この FECタイプは、すべての 100Gインター
フェイスでも使用されます。

• RS-FEC（「Reed Somon」、「Clause 91」、「Clause 108」とも呼ばれる）は、より
優れたエラー保護を提供します。最大 100メートルの距離をサポートする、Cisco
SFP-25G- SR -Sなどの 25Gマルチモード光ファイバ（MMF）トランシーバに必要で
す。RS-FECは、10メートルを超えるアクティブ光ケーブルにも必要な場合がありま
す。

すべての 25Gデバイスは、デフォルトで FC -FECをサポートします。Cisco Nexus 9300-FX
シリーズは RS-FECをサポートしています。

Cisco NX-OSリリース 7.0(3)I7(3)以降では、 rs-cons16 および rs-ieee など IEEE標準に
従って、FECを設定するための 2つの追加オプションが表示されます。

高速イーサネットインターフェイスで RS-FECエラー訂正を実装するには、 Cisco Nexus
9000スイッチで fec rs-ieee コマンドを使用して RS FEC IEEE（25G）を有効にします。
switch# (config-if)# fec ?
auto FEC auto
fc-fec CL74(25/50G)off Turn FEC off
rs-cons16 RS FEC Consortium 1.6 (25G)
rs-fec CL91(100G) or Consortium 1.5 (25/50G)
rs-ieee RS FEC IEEE (25G)

• Cisco NX-OSリリース 7.0(3)I7(7)以降では、FECインターフェイス情報の管理および動作
ステータスを show interface fec コマンドで表示できます。

例：

switch# show interface fec
---------------------------------------------------------------------------------------------------
Name Ifindex Admin-fec Oper-fec Status Speed Type
---------------------------------------------------------------------------------------------------
Eth1/1 0x1a000000 auto auto connected 10G SFP-H10GB-AOC2M
Eth1/2 0x1a000200 Rs-fec notconneced auto QSFP-100G-AOC3M
Eth1/3/1 0x38014000 auto auto disabled auto QSFP-H40G-AOC3M
Eth1/3/2 0x38015000 auto auto disabled auto QSFP-H40G-AOC3M
Eth1/3/3 0x38016000 auto auto disabled auto QSFP-H40G-AOC3M
Eth1/3/4 0x38017000 auto auto disabled auto QSFP-H40G-AOC3M
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Cisco Nexus C9364C-H1スイッチのブレークアウトモード

Cisco NX-OSリリース 10.2（2）F以降、Cisco Nexus C9364C-H1スイッチはブレークアウト
モードをサポートします。

ブレイクアウトモードは、Cisco Nexus C9364C-H1スイッチにおける

•ポート構成設定であり、単一のポートを複数の論理インターフェイス（例：2x50G、4x25G、
または4x10G）に分割することを可能にします。

•このモードは、各フロントポートクワッドグループ内の最初のポート（例：ポート1、5、
9、...）でのみ利用可能です。

インターフェイスのブレークアウト中は、隣接する 3つの前面
ポートが削除され、インターフェイス検証または構成コマンドで

は表示されません。

（注）

Cisco Nexus 9000 C93180LC-EXスイッチ：動作モードとブレークアウトモード

動作モードとブレークアウトモードは、スイッチ構成プロファイルです。これらのプロファイ

ルを使用して、ポートをグループ化および設定したり、高速物理ポートを複数の低速論理的な

ポートに分割したり、各モードで使用できる機器とケーブルのタイプを特定したりできます。

Cisco Nexus 9000 C93180LC-EXスイッチ

動作モードは、次のスイッチ構成プロファイルで、

•使用可能な帯域幅とポートのグループを決定し、

•さまざまなブレークアウト機能をイネーブルにし、

•モードを切り替えるために個別の設定手順を使用する必要があります。

7.0(3)I7(1)以降では、Cisco Nexus 9000 C93180LC-EXスイッチは 3つの異なる動作モードを提
供します。

•モード 1：28 x 40G + 4 x 40G/100G（デフォルト設定）

これは、ハードウェアプロファイルポートモード 4x100g + 28x40gポートです。次のACL
をサポートします。

• 10x4ブレークアウトは、1〜27の上部ポート（ポート 1、3、5、7 ... 27）でサポート
されます。

上部ポートのいずれかが故障すると、対応する下部のポートは動作しなくなります。

たとえば、ポート 1が故障すると、ポート 2が動作しなくなります。

• 1ギガビットおよび 10ギガビット QSAは、ポート 29、30、31、および 32でサポー
トされます。ただし、上部および下部の前面パネルポートの QSAは同じ速度である
必要があります。
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•ポート 29、30、31、および 32は、10x4、25x4、および 50x2のブレークアウトをサ
ポートします。

•モード 2：24 x 40G + 6 x 40G/100G

このハードウェアプロファイルのポートモードは、6 x 100G + 24 x 40Gポートです。次の
ACLをサポートします。

• 10x4ブレークアウトは、1〜23の上部ポート（ポート 1、3、5、7 ... 23）でサポート
されます。上部ポートのいずれかが故障すると、対応する下部のポートは動作しなく

なります。

•ポート 25、27、29、30、31、および 32は、10x4、25x4、および 50x2のブレークアウ
トをサポートします。

• 1ギガビットおよび 10ギガビット QSAは、ポート 29、30、31、および 32でサポー
トされます。ただし、上部および下部の前面パネルポートの QSAは同じ速度である
必要があります。

•モード 3：18 x 40G/100G

このハードウェアプロファイルは、そのポートの 18 x 100Gをポートモードにします。次
の ACLをサポートします。

• 10x4、25x4、および 50x2のブレークアウトは、1〜27のトップポート（ポート 1、
3、5、7 ... 27）およびポート 29、30、31、32でサポートされます。

• 1ギガビットおよび 10ギガビット QSAは、18ポートすべてでサポートされます。

モード 3から別のモードに変更するには、 copy running-config startup-config コマンドの後に
reload コマンドを入力して有効にします。ただし、モード 1と 2の間を移動するには、 copy
running-config startup-config コマンドを入力するだけです。

現在の動作モードを表示するには、show running-config | grep portmodeコマンドを使用しま
す。

switch(config-if-range)# show running-config | grep portmode

hardware profile portmode 4x100G+28x40G

ブレークアウトモード

Cisco Nexus C93180LC-EXスイッチには、3つのブレークアウトモードがあります。

• 40G〜 4x10Gブレークアウトポートのサポート

•このモードでは、40Gポートから4x10Gポートへのブレークアウトをイネーブルにし
ます。
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•このモードを構成するには、 interface breakout module 1 port x map 10g-4x コマン
ドを使用します。

• 100G〜 4x25Gブレークアウトポートのサポート

•このモードは、100Gポートから 4x25Gポートへのブレークアウトをイネーブルにし
ます。

•このモードを構成するには、 interface breakout module 1 port x map 25g-4x コマン
ドを使用します。

• 100Gから 2x50Gへのブレークアウトポートのサポート

•このモードは、100Gポートから 2x50Gポートへのブレークアウトをイネーブルにし
ます。

•このモードを構成するには、 interface breakout module 1 port x map 50g-2x コマン
ドを使用します。

Cisco Nexus 9000 C9364C-GXスイッチのブレークアウト考慮事項

以下は、Cisco Nexus N9K-C9364C-GXスイッチのブレークアウトの考慮事項です。

•奇数番号のポートでのみ、ブレークアウトモード（1〜 64、2 x 50G、4 x 25G、および 4 x
10G）を設定します。

偶数番号のポートでブレークアウトを試行しないでください。（注）

•奇数番号のポートをブレークアウトすると、そのクワッド内の偶数番号のポートは自動的
に削除され、もう一方の奇数ポートは同じブレークアウト速度に設定されます。

たとえば、ポート 1またはポート 3が 2 x 50、4 x 25G、または 4 x 10Gに分割されている
場合、そのクワッドのもう一方の奇数ポートは自動的に同じ速度に分割され、そのクワッ

ドのポート 2および 4は削除されます。上記のブレークアウト設定が削除されると、その
クワッドのすべてのポートがデフォルトに戻ります。

•クワッドをデフォルトのポートステータスに戻すには、クワッドの両方の奇数ポートから
ブレークアウト設定を削除します。

• QSFP28（100G）トランシーバは、4 x 25Gブレークアウト機能をサポートします。Cisco
NX-OS Release 9.3(5)以降では、2 x 50Gブレークアウト機能がサポートされます。

• QSFP +（40G）トランシーバは、4 x 10Gブレークアウト機能をサポートします。

• interface breakout module 1 port x map 50g-2xコマンドを使用して、すべての奇数番号ポー
トで、100Gポートから 2 X 50Gポートへのブレークアウトを有効にします。
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• interface breakout module 1 port x map 10g-4xコマンドを活用、40Gポートの 4 x 10Gポー
トへのブレークアウトブレークアウトを有効にします。

Cisco Nexus 9000 C93600CD-GXスイッチのブレークアウト機能

Cisco Nexus N9K-C93600CD-GXブレークアウトの考慮事項を使用してください。

• Cisco Nexus N9K-C93600CD-GXでは、1〜24の 4つのポートはすべてクワッドと呼ばれま
す。

ブレイクアウト構成と速度は、クワッド内で同じである必要があ

ります。

クワッドアウト機能は、クワッド内の速度またはブレイクアウト

設定の不一致がある場合、期待どおりに機能しないことがありま

す。

（注）

6個のクワッドは、ポート 1〜4、5〜8、9〜12、13〜16、17〜20、および 21〜24です。

• Cisco NX-OSリリース 9.3(5)以降では、2つの 50Gブレークアウト機能がポート 1〜36で
サポートされます。

• 4x25Gおよび 4x10Gブレークアウト機能は、ポート 1〜24の間の奇数ポートでのみサポー
トされます。クワッド内の偶数ポートが削除されます（4ポート）。

•クワッド内の奇数番目のポートが分離されると、そのクワッド内の偶数番目のポートは削
除され、クワッド内の他の奇数番目のポートは自動的に同じ速度で分離されます。

たとえば、ポート 1が 4x25Gまたは 4x10Gに分割されている場合、そのクワッドのもう
一方のポートは自動的に同じ速度に分割されます。そのクワッドのポート 2と 4が削除さ
れます。このブレークアウト構成が削除されると、そのクワッド内のすべてのポートがデ

フォルト設定に戻ります。

• 2x50Gブレークアウトは、1〜24のすべてのポートでサポートされます。クワッド内の 1
つのポートが2x50Gに分割されると、クワッド内のすべてのポートが自動的に同じ速度に
分割されます。

たとえば、ポート 2が 2x50Gに分割される場合、ポート 1、3、および 4は自動的に 2x50G
に分割されます。

ポート 1〜24の 50G速度の両方のレーンで RS-FECのみがサポー
トされます。

（注）

• Cisco NX-OSリリース 9.3(3)以降、ポート 25〜28は 4x10G、4x25G、および 2x50Gのブ
レークアウト機能をサポートします。これらのブレークアウト機能は、ポートペアでサ

ポートされます。例：25～26、27～28。
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リンクをアップするには、2x50Gのレーン 2を RS-FECで設定す
る必要があります。

（注）

• Cisco NX-OSリリース 9.3(3)以降では、ポート 29〜36の次のブレークアウト設定を検討し
ます。

• QSFP-DD-400G-DR4トランシーバは、4 x 100Gブレークアウト機能のみをサポートし
ます。

• QSFP-DD-400G-FR4および QSFP-DD-400G-LR8トランシーバは、ブレークアウト機
能をサポートしていません。

• QSFP28（100G）トランシーバは、2 x 50Gおよび 4 x 25Gブレークアウト機能をサ
ポートします。

• QSFP +（40G）トランシーバは、4 x 10Gブレークアウト機能をサポートします。

Cisco Nexus C9316D-Gスイッチのブレークアウトの考慮事項：

Cisco Nexus N9K-C9316D-GXスイッチのポート 1～ 16には、これらのブレークアウトの考慮
事項を活用します。

• QSFP-DD-400G-DR4トランシーバは、4 x 100Gおよび 4x10Gブレークアウト機能のみを
サポートします。

QSFP-DD-400G-FR4およびQSFP-DD-400G-LR8トランシーバは、
ブレークアウト機能をサポートしていません。

（注）

• QSFP28（100G）トランシーバは、2 x 50G、4 x 25G、および 4x10Gブレークアウト機能
をサポートします。

Cisco Nexus 93C64E-SG2-Qスイッチのブレークアウトの考慮事項

単一の高速ポートを複数の低速ポートに分割して回数変更可能接続を可能にするスイッチポー

ト機能であるブレークアウトアウト機能を使用できます。

, ,以降Cisco NX-OSリリース 10.2（2）F、Cisco Nexus 93C64E-SG2-Qスイッチは

• 2x400Gおよび 8x100Gのブレークアウト構成、

•サポートされる光学部品との互換性、および

•柔軟なポート構成を提供します。

サポートされているブレークアウトモードは次のとおりです。

• 2x400Gブレークアウト：単一のポートを 2つの 400Gポートに分割します。
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• 8x100Gブレークアウト：単一のポートを 8つの 100Gポートに分割します。

オプティクス

Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチはこれらのオプ
ティクスをサポートします。

• QDD-8X100G-FR

• QDD-8x100G-LR

• QDD-2X400G-FR4

• QDD-2x400G-LR4

Cisco Nexus 93C64E-SG2-Qスイッチは、64個の QSFP-DD800ポートもサポートしています。
これにより、高密度および高速の接続が可能になります。

仮想デバイスコンテキスト
リモート対応仮想化コンテキスト（ VDC）は、

•オペレーティングシステムとハードウェアリソースをセグメント化し、

•物理スイッチ内の独立した論理的なスイッチをエミュレートし、

•を使用すると、コンテキストごとに個別の設定、管理、管理を実行するためのネットワー
ク仮想化テクノロジーです。

Cisco Nexus 9000シリーズスイッチは、複数のVDCをサポートしていません。すべてのスイッ
チリソースはデフォルト VDCで管理されます。

インターフェイスの高可用性
インターフェイスの高可用性とは、

•スーパーバイザのスイッチオーバー中にインターフェイスの動作を継続できるようにし、

•ステートフルおよびステートレスの両方の再起動メカニズムをサポートするネットワーク
機能です。

ステートフル再起動はスーパーバイザ切り替え時に発生します。切り替え後、Cisco NX-OSは
実行時の設定を適用します。
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第 3 章

基本インターフェイスパラメータの設定

•基本インターフェイスパラメータについて（23ページ）
•インターフェイスの構築に関する制限（39ページ）
•リタイマーポート（47ページ）
•インターフェイスパラメータのデフォルト設定（49ページ）
•基本インターフェイスパラメータ（50ページ）
•基本インターフェイスパラメータの表示のためのコマンド（94ページ）
•インターフェイスカウンタのモニタリング（94ページ）
•例： Cisco Nexus 9396PXスイッチでの QSAの構成（97ページ）

基本インターフェイスパラメータについて

インターフェイスの説明

インターフェイスの説明は、イーサネットまたは

•管理インターフェースに識別可能な名前を割り当てる構成属性であり、

•複数のインターフェースがリストされた状態でのインターフェースの迅速な識別を可能に
し、

•個々のインターフェースの役割や目的を区別するための固有のラベル付けを許可します。

ポートチャネルインターフェイスへの説明パラメータの設定については、「ポートチャネル

の説明の構成」の項を参照してください。

その他のインターフェイスへのこのパラメータの設定については、「説明の構成」の項を参照

してください。

ビーコンモード

ビーコンモードは、
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•ポートのリンクステート LEDをアクティブにして IDに対して緑色に点滅させ、

•デフォルトではディセーブルになっていて、

•インターフェイスでビーコンパラメータを設定してイネーブルになるポート識別機能で
す。

ビーコンモードを使用すると、設置またはトラブルシューティング中にデバイスの物理ポート

を簡単に見つけることができます。アクティブにすると、対応するポートの LEDが緑色に点
滅し、正確なインターフェイスを示します。複雑な環境でのケーブルトレースやポート検証な

どのタスクを簡素化します。

インターフェイスの物理ポートを識別するには、インターフェイスのビーコンパラメータを有

効にします。

ビーコンパラメータの構成については、「ビーコンモードの構成」の項を参照してください。

Error-disabledステート
error-disabledステートとは、ポートが管理上有効化されている

•にもかかわらず、検出された問題により実行時に無効化される動作状態を指します。

•これは自動保護機構（UDLDによる一方向リンクの検出や過剰なポートフラッピングな
ど）の結果として発生し、

•正常動作を復旧するには手動介入または特定の回復設定が必要となります。

その他の情報

ポートが管理的に有効であるが（noshutdownコマンドを使用）、プロセスによって実行時に
無効になる場合、そのポートは error-disabled（err-disabled）ステートです。

インターフェイスが errdisableステートになった場合は、 show interface status err-disabled コ
マンドを使用して、そのエラーに関する情報を取得してください。

たとえば、UDLDが単方向リンクを検出した場合、ポートは実行時にシャットダウンされま
す。ただし、ポートは管理イネーブルなので、ポートステータスは err-disableとして表示され
ます。

ポートが err-disableステートになると、手動で再イネーブル化する必要があります。または、
自動回復を提供するタイムアウト値を設定できます。

自動回復はデフォルトでは設定されておらず、デフォルトでは、err-disableの検出はすべての
原因に対してイネーブルです。

（注）
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error-disabledの自動回復

特定の error-disabledの原因に自動 error-disabled回復タイムアウトを設定し、回復期間を設定で
きます。

The errdisable recovery cause コマンドを使用すると、300秒後に自動的にリカバリします。

errdisable recovery interval コマンドを使用します。特定の err-disable原因のリカバリタイム
アウトも設定できます。

原因に対する error-disabled回復を有効にしない場合、そのインターフェイスは shutdown お
よび no shutdown コマンドを開始するまでerror-disabledステートです。

原因に対して回復をイネーブルにすると、そのインターフェイスの errdisableステートは解消
され、すべての原因がタイムアウトになった段階で動作を再試行できるようになります。

ガイドライン

• Embedded Event Manager（EEM）ポリシーは、障害のあるケーブルと光ファイバを検出す
るために、連続 420秒（デフォルト）で 30回のフラップの後にポートを error-disabledに
します。

Cisco NX-OSリリース 10.5(2)F以降、より多くの起動および停止時間を必要とするシステ
ムでは、420秒間に 25回のフラップが発生すると、porttsは error-disabledになります。こ
れは、これらのプラットフォームに適用されます。

• Cisco Nexus 9800シリーズスイッチ

• N9K-C9332D-GX2B

• N9K-C9364D-GX2A

• N9K-C9348D-GX2A

• N9K-C9408

MDIXパラメータ
メディア依存インターフェイスクロスオーバー（MDIX）パラメータは、インターフェイス構
成の設定です。

•ネットワークデバイス間のクロスオーバー接続の自動検出を有効または無効にし、

•銅線のネットワークインターフェイスにのみ適用され、

•デフォルトでイネーブルステータスに設定されるため、手動での配線を考慮することなく
互換性が確保されます。

この no mdix autoコマンドは、、N9K-C93108TC-FX、N9K-X9788TC-FX、および
N9K-C9348GC-FXPデバイスでのみサポートされます。

MDIXパラメータの設定については、「MDIXパラメータの設定」のセクションを参照してく
ださい。
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インターフェイスステータスエラーポリシー

インターフェイスステータスエラーポリシーは、

•ポリシーのプッシュが失敗した場合にインターフェイスがアクティブ化されないように
し、

•エラー状態情報を保存して中断の繰り返しを回避し、

•ポリシーとハードウェア構成の一貫性を確保するネットワークポリシーの適用メカニズム
です。

アクセスコントロールリスト（ACL）マネージャおよび Quality of Service（QoS）マネージャ
などのCisco NX-OSポリシーサーバは、ポリシーデータベースを維持します。このデータベー
スでは、各ポリシーがコマンドラインインターフェイスを通じて定義されます。

インターフェイスにポリシーを設定すると、そのポリシーがハードウェアポリシーと一致する

ことが保証されます。ハードウェアポリシーと一致しないポリシーがプッシュされると、イン

ターフェイスは error-disabledポリシー状態に設定されます。エラー状態が維持され、今後ポー
トが起動しないように情報が保存されるため、ポリシー違反の繰り返しやシステムの中断が回

避されます。

エラーをクリアしてプログラミングを再試行するには、 no shutdownコマンドを使用します。

インターフェイスMTUサイズ
最大伝送ユニット（MTU）サイズは、次のネットワークインターフェイスのパラメータです。

•それはイーサネットポートが処理できる最大のフレームサイズを決定し、

•設定されたサイズを超えるフレームのドロップを強制します。

追加情報

デフォルトでは、それぞれのインターフェイスのMTUは1500バイトで、イーサネットフレー
ムに関する IEEE 802.3標準です。

ジャンボフレームと呼ばれるMTUサイズを大きくすると、処理効率が向上します。ジャンボ
フレームは通常、最大 9216バイトです。

Cisco NX-OSプラットフォームでは、インターフェイスごとまたはプロトコルスタックのさま
ざまなレベルでMTUを調整できます。

CloudScaleスイッチは、ハードウェアでの追加のカプセル化に対応するために、構成された
MTUを超える 166バイトを許可します（デフォルト）。

2つのポート間で転送するには、どちらのポートにも同じMTUサイズを設定する必要があり
ます。ポートのMTUサイズを超えたフレームはドロップされます。

（注）
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インターフェイスタイプ別のMTU構成

MTUはインターフェイスごとに設定されます。インターフェイスをレイヤ 2またはレイヤ 3
インターフェイスに変更できます。

•レイヤ 2インターフェイス

MTUサイズは、システムのデフォルトMTU値またはシステムジャンボMTU値の 2つの
値のいずれかで設定できます。

システムデフォルトのMTUサイズは 1500バイトです。各レイヤ 2インターフェイスは、
デフォルトでこの値を使用します。デフォルトのシステムジャンボMTU値（9216バイ
ト）を使用してインターフェイスを設定できます。

1500～ 9216のMTU値を許可するには、最初にシステムジャンボMTUを設定します。次
に、それに応じてインターフェイスMTUを調整します。

システムジャンボMTUサイズを変更できます。値が変更される
と、システムジャンボMTU値を使用するレイヤ 2インターフェ
イスは新しいシステムジャンボMTU値に自動的に変更します。

（注）

•レイヤ 3インターフェイス

レイヤ 3インターフェイスには、レイヤ 3物理インターフェイス (スイッチポートなしで
設定)、スイッチ仮想インターフェイス（SVI）、およびサブインターフェイスが含まれま
す。レイヤ 3インターフェイスでは、576～ 9216バイトのMTUサイズを設定できます。

MTUサイズの設定については、「MTUサイズの設定」の項を参照してください。

ガイドライン

• Cisco Nexus 9300-FX2および 9300-GXデバイスで、MTUが 9216未満の入力インターフェ
イスを設定すると、FTEは入力エラーをキャプチャせず、イベントも表示しません。入力
MTUを9216に設定すると、FTEはすべてのイベントを表示します。

帯域幅

帯域幅は、

•ネットワーク接続の最大データ転送速度を測定し、

•デバイス間のリンクの容量を定義し、

•は、イーサネットポートの物理層に固定されたまま（たとえば、1,000,000Kb）になるネッ
トワークパフォーマンスメトリックスです。

イーサネットポートでは、物理帯域幅は常に固定です（1,000,000 Kbなど）。レイヤ 3プロト
コルでは、内部メトリック計算にのみ設定可能な帯域幅の値が使用されます。このパラメータ
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を変更しても、ルーティングプロトコルの動作にのみ影響があり、接続のキャパシティは物理

的に変更されません。

たとえば、Enhanced Interior Gateway Routing Protocol（EIGRP）ではルーティングメトリックを
指定するために最小パス帯域幅が使用されますが、物理レイヤの帯域幅は 1,000,000 Kbのまま
変わりません。

帯域幅パラメータの構成については、「帯域幅の構成」の項を参照してください。

スループット遅延値

スループット遅延は、インターフェイス構成パラメータで、

•レイヤ 3プロトコルが動作を決定するために使用する値を提供し、

•インターフェイスの実際のスループット遅延に影響を与えず、

• 10マイクロ秒単位で設定されます。

たとえば、リンク速度などの他のパラメータが等しい場合、Enhanced Interior Gateway Routing
Protocol（EIGRP）は遅延設定を使用して、他のイーサネットリンクより優先されるイーサネッ
トリンクのプリファレンスを設定できます。設定する遅延値の単位は 10マイクロ秒です。

その他のインターフェイスへのスループット遅延パラメータの構成については、「スループッ

ト遅延の構成」セクションを参照してください。

管理ステータスパラメータ

管理ステータスパラメータは、次のようなネットワークインターフェイスの設定です。

•インターフェイスが管理上アップまたはダウン状態であるかを示します。

•インターフェイスがデータを送信する機能を有効または無効にします。

管理ステータスがダウンに設定されると、インターフェイスはディセーブルになり、データを

送信できません。upに設定すると、インターフェイスはイネーブルになります。

ポートチャネルインターフェイスへの管理ステータスパラメータの設定については、「ポー

トチャネルインターフェイスのシャットダウンと再起動」の項を参照してください。

その他のインターフェイスへの管理ステータスパラメータの設定については、「インターフェ

イスのシャットダウンおよび再開」の項を参照してください。

単方向リンク検出

UDLD

単一方向リンク検出（UDLD）は、
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•接続されたデバイス間の光ファイバおよび銅線イーサネットケーブルの物理構成を監視
し、

•はこれらの接続上の単方向リンクの存在を検出し、

•影響を受ける LANポートを自動的にシャットダウンして、ネットワークの問題を防止す
るためのネットワークプロトコルです。

UDLDは、単一方向リンクと呼ばれる接続で一方向にのみトラフィックが通過するときに発生
する問題を特定して軽減するように設計されたシスコ独自プロトコルです。このような状態

は、ネットワークループを作成し、データ損失やプロトコルの誤動作を引き起こす可能性があ

ります。

Cisco Nexus 9000シリーズのデバイスは、UDLDをイネーブルにした LANポート上のネイバー
デバイスに定期的に UDLDフレームを送信します。フレームが特定の時間枠内にエコーバッ
クされても確認応答（エコー）がない場合、リンクは単方向としてフラグが付けられます。

LANポートがシャットダウンします。

単一方向リンクが識別されディセーブルされるようにするには、リンクの両端のデバイスで

UDLDプロトコルがサポートされている必要があります。UDLDフレームの送信間隔は、グ
ローバル単位または指定されたインターフェイスに設定できます。

追加情報

UDLDは、ネイバーの IDの検知、誤って接続されたLANポートのシャットダウンなど、自動
ネゴシエーションでは実行不可能な処理を実行します。

自動ネゴシエーションと UDLDの両方をイネーブルにすると、レイヤ 1の検出が動作して、
物理的な単一方向接続と論理的な単一方向接続を防止し、その他のプロトコルの異常動作を防

止できます。

単一方向リンクは、ローカルデバイスから送信されたトラフィックがネイバーで受信される

が、ネイバーからのトラフィックがローカルデバイスで受信されない場合に発生します。

ペアのファイバケーブルのうち一方の接続が切断された場合、自動ネゴシエーションがアク

ティブであると、そのリンクのアップ状態は維持されなくなります。この場合、論理リンクは

不定であり、UDLDは何の処理も行いません。両方のファイバーがレイヤー 1で正常に動作し
ている場合、UDLDはそれらが正しく接続されているかどうか、およびトラフィックが正しい
ネイバー間で双方向に流れているかどうかを確認します。自動ネゴシエーションはレイヤ1で
動作するため、このチェックは、自動ネゴシエーションでは実行できません。

UDLDは、銅線の LANポート上では、このタイプのメディアでの不要な制御トラフィックの
送信を避けるために、ローカルでデフォルトでディセーブルになっています。

（注）

例

デバイスAとデバイスBは光ファイバケーブルで接続されています。ケーブルの切断により、
デバイス Bはデバイス Aからトラフィックを受信できますが、デバイス Aはデバイス Bから
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トラフィックを受信できません。UDLDはこの単方向の状態を検出し、影響を受けるポートを
ディセーブルにすることで、ネットワークの問題を防ぎます。

図 1 :単方向リンク

類推

UDLDは、参加者双方が相手の声を定期的に確認できる、双方向の会話に似ています。1人の
参加者が応答を停止すると、誤解を防ぐためにカンバセーションが一時停止します。同様に、

双方向通信が失敗した場合に UDLDがポートをディセーブルにします。

UDLDのデフォルト構成の状態

UDLD構成の状態は、システム定義の設定で、

• UDLDがグローバルに動作するか、または特定のポートで動作するかを指定し、

• UDLDが標準規格モードとアグレッシブモードのどちらで動作しているかを決定し、

• UDLDプロトコル動作のメッセージ間隔を制御します。

UDLDは、ポートメディアタイプに応じて異なるデフォルトを適用します。

•イーサネット光ファイバポート上では、UDLDはデフォルトでイネーブルに設定されて
います。

•イーサネットツイストペア（銅線）ポートでは、UDLDはデフォルトでディセーブルに
なっています。UDLDを使用する場合は、UDLDをイネーブルにする必要があります。

UDLDのデフォルト構成の状態

次の表に、UDLDのデフォルト構成を示します。

表 4 : UDLDのデフォルト構成の状態

デフォルト値機能

グローバルにディセーブルUDLDグローバルイネーブルステート
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デフォルト値機能

すべてのイーサネット光ファイバLANポート
でイネーブル

ポート別の UDLDイネーブルステート（光
ファイバメディア用）

すべてのイーサネット 10/100および
1000BASE-TX LANポートでディセーブル

ポート別のUDLDイネーブルステート（ツイ
ストペア（銅製）メディア用）

ディセーブルUDLDアグレッシブモード

15秒UDLDメッセージの間隔

デバイスおよびそのポートへの UDLDの設定については、「UDLDモードの設定」の項を参
照してください。

UDLDの通常モードとアグレッシブモード

UDLDモードはリンクをモニターし、単方向リンク障害を検出して対応する方法を決定しま
す。

UDLDは、通常モードまたはアグレッシブモードで使用できます。

•通常モード：UDLD通常モードでは、ピアポート間でパケットを交換してリンクヘルス
を検出します。

•アグレッシブモード：UDLDアグレッシブモードは、応答しないネイバーとのコンタクト
の再確立を試行します。8回の再試行後、リンクが応答しないままの場合、UDLDは、検
出されない一方向の障害がネットワークの問題を引き起こすのを防ぐために、影響を受け

るポートを積極的にディセーブルにします。

その他の情報

スイッチがリンクエラー（空のエコーパケット、単方向の障害、TXまたは RXループ、ネイ
バーの不一致など）を検出すると、その状態にフラグを立てますが、ポートをディセーブルに

はしない場合があります。

UDLDはデフォルトでは通常モードで動作し、アグレッシブモードはユーザがイネーブルにし
ない限りディセーブルになります。

UDLDアグレッシブモードをグローバルにイネーブルにすると、このモードはすべての光ファ
イバポートでアクティブになります。特定の個々の光ファイバポートでアクティブにすること

もできます。

これは、個々の銅線インターフェイスで設定する必要があります。（注）

UDLDアグレッシブモードは、両方がサポートしているネットワークデバイス間だけで活用し
ます。このモードは、ポイントツーポイントリンクでのみ活用します。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
31

基本インターフェイスパラメータの設定

UDLDの通常モードとアグレッシブモード



このような場合、UDLDアグレッシブモードでポートをディセーブルにして、トラフィック損
失を防止します。

•リンクの一方にポートスタックが生じる（送受信どちらも）

•リンクの一方がダウンしているにもかかわらず、リンクのもう一方がアップしたままにな
る

ガイドライン

•ラインカードをISSU中にアップグレードする場合、UDLDアグレッシブモードがイネーブ
ルになっているレイヤ2ポートチャネルに一部のポートが含まれていると、リモートポー
トをシャットダウンすると、UDLDによってローカルポートが err⁻disabled ステートにな
ります。これは予期されている動作です。

ISSUの完了後にサービスを復元するには、ローカルポートで shutdown コマンドと no
shutdown コマンドを順に入力します。

ポートチャネル

ポートチャネルは、複数の物理インターフェイスを

•組み合わせて総帯域幅を増やし、少なくとも 1つの

•アクティブである限り動作し続けることで冗長性を提供し、参加している物理インター
フェイス間で

•トラフィックのバランスをとってネットワークパフォーマンスを最適化する論理インター
フェイスです。

これらの集約された各物理インターフェイス間でトラフィックのロードバランシングも行いま

す。ポートチャネルは、チャネル内の少なくとも1つの物理インターフェースがアクティブで
ある限り動作を継続します。

追加情報

レイヤ 3ポートチャネルに適合するレイヤ 3インターフェイスをバンドルすれば、レイヤ 3
ポートチャネルを作成できます。

ポートチャネルに加えられた設定の変更は、そのチャネル内の各メンバーインターフェイス

に自動的に適用されます。

ポートチャネルについては、「ポートチャネルの構成」の章を参照してください。

ポートプロファイル

Cisco Nexus 9300シリーズスイッチの場合、多くのインターフェイスコマンドを含むポート
プロファイルを作成して、インターフェイスの範囲にそのポートプロファイルを適用できま
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す。ポートプロファイルはそれぞれ特定のタイプのインターフェイスにだけ適用できます。次

のインターフェイスから選択できます。

•イーサネット

• VLANネットワークインターフェイス

•ポートチャネル

インターフェイスタイプにイーサネットまたはポートチャネルを選択した場合、ポートプロ

ファイルはデフォルトモードになります。デフォルトモードはレイヤ3です。ポートプロファ
イルをレイヤ 2モードに変更するには、switchportコマンドを入力します。

ポートプロファイルをインターフェイスまたはインターフェイスの範囲にアタッチするときに

ポートプロファイルを継承します。ポートプロファイルをインターフェイスまたはインター

フェイスの範囲にアタッチ、または継承する場合、そのポートプロファイルのすべてのコマン

ドがインターフェイスに適用されます。また、ポートプロファイルには、別のポートプロファ

イルの設定を継承することができます。別のポートプロファイルを継承した場合、最初のポー

トプロファイルでは、それを継承した第 2のポートプロファイルに含まれるすべてのコマン
ドは、最初のポートプロファイルとは競合していないものと見なされます。4つのレベルの継
承に対応しています。任意の数のポートプロファイルで同じポートプロファイルを継承でき

ます。

次の注意事項に従って、インターフェイスまたはインターフェイスの範囲で継承されたコマン

ドが適用されます。

•競合が発生した場合は、インターフェイスモードで入力したコマンドがポートプロファ
イルのコマンドに優先します。しかし、ポートプロファイルはそのコマンドをポートプ

ロファイルに保持します。

•ポートプロファイルのコマンドに対してデフォルトのコマンドを明示的に優先させない限
り、ポートプロファイルのコマンドがインターフェイスのデフォルトのコマンドに優先し

ます。

•一定範囲のインターフェイスが2つ目のポートプロファイルを継承すると、矛盾がある場
合、最初のポートプロファイルのコマンドが 2つ目のポートプロファイルのコマンドを
無効にします。

•ポートプロフィルをインターフェイスまたはインターフェイスの範囲に継承した後、イン
ターフェイスコンフィギュレーションレベルで新しい値を入力して、個々の設定値を上

書きできます。インターフェイスコンフィギュレーションレベルで個々の設定値を削除

すると、インターフェイスではポートプロファイル内の値が再度使用されます。

•ポートプロファイルに関連したデフォルト設定はありません。

• Cisco Nexus C9232E-B1スイッチでは、ポートはデフォルトで 2x400Gプロファイルになり
ます。他のブレークアウトモードに変更するには、 no interface breakout module 1 port
<port#> map 400g-2x "を構成する必要があります。そして、interface breakout module 1
port <port#> map <map name>を構成します。
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指定するインターフェイスタイプにより、コマンドのサブセットが port-profileコンフィギュ
レーションモードで使用できます。

Session Managerにポートプロファイルは使用できません。Session Managerの詳細については、
『Cisco Nexus 9000 Series NX-OS System Management Configuration Guide』を参照してください。

（注）

ポートプロファイル設定をインターフェイスに適用するには、そのポートプロファイルをイ

ネーブルにする必要があります。ポートプロファイルをイネーブルにする前に、そのポート

プロファイルを一定範囲のインターフェイスに設定し、継承できます。その後、指定されたイ

ンターフェイスで設定が実行されるように、そのポートプロファイルをイネーブルにします。

元のポートプロファイルに 1つ以上のポートプロファイルを継承する場合、最後に継承され
たポートプロファイルだけをイネーブルにする必要があります。こうすれば、その前までの

ポートプロファイルがイネーブルにされたと見なされます。

ポートプロファイルをインターフェイスの範囲から削除する場合、まずインターフェイスから

コンフィギュレーションを取り消して、ポートプロファイルリンク自体を削除します。また、

ポートプロファイルを削除すると、インターフェイスコンフィギュレーションが確認され、

直接入力された interfaceコマンドで無効にされた port-profileコマンドをスキップするか、それ
らのコマンドをデフォルト値に戻します。

他のポートプロファイルにより継承されたポートプロファイルを削除する場合は、そのポー

トプロファイルを削除する前に継承を無効にする必要があります。

また、ポートプロファイルを元々適用していたインターフェイスのグループの中から、そのプ

ロファイルを削除するインターフェイスを選択することもできます。たとえば、1つのポート
プロファイルを設定した後、10個のインターフェイスに対してそのポートプロファイルを継
承するよう設定した場合、その 10個のうちいくつかのインターフェイスからのみポートプロ
ファイルを削除することができます。ポートプロファイルは、適用されている残りのインター

フェイスで引き続き動作します。

インターフェイスコンフィギュレーションモードを使用して指定したインターフェイスの範

囲の特定のコンフィギュレーションを削除する場合、そのコンフィギュレーションもそのイン

ターフェイスの範囲のポートプロファイルからのみ削除されます。たとえば、ポートプロファ

イル内にチャネルグループがあり、インターフェイスコンフィギュレーションモードでその

ポートチャネルを削除する場合、指定したポートチャネルも同様にポートプロファイルから

削除されます。

デバイスの場合と同様、オブジェクトをインターフェイスに適用せずに、そのオブジェクトの

コンフィギュレーションをポートプロファイルに入力できます。たとえば、仮想ルーティング

および転送（VRF）インスタンスをシステムに適用しなくても、設定できます。その VRFと
そのコンフィギュレーションをポートプロファイルから削除しても、システムに影響はありま

せん。

単独のインターフェイスまたはある範囲に属する複数のインターフェイスに対してポートプロ

ファイルを継承した後、特定の設定値を削除すると、それらのインターフェイスではそのポー

トプロファイル設定が機能しなくなります。
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ポートプロファイルを誤ったタイプのインターフェイスに適用しようとすると、エラーが返さ

れます。

ポートプロファイルをイネーブル化、継承、または変更しようとすると、システムによりチェッ

クポイントが作成されます。ポートプロファイル設定が正常に実行されなかった場合は、その

前の設定までロールバックされ、エラーが返されます。ポートプロファイルは部分的にだけ適

用されることはありません。

Cisco QSFP+ to SFP+アダプタモジュール
Cisco QSFP+ to SFP+アダプタモジュール（QSA）は、次のようなネットワークインターフェ
イスのアクセサリです。

• 40G QSFP+アップリンクポートで 10G SFP+トランシーバを使用でき、

•指定した速度グループ内のすべてのポートが同じ速度（10Gまたは 40G）で動作する必要
があります。

Cisco QSFP+ to SFP+アダプタ（QSA）モジュールは、特定の Cisco Nexus 9300デバイスに属す
る Cisco Nexus M6PQおよびM12PQアップリンクモジュール内の 40Gアップリンクポートで
10Gの動作を可能にします。

QSA/QSFPモジュールを使用するには、M6PQまたはM12PQアップリンクモジュール内の連
続する 6つのポートが同じ速度 (10Gまたは 40G)で動作する必要があります。

サポートされるプラットフォームとポートグループ

これらのCisco Nexusデバイスおよびポートグループは Cisco QSFP+ to SFP+アダプタモジュー
ルをサポートしています。

• Cisco Nexus 9396PX：2/1～ 6（最初のグループ）、2/7～ 12（2番目のグループ）

• Cisco Nexus 93128PX/TX: 2/1～ 6（最初のグループ）、2/7～ 8（第 2グループ）

• Cisco Nexus 937xPX/TX：1/49～ 54（グループのみ）

• Cisco Nexus 93120TX：1/97～ 102（グループのみ）

• Cisco Nexus 9332PQ：1/27～ 32（グループのみ）

QSAモジュールのポート速度の構成

speed-group 10000 コマンドを使用してポート速度グループの最初のポートを設定して、グ
ループ内のすべてのポートを 10Gに設定します。デフォルトのポート速度は 40Gです。

no speed-group 10000 コマンドは 40Gの速度を指定します。

• Cisco NX-OSリリース 7.0(3)I7(5)を実行している Cisco Nexus 9300シリーズスイッチで
は、アップリンクモジュールを削除しないでください。アップリンクモジュールのポー

トは、アップリンク用にのみ使用してください。
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• Cisco NX-OSリリース 9.2(2)以降、CWDM4は次のスイッチおよびラインカードでサポー
トされます。

• 36ポート 100ギガビットイーサネット QSFP28ラインカード（N9K-X9636C-R）

• 36ポート 40ギガビットイーサネット QSFP+ラインカード（N9K-X9636Q-R）

• 36ポート 100ギガビット QSFP28ラインカード（N9K-X9636C-RX）

• 52ポート 100ギガビット QSFP28ラインカード（N9K-X96136YC-R）

速度を構成すると、互換性のあるトランシーバモジュールがイネーブルになります。スイッチ

は互換性のないモジュールをディセーブルにし、「check speed-group」configというメッセー
ジが表示されます。

Cisco QSFP+ to SFP+アダプタ（QSA）モジュールは、Cisco Nexus 9500デバイス用の 40Gライ
ンカードに対して 10Gのサポートを提供しません。

Cisco Nexus 9200および 9300-EXシリーズスイッチおよび Cisco Nexus 3232Cおよび 3264Qシ
リーズスイッチでは、QSFP-to-SFP アダプタを使用できます。

（注）

Cisco SFP+アダプタモジュール
Cisco SFP+アダプタモジュールは、

• SFP+光ファイバを大容量のスイッチポートで使用するように適応させることで、高速接
続が可能になるネットワークインターフェイスデバイスです。

•これは、手動または自動速度設定による複数のイーサネット速度（10Gや25Gなど）をサ
ポートします。

interface breakout module コマンドを使用すると、100Gインターフェイスを 4つの 25Gイン
ターフェイスに分割できます。このコマンドを入力した後に、実行コンフィギュレーションを

スタートアップコンフィギュレーションにコピーする必要があります。

Cisco NX-OSリリース 9.2(3)以降、10/25 LRは、N9K-X97160YC-EX、N9K-C93180YC-FX、
N9K-C93240YC-FX2、および N3K-C34180YCスイッチでサポートされています。

このデュアルスピード光トランシーバはデフォルトで 25Gで動作し、他の 25G LRトランシー
バと相互運用します。自動速度検知はサポートされていないため、このデバイスを10Gトラン
シーバーで使用するには、手動で 10G速度に設定してください。

CVR-2QSFP28-8SFPアダプタは、Cisco Nexus 9236Cスイッチの 100ギガビットポートで 25ギ
ガビット光ファイバをサポートします。
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Cisco SFP-10G-T-Xモジュール
Cisco SFP-10G-TXモジュールは、ホットスワップ可能な10ギガビットイーサネットトランシー
バで、

•標準規格のカテゴリ 6aまたはカテゴリ 7の銅線ケーブルで 10GBASE-T接続を実現し、

•インターフェイスの柔軟性を高めるために RJ-45コネクタをサポートし、

•データセンターおよび企業アプリケーションで最大 30メートルの到達距離を可能にしま
す。

Cisco NX-OSリリース 9.3(5)以降、10G BASE-T SFP+（RJ-45）は N9K-C93240YC-FX2、、
N9K-C93180YC-FX、および N9K-C93360YC-FX2デバイスでサポートされます。

デフォルトでは、Cisco SFP-10G-TXモジュールは 10Gの速度で動作します。

SFP-10G-TXモジュールを使用する場合、すべての隣接ポートが空であるか、パッシブ銅線リ
ンクを使用している必要があります。

show interfaceおよび show interface capabilityコマンドは、特定のポートでサポートされてい
る速度を表示します。

SFP-10G-TXトランシーバを使用している場合、特定のポートでサポートされている速度とし
て100 Mbpsと表示されることがあります。GLC- TEトランシーバの場合、サポートされている
最低速度は 1 Gbpsです。

管理状態が「Up」のときにメディアタイプ10G-TXで設定されたインターフェイスは、サポー
トされていないメディアタイプで errdisableのままになります。この状態を解消するには、イ
ンターフェイスで次のコマンドを使用します。

• shutdown

• no shutdown

次の表は、さまざまなCisco Nexusスイッチのデフォルトのポートマッピングを示しています。

表 5 :デフォルトのポートマッピング

ポートマップデバイス名

PI/PE：1、4-5、8-9、12-13、16、37、40-41、
44-45、48

Cisco Nexus、N9K-C93180YC-FX、
N9K-C93180YC-FX3および
N9K-C93180YC-FX3S

W/PI Fan/PS：2、6、8、12、14、18、20、24、
26、30

32、36、38、42、44、48

W/PE Fan/PS：6、12、18、24、30、36、42、48

Cisco Nexus N9K-C93240YC-FX2
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ポートマップデバイス名

PI/PE 1、4-5、8、41、44-45、48-49、52-53、
56-57、

60-61、64-65、68-69、72-73、76-77、80-81、
84-85、

88-89、92-93、96

Cisco Nexus N9K-C93360YC-FX2

Cisco SFP-10G-OLT20-Xモジュール
Cisco SFP-10G-OLT20-Xモジュールは、ホットスワップ可能な光トランシーバであり、Cisco
スイッチの標準規格 SFP+ポートに適合します。最大 20 kmまでの 10ギガビットイーサネット
接続をサポートしています。このモジュールは、Ciscoおよび業界のOLT仕様に準拠していま
す。

PONマネージャを活用、モジュールのモニタ、設定、管理を行います。

Cisco NX-OSリリース 10.6(1)F以降、 Cisco Nexus 9000シリーズスイッチはSFP-10G-OLT20-X
モジュールをサポートします。

詳細については、『Transceiver Module Group (TMG) Compatibility Matrix』を参照してくださ
い。

例： SFPモジュールの詳細の表示

SFPモジュールの詳細を表示するには、 show interface transceiver details コマンドを使用しま
す。

switch# show interface eth1/33 transceiver details
Ethernet1/33
transceiver is present
type is SFP-10G-OLT20
name is CISCO-TIBIT
part number is SFP-10G-OLT20-X
revision is 001
serial number is OLT-E09B2736AAB6
nominal bitrate is 10300 MBit/sec
Link length supported for 9/125um fiber is 20 km
cisco id is 3
cisco extended id number is 4

SFP Detail Diagnostics Information (internal calibration)
----------------------------------------------------------------------------

Current Alarms Warnings
Measurement High Low High Low
----------------------------------------------------------------------------

Temperature 38.00 C 80.00 C -25.00 C 75.00 C -20.00 C
Voltage N/A 3.63 V 2.96 V 3.46 V 3.13 V
Current N/A 120.00 mA 45.00 mA 115.00 mA 50.00

mA
Tx Power N/A 7.99 dBm 2.99 dBm 6.99 dBm 3.99 dBm
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Rx Power N/A -6.00 dBm -29.20 dBm -7.00 dBm -28.23 dBm

Transmit Fault Count = 0
----------------------------------------------------------------------------

Note: ++ high-alarm; + high-warning; -- low-alarm; - low-warning

2025 Apr 29 05:00:31 switch2 vsh.bin: DIAG VALUES
temp:38000,,,volt:0,,,curr:0,tx:0, rx_pwr: 0

コマンドは、PONポートが有効になるまで、電圧、電流、送信電力、または受信電力の値がゼ
ロの場合、電流測定フィールドに「NA」と表示します。

show interface transceiver details コマンド出力で、Rx電力は常に N/Aと表示されます。

（注）

ガイドライン

SFPモジュールを使用する場合は、次の注意事項を活用します。

•この光ファイバの PONマネージャでは、次の推奨 SLA値を活用します。
Downstream
Guaranteed Rate [kbps]: 128
Guaranteed Max Burst [bytes]: 100000
Best Effort Rate [kbps]: 10000000
Best Effort Max Burst [bytes]: 99999
Upstream
Fixed Rate [kbps]: 400
Guaranteed Rate [kbps]: 128
Guaranteed Max Burst [bytes]: 409600
Guaranteed Priority [1 Lowest, 8 Highest]: 1
Best Effort Rate [kbps]: 10000000
Best Effort Max Burst [bytes]: 409600
Best Effort Priority [1 Lowest, 8 Highest]: 1
Min Grant Period [100μs]: 0
Max Grant Period [100μs]: 10
Grant Limit [grants]: 8
Service Limit [kBytes]: 60
Service Weight [kBytes]: 0

• shutdown操作を実行した後、OLT光ポートで no shutdownを有効にした後、5分間の設
定時間を確保します。この待機期間により、さらにアクションを実行したりステータスを

確認したりする前に、PONマネージャを安定させることができます。

インターフェイスの構築に関する制限
基本インターフェイスパラメータの設定には次の注意事項と制約事項があります。

• Cisco N9K-C9348GC-FXPスイッチをサードパーティ（SRX4600ファイアウォール）ファイ
アウォールに接続し、いずれかのスイッチポートがネットワークデバイスのコンソール

ポートに接続されている場合、ファイアウォールに接続されているすべてのポートでリン

クが不安定になるか、 10 Mbpsで設定します。
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•銅線ポートでは、MDIXはデフォルトでイネーブルになっています。MDIXコマンドは、

• internal キーワードがサポートされていないため、 show を無効にすることはできませ
ん。

•光ファイバイーサネットポートでは、シスコがサポートするトランシーバを使用する必
要があります。 show interface transceivers コマンドを使用して互換性を確認します。シ
スコがサポートするトランシーバを持つインターフェイスは、機能インターフェイスとし

て一覧表示されます。

•ポートをレイヤ 2インターフェイスまたはレイヤ 3インターフェイスとして構成できま
す。デフォルトでは、各ポートもレイヤ 3インターフェイスです。

switchport コマンドを使用して、レイヤ 3インターフェイスをレイヤ 2インターフェイ
スに変換します。no switchportコマンドを使用して、レイヤ 2インターフェイスをレイヤ
3インターフェイスに変換します。

•一時停止フレームでフロー制御を使用することはできません。

• Cisco NX-OSリリース 9.3(1)以降では、MTU 9216のみを FEXファブリックポートに設定
できます。その他の値が渡された場合は、エラーが生成されます。

スイッチを Cisco NX-OSリリース 9.3(1)にアップグレードする前に、FEXファブリック
ポートチャネルのMTU値が 9216に設定されていた場合、 show running config コマンド
はMTU値を表示しませんが、 show running-config diff コマンドは表示します。

• Cisco NX-OSリリース 9.3(1)以降では、FEXファブリックポートチャネルはデフォルト
でMTU 9216のみをサポートします。

•これらのラインカードではリンクトレーニングを使用できません。

Nexus 9300モジュール：

• N9K-M12PQ（C9396PX、C9396TX、C93128PX、C93128TX）

Nexus 9500モジュール：

• X9536PQ

• X9564PX

• X9564TX

•有効なインターフェース記述の最後にバックスラッシュ (\)を使用すると、パーサーはバッ
クスラッシュを継続文字として識別し、コマンド文字列に新しい行文字「\n」を追加する
ことにより、コマンド出力に余分な改行を追加します。これは Day-1の動作です。

• Cisco NX-OSリリース 10.2(3)F以降、 link-flap error-disable count コマンドはすべての
Cisco Nexus 9000シリーズスイッチのすべての物理ポートで構成できます。

• Cisco NX-OSリリース 10.3(x)および 10.4(x)では、 Nexus 9000シリーズスイッチでイン
ターフェイス速度を手動で 100 Mbpsに設定すると、同様に手動で 100 Mbpsに設定する特
定の非 Nexusデバイスとのリンク確立を妨げる場合があります。この問題を回避するに
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は、リモートデバイスで自動ネゴシエーションを有効にするか、またはリモート構成を変

更できない場合の回避策として中間レイヤ 2スイッチを使用します。

イーサネットポート速度およびデュプレックスモードに関するガイドライン

•通常、イーサネットポート速度およびデュプレックスモードパラメータは自動に設定し、
システムがポート間で速度およびデュプレックスモードをネゴシエートできるようにしま

す。これらのポートのポート速度およびデュプレックスモードを手動で設定する場合は、

次の点について考慮してください。

•イーサネットまたは管理インターフェイスに速度およびデュプレックスモードを設定
する前に、「デフォルト設定」の項を参照して同時に設定できる速度およびデュプ

レックスモードの組み合わせを確認します。

•イーサネットポート速度を自動に設定すると、デバイスは自動的にデュプレックス
モードを自動に設定します。

• nospeedコマンドを入力すると、デバイスは自動的に速度およびデュプレックスパラ
メータの両方を自動に設定します（ no speedコマンドと speed auto コマンドは同じ
結果になります）。

•イーサネットポート速度を自動以外の値（1G、10G、または 40Gなど）に設定する
場合は、それに合わせて接続先ポートを設定してください。接続先ポートが速度をネ

ゴシエーションするように設定しないでください。

接続先ポートが自動以外の値に設定されている場合、デバイスは

イーサネットポート速度およびデュプレックスモードを自動的

にネゴシエートできません。

（注）

イーサネットポート速度およびデュプレックスモードの設定を

変更すると、インターフェイスがシャットダウンされてから再び

イネーブルになる場合があります。

注意

• Cisco Nexus 9000シリーズスイッチでは、 show interface コマンドと show interface

capabilityコマンドを実行すると、特定のポートでサポートされている速度として 100
Mbpsが表示される場合があります。ただし、この速度はSFP-10G-TXトランシーバを使用
する場合にのみサポートされます。GLC-TEトランシーバを使用するポートの場合、サポー
トされている最低速度は 1 Gbpsです。
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サーバーポートでの自動ネゴシエーションのサポート

イーサネットインターフェイスの速度、デュプレックス、および自動フロー制御を設定するに

は、 negotiate auto コマンドを使用します。自動ネゴシエーションをディセーブルにするに
は、 no negotiate auto コマンを使用します。

Base-T銅線ポートの場合は、固定速度が設定されていても、自動ネゴシエーションがイネーブ
ルになります。

• Cisco NX-OSリリース 10.1(2)以降、これらのスイッチで 40Gおよび 100G速度の自動ネゴ
シエーションを使用できます。

• N9K-C93600CD-GX

• N9K-C9316D-GX

• NRZモードのN9K-C9364C-GX

• Cisco NX-OSリリース 9.2(2)以降、自動ネゴシエーション（40 G/100 G）は以下のポート
でサポートされます。

• Cisco Nexus 9336C-FX2スイッチ：ポート 1〜 6および 33〜 36

• Cisco Nexus 93240YC-FX2スイッチ：ポート 51〜 54

• Cisco Nexus 9788TCラインカード：ポート 49〜 52

• Cisco NX-OSリリース 10.4(1)F以降、100G/40Gの自動ネゴシエーションは、Cisco
Nexus 9332D-H2Rプラットフォームスイッチでサポートされます。ただし、400Gは
サポートされていません。

• Cisco NX-OSリリース 10.4(2)F,以降、100G/40Gポートの自動ネゴシエーションは、
Cisco Nexus 93400LD-H1プラットフォームスイッチの最後の 4つのポートでサポート
されます。

• Cisco NX-OSリリース 10.4(3)F以降、100G/40Gポートの自動ネゴシエーションは、
Cisco Nexus N9K-C9364C-H1プラットフォームスイッチでサポートされます。

自動ネゴシエーションの非サポート

自動ネゴシエーションは、これらのNexusスイッチの400Gおよび200G銅線リンクではサポー
トされていません。リンクをアップにするには、ピア側でそれぞれの速度を構成する必要が

あります。

リリース銅線サポート（自動ネゴシ

エーションなし）

Nexusスイッチ

10.2(3)F400GN9K-C9348D-GX2A

10.3（3）F200GN9K-C9348D-GX2A

10.2(3)F400GN9K-C9364D-GX2A
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リリース銅線サポート（自動ネゴシ

エーションなし）

Nexusスイッチ

10.3（3）F200GN9K-C9364D-GX2A

NX-OS 10.2(1q)F400GN9K-C9332D-GX2B

10.3（3）F200GN9K-C9332D-GX2B

9.3(5)400GN9K-C93600CD-GX

10.3（3）F200GN9K-C93600CD-GX

9.3(5)400GN9K-C9316D-GX

10.3（3）F200GN9K-C9316D-GX

10.3（3）F400GN9K-X9400-8D

10.3（3）F200GN9K-X9400-8D

10.5(1)F200GN9K-X9400-16W

•自動ネゴシエーションは、25Gブレークアウトポートではサポートされていません。

•ケーブル長が 5 mを超える場合、自動ネゴシエーションはサポートされていません。この
ケーブル長の制限は、銅ケーブルにのみ適用されます。光ケーブルには適用されません。

• Cisco Nexus NX-OS Release 10.4(3)以降の、100G-CR2(PAM4)/ 4ZQ100G銅線 PAM4リンク
での自動ネゴシエーションはサポートされていません。

リンクをアップにするには、ピア側で speed 100000を構成する必要があります。

• N9K-C93600CD-GX

• N9K-C9316D-GX

Cisco Nexus NX-OSリリース 10.4(3)F以降、N9K-C93600CD-GXで
は、100G-CR2(PAM4)/4ZQ100G銅線リンクはポート 29～ 36での
みサポートされます。

（注）

• Cisco NX-OSリリース 10.4(2)F以降では、リンクをアクティブにするには、両方の 50Gx2
ブレークアウトポートで同じ FECを設定する必要があります。

FECタイプは、ポートの自動ネゴシエーションではサポートされていません。デフォルト
構成がポートで異なる場合は、両方のポートに同じ構成が存在することを確認します。

• N9K-C93108TC-FX3Pスイッチが次のいずれかのスイッチに接続されている場合、自動ネ
ゴシエーションはサポートされません。
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• N9K-C9236C、N9K-C92300YC、N9K-C9232C、N9K-C92300YC、および
N9K-C93180YC-FX。

• N3K-C3172TQ-XL、N3K-C3172TQ-10GT、N3K-C3172PQ-10GE、および
N3K-C3132Q-40GE。

• Cisco NX-OSリリース 10.5（2）F以降、N9K-X9736C-FX3ラインカードを搭載した Cisco
Nexus 9508スイッチ：

•自動ネゴシエーションは、QSFP-100Gおよび QSFP-40G（銅線）トランシーバでは
ディセーブルになっています。

• 2 mの銅線ケーブルのみがサポートされます。

Cisco Nexus 9348GC-FX3PHスイッチ

• Cisco NX-OSリリース 10.4(1)F以降、Cisco Nexus C9348GC-FX3PHスイッチには以下の制
限が適用されます。

•フロントポート41～48では、輻輳またはラインレートトラフィック中にコントロー
ルプレーンが影響を受ける可能性があります。

•ラインレートトラフィックの 99.98%でドロップはありません。

•これらのインターフェイスカウンタは、前面ポート 41～ 48でサポートされます。

•インターフェイスパケット：入力パケット、Rxユニキャストパケット、Rxマル
チキャストパケット、Rxブロードキャストパケット、Txユニキャストパケット、
出力パケット、Txマルチキャストパケット、および Txブロードキャストパケッ
ト。

•インターフェイスエラー：入力ラントエラー、入力 FCSエラー、入力エラー、
シンボルエラー、入力 CRC、および出力エラー。

•インターフェイスコリジョン：コリジョン、シングルコリジョン、マルチコリ
ジョン、およびレイトコリジョン。

•インターフェイスバイト：Rxバイト、および Txバイト。

•その他のサポートされているインターフェイスカウンタ：Tx Dropped、Short
Frame、Jumbo Frames、Input Discard、Deferred、および Jabber。

Cisco Nexus N9K-9232E-B1スイッチ

• Cisco NX-OSリリース 10.4(2)F以降、Cisco Nexus N9K-C9232E-B1スイッチはこれらの機
能をサポートします。

• 2 x 400Gポート、4 x 100Gポート、および 8 x 100Gポートのブレークアウトをサポー
トします。
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•ブレークアウト 4x25Gおよび 2x50Gを 100Gファイバリンクおよび 100G光ファイバ
でサポートされています。

•ネイティブ 400Gおよびネイティブ 100Gポートをサポートされています。

• 800G銅ケーブルは 9～ 24ポートにのみ接続可能です。

自動ネゴシエーションはこのスイッチでサポートされません。

Cisco Nexus 9808と Cisco Nexus 9804

Cisco NX-OSリリース 10.3(1)F以降、Cisco Nexus 9800プラットフォームスイッチはこれらの
機能を備えています。

•インターフェイス整合性チェッカーをサポートします。

• N9K-X9836DM-Aラインカードでは、ネイティブ (400G、100G、40G)およびブレイクア
ウト (4x100G)ポートのサポートが提供されます。

• N9K-X9836DM-Aラインカードには、CVR-QSFP-SFP10Gアダプタを使用した10G光サポー
トが提供されています。

• N9K-X9836DM-Aラインカード用の40G、100G銅線ベースのリンクでは、自動ネゴシエー
ションはサポートされません。

•物理インターフェイスの統計情報をサポートします。

• UDLDサポート。

• Cisco Nexus 9808/9804プラットフォームスイッチには、物理インターフェイスの統計に関
して次の制限があります。

•ポートチャネルはサポートされません。

•ブロードキャストカウンタまたは統計は、インターフェイスカウンタではサポート
されません。

•ローカルで生成または注入されたパケットは、ユニキャスト、マルチキャスト、また
はブロードキャストに分類されません。ただし、これらは合計パケット数とバイト数

に含めて計算されます。例：CDPパケットです。

•フレームサイズは show interface ethernet 1/1 counters detailed snmpコマンドを使用して
表示できます。

This platform counter Range
===============
TX Frame octet Range
TX legal frames with 1519-2500 bytes.
TX legal frames with 2501-9000 bytes.
Nexus existing platform
================
TX Length=1519-2047
TX Length=2048-4095
TX Length=4096-8191
TX Length=8192-9215
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TX Length>=9216
Similar frame size support exists for Rx direction also.

show interface ethernet 1/1 counters detailed snmp
Ethernet1/1
Rx Packets: 4004
Rx Unicast Packets: 4000
Rx Jumbo Packets: 4000
Rx Bytes: 7031737
Rx Packets from 65 to 127 bytes: 1
Rx Packets from 128 to 255 bytes: 1
Rx Packets from 512 to 1023 bytes: 1
Rx Packets from 1024 to 1518 bytes: 1
Rx Packets from 1519 to 2500 bytes: 4000 >>>> New range supported
Tx Packets: 17
Tx Bytes: 4948
Tx Packets from 0 to 64 bytes: 2
Tx Packets from 65 to 127 bytes: 3
Tx Packets from 128 to 255 bytes: 10
Tx Packets from 512 to 1023 bytes: 1
Tx Packets from 1024 to 1518 bytes: 1
Tx Packets from 1519 to 2500 bytes: 2 >>>>> New range

•インターフェイスエラーカウンタでは、Align-Err、Runts、Giants、Input Discards、お
よび Output Discardsカウンタはサポートされておらず、0として表示されます。

次に例を示します。

show interface ethernet 1/1 counters errors

--------------------------------------------------------------------------------
Port Align-Err FCS-Err Xmit-Err Rcv-Err UnderSize OutDiscards
--------------------------------------------------------------------------------
Eth1/1 0 0 0 0 0 0

----------------------------------------------------------------------------------
Port Single-Col Multi-Col Late-Col Exces-Col Carri-Sen Runts
----------------------------------------------------------------------------------
Eth1/1 0 0 0 0 0 0

----------------------------------------------------------------------------------
Port Giants SQETest-Err Deferred-Tx IntMacTx-Er IntMacRx-Er Symbol-Err
----------------------------------------------------------------------------------
Eth1/1 0 -- 0 0 0 0

----------------------------------------------------------------------------------
Port InDiscards
----------------------------------------------------------------------------------
Eth1/1 0

--------------------------------------------------------------------------------
Port Stomped-CRC
--------------------------------------------------------------------------------
Eth1/1 0

Cisco NX-OSリリース 10.4(1)F以降、Cisco Nexus 9800プラットフォームスイッチで UDLDの
サポートが提供されます。

• Cisco Nexus 9804プラットフォームスイッチおよび Cisco Nexus 9808および 9804スイッチ
を搭載した Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカードを UDLDがサポー
トします。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
46

基本インターフェイスパラメータの設定

インターフェイスの構築に関する制限



Cisco Nexus 9800シリーズスイッチの Cisco Nexus N9K-X9836DM-Aラインカードには、
4 x 10Gおよび 4 x 25Gのブレイクアウトポートが用意されています。

Cisco Nexus 93C64E-SG2-Qスイッチ機能

Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチはこれらの機能
をサポートしています。

• 100Gポート X 8、400Gポート X 2、および 100Gポート X 4をサポート

• 800G、400G、200G、および 100Gインターフェイスのネイティブ固定速度

•ブレークアウト 8 X 100G、2 X 400Gと 4 X 100Gポートのブレークアウトモードをサポー
ト

• 64 x QSFP-DD800ポートをサポート

•光モジュールのサポート

• QDD-8X100G-FR

• QDD-8x100G-LR

• QDD-2X400G-FR4

• QDD-2x400G-LR4

自動ネゴシエーションはサポートされません。

Cisco Nexus 9336C-SE1スイッチの機能

Cisco NX-OSリリース 10.6(1)F以降、Cisco Nexus 9336C-SE1スイッチはこれらの機能をサポー
トしています。

•ポートプロファイル

• UDLD

リタイマーポート
リタイマーポートは、特定のNexusスイッチおよびラインカードで使用できる特殊なハード
ウェアインターフェイスです。ポート：

•フォワーディングエンジンと前面パネルポート間の信号完全性を向上させ、

• MACsecまたは SyncE機能などの追加機能を提供する場合があり、

•の速度、光ファイバ、ケーブル、およびリンクパートナーの特性によっては、リンクアッ
プ時間がやや長くなる場合があります。
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リタイマーポートでは、ネゴシエート結果の速度、使用されている光ファイバ、トランシーバ

とケーブル、また接続されたリンクパートナーの特定の特性に応じて、リンクアップ時間が

長くなる場合があります。

ほとんどの場合、リタイマーポートは数秒以内にリンクアップします。ネゴシエートされたパ

ラメータと使用されているハードウェアによっては、リンクアップ時間が長くなる場合があり

ます。

次の表に、リタイマーポートをサポートするNexusスイッチおよびラインカードを示し、各デ
バイスの特定のポートを示します。

表 6 :サポートされるリタイマーポート

リタイマーポートスイッチ/ラインカード

49-52N9K-X9788TC-FX

51-54N9K-C93240YC-FX2

N9K-C93240YC-FX2-Z

1～ 6、33～ 36N9K-C9336C-FX2

49-52N9K-X96136YC-R

29-36N9K-X9736C-FX

1～ 54N9K-C93180YC-FX3

97～ 108N9K-C93216TC-FX2

N9K-C93360YC-FX2

1～ 16N9K-X9716D-GX

1～ 8N9K-C9336C-FX2-E

25～32N9K-C9332D-GX2B

1-48N9K-C9348D-GX2A

1-32N9K-C9364D-GX2A

1-36N9K-X9836DM-A

1-22N9K-X9400-22L

1～ 16N9K-X9400-16W

1～ 8N9K-X9400-8D

1-64N9K-C9364C-H1
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1～52N9K-C93400LD-H1

1-32N9K-C9332D-H2R

1,4,7,10,13,16,19,22,25,28,31,34,37,40,43,46N9K-X98900CD-A

49-54N9K-C9348GC-FX3

N9K-C9348GC-FX3PH

49-54N9K-C93108TC-FX3

49-54N9K-C92348GC-FX3

インターフェイスパラメータのデフォルト設定
次の表に、基本インターフェイスパラメータのデフォルト設定を示します。

デフォルトパラメータ

ブランク説明

ディセーブルビーコン

インターフェイスのデータレート帯域幅

100マイクロ秒スループット遅延

シャットダウン管理ステータス

1500バイトMTU

グローバルにディセーブルUDLDグローバル

すべてのイーサネット光ファイバLANポート
でイネーブル

ポート別の UDLDイネーブルステート（光
ファイバメディア用）

すべてのイーサネット 1G、10G、または 40G
LANポートでディセーブル

銅線メディア用のポート別 UDLDイネーブル
ステート

ディセーブルUDLDメッセージの間隔

ディセーブルUDLDアグレッシブモード

ディセーブルエラーディセーブル

ディセーブルエラーディセーブル回復

300秒エラーディセーブル回復間隔
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デフォルトパラメータ

イネーブル

（注）

この機能は、N9K-X9564TXおよび
N9K-X9564PXラインカードおよび Cisco
Nexus 9300シリーズデバイスで使用可能で
す。

バッファブースト

基本インターフェイスパラメータ
基本インターフェイスパラメータは、

•デバイス内でのネットワークインターフェイスの動作を決定し、

• IPアドレス、デュプレックスモード、速度などの重要な設定を指定し、

•ネットワーク上の適切な接続とプロトコルの互換性を確保するのに役立つ構成要素です。

インターフェースのパラメータを設定する前にインターフェースを指定する必要があります

構成するインターフェイスを指定

153インターフェイス範囲設定モードでは、共有構成パラメータを使用して、同じタイプまた
は異なるタイプの複数のインターフェイスを構成できます。インターフェイスを指定すると、

インターフェイス構成モードを終了するまで、後続のすべてのコマンドは選択したインター

フェイスに影響します。

構成するインターフェイスを指定するには、次の手順を活用します。

始める前に

インターフェイスタイプとそのID方法を確認します。

表 7 :インターフェイスタイプとその識別方法

IDインターフェイスタイプ

I/Oモジュールのスロット番号およびモジュー
ルのポート番号

イーサネット

0（ポート 0）管理
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手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface interface コマンドを使用して構成する 1つ以上のインターフェイスを指定します。

イーサネットインターフェイス：単一のイーサネットインターフェイスを指定します。

（注）

インターフェイスタイプと ID（ポートまたはスロット/ポート番号）との間にスペースは不要です。

たとえば、イーサネットスロット 4、ポート 5インターフェイスの場合は、「ethernet 4/5」または
「ethernet4/5」のいずれかを指定できます。

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

連続するイーサネットインターフェイスの範囲を指定するには（ダッシュ「-」を使用）、次のコマンドを
実行します。

例：

switch(config)# interface ethernet 2/29-30
switch(config-if-range)#

不連続イーサネットインターフェイスを指定する場合（カンマを使用し、それぞれを完全に指定して）：

（注）

非隣接インターフェイスを指定する場合は、シンタックスの柔軟性を高くするために各エントリのインター

フェイスタイプを入力します。タイプと IDの間のスペースを省略できます（「ethernet 4/5」または
「ethernet4/5」）。

例：

switch(config)# interface ethernet 2/29, ethernet 2/33, ethernet 2/35
switch(config-if-range)#

ブレークアウトケーブルまたはマルチレベルスロットには、次のシンタックスを活用します。

switch(config)# interface ethernet 1/2/1
switch(config-if-range)#

管理インターフェイス

管理インターフェイスは「mgmt0」または「mgmt 0」となります。

例：

switch(config)# interface mgmt0
switch(config-if)#

VLANインターフェイス
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例：

switch(config)# interface vlan 10
switch(config-if)#

ループバックインターフェイス

例：

switch(config)# interface loopback 1
switch(config-if)#

サブインターフェイス

同じポート上のサブインターフェイスの範囲のみを指定できます（ダッシュ「-」を使用）。カンマを使用
して複数のサブインターフェイスを別々に指定できます。

（注）

異なるポートにまたがる範囲を指定することはできません（たとえば、「2/29.2-2/30.2」は無効です）。

例：

switch(config)# interface ethernet 2/29.1-2
switch(config-if-range)#

指定されたインターフェイスのインターフェイス構成モードになり、設定パラメータを適用で

きるようになりました。

インターフェイスに説明パラメータを追加

イーサネットおよび管理インターフェイスの説明を文字で追加します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface interface コマンドを使用してインターフェイスを指定します。

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

例：

switch(config)# interface mgmt0
switch(config-if)#

•イーサネットポートの場合は、 ethernet slot/port を使用します。たとえば、スロット 2、ポート 1は
イーサネットインターフェイス 2/1を示します。
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•管理インターフェイスには、 mgmt0 を使用します。たとえば、mgmt0は管理インターフェイスを識
別します。

ステップ 3 description text コマンドを使用して説明を追加します。

例：

switch(config-if)# description Ethernet port 3 on module 1
switch(config-if)#

ステップ 4 （任意） show interface interface コマンドを使用して説明を表示します。

例：

switch(config)# show interface ethernet 2/1

例：

switch(config)# show interface mgmt 0

Cisco NX-OSリリース 10.4(1)F以降のバージョンでは、管理インターフェイスの説明を表示できます。

ステップ 5 設定を終了します。

例：

switch(config-if)# exit
switch(config)#

ステップ 6 （任意）実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config

例

次に、モジュール 3のイーサネットポート 24にインターフェイスの説明を設定する
例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/24
switch(config-if)# description server1
switch(config-if)#

show interface eth コマンドの出力は、次の例に示すように拡張されます。

Switch# show version
Software
BIOS: version 06.26
NXOS: version 6.1(2)I2(1) [build 6.1(2)I2.1]
BIOS compile time: 01/15/2014
NXOS image file is: bootflash:///n9000-dk9.6.1.2.I2.1.bin
NXOS compile time: 2/25/2014 2:00:00 [02/25/2014 10:39:03]

switch# show interface ethernet 6/36
Ethernet6/36 is up
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admin state is up, Dedicated Interface
Hardware: 40000 Ethernet, address: 0022.bdf6.bf91 (bia 0022.bdf8.2bf3)
Internet Address is 192.168.100.1/24
MTU 9216 bytes, BW 40000000 Kbit, DLY 10 usec

show interface mgmt の出力 コマンドの出力は、次の例に示すように拡張されます。

switch# show interface mgmt 0mgmt0 is up
admin state is up,
Hardware: GigabitEthernet, address: d009.c863.6660 (bia d009.c863.6660)
Internet Address is 10.10.1.1
MTU 1500 bytes, BW 1000000 Kbit , DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, medium is broadcast
full-duplex, 1000 Mb/s
Auto-Negotiation is turned on
Auto-mdix is turned off
EtherType is 0x0000
1 minute input rate 208920 bits/sec, 146 packets/sec
1 minute output rate 514648 bits/sec, 144 packets/sec
Rx
11890676 input packets 11773213 unicast packets 97704 multicast packets
19759 broadcast packets 2089190866 bytes

Tx
11776034 output packets 11774699 unicast packets 1323 multicast packets
12 broadcast packets 5228573079 bytes

Management transceiver: Present
Active connector: SFP

RJ45コネクタを取り外すと、アクティブなコネクタに SFPが表示されます。

イーサネットポートに対してビーコンモードのイネーブル化

デバイスのステータス LEDを点滅させて、特定のイーサネットポートを見つけます。

手順

ステップ 1 グローバル構成モードを開始します。 configure terminal

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet slot/portを使用してインターフェイスを指定します。 コマンドを使用します。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#

ステップ 3 [no] beacon コマンドを使用してビーコンモードを有効にします。

例：

switch(config)# beacon
switch(config-if)#
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デフォルトモードはディセーブルです。[no] beacon コマンドを活用、ビーコンモードを無効にします。
T

ステップ 4 （任意） show interface ethernet コマンドを使用してインターフェイスのステータスを表示します。

例：

switch(config)# show interface ethernet 2/1
switch(config-if)#

ステップ 5 コンフィギュレーションモードを終了します。

例：

switch(config-if)# exit
switch(config)#

ステップ 6 （任意）実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config

イーサネットポートの LEDが点滅し、ポートの物理位置を目視で確認できます。

例

次に、イーサネットポート 3/1のビーコンモードをイネーブルにする例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# beacon
switch(config-if)#

次に、イーサネットポート 3/1のビーコンモードをディセーブルにする例を示しま
す。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# no beacon
switch(config-if)#

次に、ポート 4/17、4/19、4/21、4/23を含むグループでイーサネットポート 4/17の専
用モードを設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 4/17, ethernet 4/19, ethernet 4/21, ethernet 4/23
switch(config-if)# shutdown
switch(config-if)# interface ethernet 4/17
switch(config-if)# no shutdown
switch(config-if)#

Error-Disabledステートの構成
error-disabledステートとは、事前定義された障害または違反

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
55

基本インターフェイスパラメータの設定

Error-Disabledステートの構成



•が検出されるとポートまたはインターフェイスを自動的に無効にし、シャットダウンの原
因となった

•特定のエラーを管理者に信号を送信するネットワークインターフェイスの状態です。

インターフェイスが error-disabledステートになる一般的な原因は次のとおりです。

• BPDU Guard違反

•単一方向リンク検出（UDLD）

•ポートセキュリティ違反（過剰なMACアドレスの違反など）

•リンクフラッピングまたは物理層エラー

ネットワークデバイスは、インターフェイスがディセーブルになった具体的な理由を示すログ

またはステータスメッセージを提供することがよくあります。

インターフェイスが error-disabledステートに移行する理由を表示し、自動回復を設定できま
す。

Error-Disable検出のイネーブル化

リンクフラップやACL例外などの特定の障害が検出されたときに、インターフェイスがerrdisable
ステートになるように errdisable検出を設定するには、次の作業を活用。

アプリケーションでの error-disable検出をイネーブルにできます。その結果、原因がインター
フェイスで検出された場合、インターフェイスは error-disabledステートとなり、リンクダウン
ステートに類似した動作ステートとなります。

始める前に

適切な管理権限（イネーブルおよび構成モードのアクセス）でデバイスにアクセスできる必要

があります。

変更内容が失われないようにするため、実行コンフィギュレーションをパスワードを変更。

。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 errdisable detect cause {acl-exception | all | link-flap | loopback}を使用して、インターフェイスで error-disable
をトリガーするための 1つまたは複数の条件を指定します。

例：
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switch(config)# errdisable detect cause all
switch(config-if)#

Error-disableの検出は、サポートされる原因に対してデフォルトで有効になっています。

ステップ 3 リンクフラップエラー無効化の数と間隔を設定、 link-flap error-disable count number_of_link_flaps interval
time_in_seconds コマンドを使用して、特定の間隔で発生するフラップの数を指定します。

例：

switch(config-if)# link-flap error-disable count 10 interval 30

• count 許容されるリンクフラップの最大数（範囲：2～ 30）。

• intervalはフラップがカウントされる秒数を指定します（範囲：30～ 420）。

ステップ 4 インターフェイスが error-disabled状態になり、手動回復が必要な場合：

a) インターフェイスを管理上のシャットダウン状態にします。

例：

switch(config-if)# shutdown
switch(config)#

b) インターフェイスを管理上アップ状態にします。

例：

switch(config-if)# no shutdown
switch(config)#

（注）

これらのコマンドは errdisableステートをクリアし、インターフェイス動作を復元します。

ステップ 5 （任意） show interface status err-disabledコマンドを使用して、error-disabledになったインターフェイス
に関する情報を表示します。

例：

switch(config)# show interface status err-disabled

ステップ 6 （任意） copy running-config startup-config コマンドを使用して、実行中の構成を保存します。

例：

switch(config)# copy running-config startup-config

diserror-disabled検出をイネーブルにすると、設定された原因がインターフェイスで検出された
場合、そのインターフェイスは error-disabledステートになります。

例

次の例では、すべての場合で error-disabled検出をイネーブルにする方法を示します。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
57

基本インターフェイスパラメータの設定

Error-Disable検出のイネーブル化



switch(config)# errdisable detect cause all
switch(config)#

インターフェイスを error-disabled状態から回復

インターフェイスは、いくつかの理由でエラーディセーブルになる場合があります。指定され

た間隔の後にインターフェイスが再び起動を試みることができるように、回復を構成します。

インターフェイスが error-disabledステートから回復してアプリケーションを設定することがで
きます。デフォルトで、 errdisable recovery interval コマンドを使用して、回復タイマーを構
成しない限り、300秒後にリトライします。

始める前に

スイッチCLIに管理アクセスできることを確認してください。

インターフェイスの error-disabledの原因を確認します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 errdisable recovery cause {all | bpduguard | failed-port-state | link-flap | loopback | miscabling | psecure-violation
| security-violation | storm-control | udld | vpc-peerlink} を使用して、自動回復の条件を指定します コ

マンドを使用します。

例：

switch(config)# errdisable recovery cause all
switch(config-if)#

デバイスはインターフェイスの起動を試行し、300秒待機してから、さらに試行します。自動回復は、デ
フォルトでは無効になっています。

ステップ 3 （任意） show interface status err-disabled コマンドを使用して error-disabledインターフェイスの情報を
表示します。

例：

switch(config)# show interface status err-disabled
switch(config-if)#

ステップ 4 実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config
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スイッチは、指定した条件に基づいて、回復間隔（デフォルトは300秒）の経過後にインター
フェイスのアップを試みます。

例

ここでは、すべての条件下でerror-disabledリカバリをイネーブルにする例を示します。
switch(config)# errdisable recovery cause all
switch(config)#

インターフェイスの error-disabled回復間隔の設定

スイッチポートが errdisableステートになる場合、スイッチが回復を試みるまでポートがどの
くらいの時間ディセーブルのままであるかを制御できます。

errdisableの回復間隔を設定すると、ポートの回復が自動化され、不要なダウンタイムが最小限
に抑えられます。

error-disabled回復タイマーの値を構成するために、以下の手順を使用できます。

始める前に

ポート回復に必要な間隔（秒単位）を決定します（有効な範囲：30～ 65535秒）。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 errdisable recovery interval interval を使用して、インターフェイスが error-disabledステートから回復する
間隔を指定します。 コマンドを使用します。

例：

switch(config)# errdisable recovery interval 32
switch(config-if)#

インターバル範囲の値に指定できる範囲は 30～ 65,535秒です。デフォルト値は 300秒です。

ステップ 3 （任意） show interface status err-disabled コマンドを使用して error-disabledインターフェイスに関する
情報を表示します。

例：

switch(config)# show interface status err-disabled
switch(config-if)#

ステップ 4 （任意）実行中の構成をスタートアップ構成に保存します。

例：
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switch(config)# copy running-config startup-config

スイッチは自動的に、指定の間隔の経過後に error-disabledになったインターフェイスの回復を
試みます。エラー状態によって以前に無効にされたポートは、構成済みのタイマーに基づいて

回復プロセスを開始します。

例

次の例では、error-disabled回復タイマーが回復の間隔を 32秒に設定するように設定す
る方法を示します。

switch(config)# errdisable recovery interval 32
switch(config)#

MDIXパラメータの構成
異なるケーブルタイプまたは不明なケーブルタイプを使用する装置を接続する場合は、ポート

にMDIXを設定します。ほとんどのデバイスでは、柔軟性を最大限に高めるために、デフォル
トでMDIXが有効になっています。

他の銅線イーサネットポートとの接続タイプを検出するには、ローカルポートでMDIXをイ
ネーブルにします。デフォルトでは、このパラメータはイネーブルです。

始める前に

インターフェイスとプラットフォームで手動MDIX構成がサポートされていることを確認しま
す。リモートポートのMDIXを有効にします。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

\

ステップ 2 interface ethernet slot / port コマンドを使用して、インターフェイスを指定します。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#

ステップ 3 (mdix auto)コマンドを使用して、MDIX検出を有効にします。

例：
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switch(config)# mdix auto
switch(config-if)#

switch(config)# no mdixswitch(config-if)#

no mdixコマンドは、MDIX検出をディセーブルにします。

（注）

この no mdix autoコマンドは、X、N9K-C93108TC-FX、N9K-X9788TC-FX、および N9K-C9348GC-FXPデ
バイスでのみサポートされます。

ステップ 4 show interface ethernet slot / port コマンドを使用して、MDIXパラメータを確認します。

例：

switch(config)# show interface ethernet 3/1
switch(config-if)#

ステップ 5 設定を終了します。

例：

switch(config)# exit

ステップ 6 実行コンフィギュレーションをスタートアップコンフィギュレーションに保存します。

例：

switch(config)# copy running-config startup-config

これらの手順を完了した後、インターフェイスにはMDIXモードが設定されたままになりま
す。

例

次に、イーサネットポート 3/1のMDIXをイネーブルにする例を示します。
switch# configure terminal

switch(config)# interface ethernet 3/1
switch(config-if)# mdix auto
switch(config-if)#

次に、イーサネットポート 3/1のMDIXをイネーブルにする例を示します。
switch# configure terminal

switch(config)# interface ethernet 3/1
switch(config-if)# no mdix
switch(config-if)#

管理インターフェイスでのメディアタイプの構成

Cisco NX-OSリリース 10.6(1)F以降では、デバイスの管理インターフェイスのメディアタイプ
を設定またはリセットできます。
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これにより、使用中の物理ネットワークメディアとの互換性が確保されます。管理インター

フェイスは、RJ45、SFP、または自動モードをサポートしています。デフォルトでは、メディ
アタイプは自動に設定されています。

次の手順を使用して、管理インターフェイスのメディアタイプを構成します。

始める前に

ネットワークに必要なメディアタイプを特定します（RJ45、 SFP、または自動）。

手順

ステップ 1 グローバル構成モードを開始します。

例：

Switch# configure terminal

ステップ 2 管理インターフェイスのインターフェイス構成モードを開始します。

例：

Switch (config)# interface mgmt 0

ステップ 3 [no] media-type [ rj45 | sfp | auto ]を使用して、インターフェイスのメディアタイプを設定します。

例：

Switch (Config)# media-type rj45

管理インターフェイスのメディアタイプの値を設定します。

• media-type rj45：メディアタイプを RJ45に設定します。

• media-type sfp：メディアタイプを SFPに設定します。

• media-type auto：メディアタイプを自動に設定します。

デフォルトの選択に戻すには、管理インターフェイスで no media-type を使用します。

（注）

デフォルトの構成は、media-type autoです。

管理インターフェイスは、指定されたメディアタイプを使用するように構成されます。デバイ

スは、ネットワーク接続に設定されたメディアオプションを使用します。
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例

管理インターフェイスのメディアタイプ値を表示するには、 show running-config
interface mgmt0 コマンドを活用します。

switch# show running-config interface mgmt0
!
interface mgmt0
vrf member management
ip address 172.29.149.188/24

mgmt0 is up
admin state is up,
Hardware: GigabitEthernet, address: 00a3.8e6d.800e (bia 00a3.8e6d.800e)

MTU 1500 bytes, BW 1000000 Kbit , DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, medium is broadcast
full-duplex, 1000 Mb/s
Auto-Negotiation is turned on
Auto-mdix is turned off
EtherType is 0x0000
1 minute input rate 3544 bits/sec, 5 packets/sec
1 minute output rate 1472 bits/sec, 0 packets/sec
Rx
1263 input packets 0 unicast packets 654 multicast packets
609 broadcast packets 112586 bytes
Tx
19 output packets 0 unicast packets 8 multicast packets
11 broadcast packets 2641 bytes
Management transceiver: Present
Active connector: RJ45
Configured Media-type: RJ45

SFP-10G-TXトランシーバのメディアタイプの構成
このタスクを使用して、デバイスインターフェイスにSFP-10G-TXメディアタイプを指定しま
す。これを構成するには、インターフェイスコンフィギュレーションモードで media-type
10g-txコマンドを入力します。デフォルトに復元するには、no media-type 10g-txコマンドを入
力します。

SFP-10G-TXトランシーバのメディアタイプを構成するには、次の手順を使用します。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

Switch# configure terminal
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目的コマンドまたはアクション

SFP -10G-TXが取り付けられているインターフェイ
スのインターフェイス構成モードを開始します。

ステップ 2

例：

Switch (config)# interface ethernet 1/5

media-type 10g-txコマンドを使用して、インター
フェイスでメディアタイプを 10G-TXとして構成し
ます。

ステップ 3 （注）

インターフェイスが管理「アップ」状態の間にメ

ディアタイプ10G-TXで設定されており、この設定
をサポートしていない場合、インターフェイスは

例：
error-disabledステートになります。回復するには、
インターフェイスで次のコマンドを入力します。

Switch (Config)# [no] media-type 10g-tx

• shutdown

• no shutdown

インターフェイスは、SFP-10G-TXメディアタイプを使用するように設定されます。インター
フェイスがこの構成をサポートしていない場合は、error-disabledステートから回復するための
追加の手順の実行が必要になる場合があります。

メディアタイプの確認

これらのコマンドを使用して、Ciscoスイッチのメディアタイプ設定を確認します。メディア
タイプは、物理インターフェイスの機能（銅線または光ファイバとサポートされる速度など）

を定義します。

• show running-config interface interface：指定されたインターフェイスのメディアタイプセッ
トを含む現在の設定を表示します。

• show interface status：すべてのアクティブインターフェイス、その動作ステータス、速
度、および検出されたメディアタイプを一覧表示します。たとえば、SFP-10G-TXモジュー
ルはさまざまなポートに存在する場合があります。

• show module：サポートされているポートタイプとスロットの詳細を含む、インストール
されているハードウェアモジュールに関する詳細情報を表示します。

メディアタイプの設定を確認するために、この例を使用します。

SFP-10G-TXモジュールをサポートするポートは、デバイスごとに異なる場合があります。こ
の例では、Cisco Nexus N9K-C93240YC-FX2スイッチの、SFP-10G-TXのポート番号を表示しま
す。

（注）
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switch# show running-config interface ethernet 1/2

!Command: show running-config interface Ethernet1/2
!Running configuration last done at: Mon Jun 1 10:16:46 2020
!Time: Mon Jun 1 10:16:54 2020

version 9.3(5) Bios:version 05.41

interface Ethernet1/2
switchport
switchport access vlan 10
mtu 9216
media-type 10g-tx
no shutdown

Supported ports in Switch 01:

switch# show interface status | i i SFP-10
Eth1/2 -- connected 10 full 10G

SFP-10G-T-X
Eth1/6 -- connected 11 full 10G

SFP-10G-T-X
Eth1/8 -- connected 11 full 10G

SFP-10G-T-X
Eth1/12 -- connected 12 full 10G

SFP-10G-T-X
Eth1/14 -- connected 12 full 10G

SFP-10G-T-X
Eth1/18 -- connected 13 full 10G

SFP-10G-T-X
Eth1/20 -- connected 13 full 10G

SFP-10G-T-X
Eth1/24 -- connected 14 full 10G

SFP-10G-T-X
Eth1/26 -- connected 14 full 10G

SFP-10G-T-X
Eth1/30 -- connected 15 full 10G

SFP-10G-T-X
Eth1/32 -- connected 15 full 10G

SFP-10G-T-X
Eth1/36 -- connected 16 full 10G

SFP-10G-T-X
Eth1/38 -- connected 16 full 10G

SFP-10G-T-X
Eth1/42 -- connected 20 full 10G

SFP-10G-T-X
Eth1/44 Connect_to_Sw_01 connected 202 full 10G

SFP-10G-T-X
Eth1/48 Connect_to_Sw_02 connected 202 full 10G

SFP-10G-T-X

switch# show module
Mod Ports Module-Type Model Status

--- ----- ------------------------------------- --------------------- ---------

1 60 48x10/25G + 12x40/100G Ethernet Modul N9K-C93240YC-FX2 active
*
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Mod Sw Hw Slot
--- ----------------------- ------ ----
1 9.3(4.104) 0.3020 NA

Mod MAC-Address(es) Serial-Num
--- -------------------------------------- ----------
1 b4-de-31-94-4e-c8 to b4-de-31-94-4f-0f FDO2143306S

Mod Online Diag Status
--- ------------------
1 Pass

MTUサイズの設定
最大伝送ユニット（MTU）サイズは、次のネットワークインターフェイスのパラメータです。

•インターフェイスがフラグメンテーションなしで送信できる最大パケットサイズを定義し
ます。

•インターフェイスがレイヤ 2かレイヤ 3かによって異なり、

•は、ネットワーク要件に合わせてデフォルト、ジャンボ、またはカスタム値に設定できま
す。

デフォルト値

•すべてのインターフェイスのデフォルトMTUは1500バイトで、これはシステムデフォル
トMTUと呼ばれます。

•レイヤ 2インターフェイスは、システムジャンボMTUのデフォルト値である 9216バイ
トの値で設定できます。

MTUサイズの設定に関するガイドライン

MTUはインターフェイスごとに設定されます。インターフェイスはレイヤ 2またはレイヤ 3
です。

•レイヤ 2インターフェースでは、システムデフォルトMTU（1500バイト）またはシステ
ムジャンボMTU（デフォルトで 9216バイト）のいずれかを選択できます。

1500～ 9216バイトのレイヤ 2 MTUを設定するには、まずシステムジャンボMTUを目的
の値に調整します。次に、インターフェイスMTUを設定します。

システムジャンボMTUサイズが変更されると、システムジャンボ
MTUを使用するすべてのレイヤ2インターフェイスは、新しい値
に自動的に更新されます。

（注）
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•レイヤ3インターフェイス（物理インターフェイス、スイッチ仮想インターフェイス[SVI]、
またはサブインターフェイス）では、MTUサイズを576～9216バイトの範囲で設定できま
す。

例

システムジャンボMTUを9000バイトに設定すると、ジャンボ値を使用するように設定された
すべてのレイヤ 2インターフェイスが 9000バイトに変更されます。

2000バイトのMTUでレイヤ 3 SVIを設定するには、576～ 9216バイトの範囲内の SVI上で
MTUを直接設定します。

インターフェイスのMTUサイズを構成します

MTUサイズを設定することで、特定のアプリケーションのネットワークパフォーマンスを最
適化し、アップストリームまたはダウンストリームのデバイスとの互換性を確保できます。

MTU設定は、レイヤ 2インターフェイスとレイヤ 3インターフェイスで異なる場合がありま
す。

始める前に

レイヤ 2、レイヤ 3、または管理インターフェイスのいずれを構成するのかを決定します。

適切なMTU値が正しいことを確認してください。

•レイヤ 3インターフェイス（物理、 SVI、またはサブインターフェイスを含む）の場合、
576～ 9216バイトの値を入力します。

•レイヤ2インターフェイスの場合、1500（システムデフォルト）またはシステムジャンボ
MTU値（デフォルトは 9216バイト。この値は調整可能）を入力します。

Cisco NX-OSリリース 9.3(1)以降を実行しているCisco Nexus 9000スイッチの管理インター
フェイスでは、最大 9216バイトがサポートされます。

MTUサイズを変更すると、エンドデバイスが一時的にネットワーク接続を失う可能性がありま
す。

（注）

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#
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ステップ 2 interface ethernet slot/port、 vlan vlan- idmgmt 0 コマンドを使用して構成するイーサネットインターフェイ
スを指定します。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#
switch(config)# interface vlan 100
switch(config-if)#
switch(config)# interface mgmt 0
switch(config-if)#

ステップ 3 mtu size コマンドを使用して、インターフェイスのMTU値を構成します。

例：

switch(config-if)# mtu 9216
switch(config-if)#

size は、インターフェイスタイプでサポートされている範囲内の目的のMTU値です。

•レイヤ 3インターフェイスの場合、576～ 9216バイトの値を入力します。

•レイヤ 2インターフェイスの場合、1500またはシステムジャンボのMTU値を入力します。

レイヤ 2インターフェイスに別のシステムジャンボMTUサイズを使用する必要がある場合は、「システ
ムジャンボ MTUサイズの設定」を参照してください。

ステップ 4 設定を終了します。

例：

switch(config-if)# exit
switch(config)#

選択したインターフェイスでは、パケット伝送用に設定したMTU値が使用されます。

例

次に、レイヤ 2イーサネットポート 3/1にデフォルトMTUサイズ（1500）を設定す
る例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# switchport
switch(config-if)# mtu 1500
switch(config-if)#

図は、show running-config interface コマンドの出力を示しています。
switch# show run int mgmt0
!Command: show running-config interface mgmt0
!Running configuration last done at: Fri May 31 11:32:28 2019
!Time: Fri May 31 11:32:33 2019
version 9.3(1) Bios:version 07.65
interface mgmt0
mtu 9216
vrf member management
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ip address 168.51.170.73/82

システムジャンボMTUサイズの設定

ネットワーク環境が標準規格イーサネットフレームよりも大きいフレームに対するサポートを

必要とする場合は、システムジャンボMTUを設定。これにより、高性能アプリケーションの
スループットを向上させることができます。システムジャンボMTUは、1500〜9216の偶数で
指定する必要があります。デフォルトは 9,216バイトです。

手順

ステップ 1 グローバル構成モードを開始します。 configure terminal

例：

switch# configure terminal
switch(config)#

ステップ 2 system jumbomtu size コマンドを使用して、システムジャンボMTUサイズを設定します。

例：

switch(config)# system jumbomtu 8000
switch(config)#

1500～ 9216の偶数を使用します。

ステップ 3 interface type slot/port コマンドを使用して、レイヤ 2インターフェイスを指定します。

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

ステップ 4 mtu size コマンドを使用してMTUをインターフェイスに適用します。

例：

switch(config-if)# mtu 8000
switch(config-if)#

ステップ 5 設定を終了します。

例：

switch(config-if)# exit
switch(config)#

インターフェイスモードを終了します。

ステップ 6 （任意）実行コンフィギュレーションをスタートアップコンフィギュレーションに保存します。

例：

switch(config)# copy running-config startup-config
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レイヤ 2インターフェイスは新しいジャンボMTU値を使用して、指定により大きなフレーム
をサポートします。

例

次に、システムジャンボMTUを 8000バイトに設定し、以前ジャンボMTUサイズに
設定したインターフェイスのMTUに変更する例を示します。
switch# configure terminal

switch(config)# system jumbomtu 8000
switch(config)# interface ethernet 2/2
switch(config-if)# mtu 8000

イーサネットインターフェイスの帯域幅を構成します

Nexusスイッチでは、帯域幅コマンドはレイヤ 3プロトコルの情報値を設定します。イーサ
ネットインターフェイスの物理帯域幅（1G、10G、40Gなど）は変更できません。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet slot/port を使用してイーサネットインターフェイスを指定します。 コマンドを使用しま
す。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#

ステップ 3 bandwidth kbps コマンドを使用して、帯域幅を設定します。

例：

switch(config-if)# bandwidth 1000000
switch(config-if)#

帯域幅は情報専用の値です。範囲は、1～ 100,000,000キロビット/秒です。

ステップ 4 （任意） show interface ethernetスロット/ポート を使用してインターフェイスのステータスを表示しま
す。 コマンドを使用します。

例：

switch(config)# show interface ethernet 2/1

ステップ 5 コンフィギュレーションモードを終了します。
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例：

switch(config-if)# exit
switch(config)#

ステップ 6 （任意）実行コンフィギュレーションをスタートアップコンフィギュレーションに保存します。

例：

switch(config)# copy running-config startup-config

インターフェイスには、レイヤ3プロトコルの更新された情報で帯域幅の値が表示されます。
物理インターフェイスの帯域幅は変更されません。

例

次に、イーサネットスロット 3ポート 1インターフェイス帯域幅パラメータに情報用
の値 1,000,000 Kbsを設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# bandwidth 1000000
switch(config-if)#

スループット遅延間隔を設定

スループット遅延値は情報を提供し、イーサネットインターフェイスのプロトコルパスの設

定に影響します。

1～ 16777215の範囲の情報値を 10マイクロ秒単位で設定できます。

始める前に

feature eigrp コマンドを使用してインターフェイスを指定します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet slot/port コマンドを使用してインターフェイスを指定します。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#
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ステップ 3 delay value コマンドを使用して遅延間隔を指定します。

例：

switch(config-if)# delay 10000
switch(config-if)#

1～ 16,777,215（10マイクロ秒単位）の値を設定します。

ステップ 4 インターフェイスのステータスを表示して、遅延設定を確認します。

例：

switch(config)# show interface ethernet 3/1
switch(config-if)#

ステップ 5 （任意）設定を終了します。

例：

switch(config-if)# exit
switch(config)#

ステップ 6 （任意）実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config

例

この例では、イーサネット7/47に高い遅延値を設定し、7/48に低い（デフォルト）値
を設定して、7/48を優先インターフェイスにします。低い遅延値が高い値に優先しま
す。

switch# configure terminal
switch(config)# interface ethernet 7/47
switch(config-if)# delay 16777215
switch(config-if)# ip address 192.168.10.1/24
switch(config-if)# ip router eigrp 10
switch(config-if)# no shutdown
switch(config-if)# exit
switch(config)# interface ethernet 7/48
switch(config-if)# ip address 192.168.11.1/24
switch(config-if)# ip router eigrp 10
switch(config-if)# no shutdown
switch(config-if)#

インターフェイスのシャットダウンとアクティブ化

メンテナンス、トラブルシューティング、または設定のために、インターフェイスを一時的に

無効（シャットダウン）または有効（アクティブ）にする必要がある場合があります。

シャットダウンされたインターフェイスはディセーブルになります。モニタリングではダウン

として表示され、ルーティングプロトコルは更新から除外されます。インターフェイスは、い
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つでも再アクティブ化することができます。インターフェイスを再アクティブ化するには、デ

バイスを再起動する必要があります。

インターフェイスをシャットダウンしてアクティブにするには、次の手順を活用。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface interface コマンドを使用して、インターフェステータスを無効にします。

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

switch(config)# interface mgmt0
switch(config-if)#

インターフェイスタイプと IDを指定できます。

（注）

イーサネットインターフェイスには ethernet slot/portを活用、管理インターフェイスには mgmt0を使用し
ます。

例

•イーサネットインターフェイス：1番目の例は、スロット 2、ポート 1イーサネットインターフェイ
スを指定する方法を示します。

•管理インターフェイス：2番目の例は、管理インターフェイスを指定する方法を示しています。

ステップ 3 shutdown コマンドを使用して、インターフェステータスを無効にします。

例：

switch(config-if)# shutdown
switch(config-if)#

ステップ 4 （任意） show interface interface コマンドを使用して、インターフェステータスを無効にします。

例：

switch(config-if)# show interface ethernet 2/1
switch(config-if)#

ステップ 5 no shutdown コマンドを使用して、インターフェイスをイネーブルに（アクティブ化）します。

例：

switch(config-if)# no shutdown
switch(config-if)#
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ステップ 6 （任意）インターフェイスのステータスを再度表示します。

例：

switch(config-if)# show interface ethernet 2/1
switch(config-if)#

ステップ 7 インターフェイスモードを終了します。

例：

switch(config-if)# exit
switch(config)#

ステップ 8 （任意） copy running-config startup-configを使用して、実行中の構成をスタートアップ構成に保存しま
す。

例：

switch(config)# copy running-config startup-config

ポートをイネーブルにすると、管理ステータスがディセーブル（ダウン）からイネーブル（アッ

プ）に変わります。インターフェイスがアクティブになり、ルーティングアップデートに含ま

れます。

例

次に、イーサネットポートの 3/1をディセーブルにする例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# shutdown
switch(config-if)# no shutdown
switch(config-if)#

インターフェイスでの UDLDモードのイネーブル化
UDLDは、光ファイバおよび銅線のイーサネットポート上の単方向リンクを検出し、単方向
通信によって引き起こされるネットワークの問題を防止します。UDLDをグローバルに、また
はインターフェイスごとにイネーブルにします。信頼性のニーズに応じて通常モードまたはア

グレッシブモードを選択します。アグレッシブモードは、すべての光ファイバポートに対して

グローバルに、または個々のインターフェイスに対してイネーブルにできます。

：

以下の表に、異なるインターフェイスで UDLDをイネーブルおよびディセーブルにするコマ
ンドのリストを示します。
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表 8 :光ファイバポートおよび銅線ポートのデフォルト UDLD設定

銅線またはファイバ以外の

ポート

ファイバポート説明

無効有効デフォルト設定

udld enableno udld disableenable UDLDコマンド

no udld enableudld disabledisable UDLDコマンド

UDLDモードをイネーブルにするには、次の手順を使用します。

始める前に

UDLDをイネーブルにする前に、 feature udldコマンドを使用してグローバルにイネーブルに
なっていることを確認してください。銅線ポートでは、各インターフェイスの UDLDを明示
的にイネーブルにします。光ファイバポートでは、UDLDはデフォルトでイネーブルです。
no udld disableコマンドでこれを確認します。

アグレッシブ UDLDモードは、UDLDをグローバルに設定し、指定した各インターフェイス
でのみイネーブルにしてください。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 feature udld コマンドを使用して、UDLDをグローバルにイネーブルにします。

例：

switch(config)# feature udld
switch(config)#

switch(config)# no feature udld
switch(config)#

no feature udldコマンドを使用して、デフォルトで UDLDファイバポートをディセーブルにします。

ステップ 3 （任意） UDLDメッセージを送信する間隔を udld message-time秒単位 で指定します。 コマンドを使用
します。

例：

switch(config)# udld message-time 30
switch(config)#

有効な範囲は 7～ 90秒です。デフォルト値は 15秒です。

ステップ 4 udld aggressive を使用したアグレッシブモードでUDLDをイネーブルにします。 コマンドを使用します。
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例：

switch(config)# udld aggressive
switch(config)#

すべてのファイバポートでアグレッシブモードの UDLDをデフォルトでディセーブルにするには、 no 形
式を使用します。

（注）

ポートを構成するために、udld aggressiveコマンドを使用します。

•すべてのファイバポートについて、グローバル構成モードでudld aggressiveコマンドを使用します。

•特定の銅線インターフェイスの場合、インターフェイス構成モード interface ethernet slot/portを入力
し、 udld aggressiveコマンドをイネーブルにします。

ステップ 5 udld [enable | disable]を使用して、すべての光ファイバインターフェイスにおいて、通常モードで UDLD
をイネーブルにします。

例：

switch(config-if)# udld enable
switch(config-if)#

すべてのファイバポートで通常モードの UDLDをデフォルトでディセーブルにするには、 no コマンドを
使用します。

ステップ 6 show udld [ethernet slot/port | global | neighbors] コマンドで UDLDステータスを表示します。

例：

switch(config)# show udld
switch(config)#

ステップ 7 インターフェイスモードを終了します。

例：

switch(config-if-range)# exit
switch(config)#

ステップ 8 （任意）実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config

UDLDは、構成に応じて双方向リンク検出機能を提供するために、選択されたモードで動作し
ます。

例

次に、デバイスの UDLDをイネーブルにする例を示します。
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switch# configure terminal
switch(config)# feature udld
switch(config)#

次の例では、UDLDメッセージの間隔を 30秒に設定する方法を示します。
switch# configure terminal
switch(config)# feature udld
switch(config)# udld message-time 30
switch(config)#

次に、イーサネットポートの 3/1の UDLDをディセーブルにする例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if-range)# no udld enable
switch(config-if-range)# exit

次に、デバイスの UDLDをディセーブルにする例を示します。
switch# configure terminal
switch(config)# no feature udld
switch(config)# exit

次の例は、光ファイバインターフェイスのアグレッシブUDLDモードをイネーブルに
する方法を示しています。

switch# configure terminal
switch(config)# udld aggressive

次の例は、銅線イーサネットインターフェイス 3/1のアグレッシブ UDLDモードをイ
ネーブルにする方法を示しています。

switch# configure terminal
switch(config)# interface ethernet 3
switch(config-if)# udld aggressive

次の例は、アグレッシブモードがイネーブルになっているかどうかを確認する方法を

示しています。

switch# sh udld global

UDLD global configuration mode: enabled-aggressive
UDLD global message interval: 15
switch#

次に、udldアグレッシブモードが特定のインターフェイスで動作可能かどうかを確認
する例を示します。

switch# sh udld ethernet 8/2

Interface Ethernet8/2
--------------------------------
Port enable administrative configuration setting: device-default
Port enable operational state: enabled-aggressive
Current bidirectional state: bidirectional
Current operational state: advertisement - Single neighbor detected
Message interval: 15
Timeout interval: 5
..!
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イーサネットポートにデバウンスタイマーを設定します。

イーサネットのデバウンスタイマーは、デバウンス時間（ミリ秒単位）を指定することにより

イネーブルにします。

デバウンスタイマー値に 0を指定して、タイマーをディセーブルにします。

ガイドライン

•サービスプロバイダーネットワークに接続すると、10Gおよび 100Gポートのリンク状態
が繰り返し変化することがあります。リンクリセットまたはブレークリンク機能の一部と

して、リンク状態が変更された場合に、SFPの Tx電源ライトが N/A状態に変更されるこ
とが予想されます。リンク状態の変更中にこの動作を防ぐには、リンクデバウンスタイ

マーを 500ミリ秒から開始し、リンクが安定するまで 500ミリ秒間隔で増加します。

• DWDM、UVN、およびWANネットワークでは、可能な場合は常に、自動リンク一時停
止（ALS）を無効にします。デバイスがリンクをオフにすると、ALSはWAN上のリンク
を一時停止します。

• link debounce time および link debounce link-up time コマンドは、物理的なイーサネット
インターフェイスにしか適用できません。

•すべてのイーサーネットポートのデバウンス時間を表示するには、 showinterfacedebounce
コマンドを使用します。

デバウンスタイマーのサポート

•この link debounce time コマンドは、Cisco Nexus 9000シリーズスイッチの 1G、10G、
40G、25G、および 100G SFP/QSFPポートでサポートされます。

• link debounce timeは、Cisco Nexus N9K-C9732C-FX、N9K-C9364C、N9K-X97160YC-EX、
N9K-C9336C-FX2、および N9K-C93240YC-FX2プラットフォームスイッチで 1G、10G、
25G、40G、100Gポートがサポートされます。

•この link debounce time コマンドは、Cisco Nexus 93300YC-FXおよびCisco Nexus 9336C-FX
スイッチの 10Gおよび 40Gポートではサポートされません。

link debounce timeは、Cisco Nexus N9K-C9732C-FX、N9K-C9364C、N9K-X97160YC-EX、
N9K-C9336C-FX2、および N9K-C93240YC-FX2プラットフォームスイッチで 1G、10G、
25G、40G、100Gポートがサポートされます。

• link debounce timeは、N9K-X97160TC-FXラインカードを搭載した Cisco Nexus 9500プ
ラットフォームスイッチの RJ-45ポートではサポートされません。

• Cisco NX-OSリリース 10.2(3)F以降、 link debounce time コマンドはN9K-C93180YC-FX3S、
N9K-C93180YC-FX3、N9K-C93108TC-FX3P、および N9K-X9716D-GXプラットフォーム
スイッチでサポートされています。

• Cisco NX-OSリリース 10.2(3)F以降、 link debounce time コマンドは次のポートおよびプ
ラットフォームスイッチでサポートされています。
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スイッチポート

Cisco Nexus C、N9K-C93300YC-FX2、N9K-C93240YC-FX2、
N9K-C93240YC-FX2-Z、N9K-X97160YC-EX、N9K-C9316D-GX、
N9K-CCD-C9360 N9K-C9232C、N9K-C9232C、N9K-C93180YC-FX3S、
N9K-C93180YC-FX3、N9K-C93108TC-FX3P、および N9K-X9716D-GX

1G

Cisco Nexus、N9K-C93300YC-FX2、N9K-C93240YC-FX2、
N9K-C93240YC-FX2-Z、N9K-X97160YC-EX、N9K-C9316D-GX、
N9K-CCD-C9360 N9K-C9232C、N9K-C9232C、N9K-C93180YC-FX3S、
N9K-C93180YC-FX3、N9K-C93108TC-FX3P、および N9K-X9716D-GX

10G

Cisco Nexus N9K-C93300YC-FX2、N9K-C93240YC-FX2、
N9K-C93240YC-FX2-Z、N9K-X97160YC-EX、N9K-C9316D-GX、
N9K-C93600CD-GX、N9K-C9364C-GX、N9K-C9232C、、
N9K-C93180YC-FX3S、N9K-C93180YC-FX3、N9K-C93108TC-FX3P、および
N9K-X9716D-GX

25 G

Cisco Nexus、N9K-X9732C-FX、N9K-C9336C-FX2、N9K-C93300YC-FX2、
N9K-C93240YC-FX2、N9K-C93240YC-FX2-Z、N9K-EX-C9716-EX、
N9K-C93600CD-GX、N9K-C9364C-GX、N9K-C9232C、N9K-C93180YC-FX3S、
N9K-C93180YC-FX3、N9K-C93108TC-FX3P、および N9K-X9716D-GX

40G

100G

400G

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet slot/port を使用してイーサネットインターフェイスを指定します。 コマンドを使用しま
す。

例：

switch(config)# interface ethernet 3/1
switch(config-if)#

ステップ 3 link debounce time time コマンドを使用してデバウンスタイマーを設定します。

例：

switch(config-if)# link debounce time 1000
switch(config-if)#

time ：デバウンスタイマーの時間の範囲は 1～ 5000ミリ秒です。

0ミリ秒を指定すると、デバウンスタイマーがディセーブルになります。

ステップ 4 link debounce link-up time コマンドを使用してリンクアップタイマーを設定。
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例：

switch(config-if)# link debounce link-up 1000
switch(config-if)#

time ：リンクアップタイマーの時間の範囲は、1000～ 10000ミリ秒です。このコマンドは、ポート速度が
10G、25G、40G、および 100Gの場合にのみ適用されます。

デフォルトのタイマー値は 0です。値を 0に設定すると、インターフェイスは遅延なく起動します。

（注）

この no link debounce link-up コマンドもまた値を0にリセットします。

（注）

このコマンドは、Cisco Nexus N9K-X9732C-FX、N9K-C93300YC-FX、N9K-C9336C-FX2、、および
N9K-X97160YC-EXスイッチでのみサポートされます。

例

•次に、イーサネットインターフェイスのデバウンスタイマーをイネーブルにし、
デバウンス時間を 1000ミリ秒に設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# link debounce time 1000

•次に、イーサネットインターフェイスのデバウンスタイマーをディセーブルにす
る例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# link debounce time 0

•次に、イーサネットインターフェイスのデバウンスリンクアップタイマー 1000
ミリ秒に設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# link debounce link-up time 1000

ポートプロファイルの設定

いくつかの設定パラメータを一定範囲のインターフェイスに同時に適用できます。範囲内のす

べてのインターフェイスが同じタイプである必要があります。また、1つのポートプロファイ
ルから別のポートプロファイルに設定を継承することもできます。システムは4つのレベルの
継承をサポートしています。
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ポートプロファイルを作成します。

デバイスにポートプロファイルを作成できます。

各ポートプロファイルは、そのタイプとネットワーク上で一意の名前を持つ必要があります。

ポートプロファイル名には以下の文字だけを使用します。

•小文字の英字（a～ z）

•大文字の英字（A～ Z）

•数字（0～ 9）

•次の特殊文字のみを使用してください。

•。

• -

• _

（注）

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

port-profile [type {ethernet | interface-vlan |
port-channel}] name を使用して、目的のインター

ステップ 2

フェイスタイプのポートプロファイルを作成し、

名前を付けます。

例：

switch(config)# port-profile type ethernet test

ポートプロファイル構成モードを終了します。ステップ 3

例：

switch(config-ppm)# exit

（任意）ポートプロファイル構成を検証します。ステップ 4

例：

switch# show port-profile
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションに保存します。

ステップ 5

例：

switch# copy running-config startup-config

例

次の例は、イーサネットインターフェイスに対して testという名前のポートプロファ
イルを作成する方法を示したものです。

switch# configure terminal
switch(config)# port-profile type ethernet test
switch(config-ppm)#

ポートプロファイル構成モードを開始します

ポートプロファイルを追加、削除、変更、または作成するには、ポートプロファイル構成モー

ドを開始します。

ポートプロファイル構成モードを開始するには、次の手順を実行します。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

プロファイルの設定を追加または削除できます。port-profile [type {ethernet | interface-vlan |
port-channel}] name コマンドを使用して、目的のイ

ステップ 2

ンターフェイスタイプのポートプロファイルを作

成し、名前を付けます。

例：

switch(config)# port-profile type ethernet test

ポートプロファイル構成モードを終了します。ステップ 3

例：

switch(config-ppm)# exit

（任意）ポートプロファイル構成を表示します。ステップ 4

例：
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目的コマンドまたはアクション

switch# show port-profile

（任意）実行中の構成をスタートアップ構成に保存

します。

ステップ 5

例：

switch# copy running-config startup-config

例

次に、指定されたポートプロファイルのポートプロファイル構成モードを開始し、す

べてのインターフェイスを管理的にアップする例を示します。

switch# configure terminal
switch(config)# port-profile type ethernet test
switch(config-ppm)# no shutdown
switch(config-ppm)#

一定範囲のインターフェイスへのポートプロファイルの割り当て

ポートプロファイルを複数のインターフェイスに一度に割り当てて、構成管理を簡素化しま

す。

このタスクは、スイッチ上の同じタイプの複数のインターフェイスに同じポートプロファイル

を適用する必要がある場合に活用。すべてのインターフェイスが同じタイプである必要があり

ます。

一定範囲のインターフェイスへのポートプロファイルを割り当てるには

始める前に

すべてのターゲットインターフェイスが同じタイプであることを確認します（たとえば、すべ

てのイーサネットインターフェイス）。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

interface [ethernet slot/port | interface-vlan vlan-id |
port-channel number]コマンドを使用して、構成する
インターフェイスを選択します。

ステップ 2

例：
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目的コマンドまたはアクション

switch(config)# interface ethernet7/3-5,
ethernet10/2, ethernet11/20-25

ポートプロファイルを、選択したインターフェイス

に割り当てます。

ステップ 3

例：

switch(config-if)# inherit port-profile adam

コンフィギュレーションモードを終了します。ステップ 4

例：

switch(config-if)# exit

（任意）ポートプロファイル構成を表示します。ステップ 5

例：

switch# show port-profile

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーすること

で、変更を保存します。

ステップ 6

例：

switch# copy running-config startup-config

指定されたポートプロファイルは、選択したすべてのインターフェイスに適用されます。

例

次に、イーサネットインターフェイス 7/3～ 7/5、10/2、および 11/20～ 11/25に adam
という名前のポートプロファイルを割り当てる例を示します。

switch# configure terminal
switch(config)# interface ethernet7/3-5, ethernet10/2, ethernet11/20-25
switch(config-if)# inherit port-profile adam
switch(config-if)#

特定のポートプロファイルのイネーブル化

ポートプロファイルをイネーブルにすることによって、ポートプロファイルで指定された設

定を選択したインターフェイスに適用します。

ポートプロファイルをイネーブルにすると、対象のインターフェイスで設定の継承がアクティ

ブになります。複数のポートプロファイルが継承される場合、最後の継承プロファイルのみを

有効にする必要があります。これは、システムが下位プロファイルが有効であると想定するた

めです。
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ポートプロファイルをイネーブルまたはディセーブルにするには、ポートプロファイルコン

フィギュレーションモードを開始する必要があります。

ポートプロファイル設定をインターフェイスに適用するには、次の手順を使用します。

始める前に

ポートプロファイルをイネーブルまたはディセーブルにするには、ポートプロファイル構成

モードを開始する必要があります。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

目的のインターフェイスのポートプロファイルを作

成して名前を付け、 port-profile [type {ethernet |
ステップ 2

interface-vlan | port-channel}] name コマンドを使用
してポートプロファイル構成モードを開始します。

例：

switch(config)# port-profile type ethernet test

ポートプロファイル設定をインターフェイスに適用

するには、そのポートプロファイルをイネーブルに

する必要があります。

ステップ 3

例：

switch(config-ppm)# state enabled

ポートプロファイル構成モードを終了します。ステップ 4

例：

switch(config-ppm)# exit

（任意）ポートプロファイル構成を表示します。ステップ 5

例：

switch# show port-profile

（任意）実行中の構成をスタートアップ構成に保存

します。

ステップ 6

例：

switch# copy running-config startup-config
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指定されたポートプロファイルを有効にすると、その構成が指定されたインターフェースに適

用されます。

例

次の例は、ポートプロファイルコンフィギュレーションモードを開始し、ポートプ

ロファイルをイネーブルにする方法を示したものです。

switch# configure terminal
switch(config)# port-profile type ethernet test
switch(config-ppm)# state enabled
switch(config-ppm)#

ポートプロファイルの継承

別のポートプロファイルから設定を自動的に継承するように、既存のポートプロファイルを

設定します。

既存のポートプロファイルが別のプロファイルから設定を継承できるようにするには、次の作

業を活用。システムは 4つのレベルの継承をサポートしています。

始める前に

継承するプロファイルがすでに存在していることを確認してください

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

指定されたポートプロファイルに対して、

port-profile nameコマンドを使用して、ポートプロ
ファイル構成モードを開始します。

ステップ 2

例：

switch(config)# port-profile test

元のポートプロファイルは、継承されたポートプ

ロファイルのすべての設定を想定します。

別のプロファイルの設定を継承するには、 inherit
port-profile nameコマンドを活用します。

例：

ステップ 3

switch(config-ppm)# inherit port-profile adam

ポートプロファイル構成モードを終了します。ステップ 4
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目的コマンドまたはアクション

例：

switch(config-ppm)# exit

（任意）ポートプロファイル構成を確認します。ステップ 5

例：

switch# show port-profile

（任意）実行中の構成をスタートアップ構成に保存

します。

ステップ 6

例：

switch# copy running-config startup-config

ポートプロファイルは、指定されたプロファイルからすべての設定を継承します。

例

次の例では、adamという名前のポートプロファイルを testという名前のポートプロ
ファイルに継承する方法を示します。

switch# configure terminal
switch(config)# port-profile test
switch(config-ppm)# inherit port-profile adam
switch(config-ppm)#

一定範囲のインターフェイスからのポートプロファイルの削除

割り当てられたポートプロファイルを1つ以上のインターフェイスから削除します。この操作
により、これらのインターフェイスがデフォルト設定に戻るか、または異なるプロファイルを

割り当てることができます。

ポートプロファイルが適用されているインターフェイスからポートプロファイルを削除でき

ます。この手順では、インターフェイス構成モードを使用します。

次の手順を実行して、インターフェイスの範囲からポートプロファイルを削除します。

始める前に

ポートプロファイルを削除する必要があるインターフェイスを特定します。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：
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目的コマンドまたはアクション

switch# configure terminal

interface [ ethernet slot/port | interface-vlanvlan-id |
port-channelnumberコマンドを入力して、インター
フェイスの範囲を選択します。

ステップ 2

例：

switch(config)# interface ethernet 7/3-5, 10/2,
11/20-25

no inherit port-profile name コマンドを使用して、
選択したインターフェイスからポートプロファイル

を削除します。

ステップ 3

例：

switch(config-if)# no inherit port-profile adam

コンフィギュレーションモードを終了します。ステップ 4

例：

switch(config-if)# exit

（任意）ポートプロファイル構成を確認します。ステップ 5

例：

switch# show port-profile

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションに保存します。

ステップ 6

例：

switch# copy running-config startup-config

指定したポートプロファイルを、選択したインターフェイスから割り当て解除します。

例

次に、イーサネットインターフェイス 7/3～ 7/5、10/2、および 11/20～ 11/25から
adamという名前のポートプロファイルを割り当て解除する例を示します。

switch# configure terminal
switch(config)# interface ethernet 7/3-5, 10/2, 11/20-25
switch(config-if)# no inherit port-profile adam
switch(config-if)#
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継承されたポートプロファイルの削除

スイッチ構成内の特定のポートプロファイルから継承されたポートプロファイルを削除しま

す。

ポートプロファイルと他のポートプロファイルから構成を継承しないように関連付けを解除

する必要がある場合は、次の作業を実行します。このアクションは、継承された構成パラメー

タを変更または制限するのに役立ちます。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。ステップ 1

例：

switch# configure terminal

指定されたポートプロファイルに対して、

port-profile name コマンドを使用して、ポートプロ
ファイル構成モードを開始します。

ステップ 2

例：

switch(config)# port-profile test

no inherit port-profile name コマンドを使用して、継
承されたポートプロファイルを削除します。

ステップ 3

例：

switch(config-ppm)# no inherit port-profile adam

ポートプロファイル構成モードを終了します。ステップ 4

例：

switch(config-ppm)# exit

（任意）ポートプロファイル構成を確認します。ステップ 5

例：

switch# show port-profile

（任意）実行中の構成をスタートアップ構成に保存

します。

ステップ 6

例：

switch# copy running-config startup-config

指定されたポートプロファイルは、指定ポートプロファイルから設定を継承しなくなります。
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例

次の例では、adamという名前の継承されたポートプロファイルを testという名前の
ポートプロファイルから削除する方法を示します。

switch# configure terminal
switch(config)# port-profile test
switch(config-ppm)# no inherit port-profile adam
switch(config-ppm)#

DWDM回線またはダーク光ファイバ回線でリンクMACアップタイマー
を設定する

DWDMリンクとダーク光ファイバリンクでは、MACアップタイマーの調整が必要になる場合
があります。この調整により、リンクイベントの信頼性の高い検出が保証されます。特定のタ

イマーを設定すると、誤ったリンクフラップを防ぐことができます。

この手順では、DWDM/ダークファイバ回線でMACアップタイマーを設定する方法について
説明します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface type slot/port を使用して、DWDMまたはダーク光ファイバ回路のインターフェイスを選択しま
す。

例：

switch(config)# interface ethernet1/2
switch(config-if)#

ステップ 3 link mac-up timer secondsを使用してリンクMACアップタイマーを設定します。

例：

switch(config-if)# link mac-up timer 10

リンクMACアップタイマーの範囲は 0～ 120です。

（注）

この設定は、DWDMリンクまたはダーク光ファイバリンクでのみ設定してください。
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リンクMACアップタイマーが、選択したインターフェイスに設定され、DWDMまたはダー
ク光ファイバ回線のパフォーマンスが最適化され、信頼性が向上します。

25G自動ネゴシエーションの設定
自動ネゴシエーションを使用すると、デバイスはリンクセグメントを介して所有する拡張動作

モードをアドバタイズし、他のデバイスがアドバタイズする可能性がある対応する拡張動作

モードを検出できます。自動ネゴシエーションは、リンクセグメントを共有する2つのデバイ
ス間で情報を交換し、両方のデバイスの機能を最大限に活用するように自動的に設定する方法

を提供します。

25G自動ネゴシエーションの注意事項と制限事項

• Cisco NX-OS Release 9.2(1)以降では、Cisco Nexus N9K-X97160YC-EX、N9K-C93180YC-FX、
N9K-C93240YC-FX2、および N9K-C93240YC-FX2-Zで、銅ケーブルを使用したネイティ
ブ25Gポートでの自動ネゴシエーションがサポートされています。

•
• 25Gインターフェイスの自動ネゴシエーションはデフォルトでディセーブルになっていま
す

•銅線ベースの25Gトランシーバには自動ネゴシエーションが必要です。銅線25Gインター
フェイスで command negotiate auto 25000をイネーブルにします。リンクの両端間でこの
パラメータが一致していない場合、インターフェイスはダウンしたままになることがあり

ます。

•自動ネゴシエーションは、25Gブレークアウトポートではサポートされていません。

25G自動ネゴシエーションによる FEC選択

表 9 : 25G自動ネゴシエーションによる FEC選択

CR長に基づく FECハードウェア

5m3m2m1 m

RS-IEEEFC-FECFECなしFECなしN9K-C93240YC-FX2

RS-IEEEFC-FECFECなしFECなしN9K-C93180YC-FX

FC-FECFC-FECFECなしFECなしN9K-X97160YC-EX

インターフェイスの自動ネゴシエーションのイネーブル化

自動ネゴシエーションにより、インターフェイスは自動的に最適な速度とデュプレックスモー

ドを選択できます。25Gネイティブリンクの両端で自動ネゴシエーションを構成する必要があ
ります。
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negotiate autoコマンドを使用して、自動ネゴシエーションをイネーブルにすることができま
す。

自動ネゴシエーションをイネーブルにするには、次の手順を実行します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet port number コマンドを使用して、インターフェイスを選択します。

例：

switch# interface e1/7
switch(config-if)#

ステップ 3 negotiate auto port speed コマンドを使用してインターフェイスで自動ネゴシエーションを有効にします

例：

switch(config-if)# negotiate auto 25000
switch(config-if)#

（注）

このコマンドは、25Gネイティブリンクの両側のインターフェイスに適用する必要があります。

選択したインターフェイスの自動ネゴシエーションをイネーブルにします。

例

次に、指定したイーサネットインターフェイスで自動ネゴシエーションを有効にする

例を示します。

switch# show interface e1/7 st

--------------------------------------------------------------------------------
Port Name Status Vlan Duplex Speed

Type

--------------------------------------------------------------------------------
Eth1/7 -- connected routed full 25G

SFP-H25GB-CU1M
switch# conf
switch(config)# int e1/7
switch(config-if)# negotiate auto 25000
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インターフェイスの自動ネゴシエーションのディセーブル化

no negotiate autoコマンドを使用することにより、自動ネゴシエーションをディセーブルにする
ことができます。自動ネゴシエーションをディセーブルにするには、次の手順を実行します。

手順

ステップ 1 グローバル構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet port number コマンドを使用してインターフェイスの自動ネゴシエーションをディセーブ
ルにします。

例：

switch# int e1/7
switch(config-if)#

ステップ 3 no negotiate auto port speed コマンドを使用してインターフェイスの自動ネゴシエーションをディセーブ

ルにします。

例：

switch(config-if)# no negotiate auto 25000
switch(config-if)#

（注）

適切に動作させるには、リンクの両端でこのコマンドを実行する必要があります。

設定したインターフェイスで自動ネゴシエーションが無効になっている。インターフェイス

は、指定した速度で動作します。

例

ここではインターフェイスで自動ネゴシエーションをディセーブルにする例を示しま

す。

switch# sh int e1/7 st

--------------------------------------------------------------------------------
Port Name Status Vlan Duplex Speed

Type

--------------------------------------------------------------------------------
Eth1/7 -- connected routed full 25G

SFP-H25GB-CU1M
switch# conf
switch(config)# int e1/7
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switch(config-if)# no negotiate auto 25000

基本インターフェイスパラメータの表示のためのコマン

ド
基本インターフェイスパラメータは、値を表示して確認します。パラメータ値を表示してカウ

ンタのリストをクリアすることもできます。

これらのコマンドは、基本インターフェイスのパラメータと状態に関する情報を表示します。

目的コマンド

CDPステータスを表示します。show cdp all

1つまたはすべてのインターフェイスに設定さ
れている状態を表示します。

show interface interface

インターフェイスの状態表を表示します。show interface brief

error-disabledインターフェイスに関する情報
を表示します。

show interface status err-disabled

現在のインターフェイスまたはすべてのイン

ターフェイスの UDLDステータスを表示しま
す。

show udld interface

現在のデバイスの UDLDステータスを表示し
ます。

show udld global

インターフェイスカウンタのモニタリング
インターフェイスカウンタは、次のネットワークモニタリングメトリックです。

•ネットワークインターフェイス上のデータパケットとエラーに関する統計情報を記録する

•ネットワーク管理者がネットワークの問題を特定およびトラブルシューティングするのを
支援する。

•パフォーマンスの追跡とキャパシティプランニングを可能にする

追加情報

インターフェイスカウンタは、インターフェイスごとに入出力パケット、エラー、廃棄、およ

びその他のイベントを追跡します。これらは、ネットワークの問題を診断し、経時的なトラ

フィックパターンを分析するために不可欠です。
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Cisco NX-OSを使用して、インターフェイスカウンタを表示し、クリアできます。

統計情報のサンプリング間隔の設定

サンプリング間隔では、スイッチがトラフィックモニタリングに関連する統計情報を収集する

頻度をカスタマイズできます。

インターフェイスでの統計情報の収集に、最大3つのサンプリング間隔を設定できます。イン
ターフェイス統計情報のサンプリング間隔を構成するには、次の手順を活用します。

手順

ステップ 1 グローバル構成モードを開始します。 configure terminal

例：

switch# configure terminal
switch(config)#

ステップ 2 interface ethernet slot/port コマンドを使用します。

例：

switch(config)# interface ethernet 4/1
switch(config)#

ステップ 3 load-interval counters [1 | 2 | 3] seconds コマンドを使用して、ビットレートとパケットレート統計の 1つ
または複数のサンプリング間隔を構成します。

例：

switch(config)# load-interval counters 1 100
switch(config)#

各カウンタでは、これらのデフォルト値が使用されます。

• 1：30秒（VLANの場合は 60秒）

• 2：300秒

• 3：未設定。

ステップ 4 （任意） show interface interface コマンドを使用してインターフェイス統計を表示します。

例：

switch(config)# show interface ethernet 2/2
switch#

ステップ 5 インターフェイスモードを終了します。

例：

switch(config-if-range)# exit
switch(config)#
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ステップ 6 （任意）実行中の構成をスタートアップ構成に保存します。

例：

switch(config)# copy running-config startup-config

指定されたインターフェイスが、設定されたサンプリング間隔を使用してトラフィック統計情

報を収集するようになりました。

例

次に、イーサネットポート3/1の3種類のサンプリング間隔を設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# load-interval counter 1 60
switch(config-if)# load-interval counter 2 135
switch(config-if)# load-interval counter 3 225
switch(config-if)#

インターフェイスカウンタのクリア

clear counters interface を使用して、イーサネットおよび管理インターフェイスカウンタをク
リアできます。コマンドを使用して、イーサネットおよび管理インターフェイスカウンタを

クリアできます。この作業は、構成モードまたはインターフェイス構成モードで実行できま

す。

手順

ステップ 1 clear counters interface [all |コマンドを使用して、インターフェイスでインターフェイスカウンタをクリア
します。 ethernetスロット/ポート| loopback番号 | mgmt番号 | port channel channel-number] コマンドを使
用して、イーサネットおよび管理インターフェイスカウンタをクリアできます。

例：

switch# clear counters ethernet 2/1
switch#

ステップ 2 （任意） show interface interface コマンドを使用してインターフェイスのステータスを確認します。

例：

switch# show interface ethernet 2/1
switch#

ステップ 3 show interface [ ethernet slot/port | port channel channel-number] counters コマンドを使用して、インターフェ
イスカウンタがリセットされることを確認します。

例：

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
96

基本インターフェイスパラメータの設定

インターフェイスカウンタのクリア



switch# show interface ethernet 2/1 countersswitch#

指定されたインターフェイスのインターフェイスカウンタ統計情報がリセットされます。

例

次に、イーサネットポート 5/5のカウンタをクリアする例を示します。
switch# clear counters interface ethernet 5/5
switch#

例： Cisco Nexus 9396PXスイッチでの QSAの構成
•ポート 2/1のデフォルト設定を使用して、ポートグループ 2/1-6のすべての QSFPは速度

40Gになります。ポートグループ 2/1-6にQSAモジュールがある場合は、error disabledに
なります。

• speed-group [ 10000 | 40000] コマンドを使用してポート 2/7を設定し、ポートグループ
2/7-12内のすべての QSAを 10Gまたは 40Gの速度にします。ポートグループ 2/7-12に
QSFPモジュールがある場合は、error disabledになります。

次の例は、Cisco Nexus 9396PXの速度グループの最初のポートに関して QSAを設定する方法
を示したものです。

switch# conf terminal
switch(config)# interface ethernet 2/7
switch(config-if)# speed-group 10000
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第 4 章

レイヤ 2インターフェイスの設定

•アクセスインターフェイスとトランクインターフェイスについて（99ページ）
•レイヤ 2インターフェイスの前提条件（106ページ）
•レイヤ 2インターフェイスのガイドラインおよび制約事項（106ページ）
• Cisco N9336C-SE1スイッチ上の注意事項と制限事項（113ページ）
•レイヤ 2インターフェイスのデフォルト設定（113ページ）
•アクセスインターフェイスとトランクインターフェイスの設定 （113ページ）
•インターフェイスコンフィギュレーションの確認（133ページ）
•レイヤ 2インターフェイスのモニタリング（134ページ）
•アクセスポートおよびトランクポートの設定例（135ページ）
•関連資料（135ページ）

アクセスインターフェイスとトランクインターフェイス

について

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

（注）

このデバイスは、IEEE 802.1Qタイプ VLANトランクカプセル化だけをサポートします。（注）

アクセスインターフェイスとトランクインターフェイスの概要

レイヤ 2ポートは、アクセスまたはトランクポートとして次のように設定できます。

•アクセスポートでは VLANを 1つだけ設定でき、1つの VLANのトラフィックだけを伝
送できます。
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•トランクポートには複数の VLANを設定でき、複数の VLANのトラフィックを同時に伝
送できます。

デフォルトでは、Cisco Nexus 9300-EXスイッチのすべてのポートはレイヤ 3ポートであり、
Cisco Nexus 9300スイッチのすべてのポートはレイヤ 2ポートです。

セットアップスクリプトを使用するか、system default switchportコマンドを入力して、すべ
てのポートをレイヤ 2ポートにできますすべてのポートをレイヤ 2ポートにできます。セット
アップスクリプトを使用する詳細については、『Cisco Nexus 9000 Series NX-OS Fundamentals
Configuration Guide』を参照してください。CLIを使用して、ポートをレイヤ 2ポートとして設
定するには、switchportコマンドを使用します。

同じトランクのすべてのポートが同じ VDCであることが必要です。トランクポートは異なる
VDCの VLANのトラフィックを伝送できません。

次の図は、ネットワークにおけるトランクポートの使い方を示したものです。トランクポー

トは、2つ以上の VLANのトラフィックを伝送します。

図 2 :トランクおよびアクセスポートと VLANトラフィック

VLANついては、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参
照してください。

（注）

複数の VLANに接続するトランクポートのトラフィックを正しく伝送するために、デバイス
は IEEE 802.1Qカプセル化（タギング方式）を使用します（詳細については、「IEEE 802.1Q
カプセル化」の項を参照）。

レイヤ 3インターフェイス上のサブインターフェイスの詳細については、『Cisco Nexus 9000
Series NX-OS Unicast Routing Configuration Guide』を参照してください。

（注）

アクセスポートでのパフォーマンスを最適化するには、そのポートをホストポートとして設

定します。ホストポートとして設定されたポートは、自動的にアクセスポートとして設定さ

れ、チャネルグループ化はディセーブルになります。ホストを割り当てると、割り当てたポー

トがパケット転送を開始する時間が短縮されます。

ホストポートとして設定できるのは端末だけです。端末以外のポートをホストとして設定しよ

うとするとエラーになります。
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アクセスポートは、アクセスVLAN値の他に 802.1Qタグがヘッダーに設定されたパケットを
受信すると、送信元のMACアドレスを学習せずにドロップします。

レイヤ 2インターフェイスはアクセスポートまたはトランクポートとして機能できますが、
両方のポートタイプとして同時に機能できません。

レイヤ 2インターフェイスをレイヤ 3インターフェイスに戻すと、このインターフェイスはレ
イヤ 2の設定をすべて失い、デフォルト VLAN設定に戻ります。

IEEE 802.1Qカプセル化

VLANの詳細については、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration
Guide』を参照してください。

（注）

トランクとは、スイッチと他のネットワーキングデバイス間のポイントツーポイントリンクで

す。トランクは 1つのリンクを介して複数の VLANトラフィックを伝送するので、VLANを
ネットワーク全体に拡張することができます。

複数の VLANに接続するトランクポートのトラフィックを正しく配信するために、デバイス
は IEEE 802.1Qカプセル化（タギング方式）を使用します。この方式では、フレームヘッダー
に挿入したタグが使用されます。このタグには、そのフレームおよびパケットが属する特定の

VLANに関する情報が含まれます。タグ方式を使用すると、複数の異なる VLAN用にカプセ
ル化されたパケットが、同じポートを通過しても、各 VLANのトラフィックを区別すること
ができます。また、カプセル化された VLANタグにより、トランクは同じ VLAN上のネット
ワークの端から端までトラフィックを移動させます。

図 3 : 802.1Qタグなしヘッダーと 802.1Qタグ付きヘッダー
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ドロップ適性インジケータ

Nexus 9000スイッチはDEIビットが 1に設定されたフレームを受信すると、そのまま次のホッ
プに転送されます。たとえば、ネクストホップが Nexus 6000の場合、dot1qヘッダーで DEI
ビットが 1に設定されたパケットを受信すると、フレームがドロップされます。

Cisco Nexus NX-OSリリース 10.2(3)F以降、DEIビットが 1に設定されたフレームが受信され
るたびに、DEIビットがクリアされます。

以下は DEIビットをリセットするための構成です。
switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# system default reset-dei
switch(config)

以下は DEIビットを設定するための構成です。
switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# no system default reset-dei
switch(config)

アクセス VLAN
アクセスモードでポートを設定すると、そのインターフェイスのトラフィックを伝送する

VLANを指定できます。アクセスモードのポート（アクセスポート）用に VLANを設定しな
いと、そのインターフェイスはデフォルトの VLAN（VLAN1）のトラフィックだけを伝送し
ます。

VLANのアクセスポートメンバーシップを変更するには、新しいVLANを指定します。VLAN
をアクセスポートのアクセス VLANとして割り当てるには、まず、VLANを作成する必要が
あります。アクセスポートのアクセス VLANをまだ作成していない VLANに変更すると、ア
クセスポートがシャットダウンされます。

アクセスポートは、アクセスVLAN値の他に 802.1Qタグがヘッダーに設定されたパケットを
受信すると、送信元のMACアドレスを学習せずにドロップします。

トランクポートのネイティブ VLAN ID
トランクポートは、タグなしパケットと 802.1Qタグ付きパケットを同時に伝送できます。デ
フォルトのポート VLAN IDをトランクポートに割り当てると、すべてのタグなしトラフィッ
クが、そのトランクポートのデフォルトのポート VLAN IDで伝送され、タグなしトラフィッ
クはすべてこの VLANに属するものと見なされます。この VLANのことを、トランクポート
のネイティブ VLAN IDといいます。つまり、トランクポートでタグなしトラフィックを伝送
する VLANがネイティブ VLAN IDとなります。

ネイティブ VLAN ID番号は、トランクの両端で一致していなければなりません。（注）
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トランクポートは、デフォルトのポートVLAN IDと同じVLANが設定された出力パケットを
タグなしで送信します。他のすべての出力パケットは、トランクポートによってタグ付けされ

ます。ネイティブVLAN IDを設定しないと、トランクポートはデフォルトVLANを使用しま
す。

Fibre Channel over Ethernet（FCoE）VLANをイーサネットトランクスイッチポートのネイティ
ブ VLANとして使用できません。

（注）

ネイティブ VLANトラフィックのタギング
シスコのソフトウェアは、トランクポートで IEEE 802.1Q標準をサポートします。タグなしト
ラフィックがトランクポートを通過するには、パケットにタグがない VLANを作成する必要
があります（またはデフォルト VLANを使用することもできます）。タグなしパケットはト
ランクポートとアクセスポートを通過できます。

ただし、デバイスを通過するすべてのパケットに 802.1Qタグがあり、トランクのネイティブ
VLANの値と一致する場合はタギングが取り除かれ、タグなしパケットとしてトランクポー
トから出力されます。トランクポートのネイティブ VLANでパケットのタギングを保持した
い場合は、この点が問題になります。

トランクポートのすべてのタグなしパケットをドロップし、ネイティブVLANIDと同じ802.1Q
の値付きでデバイスに届くパケットのタグを保持するようにデバイスを設定できます。この場

合も、すべての制御トラフィックはネイティブ VLANを通過します。この設定はグローバル
です。デバイスのトランクポートは、ネイティブ VLANのタギングを保持する場合と保持し
ない場合があります。

Allowed VLANs
デフォルトでは、トランクポートはすべての VLANに対してトラフィックを送受信します。
各トランク上では、すべての VLAN IDが許可されます。この包括的なリストから VLANを削
除することによって、特定の VLANからのトラフィックが、そのトランクを通過するのを禁
止できます。後ほど、トラフィックを伝送するトランクの VLANを指定してリストに追加し
直すこともできます。

デフォルトVLANのスパニングツリープロトコル（STP）トポロジを区切るには、許容VLAN
のリストからVLAN1を削除します。この分割を行わないと、VLAN1（デフォルトでは、すべ
てのポートでイネーブル）が非常に大きなSTPトポロジを形成し、STPのコンバージェンス中
に問題が発生する可能性があります。VLAN1を削除すると、そのポート上で VLAN1のデー
タトラフィックはすべてブロックされますが、制御トラフィックは通過し続けます。

STPの詳細については、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』
を参照してください。

（注）
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内部使用に予約されている VLANのブロックを変更できます。予約 VLAN変更の詳細につい
ては、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照してくだ
さい。

（注）

デフォルトインターフェイス

デフォルトインターフェイス機能を使用して、イーサネット、ループバック、VLANネット
ワーク、トンネル、およびポートチャネルインターフェイスなどの物理インターフェイスおよ

び論理インターフェイスの両方に対する設定済みパラメータを消去できます。

最大8ポートがデフォルトインターフェイスに選択できます。デフォルトのインターフェイス
機能は、管理インターフェイスに対しサポートされていません。それはデバイスが到達不能な

状態になる可能性があるためです。

（注）

スイッチ仮想インターフェイスおよび自動ステート動作

Cisco NX-OSでは、スイッチ仮想インターフェイス（SVI）は、デバイスの VLANのブリッジ
ング機能とルーティング機能間の論理インターフェイスを表します。

このインターフェイスの動作状態は、その対応するVLAN内のさまざまなポートの状態によっ
て決まります。VLANの SVIインターフェイスは、その VLAN内の少なくとも 1個のポート
がスパニングツリープロトコル（STP）のフォワーディングステートにある場合に稼働しま
す。同様に、このインターフェイスは最後の STP転送ポートがダウンするか、別の STP状態
になったとき、ダウンします。

高可用性

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

カウンタ値

設定、パケットサイズ、増分カウンタ値、およびトラフィックについては、次の情報を参照し

てください。

トラフィック増分カウンタパケットサイズ設定

Droppedジャンボ、ジャイアン

ト、および入力エラー

6400および 10000L2ポート：MTU設定
なし
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トラフィック増分カウンタパケットサイズ設定

ForwardedJumbo6400L2ポート：ネット
ワークQoS設定のジャ
ンボMTU 9216

Droppedジャンボ、ジャイアン

ト、および入力エラー

10000L2ポート：ネット
ワークQoS設定のジャ
ンボMTU 9216

パケットは CPUにパ
ントされ（CoP P設定
の対象）、フラグメン

ト化されてから、ソフ

トウェアによって転送

されます。

Jumbo6400network-qos設定のデ
フォルトレイヤ 3
MTUおよびジャンボ
MTU 9216のレイヤ 3
ポート

パケットは CPUにパ
ントされ（CoP P設定
の対象）、フラグメン

ト化されてから、ソフ

トウェアによって転送

されます。

Jumbo6400network-qos設定のデ
フォルトレイヤ 3
MTUおよびジャンボ
MTU 9216のレイヤ 3
ポート

Droppedジャンボ、ジャイアン

ト、および入力エラー

10000network-qos設定のデ
フォルトレイヤ 3
MTUおよびジャンボ
MTU 9216のレイヤ 3
ポート

フラグメンテーション

なしで転送されます。

Jumbo6400network-qos設定のジャ
ンボレイヤ 3 MTUお
よびジャンボMTU
9216のレイヤ3ポート

Droppedジャンボ、ジャイアン

ト、および入力エラー

10000network-qos設定のジャ
ンボレイヤ 3 MTUお
よびジャンボMTU
9216のレイヤ3ポート

Droppedジャンボ、ジャイアン

ト、および入力エラー

6400および 10000ジャンボレイヤ 3
MTUおよびデフォル
トL2 MTU設定のレイ
ヤ 3ポート
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• CRC正常の 64バイト未満のパケット：ショートフレームカウンタが増加します。

• CRC不良の 64バイト未満のパケット：runtsカウンタが増加します。

• CRC不良の 64バイトを超えるパケット：CRCカウンタが増加します。

（注）

レイヤ 2インターフェイスの前提条件
レイヤ 2インターフェイスには次の前提条件があります。

•デフォルトでは、Cisco NX-OSはレイヤ 3パラメータを設定します。レイヤ 2パラメータ
を設定するには、ポートモードをレイヤ 2に切り替える必要があります。switchportコマ
ンドを使用すれば、ポートモードを変更できます。

• switchport modeコマンドを使用する前に、ポートをレイヤ 2ポートとして設定する必要
があります。デフォルトでは、デバイスのポートはすべてレイヤ3ポートです。デフォル
トでは、Cisco Nexus 9504および Cisco Nexus 9508デバイスのすべてのポートはレイヤ 2
ポートです。

レイヤ 2インターフェイスのガイドラインおよび制約事
項

VLANトランキングには次の設定上のガイドラインと制限事項があります。

• Cisco Nexus 9000シリーズスイッチには、グローバルに設定できる vlan dot1q tag native
コマンドがあります。これにより、設定されたトランクポートのネイティブ VLANがタ
グ付けされます。ただし、Catalyst 6500やサードパーティ製スイッチなどの接続されたス
イッチでは、同様の設定が有効になっていない可能性があります。これにより、予期しな

い動作が発生する可能性があります。したがって、接続されたスイッチで設定されていな

い場合は、vlan dot1q tag nativeコマンドを無効にすることをお勧めします。

•ネイティブ VLANを使用した SVIインターフェイスの BFDセッションは、Cisco Nexus
9300-Xクラウドスケールスイッチでの vlan dot1q tag native コマンド構成ではサポート
されていません。

•自動ネゴシエーションは、N9K-X9636C-R、N9K-X9636C-RX、およびN9K-X9636Q-Rライ
ンカードを搭載した Cisco Nexus 9508プラットフォームスイッチではサポートされませ
ん。

•自動ネゴシエーションは、10/25/40/100直接接続銅ケーブルでのみサポートされます。

• BaseTポートでは自動ネゴシエーションを無効にできません。
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•オートネゴシエーションは、光ファイバベースの光ファイバでは使用されません。

• Cisco NX-OSリリース9.2(1)以降では、N9K-X96136YC-Rラインカードを搭載した Cisco
Nexus9508プラットフォームスイッチは、48ポートすべてで1ギガビットの速度をサポー
トします。ただし、自動ネゴシエーションはサポートされていないため、ケーブルを取り

外しても 1000BASE-T SFPリンクが起動します。

• Cisco NX-OSリリース9.2(1)以降では、ネイティブ 25Gポートでの自動ネゴシエーション
が、Cisco Nexus N9K-X97160YC-EX、N9K-C93180YC-FX、N9K-C93240YC-FX2、および
N9K-C93240YC-FX2-Zスイッチでサポートされます。

自動ネゴシエーションは Cisco Nexus N9K-C92300YCスイッチで
はサポートされていません

（注）

•キーワードが付いている show コマンドはサポートされていません。 internal

•自動ネゴシエーションは、Cisco Nexus 9200および 9300-FXプラットフォームスイッチ、
およびN9K-X9700-EXラインカードを使用するCisco Nexus 9500プラットフォームスイッ
チ上の 25-Gイーサネットトランシーバモジュールではサポートされません。

•
• QSAを使用した自動ネゴシエーション（40 G/100 G）および 1 GBは、次のポートではサ
ポートされません。

• Cisco Nexus 9336C-FX2スイッチ：ポート 1〜 6および 33〜 36

• Cisco Nexus 9364Cスイッチ

• Cisco Nexus 93240YC-FX2スイッチ：ポート 51〜 54

• Cisco Nexus 9788TCラインカード：ポート 49〜 52

これらのポートで銅線ケーブルを使用する場合は、ピア速度を設

定する必要があります。

（注）

• Cisco Nexus 9300シリーズスイッチでは、SVIへのユニキャスト ARP要求は, VLAN内の
他のポートにフラッディングされます。

•中継スイッチとして動作する ASE2および ASE3ベースの Cisco Nexus 9000シリーズス
イッチは、二重タグ付きパケットの内部タグを保持しません。

次の CLIは、LSEベースの Cisco Nexus 9000シリーズスイッチでのみ必須です。Q-in-Q
カプセル化またはカプセル化解除の要件を持たない、SPクラウド内の純粋な中継ボック
ス上ですべての VLANタグをシームレスにパケット転送し、保持するには、CLIコマン
ド、 system dot1q-tunnel transitを設定します。CLIを削除するには、no system dot1q-tunnel
transit CLIコマンドを使用します。
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スイッチで実行される CLIの注意事項は次のとおりです。

•トランクポートから出力されるL2フレームは、ポート上のネイティブVLANでもタ
グ付けされます。

•他のトンネリングメカニズム（VXLANやMPLSなど）は、設定された CLIでは機能
しません。

•ポートはレイヤ 2またはレイヤ 3インターフェイスのいずれかです。両方が同時に成立す
ることはありません。

•レイヤ 3ポートをレイヤ 2ポートに変更する場合またはレイヤ 2ポートをレイヤ 3ポート
に変更する場合は、レイヤに依存するすべての設定は失われます。アクセスまたはトラン

クポートをレイヤ 3ポートに変更すると、アクセス VLAN、ネイティブ VLAN、許容
VLANなどの情報はすべて失われます。

•アクセスリンクを持つデバイスには接続しないでください。アクセスリンクによりVLAN
が区分されることがあります。

• 802.1Qトランクを介してシスコデバイスを接続するときは、802.1Qトランクのネイティ
ブ VLANがトランクリンクの両端で同じであることを確認してください。トランクの一
端のネイティブ VLANと反対側の端のネイティブ VLANが異なると、スパニングツリー
ループの原因になります。

•ネットワーク上のすべてのネイティブ VLANについてスパニングツリーをディセーブル
にせずに、802.1Qトランクの VLAN上のスパニングツリーをディセーブルにすると、ス
パニングツリーループが発生することがあります。802.1Qトランクのネイティブ VLAN
のスパニングツリーはイネーブルのままにしておく必要があります。スパニングツリーを

イネーブルにしておけない場合は、ネットワークの各 VLANのスパニングツリーをディ
セーブルにする必要があります。スパニングツリーをディセーブルにする前に、ネット

ワークに物理ループがないことを確認してください。

• 802.1Qトランクを介して 2台のシスコデバイスを接続すると、トランク上で許容される
VLANごとにスパニングツリーブリッジプロトコルデータユニット（BPDU）が交換さ
れます。トランクのネイティブ VLAN上の BPDUは、タグなしの状態で予約済み IEEE
802.1DスパニングツリーマルチキャストMACアドレス（01-80-C2-00-00-00）に送信され
ます。トランクの他のすべてのVLAN上の BPDUは、タグ付きの状態で、予約済み Cisco
Shared Spanning Tree（SSTP）マルチキャストMACアドレス（01-00-0c-cc-cc-cd）に送信さ
れます。

•他社製の 802.1Qデバイスでは、すべてのVLANに対してスパニングツリートポロジを定
義するスパニングツリーのインスタンス（Mono Spanning Tree）が 1つしか維持されませ
ん。802.1Qトランクを介してシスコ製スイッチを他社製のスイッチに接続すると、他社製
のスイッチのMono Spanning Treeとシスコ製スイッチのネイティブ VLANスパニングツ
リーが組み合わされて、Common Spanning Tree（CST）と呼ばれる単一のスパニングツリー
トポロジが形成されます。

•シスコデバイスは、トランクのネイティブ VLAN以外の VLANにある SSTPマルチキャ
ストMACアドレスに BPDUを伝送します。したがって、他社製のデバイスではこれらの
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フレームが BPDUとして認識されず、対応する VLANのすべてのポート上でフラッディ
ングされます。他社製の802.1Qクラウドに接続された他のシスコデバイスは、フラッディ
ングされたこれらの BPDUを受信します。BPDUを受信すると、Ciscoスイッチは、他社
製の 802.1Qデバイスクラウドにわたって、VLAN別のスパニングツリートポロジを維持
できます。シスコデバイスを隔てている他社製の 802.1Qクラウドは、802.1Qトランクを
介して他社製の 802.1Qクラウドに接続されたすべてのデバイス間の単一のブロードキャ
ストセグメントとして処理されます。

•シスコデバイスを他社製の 802.1Qクラウドに接続するすべての 802.1Qトランク上で、ネ
イティブ VLANが同じであることを確認します。

•他社製の特定の 802.1Qクラウドに複数のシスコデバイスを接続する場合は、すべての接
続に 802.1Qトランクを使用する必要があります。シスコデバイスを他社製の 802.1Qクラ
ウドにアクセスポート経由で接続することはできません。この場合、シスコ製のアクセス

ポートはスパニングツリー「ポート不一致」状態になり、トラフィックはポートを通過し

ません。

•トランクポートをポートチャネルグループに含めることができますが、そのグループの
トランクはすべて同じ設定にする必要があります。グループを初めて作成したときには、

そのグループに最初に追加されたポートのパラメータ設定値をすべてのポートが引き継ぎ

ます。パラメータの設定を変更すると、許容 VLANやトランクステータスなど、デバイ
スのグループのすべてのポートにその設定を伝えます。たとえば、ポートグループのある

ポートがトランクになるのを中止すると、すべてのポートがトランクになるのを中止しま

す。

•トランクポートで 802.1Xをイネーブルにしようとすると、エラーメッセージが表示さ
れ、802.1Xはイネーブルになりません。802.1x対応ポートのモードをトランクに変更しよ
うとしても、ポートモードは変更されません。

•入力ユニキャストパケットカウンタだけが SVIカウンタでサポートされます。

• clear mac address-table dynamicコマンドを使用してVLANのMACアドレスをクリアすると、
そのVLANのダイナミックARP（Address Resolution Protocol）エントリが更新されます。

• VLAN上にスタティックARPエントリが存在し、MACアドレスからポートへのマッピング
が存在しない場合、スーパーバイザはARP要求を生成してMACアドレスを学習できます。
MACアドレスを学習すると、隣接エントリは正しい物理ポートをポイントします。

• Cisco NX-OSは、SVIの1つがBIA MAC（バーンドインMACアドレス）を使用してCisco
Nexus 9000上にある場合、2つのVLAN間のトランスペアレントブリッジングをサポートし
ません。これは、BIA MACがSVI / VLAN間で共有される場合に発生します。BIA MACと
は異なるMACを、トランスペアレントブリッジングが正しく動作するようにSVIで設定で
きます。
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この動作は、Cisco Nexus 9300スイッチ（ネットワーク転送エン
ジン）および 95xx、96xx、94xxラインカードを搭載した Cisco
Nexus 9500スイッチに適用されます。この動作は、Cisco Nexus
9200スイッチ、Cisco Nexus 9300-EXおよび 9700-EXラインカー
ドを搭載した Cisco Nexus 9500スイッチには適用されません。

（注）

•ポートローカルVLANは、ファブリックエクステンダ（FEX）をサポートしていません。

•
•インターフェイスモードをトランク VLANとトランク VLANに同時に設定しようとする
と、エラーメッセージが表示されることがあります。Cisco NX-OSインターフェイスで
は、インターフェイスモードのデフォルト値は accessです。トランク関連の設定を実装
するには、最初にインターフェイスモードを trunkに変更してから、トランクVLAN範囲
を設定する必要があります。

• vPCセットアップでは、VLANが vPC VLANの場合、VLANおよびシステムのMACアド
レス制限はサポートされません。

•インターフェイス、VLAN、システムでMACアドレステーブル制限が有効になっている
場合は、既存のすべてのMACがフラッシュされ、再学習される可能性があります。

• vPC POで有効になっているMACアドレステーブル制限は、両方のピアで一貫している
必要があります。

•システム、ポート、および VLANのMACアドレステーブル制限を一度に、または任意
の組み合わせで設定すると、それぞれが設定されたとおりにMACを制限します。プリ
ファレンスは常に次の順序になります。

•ポート

• VLAN

•システム

• MACアドレステーブルの制限は、vPCピアリンクではサポートされていません。

•設定可能なMACアドレステーブルの最小値は 100で、設定可能な最大値は 196000です。

•インターフェイスまたはVLANがセットアップから削除されると、関連するMACアドレ
ステーブル制限の設定も削除されます。

• MACアドレステーブルの制限は、PVLANインターフェイスタイプではサポートされま
せん。

• MACアドレステーブルの制限を超えると、デフォルトでトラフィックがフラッディング
されます。

• Cisco Nexus N9K-C93180YC-FX3Sスイッチまたは N9K-X9716D-GXラインカードを搭載
したCisco Nexus 9500スイッチのポートにFET-10Gファブリックエクステンダトランシー
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バを接続すると、 switchport mode fex-fabricコマンドを使用しても、ポートはファブリッ
クポートに変換されません。

• Cisco NX-OSリリース 10.2(1q)F以降では、レイヤ2 (L2)インターフェイスは
N9K-C9332D-GX2Bプラットフォームスイッチでサポートされます。

• Cisco NX-OSリリース10.1(2)以降、レイヤ 2インターフェイスは、Cisco Nexus
N9K-X9624D-R2ラインカードでサポートされます。

• Cisco Nexusリリース 9.3(X)の場合、Cisco Nexus N9K-C93600CD-GX、N9K-C9364C-GXス
イッチには次のガイドラインと制約事項があります。

• Cisco Nexus NX-OS Release 10.1(2)以降では、NX-OS N9K-C93600CD-GX、
N9K-C9316D-GX、およびN9K-C9364C-GXの速度 40Gおよび 100Gで自動ネゴシエー
ションがサポートされています。

• Cisco Nexus 9300-GXプラットフォームスイッチは、50Gx2ブレークアウトポートの
2番目のレーンで FC-FECをサポートしません。50Gx2ブレークアウトが設定されて
いる場合、2番目のブレークアウトポートはリンクアップしません。回避策：50Gx2
ブレークアウトで RS-FECを設定します。

• N9K-C9316D-GXの場合：ポート 1〜 16は QSAで 400G/100G/40Gおよび 10Gをサ
ポートします。

• N9K-C93600CD-GXの場合：ポート 1～ 24の場合、4個のポート（1-4、5-8、9-12な
ど「クアッド」と呼ばれます）はすべて、同じ速度で動作します。クワッド内のすべ

てのポートは、10G、または 40Gまたは 100Gで動作します。同じクワッド内では混
合速度はサポートされません。QSAでは、クワッド内のすべてのポートが10Gの速度
で動作できます。ポート 25〜 26は同じ速度で動作し、ポート 27〜 28は同じ速度で
動作します。ポート 25〜 26または 27〜 28の速度の不一致はサポートされていませ
ん。

N9K-C9364C-GXのガイドラインと制約は次のとおりです。

•ポート 1～ 64の場合、4個のポート（1-4、5-8、9-12など「クアッド」と呼ばれま
す）はすべて、同じ速度で動作します。クワッド内のすべてのポートは、10G、また
は 40Gまたは 100Gで動作します。

•同じクワッド内では混合速度はサポートされません。

• QSAでは、クワッド内のすべてのポートが 10Gの速度で動作できます。

• Cisco NX-OSリリース 10.4（1）F以降、L2転送はCisco Nexus 9332D-H2Rプラットフォー
ムスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、L2転送はCisco Nexus 93400LD-H1プラットフォー
ムスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（3）F以降、L2転送は Cisco Nexus N9KC9364C-H1プラット
フォームスイッチでサポートされます。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
111

レイヤ 2インターフェイスの設定

レイヤ 2インターフェイスのガイドラインおよび制約事項



• Cisco NX-OSリリース 10.4（1）F以降、L2インフラは Cisco Nexus 9332D-H2Rプラット
フォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、L2インフラは Cisco Nexus 93400LD-H1プラット
フォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（3）F以降、L2インフラは Cisco Nexus N9KC9364C-H1プラッ
トフォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、SFP-25G-ER-Iトランシーバモジュールは Cisco
Nexus C93180YC-FX3スイッチでサポートされます。

• Cisco NX-OSリリース 10.4（3）F以降で、ブレークアウト（4x10G、4x25G、および
4x100G）ポートサポートは、X98900CD-Aスイッチで提供されます。

4x25ブレークアウトは、以下のポートでのみサポートされます。サポートされるポート
は、2、3、5、6、8、9、11、12、14、15、17、18、20、21、23、24、26、27、29、30、
32、33、35、36、38、39、41、42、44、45、47および 48です

• Cisco NX-OSリリース 10.4（3）F以降、X98900CD-Aおよび X9836DM-Aのすべてのポー
トは、400EGポートを備えた 2x200GEブレークアウトをサポートします。

• Cisco NX-OSリリース 10.4（3）F以降、X98900CD-Aは 3、6、9、12、15、18、21、27、
30、33、36、39、42、および 45ポートでサポートされます。

Cisco NX-OSリリース 10.2(2)Fでは、N9K-C93180YC-FX3S、N9K-C93180YC-FX3スイッチの
SFP-10G-TXモジュールのリンクアップ時間は 13秒です。

（注）

に関する注意事項と制限事項 Cisco Nexus 93C64E-SG2-Qスイッチ

Cisco NX-OSリリース 10.2（2）F以降、Cisco Nexus 93C64E-SG2-Qスイッチは以下のレイヤ 2
機能をサポートしています：

• 100G、400G、800Gのポート速度

•レイヤ 2アクセスポートとトランクポート、およびポートチャネル

• SVIおよび VLAN論理インターフェイス

•診断およびスパースレイヤ 2モード用の VLAN

•デフォルトのポートチャネルロードバランシング

• VLAN、SVI、およびレイヤ 2とレイヤ 3の両方の仮想ネットワークインターフェイスの
統計情報

•ブロードキャスト、ユニキャスト、およびマルチキャストパケットのレイヤ2フラッディ
ングをサポート
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具体的な統計とスケールの情報については、『検証済みスケーラビリティガイド』を参照して

ください。

Cisco N9336C-SE1スイッチ上の注意事項と制限事項
Cisco NX-OSリリース 10.6(1)F以降、Cisco Nexus 9336C-SE1は以下のレイヤ 2機能をサポート
しています。

•単一方向リンク検出（UDLD）

•レイヤ 2アクセスポートとトランクポート

•ポートプロファイル

•スイッチ仮想インターフェイス（SVI）およびVLAN論理的なインターフェイス

• LACPおよびポートチャネル

•仮想ポートチャネル（vPC）

•ネイティブ VLANトラフィックのタギング

•予約済み VLAN

• Q-in-Q VLANトンネル

レイヤ 2インターフェイスのデフォルト設定
次の表に、デバイスのアクセスおよびトランクポートモードパラメータのデフォルト設定を

示します。

アクセスインターフェイスとトランクインターフェイス

の設定

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

アクセスおよびトランクインターフェイスの設定に関する注意事項

トランクのすべての VLANは同じ VDCであることが必要です。
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レイヤ 2アクセスポートとしての VLANインターフェイスの設定
レイヤ 2ポートをアクセスポートとして設定できます。アクセスポートは、パケットを、1つ
のタグなし VLAN上だけで送信します。インターフェイスが伝送する VLANトラフィックを
指定します。これがアクセス VLANになります。アクセスポートの VLANを指定しない場
合、そのインターフェイスはデフォルト VLANのトラフィックだけを伝送します。デフォル
トの VLANは VLAN 1です。

VLANをアクセス VLANとして指定するには、その VLANが存在しなければなりません。シ
ステムは、存在しないアクセス VLANに割り当てられたアクセスポートをシャットダウンし
ます。

始める前に

レイヤ 2インターフェイスを設定することを確認します。

手順の概要

1. configure terminal
2. interface ethernet {{type slot/port} | {port-channel number}}
3. switchport mode [access | trunk]
4. switchport access vlan vlan-id

5. exit
6. show interface
7. no shutdown
8. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface ethernet {{type slot/port} | {port-channel
number}}

例：

ステップ 2

switch(config)# interface ethernet 3/1
switch(config-if)#

インターフェイスを、非トランキング、タグなし、

シングルVLANレイヤ 2インターフェイスとして設
switchport mode [access | trunk]

例：

ステップ 3

定します。アクセスポートは、1つのVLANのトラ
switch(config-if)# switchport mode access
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目的コマンドまたはアクション

フィックだけを伝送できます。デフォルトでは、ア

クセスポートは VLAN1のトラフィックを伝送しま
す。異なるVLANのトラフィックを伝送するように
アクセスポートを設定するには、switchport access
vlanを使用しますコマンドを使用します。

このアクセスポートでトラフィックを伝送する

VLANを指定します。このコマンドを入力しない
switchport access vlan vlan-id

例：

ステップ 4

と、アクセスポートは VLAN1だけのトラフィック
switch(config-if)# switchport access vlan 5

を伝送します。このコマンドを使用して、アクセス

ポートがトラフィックを伝送するVLANを変更でき
ます。

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 5

switch(config-if)# exit
switch(config)#

（任意）インターフェイスのステータスと内容を表

示します。

show interface

例：

ステップ 6

switch# show interface

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 7

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 8

switch(config)# copy running-config startup-config

例

次に、イーサネット3/1をレイヤ2アクセスポートとして設定し、VLAN5のトラフィッ
クだけを伝送する例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# switchport mode access
switch(config-if)# switchport access vlan 5
switch(config-if)#
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アクセスホストポートの設定

switchport hostコマンドは、端末に接続するインターフェイスだけに使用します。（注）

端末に接続されたアクセスポートでのパフォーマンスを最適化するには、そのポートをホスト

ポートとしても設定します。アクセスホストポートはエッジポートと同様に STPを処理し、
ブロッキングステートおよびラーニングステートを通過することなくただちにフォワーディ

ングステートに移行します。インターフェイスをアクセスホストポートとして設定すると、

そのインターフェイス上でポートチャネル動作がディセーブルになります。

ポートチャネルインターフェイスについては、「ポートチャネルの設定」の項および『Cisco
Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照してください。

（注）

始める前に

エンドステーションのインターフェイスに接続された適切なインターフェイスを設定すること

を確認してください。

手順の概要

1. configure terminal
2. interface ethernet type slot/port

3. switchport host
4. exit
5. show interface
6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface ethernet type slot/port

例：

ステップ 2
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目的コマンドまたはアクション

switch(config)# interface ethernet 3/1
switch(config-if)#

インターフェイスをアクセスホストポートとして

設定します。このポートはただちに、スパニングツ

switchport host

例：

ステップ 3

リーフォワーディングステートに移行し、このイswitch(config-if)# switchport host
ンターフェイスのポートチャネル動作をディセーブ

ルにします。

（注）

このコマンドは端末だけに適用します。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if-range)# exit
switch(config)#

（任意）インターフェイスのステータスと内容を表

示します。

show interface

例：

ステップ 5

switch# show interface

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 6

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、イーサネット 3/1をレイヤ 2アクセスポートとして設定し、PortFastをイネーブ
ルにしてポートチャネルをディセーブルにする例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# switchport host
switch(config-if)#
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トランクポートの設定

レイヤ 2ポートをトランクポートとして設定できます。トランクポートは、1つの VLANの
非タグ付きパケットと、複数のVLANのカプセル化されたタグ付きパケットを伝送します（カ
プセル化については、「IEEE 802.1Qカプセル化」の項を参照）。

デバイスは 802.1Qカプセル化だけをサポートします。（注）

始める前に

トランクポートを設定する前に、レイヤ 2インターフェイスを設定することを確認します。

手順の概要

1. configure terminal
2. interface {type slot/port | port-channel number}
3. switchport mode [access | trunk]
4. exit
5. show interface
6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {type slot/port | port-channel number}

例：

ステップ 2

switch(config)# interface ethernet 3/1
switch(config-if)#

インターフェイスをレイヤ 2トランクポートとして
設定します。トランクポートは、同じ物理リンクで

switchport mode [access | trunk]

例：

ステップ 3

1つ以上の VLAN内のトラフィックを伝送できますswitch(config-if)# switchport mode trunk
（各 VLANはトランキングが許可された VLANリ
ストに基づいています）。デフォルトでは、トラン

クインターフェイスはすべてのVLANのトラフィッ
クを伝送できます。指定したトランクで特定のVLAN
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目的コマンドまたはアクション

のみが許可されるように指定するには、switchport
trunk allowed vlanコマンドを使用します。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）インターフェイスのステータスと内容を表

示します。

show interface

例：

ステップ 5

switch# show interface

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 6

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、イーサネット 3/1をレイヤ 2トランクポートとして設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# switchport mode trunk
switch(config-if)#

トランキングポートの許可 VLANの設定
特定のトランクポートで許可されている VLANの IDを指定できます。

switchport trunk allowed vlan vlan-listコマンドは、指定されたポートの現在のVLANリストを
新しいリストに置き換えます。新しいリストが適用される前に確認を求められます。

大規模な設定のコピーアンドペーストをしている場合は、CLIが他のコマンドを受け入れる
前に確認のため待機しているので障害が発生する場合があります。この問題を回避するため、

terminaldont-askを使用してプロンプトを無効にできます。コマンドを入力してから、設定を
貼り付けます。

（注）
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始める前に

指定トランクポートの許可 VLANを設定する前に、正しいインターフェイスを設定している
こと、およびそのインターフェイスがトランクであることを確認してください。

内部使用に予約されている VLANのブロックを変更できます。予約 VLAN変更の詳細につい
ては、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照してくだ
さい。

（注）

手順の概要

1. configure terminal
2. interface {ethernet slot/port | port-channel number}
3. switchport trunk allowed vlan {vlan-list add vlan-list | all | except vlan-list | none | remove vlan-list}
4. exit
5. show vlan
6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {ethernet slot/port | port-channel number}

例：

ステップ 2

switch(config)# interface ethernet 3/1

トランクインターフェイスの許可 VLANを設定し
ます。デフォルトでは、トランクインターフェイス

switchport trunk allowed vlan {vlan-list add vlan-list |
all | except vlan-list | none | remove vlan-list}

例：

ステップ 3

上のすべてのVLAN（1～3967および4048～4094）
が許可されます。VLAN 3968～ 4047は、内部で使switch(config-if)# switchport trunk allowed vlan

add 15-20 用するデフォルトで予約されているVLANです。デ
フォルトでは、すべてのトランクインターフェイス

ですべての VLANが許可されます。

デフォルトの予約済みVLANは 3968～ 4094で、予
約VLANのブロックを変更できます。詳細について
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目的コマンドまたはアクション

は、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching
Configuration Guide』を参照してください。

（注）

内部で割り当て済みの VLANを、トランクポート
上の許可VLANとして追加することはできません。
内部で割り当て済みの VLANを、トランクポート
の許可VLANとして登録しようとすると、メッセー
ジが返されます。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）VLANのステータスと内容を表示します。show vlan

例：

ステップ 5

switch# show vlan

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 6

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、VLAN 15～ 20をイーサネット 3/1、レイヤ 2トランクポートの許容 VLANリ
ストに追加する例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# switchport trunk allowed vlan 15-20
switch(config-if)#

ポートでのMACアドレス制限の設定
Cisco NX-OSリリース 9.2(3)以降、N9K-X9636C-RX、N3K-C3636C-R、およびN3K-C36180YC-R
ラインカードを搭載した Cisco Nexus 9500シリーズスイッチでは、各ポートが学習するMAC
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アドレス数の上限を設定できます。たとえば、指定された VLANでの制限が 2000のMACで
ある場合、レイヤ 2フォワーディングマネージャ（L2FM）は、受信した最初の 2000のMAC
を受け入れ、残りのMACを拒否します。インターフェイスのMACアドレスの制限を設定す
るには、次の手順を実行します。

手順の概要

1. switch# configure terminal
2. switch(config)# mac address-table limit interface port-channel value

3. switch(config)# show mac address-table limit interf
4. switch(config)# exit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ポートレベルでMAC学習の上限を指定します。switch(config)# mac address-table limit interface
port-channel value

ステップ 2

MAC制限が設定されているインターフェイスのリ
ストを表示します。

switch(config)# show mac address-table limit interfステップ 3

コンフィグレーションモードを終了します。switch(config)# exitステップ 4

例

次に、ポートレベルでのMAC学習の上限を設定する例を示します。

switch# configure terminal
switch(config)# mac address-table limit interface port-channel 2 1000
Configuring Mac address limit will result in flushing existing Macs in the specified
VLAN/System.Proceed(yes/no)? [no] yes
switch(config)# exit

次に、MACアドレスの制限を表示する例を示します。

switch# configure terminal
switch(config)# show mac address-table limit interf
Interface Conf Limit Curr Count Cfg Action Currently
----------- ------------ --------- --------- --------
Vlan1 196000 0 Flood Flooding Unknown SA
Vlan341 196000 0 Flood Flooding Unknown SA
Vlan342 196000 0 Flood Flooding Unknown SA
Vlan343 196000 0 Flood Flooding Unknown SA
Vlan344 196000 0 Flood Flooding Unknown SA
Vlan345 196000 0 Flood Flooding Unknown SA
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Vlan346 196000 0 Flood Flooding Unknown SA
Vlan347 196000 0 Flood Flooding Unknown SA
Vlan348 196000 0 Flood Flooding Unknown SA
Vlan349 196000 0 Flood Flooding Unknown SA
Vlan350 196000 0 Flood Flooding Unknown SA
port-channel1 196000 0 Flood Flooding Unknown SA
port-channel2 1000 0 Flood Flooding Unknown SA
port-channel11 196000 0 Flood Flooding Unknown SA
port-channel12 196000 0 Flood Flooding Unknown SA
port-channel13 196000 0 Flood Flooding Unknown SA
port-channel601 196000 0 Flood Flooding Unknown SA
port-channel603 196000 0 Flood Flooding Unknown SA
port-channel888 196000 0 Flood Flooding Unknown SA
Ethernet1/6 196000 0 Flood Flooding Unknown SA
Ethernet1/15 196000 0 Flood Flooding Unknown SA
Ethernet1/35 196000 0 Flood Flooding Unknown SA
BF2(config)#
switch(config)# exit

スイッチポート分離の設定

インターフェイス上で最大 3967の VLANに対応するように、インターフェイス上でスイッチ
ポート分離を設定できます。分離されたスイッチポートで設定されたインターフェイスは、

STP BPDUを送信しません。

スイッチポート独立モードは、FEX、スイッチ、ルータ、またはその他のネットワーキングデ
バイスに接続されたインターフェイスではサポートされません。スイッチポート分離は、FEX
HIFポートではサポートされていません。

（注）

手順の概要

1. configure terminal
2. interface {{ethernet slot/port} | {port-channel number}}
3. switchport isolated
4. show running-config interface port-channel port-channel-number

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface {{ethernet slot/port} | {port-channel number}}

例：

ステップ 2

switch(config)# interface ethernet 3/1
switch(config-if)#

スイッチポート分離機能を有効にします。switchport isolated

例：

ステップ 3

switch(config-if)# switchport isolated

（任意）インターフェイスのステータスと内容を表

示します。

show running-config interface port-channel
port-channel-number

ステップ 4

デフォルトインターフェイスの設定

デフォルトインターフェイス機能によって、イーサネット、ループバック、VLANネットワー
ク、ポートチャネル、およびトンネルインターフェイスなどの複数インターフェイスの既存コ

ンフィギュレーションを消去できます。特定のインターフェイスでのすべてのユーザコンフィ

ギュレーションは削除されます。後で削除したコンフィギュレーションを復元できるように、

任意でチェックポイントを作成してからインターフェイスのコンフィギュレーションを消去で

きます。

デフォルトのインターフェイス機能は、管理インターフェイスに対しサポートされていませ

ん。それはデバイスが到達不能な状態になる可能性があるためです。

速度グループが設定されている場合、default interfaceコマンドは次のエラーを表示します。

Error: default interface is not supported as speed-group is configured

（注）

手順の概要

1. configure terminal
2. default interface int-if [checkpoint name]
3. exit
4. show interface
5. no shutdown
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイスの設定を削除しデフォルトの設定

を復元します。?キーワードを使用して、サポート
されるインターフェイスを表示します。

default interface int-if [checkpoint name]

例：

switch(config)# default interface ethernet 3/1
checkpoint test8

ステップ 2

checkpointコマンドを使用し、キーワードを使用し
て、設定を消し去ってしまう前にインターフェイス

の実行コンフィギュレーションを保存します。

グローバルコンフィギュレーションモードを終了

します。

exit

例：

ステップ 3

switch(config)# exit
switch(config)#

（任意）インターフェイスのステータスと内容を表

示します。

show interface

例：

ステップ 4

switch# show interface

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 5

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

例

次に、ロールバック目的で実行コンフィギュレーションのチェックポイントを保存す

る際にイーサネットインターフェイスの設定を削除する例を示します。

switch# configure terminal
switch(config)# default interface ethernet 3/1 checkpoint test8
.......Done
switch(config)#
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システムの SVI自動ステートのディセーブル化の設定
SVI自動ステート機能によって SVIを管理できます。SVI自動ステートのディセーブル化機能
を設定して、対応する VLAN内にアップ状態のインターフェイスがない場合でも SVIをアッ
プ状態に保持することができます。（同様に、SVI自動ステートのイネーブル化機能を設定す
ると、対応する VLAN内にアップ状態のインターフェイスがない場合に SVIがダウン状態に
なります）。システム全体にこの機能を設定するには、次の手順を使用します。

この項で説明している system default interface-vlan autostateコマンドが SVI自動ステート機能
をイネーブルにします。

（注）

手順の概要

1. configure terminal
2. [no] system default interface-vlan autostate
3. no shutdown
4. show running-config [all]

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスに対するデフォルトの自動ステート動作を

ディセーブルにします。

[no] system default interface-vlan autostate

例：

ステップ 2

（注）switch(config)# no system default interface-vlan
autostate system default interface-vlan autostateコマンドを使

用し、コマンドを使用します。

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 3

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを表示しま

す。

show running-config [all]

例：

ステップ 4

デフォルト情報および設定情報を表示するには、all
キーワードを使用します。

switch(config)# show running-config

例

次に、Cisco NX-OSデバイス上でデフォルトの自動ステート動作をディセーブルにす
る例を示します。

switch# configure terminal
switch(config)# no system default interface-vlan autostate
switch(config)# show running-config

SVI単位の SVI自動ステートのディセーブル化の設定
個々の SVI上で SVI自動ステートのイネーブル化またはディセーブル化を設定できます。SVI
レベルの設定は、その特定のSVIに対するシステムレベルのSVI自動ステート設定より優先さ
れます。

手順の概要

1. configure terminal
2. feature interface-vlan
3. interface vlan vlan-id

4. [no] autostate
5. exit
6. show running-config interface vlan vlan-id

7. no shutdown
8. show startup-config interface vlan vlan-id

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

VLANインターフェイスモードをイネーブルにしま
す。

feature interface-vlan

例：

ステップ 2

switch(config)# feature interface-vlan

VLANインターフェイスを作成し、インターフェイ
スコンフィギュレーションモードを開始します。

範囲は、1～ 4094です。

interface vlan vlan-id

例：

switch(config-if)# interface vlan10

switch(config)#

ステップ 3

デフォルトでは、指定されたインターフェイスの

SVI自動ステート機能をイネーブルにします。
[no] autostate

例：

ステップ 4

デフォルト設定をディセーブルにするには、このコ

マンドの no形式を使用します。

switch(config-if)# no autostate

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 5

switch(config-if)# exit
switch(config)#

（任意）特定のVLANインターフェイスの実行コン
フィギュレーションを表示します。

show running-config interface vlan vlan-id

例：

ステップ 6

switch(config)# show running-config interface
vlan10

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 7

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）スタートアップコンフィギュレーションの

VLAN設定を表示します。
show startup-config interface vlan vlan-id

例：

ステップ 8

switch(config)# show startup-config interface
vlan10

例

次に、個々の SVI上でデフォルトの自動ステート動作をディセーブルにする例を示し
ます。

switch# configure terminal
switch(config)# feature interface-vlan
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switch(config)# interface vlan10
witch(config-if)# no autostate

ネイティブ VLANトラフィックにタグを付けるためのデバイス設定
802.1Qトランクインターフェイスを使用する場合、ネイティブVLAN IDの値と一致しすべて
のタグなしトラフィックをドロップするタグで開始するすべてのパケットに対するタギングを

維持できます（この場合もインターフェイスの制御トラフィックは伝送されます）。この機能

はデバイス全体に当てはまります。デバイスの VLANを指定して当てはめることはできませ
ん。

vlan dot1q tag native globalグローバルコマンドを使用すると、デバイスのすべてのトランク
ですべてのネイティブ VLAN IDインターフェイスの動作を変更できます。

あるデバイス上で 802.1Qタギングをイネーブルにし、別のデバイスではディセーブルにする
と、デバイス上のトラフィックはすべてドロップされ、この機能はディセーブルになります。

この機能はデバイスごとに独自に設定する必要があります。

（注）

手順の概要

1. configure terminal
2. vlan dot1q tag native
3. exit
4. show vlan
5. no shutdown
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

802.1Qトランキングネイティブ VLAN IDインター
フェイスの動作を変更します。このインターフェイ

vlan dot1q tag native

例：

ステップ 2

スは、ネイティブ VLAN IDの値と一致して、すべ
switch(config)# vlan dot1q tag native

ての非タグ付きトラフィックをドロップするタグを

使って入るすべてのパケットのタギングを維持しま
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目的コマンドまたはアクション

す。この場合も、制御トラフィックはネイティブ

VLANを通過します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 3

switch(config-if-range)# exit
switch(config)#

（任意）VLANのステータスと内容を表示します。show vlan

例：

ステップ 4

switch# show vlan

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 5

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、802.1Qトランクインターフェイスのネイティブ VLANの動作を変更してタグ
付きパケットを維持し、すべての非タグ付きトラフィックをドロップする例を示しま

す（制御トラフィックは除く）。

switch# configure terminal
switch(config)# vlan dot1q tag native
switch#

16スロットシャーシの 50 Gインターフェイスのインターフェイスブ
レークアウトプロファイルの設定

インターフェイスブレークアウトプロファイルは、-EXラインカード用の Cisco Nexus 9516
スイッチで、高帯域幅の 100-Gポートを 2つの 50-Gインターフェイスに分割するために必要
です。

手順の概要

1. configure terminal

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
130

レイヤ 2インターフェイスの設定

16スロットシャーシの 50 Gインターフェイスのインターフェイスブレークアウトプロファイルの設定



2. （任意） interface breakout-profile 50g-2x-only
3. copy running-config startup-config
4. reload
5. interface breakout module module-number port port-range map [10g-4x | 25g-4x | 50g-2x]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

このコマンドは、スロット 8〜16をブレークアウト
するために必要です。スロット 1〜 7には必要あり
ません。

（任意） interface breakout-profile 50g-2x-only

例：

switch(config)# interface breakout-profile
50g-2x-only

ステップ 2

Warning: Please save config and reload the switch
for breakout-profile config to take effect
Please save config and reload the switch for the
configuration to take effect

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 3

switch(config-inf)# copy running-config
startup-config
[########################################] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.

スイッチをリブートします。reload

例：

ステップ 4

（注）

スイッチがリロードされ、モジュールが起動した

ら、ブレークアウトするモジュールまたはポートに

ついて次の CLIを入力します。

switch(config-inf)# reload
This command will reboot the system. (y/n)? [n]
y

100 Gbポートを 2つの 50 Gbポートに分割します。
module-numberの範囲は 1〜 30です。port-rangeの
範囲は 1～ 72です。

interface breakout module module-number port
port-range map [10g-4x | 25g-4x | 50g-2x]

例：

ステップ 5

switch(config)# interface breakout module 1 port
1-32 map 50g-2x
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システムのデフォルトポートモードをレイヤ 2に変更
システムのデフォルトポートモードをレイヤ 2アクセスポートに設定できます。

手順の概要

1. configure terminal
2. system default switchport [shutdown]
3. exit
4. show interface brief
5. no shutdown
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

システムのすべてのインターフェイスに対するデ

フォルトのポートモードをレイヤ 2アクセスポー
system default switchport [shutdown]

例：

ステップ 2

トモードに設定し、インターフェイスコンフィギュswitch(config-if)# system default switchport
レーションモードを開始します。デフォルトでは、

すべてのインターフェイスがレイヤ 3です。

（注）

クライアントが system default switchport shutdown
コマンドが発行されます。

• no shutdownで設定されていない FEX HIFは
シャットダウンされます。シャットダウンを回

避するには、noshutでFEX HIFを設定します。

• no shutdownで明示的に設定されていないレイ
ヤ2ポートはシャットダウンされます。シャッ
トダウンを回避するには、no shutでレイヤ 2
ポートを設定します。

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 3

switch(config-if)# exit
switch(config)#
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目的コマンドまたはアクション

（任意）インターフェイスのステータスと内容を表

示します。

show interface brief

例：

ステップ 4

switch# show interface brief

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 5

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、システムポートをデフォルトでレイヤ 2アクセスポートに設定する例を示しま
す。

switch# configure terminal
switch(config-if)# system default switchport
switch(config-if)#

インターフェイスコンフィギュレーションの確認
アクセスおよびトランクインターフェイス設定情報を表示するには、次のタスクのいずれかを

行います。

目的コマンド

インターフェイスの設定を表示します。show interface ethernet slot/port [brief | | counters
| debounce | description | flowcontrol |
mac-address | status | transceiver]

インターフェイス設定情報を、モードも含め

て表示します。

show interface brief

アクセスおよびトランクインターフェイスも

含めて、すべてのレイヤ 2インターフェイス
の情報を表示します。

show interface switchport

トランク設定情報を表示します。show interface trunk [module module-number |
vlan vlan-id]
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目的コマンド

インターフェイスの機能に関する情報を表示

します。

show interface capabilities

現在の設定に関する情報を表示します。

allコマンドを使用すると、デフォルトの設定
と現在の設定が表示されます。

show running-config [all]

指定されたインターフェイスに関する設定情

報を表示します。

show running-config interface ethernet slot/port

指定されたポートチャネルインターフェイス

に関するコンフィギュレーション情報を表示

します。

show running-config interface port-channel
slot/port

指定された VLANインターフェイスに関する
コンフィギュレーション情報を表示します。

show running-config interface vlan vlan-id

レイヤ 2インターフェイスのモニタリング
レイヤ 2インターフェイスを表示するには、次のコマンドを使用します。

目的コマンド

カウンタをクリアします。clear counters interface [interface]

Cisco Nexus 9000シリーズデバイスは、ビッ
トレートおよびパケットレートの統計情報に

3種類のサンプリングインターバルを設定し
ます。

load- interval {interval seconds {1 | 2 | 3}}

入力および出力オクテットユニキャストパ

ケット、マルチキャストパケット、ブロード

キャストパケットを表示します。

show interface counters [module module]

入力パケット、バイト、マルチキャストを、

出力パケットおよびバイトとともに表示しま

す。

show interface counters detailed [all]

エラーパケットの数を表示します。show interface counters errors [module module]
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アクセスポートおよびトランクポートの設定例
次に、レイヤ2アクセスインターフェイスを設定し、このインターフェイスにアクセスVLAN
モードを割り当てる例を示します。

switch# configure terminal
switch(config)# interface ethernet 2/30
switch(config-if)# switchport
switch(config-if)# switchport mode access
switch(config-if)# switchport access vlan 5
switch(config-if)#

次に、レイヤ 2トランクインターフェイスを設定してネイティブ VLANおよび許容 VLANを
割り当て、デバイスにトランクインターフェイスのネイティブ VLANトラフィックのタグを
設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 2/35
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk native vlan 10
switch(config-if)# switchport trunk allowed vlan 5, 10
switch(config-if)# exit
switch(config)# vlan dot1q tag native
switch(config)#

関連資料

マニュアルタイトル関連資料

「レイヤ 2インターフェイスの設定」の項レイヤ 3インターフェイスの設定

「ポートチャネルの設定」の項ポートチャネル

『Cisco Nexus 9000 Series NX-OS Layer 2

Switching Configuration Guide』

VLAN、プライベート VLAN、STP

『Cisco Nexus 9000 Series NX-OS System

Management Configuration Guide』

システム管理

『Cisco Nexus 9000 Series NX-OS High Availability

and Redundancy Guide』

高可用性

『Cisco NX-OS Licensing Guide』ライセンス

『Cisco Nexus 9000 Series NX-OS Release Notes』リリースノート
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第 5 章

レイヤ 3インターフェイスの設定

•レイヤ 3インターフェイスについて（137ページ）
•レイヤ 3インターフェイスの前提条件（141ページ）
•レイヤ 3インターフェイスの注意事項および制約事項（141ページ）
•デフォルト設定（143ページ）
•レイヤ 3インターフェイスの設定（143ページ）
•レイヤ 3インターフェイス設定の確認（164ページ）
•レイヤ 3インターフェイスのモニタリング（166ページ）
•レイヤ 3インターフェイスの設定例（167ページ）
•関連資料（168ページ）

レイヤ 3インターフェイスについて
レイヤ 3インターフェイスは、IPv4および IPv6パケットをスタティックまたはダイナミック
ルーティングプロトコルを使って別のデバイスに転送します。レイヤ2トラフィックの IPルー
ティングおよび内部 Virtual Local Area Network（VLAN）ルーティングにはレイヤ 3インター
フェイスが使用できます。

ルーテッドインターフェイス

ポートをレイヤ 2インターフェイスまたはレイヤ 3インターフェイスとして設定できます。
ルーテッドインターフェイスは、IPトラフィックを他のデバイスにルーティングできる物理
ポートです。ルーテッドインターフェイスはレイヤ 3インターフェイスだけで、スパニング
ツリープロトコル（STP）などのレイヤ 2プロトコルはサポートしません。

すべてのイーサネットポートは、デフォルトでルーテッドインターフェイスです。CLIセッ
トアップスクリプトでこのデフォルトの動作を変更できます。

デフォルトの動作は、スイッチのタイプ（Cisco Nexus 9300、Cisco Nexus 9500、または Cisco
Nexus 3164）によって異なります。

（注）
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Cisco Nexus 9300シリーズスイッチ（Cisco Nexus 9332スイッチを除く）には、レイヤ 2のデ
フォルトモードがあります。

（注）

ポートに IPアドレスを割り当て、ルーティングをイネーブルにし、このルーテッドインター
フェイスにルーティングプロトコル特性を割り当てることができます。

ルーテッドインターフェイスからレイヤ 3ポートチャネルも作成できます。ポートチャネル
の詳細については、「ポートチャネルの設定」を参照してください。

ルーテッドインターフェイスおよびは、指数関数的に減少するレートカウンタをサポートし

ます。Cisco NX-OSはこれらの平均カウンタを用いて次の統計情報を追跡します。

•入力パケット数/秒

•出力パケット数/秒

•入力バイト数/秒

•出力バイト数/秒

サブインターフェイス

レイヤ3インターフェイスとして設定した親インターフェイスに仮想サブインターフェイスを
作成できます。親インターフェイスは物理ポートでかまいません。

親インターフェイスはサブインターフェイスによって複数の仮想インターフェイスに分割され

ます。これらの仮想インターフェイスに IPアドレスやダイナミックルーティングプロトコル
など固有のレイヤ 3パラメータを割り当てることができます。各サブインターフェイスの IP
アドレスは、親インターフェイスの他のサブインターフェイスのサブネットとは異なります。

サブインターフェイスの名前は、親インターフェイスの名前（たとえばEthernet 2/1）+ピリオ
ド（.）+そのインターフェイス独自の番号です。たとえば、イーサネットインターフェイス
2/1に Ethernet 2/1.1というサブインターフェイスを作成できます。この場合、.1はそのサブイ
ンターフェイスを表します。

Cisco NX-OSでは、親インターフェイスがイネーブルの場合にサブインターフェイスがイネー
ブルになります。サブインターフェイスは、親インターフェイスには関係なくシャットダウン

できます。親インターフェイスをシャットダウンすると、関連するサブインターフェイスもす

べてシャットダウンされます。

サブインターフェイスを使用すると、親インターフェイスがサポートするそれぞれの仮想ロー

カルエリアネットワーク（VLAN）に独自のレイヤ 3インターフェイスを実現できます。こ
の場合、親インターフェイスは別のデバイスのレイヤ2トランキングポートに接続します。サ
ブインターフェイスを設定したら 802.1Qトランキングを使って VLAN IDに関連付けます。

次の図に、インターフェイス E 2/1のルータ Bに接続するスイッチのトランキングポートを示
します。このインターフェイスには3つのサブインターフェイスがあり、トランキングポート
に接続する 3つの VLANにそれぞれ関連付けられています。
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図 4 : VLANのサブインターフェイス

VLANの詳細については、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration
Guide』を参照してください。

VLANインターフェイス
VLANインターフェイス、またはスイッチ仮想インターフェイス（SVI）、は、デバイス上の
VLANを同じデバイス上のレイヤ 3ルータエンジンに接続する仮想ルーテッドインターフェ
イスです。VLANに関連付けることができる VLANインターフェイスは 1つだけです。

ただし、VLANに VLANインターフェイスを構成する必要があるのは、VLAN間でルーティ
ングする場合か、または管理VRF（仮想ルーティング/転送）以外のVRFインスタンスを経由
してデバイスを IPホスト接続する場合だけです。VLANインターフェイスの作成を有効にす
ると、Cisco NX-OSによってデフォルト VLAN（VLAN 1）に VLANインターフェイスが作成
され、リモートスイッチ管理が許可されます。

VLANネットワークインターフェイス機能を有効にしてから feature interface-vlanを構成しま
す。システムはこの機能をディセーブルにする前のチェックポイントを自動的に取得するた

め、このチェックポイントにロールバックできます。ロールバックおよびチェックポイントに

ついては、『Cisco Nexus 9000 Series NX-OS System Management Configuration Guide』を参照し
てください。

feature interface-vlan構成は、Nexus 9800スイッチでは使用できません。（注）

レイヤ 3 VLAN間ルーティング

VLANインターフェイスでトラフィックをルーティングするには、VLANごとに VLANイン
ターフェイスを作成し、その VLANインターフェイスに IPアドレスを割り当ててレイヤ 3内
部 VLANルーティングを実現します。

IPアドレスおよび IPルーティングの詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

2つの VLANインターフェイスの接続

VLANごとに VLANインターフェイスを設定し、VLAN間の IPルーティングを使ってホスト
1とホスト 2を通信させることができます。VLAN 1は VLANインターフェイス 1のレイヤ 3
で、VLAN 10は VLANインターフェイス 10のレイヤ 3で通信します。
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次の図に、デバイス上の 2つの VLANに接続されている 2つのホストを示します。

図 5 : VLANインターフェイスによる 2つの VLANの接続

VLAN 1の VLANインターフェイスは削除できません。（注）

ループバックインターフェイス

ループバックインターフェイスは、常にアップ状態にある単独のエンドポイントを持つ仮想イ

ンターフェイスです。ループバックインターフェイスを通過するパケットはこのインターフェ

イスでただちに受信されます。ループバックインターフェイスは物理インターフェイスをエ

ミュレートします。0～ 1023の番号のループバックインターフェイスを最大 1024個の設定で
きます。

ループバックインターフェイスを使用すると、パフォーマンスの分析、テスト、ローカル通信

が実行できます。ループバックインターフェイスは、ルーティングプロトコルセッションの

終端アドレスとして設定することができます。ループバックをこのように設定すると、アウト

バウンドインターフェイスの一部がダウンしている場合でもルーティングプロトコルセッショ

ンはアップしたままです。

高可用性

レイヤ3インターフェイスは、ステートフル再起動とステートレス再起動をサポートします。
切り替え後、Cisco NX-OSは実行時の設定を適用します。

ハイアベイラビリティの詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

仮想化のサポート

レイヤ 3インターフェイスは、仮想ルーティング/転送（VRF）インスタンスをサポートしま
す。VRFは仮想化デバイスコンテキスト（VDC）内にあります。デフォルトでは、CiscoNX-OS
はデフォルト VDCとデフォルト VRFに配置します。
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そのインターフェイスに IPアドレスを設定する前に、インターフェイスを VRFに割り当てる
必要があります。

（注）

レイヤ 3スタティックMACアドレス
スタティックMACアドレスは、次のレイヤ 3インターフェイスに設定できます。

•レイヤ 3インターフェイス

•レイヤ 3サブインターフェイス

•レイヤ 3ポートチャネル

• VLANネットワークインターフェイス

トンネルインターフェイスにはスタティックMACアドレスを設定できません。（注）

レイヤ 3インターフェイスの前提条件
レイヤ 3インターフェイスには次の前提条件があります。

• IPアドレッシングおよび基本設定を熟知している。IPアドレッシングの詳細については、
『Cisco Nexus 9000 Series NX-OS Unicast Routing Configuration Guide』を参照してください。

レイヤ 3インターフェイスの注意事項および制約事項
レイヤ 3インターフェイスの構成には次の注意事項と制約事項があります：

•キーワードが付いている show コマンドはサポートされていません。 internal

•ポートチャネルのメンバーシップに構成されている物理インターフェイスで、サブイン
ターフェイスを構成することはサポートされていません。ポートチャネルインターフェイ

ス自体の下にサブインターフェイスを構成する必要があります。

•ポートチャネルインターフェイスでサブインターフェイスを構成する場合、Dynamic Host
Configuration Protocol（DHCP）オプションはサポートされません。

• Cisco NX-OSリリース 10.5（2）F以降、IPアンナンバードは Cisco Nexus 9808と 9804ス
イッチでサポートされます。

• Cisco NX-OSリリース 10.5（2）F以降では、非 SVIインターフェイスでもに IPアンナン
バード機能がサポートされます。
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• X9700-EXおよび X9700-FXラインカードを搭載した Cisco Nexus 9500シリーズスイッチ
の SVIおよびサブインターフェイスの IPv6カウンタはサポートされていません。

• SVIとサブインターフェイスの両方のマルチキャストおよびブロードキャストカウンタは
サポートされていません。

• SVIとサブインターフェイスの両方のカウンタのコントロールプレーンSVI/SIトラフィッ
クはサポートされません。

• Cisco NX-OSリリース 9.3（6）以降では、Cisco Nexus N9K-C9336C-FX2および
N9K-C93240YC-FX2スイッチでサブインターフェイスマルチキャストおよびブロードキャ
ストカウンタがサポートされています。

•サブインターフェイスのマルチキャストおよびブロードキャストカウンタを有効にする
と、SVI、レイヤ 2 VLAN、MPLSカウンタが機能しない場合があります。

•この統計情報では、最大 1000個のサブインターフェイスがサポートされます。

• Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチはこれらの
レイヤ 3インターフェイスをサポートします。

•レイヤ 3物理インターフェイスおよび物理サブインターフェイス

•レイヤ 3ポートチャネルおよびポートチャネルサブインターフェイス

•ルーテッドポート

•ブレークアウトポート

• Cisco NX-OSリリース 10.2（1q）F以降では、レイヤ3（L3）インターフェイスは
N9K-C9332D-GX2Bプラットフォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.1（2）以降、レイヤ 3インターフェイスは Cisco Nexus
N9K-X9624D-R2ラインカードでサポートされます。

• Cisco NX-OSリリース 10.3(1)F以降、Cisco Nexus 9808プラットフォームスイッチで L3、
ループバック、サブインターフェイスのサポートが提供されます。

• Cisco NX-OSリリース 10.4（1）F以降、Cisco Nexus 9804プラットフォームスイッチで
L3、ループバック、サブインターフェイスのサポートが提供されます。

• Cisco NX-OSリリース 10.3(1)F以降、Cisco Nexus 9808プラットフォームスイッチで L3物
理およびサブインターフェイスのサポートが提供されます。

• Cisco NX-OSリリース 10.4（1）F以降、Cisco Nexus 9804プラットフォームスイッチで L3
物理およびサブインターフェイスのサポートが提供されます。

• Cisco NX-OSリリース 10.4（2）F以降、Cisco Nexus C9232E-B1プラットフォームスイッ
チで以下の機能がサポートされます。

•レイヤ 3、ループバック、およびサブインターフェイスのサポート
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•統計情報のサポートは、レイヤ3物理インターフェイスとサブインターフェイスで提
供されます。

• Cisco Nexus 9800プラットフォームスイッチには、L3物理およびサブインターフェイスの
サポートに関して次の制限があります。

•ブロードキャストはサポートされていません。

• hardware profile sub-interface flex-statsコマンドは適用されません。

•サブインターフェイスの統計情報は、親インターフェイスに集約されません。

• Cisco NX-OSリリース 10.4（1）F以降、L3転送はCisco Nexus 9332D-H2R プラットフォー
ムスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、L3転送はCisco Nexus 93400LD-H1プラットフォー
ムスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（3）F以降、L3転送は Cisco Nexus N9KC9364C-H1プラット
フォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降では、Cisco Nexus 9808および 9804スイッチを搭載
した N9KX98900CD-Aおよび N9KX9836DM-Aラインカードの L3物理およびサブイン
ターフェイスに対して統計情報のサポートが提供されます。

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

デフォルト設定
次の表に、レイヤ 3インターフェイスパラメータのデフォルト設定を示します。

表 10 :レイヤ 3インターフェイスのデフォルトパラメータ

デフォルトパラメータ

閉じる管理ステート

レイヤ 3インターフェイスの設定

ルーテッドインターフェイスの設定

任意のイーサネットポートをルーテッドインターフェイスとして設定できます。
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手順の概要

1. configure terminal
2. interface ethernet slot/port

3. no switchport
4. [ip address ip-address/length | ipv6 address ipv6-address/length]
5. show interfaces
6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。interface ethernet slot/port

例：

ステップ 2

switch(config)# interface ethernet 2/1
switch(config-if)#

そのインターフェイスを、レイヤ 3インターフェイ
スとして設定します。

no switchport

例：

ステップ 3

switch(config-if)# no switchport

[ip address ip-address/length | ipv6 address
ipv6-address/length]

ステップ 4 •このインターフェイスの IPアドレスを設定しま
す。IPアドレスの詳細については、『Cisco

例： Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

switch(config-if)# ip address 192.0.2.1/8

•このインターフェイスの IPv6アドレスを設定し
ます。IPv6アドレスの詳細については、『Cisco

例：

switch(config-if)# ipv6 address 2001:0DB8::1/8
Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

（任意）レイヤ 3インターフェイスの統計情報を表
示します。

show interfaces

例：

ステップ 5

switch(config-if)# show interfaces ethernet 2/1

（任意）ポリシーがハードウェアポリシーに対応す

るインターフェイスのエラーをクリアします。この

no shutdown

例：

ステップ 6

コマンドにより、ポリシープログラミングが続行で
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目的コマンドまたはアクション

switch#
switch(config-if)# int e2/1
switch(config-if)# no shutdown

き、ポートがアップできます。ポリシーが対応して

いない場合は、エラーは error-disabledポリシー状態
になります。

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

• mediumコマンドを使用し、コマンドを使用します。

目的コマンド

インターフェイスメディアをポイントツーポ

イントまたはブロードキャストのどちらかと

して設定します。

medium {broadcast | p2p}

例：

switch(config-if)# medium p2p

デフォルト設定は、broadcastです。、およびこの設定は、 showのいずれにも表示さ
れませんコマンドにも表示されません。ただし、設定を p2pshow running configを入
力すると、この設定が表示されます。コマンドを使用する必要があります。

（注）

• switchportコマンドを使用し、コマンドを使用します。

目的コマンド

インターフェイスをレイヤ 2インターフェイ
スとして設定し、このインターフェイス上の

レイヤ 3固有の設定を削除します。

switchport

例：

switch(config-if)# switchport

•次に、ルーテッドインターフェイスを設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# no switchport
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config

インターフェイスのデフォルト設定がルーテッドされます。レイヤ 2にインター
フェイスを設定するには、switchportを入力しますコマンドを使用します。レイ
ヤ 2インターフェイスをルーテッドインターフェイスに変更する場合は、no
switchportコマンドを入力します。
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ルーテッドインターフェイスでのサブインターフェイスの設定

ルーテッドインターフェイスで構成されるルーテッドインターフェイスに 1つまたは複数の
サブインターフェイスを設定できます。

始める前に

親インターフェイスをルーテッドインターフェイスとして設定します。

「ルーテッドインターフェイスの設定」の項を参照してください。

手順の概要

1. configure terminal
2. interface ethernet slot/port.number

3. [ip address ip-address/length | ipv6 address ipv6-address/length]
4. encapsulation dot1Q vlan-id

5. show interfaces
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

サブインターフェイスを作成し、サブインターフェ

イスコンフィギュレーションモードを開始します。

numberの範囲は 1～ 4094です。

interface ethernet slot/port.number

例：

switch(config)# interface ethernet 2/1.1
switch(config-subif)#

ステップ 2

[ip address ip-address/length | ipv6 address
ipv6-address/length]

ステップ 3 •このサブインターフェイスの IPアドレスを設定
します。IPアドレスの詳細については、『Cisco

例： Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

switch(config-subif)# ip address 192.0.2.1/8

•このサブインターフェイスの IPv6アドレスを設
定します。IPv6アドレスの詳細については、

例：

switch(config-subif)# ipv6 address 2001:0DB8::1/8
『Cisco Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。
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目的コマンドまたはアクション

サブインターフェイス上の IEEE 802.1Q VLANカプ
セル化を設定します。範囲は 2〜 4093です。

encapsulation dot1Q vlan-id

例：

ステップ 4

switch(config-subif)# encapsulation dot1Q 33

（任意）レイヤ 3インターフェイスの統計情報を表
示します。

show interfaces

例：

ステップ 5

switch(config-subif)# show interfaces ethernet
2/1.1

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

•次に、サブインターフェイスを作成する例を示します。
switch# configure terminal
switch(config)# interface ethernet 2/1.1
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# encapsulation dot1Q 33
switch(config-if)# copy running-config startup-config

• show interface eth の出力 次に示すように、サブインターフェイス用に拡張され
ました。

switch# show interface ethernet 1/2.1
Ethernet1/2.1 is down (Parent Interface Admin down)
admin state is down, Dedicated Interface, [parent interface is Ethernet1/2]
Hardware: 40000 Ethernet, address: 0023.ac67.9bc1 (bia 4055.3926.61d4)
Internet Address is 10.10.10.1/24
MTU 1500 bytes, BW 40000000 Kbit, DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255
Auto-mdix is turned off
EtherType is 0x8100
L3 in Switched:
ucast: 0 pkts, 0 bytes - mcast: 0 pkts, 0 bytes
L3 out Switched:

ucast: 0 pkts, 0 bytes - mcast: 0 pkts, 0 bytes

VLANインターフェイスの設定
VLANインターフェイスを作成して内部 VLANルーティングを行うことができます。

手順の概要

1. configure terminal
2. feature interface-vlan
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3. interface vlan number

4. [ip address ip-address/length | ipv6 address ipv6-address/length]
5. show interface vlan number

6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

VLANインターフェイスモードをイネーブルにしま
す。

feature interface-vlan

例：

ステップ 2

switch(config)# feature interface-vlan

VLANインターフェイスを作成します。numberの範
囲は 1～ 4094です。

interface vlan number

例：

ステップ 3

switch(config)# interface vlan 10
switch(config-if)#

[ip address ip-address/length | ipv6 address
ipv6-address/length]

ステップ 4 •この VLANインターフェイスの IPアドレスを
設定します。IPアドレスの詳細については、

例： 『Cisco Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。switch(config-if)# ip address 192.0.2.1/8

•この VLANインターフェイスの IPv6アドレス
を設定します。IPv6アドレスの詳細について

例：

switch(config-if)# ipv6 address 2001:0DB8::1/8

は、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してくださ
い。

（任意）レイヤ 3インターフェイスの統計情報を表
示します。

show interface vlan number

例：

ステップ 5

switch(config-if)# show interface vlan 10

（任意）ポリシーがハードウェアポリシーに対応す

るインターフェイスのエラーをクリアします。この

no shutdown

例：

ステップ 6

コマンドにより、ポリシープログラミングが続行で
switch(config)# int e3/1
switch(config)# no shutdown き、ポートがアップできます。ポリシーが対応して
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目的コマンドまたはアクション

いない場合は、エラーは error-disabledポリシー状態
になります。

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy running-config
startup-config

例

次に、VLANインターフェイスを作成する例を示します。
switch# configure terminal
switch(config)# feature interface-vlan
switch(config)# interface vlan 10
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config

レイヤ 3インターフェイス上のスタティックMACアドレスの設定
レイヤ 3インターフェイスのスタティックMACアドレスを設定できます。ブロードキャスト
またはマルチキャストのアドレスは、スタティックMACアドレスとして設定できません。

トンネルインターフェイス上には、スタティックMACアドレスを設定できません。Note

この設定は、16のVLANインターフェイスに制限されます。追加のVLANインターフェイスに
設定を適用すると、ハードウェアプログラムが失敗したインターフェイスがダウン状態になり

ます。ステータス。

Note

SUMMARY STEPS

1. config t
2. interface [ethernet slot/port | ethernet slot/port.number | port-channel number | vlan vlan-id]
3. mac-address mac-address

4. exit
5. (Optional) show interface [ethernet slot/port | ethernet slot/port.number | port-channel number

| vlan vlan-id]
6. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションモードに入ります。config t

Example:

ステップ 1

switch# config t
switch(config)#

レイヤ 3インターフェイスを指定し、インターフェ
イスコンフィギュレーションモードを開始します。

interface [ethernet slot/port | ethernet slot/port.number
| port-channel number | vlan vlan-id]

Example:

ステップ 2

Note
スタティックMACアドレスを割り当てる前に、レ
イヤ 3インターフェイスを作成する必要がありま
す。

switch(config)# interface ethernet 7/3

レイヤ 3インターフェイスに追加するスタティック
MACアドレスを指定します。

mac-address mac-address

Example:

ステップ 3

switch(config-if)# mac-address 22ab.47dd.ff89
switch(config-if)#

インターフェイスモードを終了します。exit

Example:

ステップ 4

switch(config-if)# exit
switch(config)#

レイヤ 3インターフェイスに関する情報を表示しま
す。

(Optional) show interface [ethernet slot/port | ethernet
slot/port.number | port-channel number | vlan vlan-id]

Example:

ステップ 5

switch# show interface ethernet 7/3

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 6

switch# copy running-config startup-config

Example

次に、スロット 7、ポート 3上のレイヤ 3インターフェイスにスタティックMACアド
レスを設定する例を示します。

switch# config t
switch(config)# interface ethernet 7/3
switch(config-if)# mac-address 22ab.47dd.ff89
switch(config-if)#
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ループバックインターフェイスの設定

ループバックインターフェイスを設定して、常にアップ状態にある仮想インターフェイスを作

成できます。

始める前に

ループバックインターフェイスの IPアドレスが、ネットワークの全ルータで一意であること
を確認します。

手順の概要

1. configure terminal
2. interface loopback instance

3. [ip address ip-address/length | ipv6 address ipv6-address/length]
4. show interface loopback instance

5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ループバックインターフェイスを作成します。範囲

は 0〜 1023です。
interface loopback instance

例：

ステップ 2

switch(config)# interface loopback 0
switch(config-if)#

[ip address ip-address/length | ipv6 address
ipv6-address/length]

ステップ 3 •このインターフェイスの IPアドレスを設定しま
す。IPアドレスの詳細については、『Cisco

例： Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

switch(config-if)# ip address 192.0.2.1/8

•このインターフェイスの IPv6アドレスを設定し
ます。IPv6アドレスの詳細については、『Cisco

例：

switch(config-if)# ipv6 address 2001:0DB8::1/8
Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

（任意）ループバックインターフェイスの統計情報

を表示します。

show interface loopback instance

例：

ステップ 4

switch(config-if)# show interface loopback 0
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目的コマンドまたはアクション

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 5

switch(config-if)# copy running-config
startup-config

例

次に、ループバックインターフェイスを作成する例を示します。

switch# configure terminal
switch(config)# interface loopback 0
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config

ゲートウェイの SVIでの PBRの設定
この手順では、ゲートウェイのプライマリ SVIインターフェイスで PBRを設定します。

アンナンバードプライマリ/セカンダリVLANインターフェイスにPBRポリシーを設定する場
合は、ステップ 2〜 6が必要です。これは、SVI機能の IPアンナンバードでは必須ではありま
せん。

（注）

手順の概要

1. configure terminal
2. ip access-list list-name

3. permit tcp host ipaddr host ipaddr eq port-number

4. exit
5. route-map route-map-name

6. match ip address access-list-name

7. set ip next-hop addr1

8. exit
9. interface vlan vlan-id

10. ip address ip-addr

11. no ip redirects

12. （任意） ip policy route-map pbr-sample
13. exit
14. hsrp version 2
15. hsrpgroup-num

16. name name-val

17. ip ip-addr

18. no shutdown
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

アクセスリストを設定します。ip access-list list-name

例：

ステップ 2

switch(config)# ip access-list pbr-sample

特定のポートで転送するパケットを指定します。permit tcp host ipaddr host ipaddr eq port-number

例：

ステップ 3

switch(config-acl)# permit tcp host 10.1.1.1 host
192.168.2.1 eq 80

コンフィギュレーションモードを終了します。exit

例：

ステップ 4

switch(config-acl)# exit

ルートマップを作成するか、ルートマップコマン

ドモードを開始します。

route-map route-map-name

例：

ステップ 5

switch(config)# route-map pbr-sample

ルーティングテーブルから値を一致させます。match ip address access-list-name

例：

ステップ 6

switch(config-route-map)# match ip address
pbr-sample

ネクストホップの IPアドレスを設定します。set ip next-hop addr1

例：

ステップ 7

switch(config-route-map)# set ip next-hop
192.168.1.1

コマンドモードを終了します。exit

例：

ステップ 8

switch(config-route-map)# exit

VLANインターフェイスを作成し、インターフェ
イスコンフィギュレーションモードを開始します。

interface vlan vlan-id

例：

ステップ 9

範囲は 1〜 4094です。これはプライマリVLANで
す。

switch(config)# interface vlan 2003
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目的コマンドまたはアクション

インターフェイスに IPアドレスを設定します。ip address ip-addr

例：

ステップ 10

switch(config-if)# ip address 10.0.0.1/8

すべてのアンナンバードプライマリおよびセカン

ダリ VLANインターフェイスで設定する必要があ
ります。

no ip redirects

例：

switch(config-if)# no ip redirects

ステップ 11

アンナンバードプライマリ/セカンダリ VLANイン
ターフェイスに PBRポリシーを適用する場合は、
このコマンドを入力します。

（任意） ip policy route-map pbr-sample

例：

switch(config-if)# ip policy route-map pbr-sample

ステップ 12

コマンドモードを終了します。exit

例：

ステップ 13

switch(config-if)# exit

HSRPバージョンを設定します。hsrp version 2

例：

ステップ 14

switch(config-if)# hsrp version 2

HSRPグループ番号を設定します。hsrpgroup-num

例：

ステップ 15

switch(config-if)# hsrp 200

冗長名の文字列を設定します。name name-val

例：

ステップ 16

switch(config-if-hsrp)# name primary

IPアドレスを設定します。ip ip-addr

例：

ステップ 17

switch(config-if-hsrp)# ip 10.0.0.100

シャットダウンを無効にします。no shutdown

例：

ステップ 18

switch(config-if-hsrp)# no shutdown

ゲートウェイの SVIセカンダリ VLANでの IPアンナンバードの設定
この手順では、ゲートウェイのセカンダリSVIで IPアンナンバードを設定します。CiscoNX-OS
リリース9.3(6)以降、この機能は Cisco Nexus N9K-C9316D-GX、N9K-C93600CD-GX、
N9K-C9364C-GXスイッチでサポートされます。
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手順の概要

1. configure terminal
2. interface vlan vlan-list

3. ip unnumbered vlan primary-vlan-id

4. （任意） ip policy route-map pbr-sample
5. no ip redirects
6. hsrp version 2
7. hsrp group-num

8. follow name

9. ip ip-addr

10. no shutdown

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch# configure terminal

VLANインターフェイスを作成し、インターフェ
イスコンフィギュレーションモードを開始します。

interface vlan vlan-list

例：

ステップ 2

指定できる範囲は 1～ 4094です。これはセカンダ
リVLANです。

switch(config)# interface vlan 2001

明示的な IPアドレスをインターフェイスに割り当
てずにインターフェイス上の IP処理をイネーブル
にします。

ip unnumbered vlan primary-vlan-id

例：

switch(config-if)# ip unnumbered vlan 2003

ステップ 3

アンナンバードプライマリ/セカンダリVLANイン
ターフェイスに PBRポリシーを適用する場合は、
このコマンドを入力します。

（任意） ip policy route-map pbr-sample

例：

switch(config-if)# ip policy route-map pbr-sample

ステップ 4

すべてのアンナンバードプライマリおよびセカン

ダリ VLANインターフェイスで設定する必要があ
ります。

no ip redirects

例：

switch(config-if)# no ip redirects

ステップ 5

HSRPバージョンを設定します。hsrp version 2

例：

ステップ 6

switch(config-if)# hsrp version 2
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目的コマンドまたはアクション

HSRPグループ番号を設定します。hsrp group-num

例：

ステップ 7

switch(config-if)# hsrp 200

従うグループを設定します。follow name

例：

ステップ 8

switch(config-if-hsrp)# follow primary

HRSP IPv4を入力し、仮想 IPアドレスを設定しま
す。

ip ip-addr

例：

ステップ 9

switch(config-if-hsrp)# ip 10.0.0.100

シャットダウンを無効にします。no shutdown

例：

ステップ 10

switch(config-if-hsrp)# no shutdown

SVI TCAMリージョンの設定
Cisco NX-OSリリース 9.3(3)以降では、Cisco Nexus 3100シリーズスイッチのSVIインターフェ
イスでレイヤ 3統計情報を表示できます。ハードウェアの SVI Ternary Content Addressable
Memory（TCAM）領域のサイズを変更して、SVIインターフェイスのレイヤ3着信ユニキャス
トカウンタを表示できます。

手順の概要

1. hardware profile tcam region {arpacl | e-racl} | ifacl | nat | qos} |qoslbl | racl} | vacl | svi }
tcam_size

2. copy running-config startup-config
3. switch(config)# show hardware profile tcam region
4. switch(config)# reload

手順の詳細

手順

目的コマンドまたはアクション

ACL TCAMリージョンサイズを変更します。hardware profile tcam region {arpacl | e-racl} | ifacl |
nat | qos} |qoslbl | racl} | vacl | svi } tcam_size

ステップ 1

• arpacl：アドレス解決プロトコル（ARP）のACL
（ARPACL）TCAMリージョンサイズを設定し
ます。
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目的コマンドまたはアクション

• e-racl：出力ルータACL（ERACL）TCAMリー
ジョンサイズを設定します。

• e-vacl：出力の VLAN ACL（EVACL）TCAM
リージョンサイズを設定します。

• ifacl：インターフェイス ACL（ifacl）TCAM
リージョンサイズを設定します。エントリの最

大数は 1500です。

• nat：NAT TCAMリージョンのサイズを設定し
ます。

• qos：Quality of Service（QoS）TCAMリージョ
ンサイズを設定します。

• qoslbl：QoSラベル（qoslbl）TCAMリージョン
サイズを設定します。

• racl：ルータの ACL（RACL）TCAMリージョ
ンサイズを設定します。

• vacl：VLAN ACL（VACL）TCAMリージョン
サイズを設定します。

• svi：SVI TCAMリージョンサイズを設定しま
す。この SVI TCAMのデフォルトサイズは 0
です。

• tcam_size：TCAMサイズ。有効な範囲は 0～
2,147,483,647エントリです。

（注）

vaclおよび e-vacl TCAMリージョンを同じサイズに
設定する必要があります。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 2

スイッチの次回のリロード時に適用されるTCAMサ
イズを表示します。

switch(config)# show hardware profile tcam region

例：

ステップ 3

switch(config)# show hardware profile tcam region

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

switch(config)# reload

例：

ステップ 4

（注）switch(config)# reload
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目的コマンドまたはアクション

copy running-config to startup-configを保存した後、
次回のリロード時に新しいサイズ値が有効になりま

す。

例

次に、SVI TCAMリージョンのサイズを変更する例を示します。
switch(config)# hardware profile tcam region svi 256
[SUCCESS] New tcam size will be applicable only at boot time.
You need to 'copy run start' and 'reload'

switch(config)# copy running-config startup-config
switch(config)# reload
WARNING: This command will reboot the system
Do you want to continue? (y/n) [n] y

VRFへのインターフェイスの割り当て
VRFにレイヤ 3インターフェイスを追加できます。

手順の概要

1. configure terminal
2. interface interface-type number

3. vrf member vrf-name

4. ip address ip-prefix/length

5. show vrf [vrf-name] interface interface-type number

6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。interface interface-type number

例：

ステップ 2

switch(config)# interface loopback 0
switch(config-if)#
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目的コマンドまたはアクション

このインターフェイスを VRFに追加します。vrf member vrf-name

例：

ステップ 3

switch(config-if)# vrf member RemoteOfficeVRF

このインターフェイスの IPアドレスを設定します。
このステップは、このインターフェイスをVRFに割
り当てたあとに行う必要があります。

ip address ip-prefix/length

例：

switch(config-if)# ip address 192.0.2.1/16

ステップ 4

（任意）VRF情報を表示します。show vrf [vrf-name] interface interface-type number

例：

ステップ 5

switch(config-vrf)# show vrf Enterprise interface
loopback 0

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-if)# copy running-config
startup-config

例

次に、VRFにレイヤ 3インターフェイスを追加する例を示します。
switch# configure terminal
switch(config)# interface loopback 0
switch(config-if)# vrf member RemoteOfficeVRF
switch(config-if)# ip address 209.0.2.1/16
switch(config-if)# copy running-config startup-config

インターフェイスでの DHCPクライアントの設定
SVI、管理インターフェイス、または物理イーサネットインターフェイスでDHCPクライアン
トの IPv4または IPv6アドレスを設定できます。

手順の概要

1. switch# configure terminal
2. switch(config)# interface ethernet type slot/port | mgmt mgmt-interface-number | vlan vlan id

3. switch(config-if)# [no] ipv6 address use-link-local-only
4. switch(config-if)# [no] [ip | ipv6] address dhcp

5. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

物理イーサネットインターフェイス、管理インター

フェイス、またはVLANインターフェイスを作成し
ます。

switch(config)# interface ethernet type slot/port | mgmt
mgmt-interface-number | vlan vlan id

ステップ 2

vlan idの範囲は 1～ 4094です。

DHCPサーバへの要求を準備します。switch(config-if)# [no] ipv6 address use-link-local-onlyステップ 3

（注）

このコマンドは、IPv6アドレスの場合にのみ必要で
す。

DHCPサーバに IPv4または IPv6アドレスを要求し
ます。

switch(config-if)# [no] [ip | ipv6] address dhcpステップ 4

取得されたいずれかのアドレスを削除するには、こ

のコマンドの no形式を使用します。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 5

例

次に、SVIで DHCPクライアントの IPアドレスを設定する例を示します。
switch# configure terminal
switch(config)# interface vlan 15
switch(config-if)# ip address dhcp

次に、管理インターフェイスでDHCPクライアントの IPv6アドレスを設定する例を示
します。

switch# configure terminal
switch(config)# interface mgmt 0
switch(config-if)# ipv6 address use-link-local-only
switch(config-if)# ipv6 address dhcp
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SVIおよびサブインターフェイスの入力/出力ユニキャストカウンタの
設定

Cisco NX-OSリリース 9.3（3）以降では、SVIおよびサブインターフェイスユニキャストカウ
ンタが Cisco Nexus 9300-EX、9300-FX/FX2スイッチ、および X9700-EXおよび X9700-FXライ
ンカードを搭載した Cisco Nexus 9500シリーズスイッチでサポートされています。

Cisco NX-OSリリース 9.3（5）以降では、SVIおよびサブインターフェイスユニキャストカウ
ンタがCisco Nexus N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GXスイッチでサポー
トされています。

Cisco NX-OSリリース 10.5（2）F以降、 hardware profile svi-and-si flex stats enable flex-stats
コマンドが有効になっている場合、SVI統計レートはCisco Nexus 9300-FX、FX2、FX3、GX、
GX2、H2R、H1シリーズ ToRスイッチ、および 9500シリーズ EoRでサポートされます。
9700-EX、FX、FX3、および GXラインカードを備えたスイッチ。

•この機能を有効にすると、VXLAN、MPLS、トンネル、マルチキャスト、およびERSPAN
カウンターが無効になります。変更を有効にするために、スイッチをリロードしてくださ

い。

• vPCセットアップでは、両方の vPCピアの vpcドメインでピアゲートウェイ機能を有効に
する必要があります。そうしないと、SVIカウンタが不整合になる可能性があります。

•マルチキャストカウンタはサポートされていません。

• EORスイッチでは、統計情報レートは最初の ASIC（ASIC 0）のポートでのみサポートさ
れます。入力ポートまたは出力ポートが最初の ASIC以外の別の ASICにある場合、統計
レートはサポートされません。

（注）

デバイスで SVIおよびサブインターフェイスの入力/出力ユニキャストカウンタを設定するに
は、次の手順を実行します。

手順の概要

1. configure terminal
2. [no] hardware profile svi-and-si flex-stats-enable
3. copy running-config startup-config
4. reload
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

SVIおよびサブインターフェイスの入力/出力ユニ
キャストカウンタを設定します。

[no] hardware profile svi-and-si flex-stats-enable

例：

ステップ 2

（注）switch(config)# hardware profile svi-and-si
flex-stats-enable
switch(config-if)#

このコマンドを機能させるには、設定を保存し、ス

イッチをリロードする必要があります。

この設定を保存します。copy running-config startup-config

例：

ステップ 3

switch(config-if)# copy running-config
startup-config

スイッチをリロードします。reload

例：

ステップ 4

switch(config-if)# reload

サブインターフェイスのマルチキャストおよびブロードキャストカウ

ンタの設定

Cisco NX-OSリリース 9.3(6)以降では、Cisco Nexus N9K-C9336C-FX2およびN9K-C93240YC-FX2
スイッチでサブインターフェイスマルチキャストおよびブロードキャストカウンタがサポー

トされています。

デバイスでマルチキャストおよびブロードキャストカウンタを設定するには、次の手順を実行

します。

手順の概要

1. configure terminal
2. [no] hardware profile sub-interface flex-stats
3. copy running-config startup-config
4. reload
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

マルチキャストおよびブロードキャストカウンタの

サブインターフェイスのフレックス統計情報を有効

にします。

[no] hardware profile sub-interface flex-stats

例：

switch(config)# hardware profile sub-interface
flex-stats
switch(config-if)#

ステップ 2

この設定を保存します。copy running-config startup-config

例：

ステップ 3

switch(config-if)# copy running-config
startup-config

スイッチをリロードします。reload

例：

ステップ 4

switch(config-if)# reload

例

次に、show interface countersコマンドの結果として、サブインターフェイスのマルチ
キャストカウンタとブロードキャストカウンタを表示する例を示します。

switch(config)# show int ethernet 1/31/4.1 counters
----------------------------------------------------------------------------------
Port InOctets InUcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port InMcastPkts InBcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port InIPv4Octets InIPv4UcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port InIPv4McastPkts InIPv4BcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0
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----------------------------------------------------------------------------------
Port InIPv6Octets InIPv6UcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port InIPv6McastPkts InIPv6BcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutOctets OutUcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutMcastPkts OutBcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutIPv4Octets OutIPv4UcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutIPv4McastPkts OutIPv4BcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutIPv6Octets OutIPv6UcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

----------------------------------------------------------------------------------
Port OutIPv6McastPkts OutIPv6BcastPkts
----------------------------------------------------------------------------------
Eth1/31/4.1 0 0

レイヤ 3インターフェイス設定の確認
レイヤ 3の設定を表示するには、次のいずれかの作業を行います。

目的コマンド

レイヤ3インターフェイスの設定情報、ステー
タス、カウンタ（インバウンドおよびアウト

バウンドパケットレートおよびバイトレート

の、5分間指数減少移動平均を含む）を表示し
ます。

show interface ethernet slot/port

レイヤ 3インターフェイスの動作ステータス
を表示します。

show interface ethernet slot/port brief
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目的コマンド

レイヤ 3インターフェイスの機能（ポートタ
イプ、速度、およびデュプレックスを含む）

を表示します。

show interface ethernet slot/port capabilities

レイヤ 3インターフェイスの説明を表示しま
す。

show interface ethernet slot/port description

レイヤ3インターフェイスの管理ステータス、
ポートモード、速度、およびデュプレックス

を表示します。

show interface ethernet slot/port status

サブインターフェイスの設定情報、ステータ

ス、カウンタ（インバウンドおよびアウトバ

ウンドパケットレートおよびバイトレートが

5分間に指数関数的に減少した平均値を含む）
を表示します。

show interface ethernet slot/port.number

ポートチャネルサブインターフェイスの設定

情報、ステータス、カウンタ（インバウンド

およびアウトバウンドパケットレートおよび

バイトレートの、5分間指数減少移動平均を
含む）を表示します。

show interface port-channel channel-id.number

ループバックインターフェイスの設定情報、

ステータス、カウンタを表示します。

show interface loopback number

ループバックインターフェイスの動作ステー

タスを表示します。

show interface loopback number brief

ループバックインターフェイスの説明を表示

します。

show interface loopback number description

ループバックインターフェイスの管理ステー

タスおよびプロトコルステータスを表示しま

す。

show interface loopback number status

VLANインターフェイスの設定情報、ステー
タス、カウンタを表示します。

show interface vlan number

VLANインターフェイスの動作ステータスを
表示します。

show interface vlan number brief

VLANインターフェイスの説明を表示します。show interface vlan number description

VLANインターフェイスの管理ステータスお
よびプロトコルステータスを表示します。

show interface vlan number status
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レイヤ 3インターフェイスのモニタリング
レイヤ 3統計情報を表示するには、次のコマンドを使用します。

目的コマンド

Cisco Nexus 9000シリーズデバイスは、ビッ
トレートおよびパケットレートの統計情報に

3種類のサンプリングインターバルを設定し
ます。

VLANネットワークインターフェイスでの範
囲は 60～ 300秒であり、レイヤインターフェ
イスでの範囲は 30～ 300秒です。

load- interval {interval seconds {1 | 2 | 3}}

レイヤ 3インターフェイスの統計情報を表示
します（ユニキャスト、マルチキャスト、ブ

ロードキャスト）。

show interface ethernet slot/port counters

レイヤ 3インターフェイスの入力および出力
カウンタを表示します。

show interface ethernet slot/port counters brief

レイヤ 3インターフェイスの統計情報を表示
します。オプションとして、32ビットと 64
ビットのパケットおよびバイトカウンタ（エ

ラーを含む）をすべて含めることができます。

show interface ethernet errors slot/port detailed
[all]

レイヤ 3インターフェイスの入力および出力
エラーを表示します。

show interface ethernet errors slot/port counters
errors

SNMP MIBから報告されたレイヤ 3インター
フェイスカウンタを表示します。

show interface ethernet errors slot/port counters
snmp

サブインターフェイスの統計情報（ユニキャ

スト、マルチキャスト、およびブロードキャ

スト）を表示します。

show interface ethernet slot/port.number counters

ポートチャネルサブインターフェイスの統計

情報（ユニキャスト、マルチキャスト、およ

びブロードキャスト）を表示します。

show interface port-channel channel-id.number
counters

ループバックインターフェイスの入力および

出力カウンタ（ユニキャスト、マルチキャス

ト、およびブロードキャスト）を表示します。

show interface loopback number counters
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目的コマンド

ループバックインターフェイスの統計情報を

表示します。オプションとして、32ビットと
64ビットのパケットおよびバイトカウンタ
（エラーを含む）をすべて含めることができ

ます。

show interface loopback number detailed [all]

ループバックインターフェイスの入力および

出力エラーを表示します。

show interface loopback number counters errors

VLANインターフェイスの入力および出力カ
ウンタ（ユニキャスト、マルチキャスト、お

よびブロードキャスト）を表示します。

show interface vlan number counters

VLANインターフェイスの統計情報を表示し
ます。オプションとして、レイヤ 3パケット
およびバイトカウンタをすべて含めることが

できます（ユニキャストおよびマルチキャス

ト）。

show interface vlan number counters detailed [all]

SNMP MIBから報告された VLANインター
フェイスカウンタを表示します。

show interface vlan number counters snmp

レイヤ 3インターフェイスの設定例
次に、イーサネットサブインターフェイスを設定する例を示します。

interface ethernet 2/1.10
description Layer 3
ip address 192.0.2.1/8

次に、ループバックインターフェイスを設定する例を示します。

interface loopback 3
ip address 192.0.2.2/32

次に、 hardware profile svi-and-si flex-stats-enable コマンドが有効になっている場合の SVIカ
ウンタと SVI統計情報レートの詳細の出力例を示します。

show interfaceコマンドでは、Cisco NX-OSリリース 10.5（2）Fリリース以降、60秒および
300秒の統計レートまたはポーリング間隔が追加されています。
show interface vlan 2406
Vlan2406 is up, line protocol is up, autostate enabled
Hardware is EtherSVI, address is 3c13.ccc9.a397
Internet Address is 20.0.0.2/24
MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive not supported
ARP type: ARPA
Last clearing of "show interface" counters 00:11:03
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Load-Interval #1: 1 minute (60 seconds)
60 seconds input rate 5492528 bits/sec, 10096 packets/sec
60 seconds output rate 0 bits/sec, 0 packets/sec
input rate 5.49 Mbps, 10.10 Kpps; output rate 0 bps, 0 pps

Load-Interval #2: 5 minute (300 seconds)
300 seconds input rate 5448741 bits/sec, 10016 packets/sec
300 seconds output rate 0 bits/sec, 0 packets/sec
input rate 5.45 Mbps, 10.02 Kpps; output rate 0 bps, 0 pps

L3 Switched:
input: 0 pkts, 0 bytes - output: 0 pkts, 0 bytes

L3 in Switched:
ucast: 6643884 pkts, 451784112 bytes

L3 out Switched:
ucast: 0 pkts, 0 bytes

関連資料

マニュアルタイトル関連資料

『Cisco Nexus 9000 Series NX-OS Unicast Routing

Configuration Guide』

IP

『Cisco Nexus 9000 Series NX-OS Layer 2

Switching Configuration Guide』

VLANs
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第 6 章

双方向フォワーディング検出の設定

•双方向フォワーディング検出（169ページ）
• BFDの前提条件（172ページ）
•注意事項と制約事項（172ページ）
•デフォルト設定（179ページ）
• BFDの設定（179ページ）
•ルーティングプロトコルに対する BFDサポートの設定（196ページ）
• BFD相互運用性の設定（208ページ）
• BFD設定の確認（213ページ）
• BFDのモニタリング（213ページ）
• BFDマルチセッション（概念）（213ページ）
• BFDマルチホップ（214ページ）
•障害シナリオでのBFD vPCサブセカンドコンバージェンス（218ページ）
• BFDの設定例（222ページ）
•関連資料（223ページ）
• RFC（223ページ）

双方向フォワーディング検出
Bidirectional Forwarding Detection（BFD）は、2台のデバイス間の転送パスで発生する障害を迅
速に特定するために設計されたプロトコルです。BFDは、再コンバージェンス時間を予測でき
るようにすることで、ネットワークのプロファイリングとプランニングを簡素化します。

BFDは、さまざまなメディアタイプ、カプセル化、トポロジ、およびルーティングプロトコ
ル全体で転送パス障害を検出します。2つの隣接デバイス間のサブセカンド障害を検出し、サ
ポートされているモジュールのデータプレーンに負荷を分散します。BFDは、プロトコルhello
メッセージよりも CPUの負荷を軽くすることができます。

非同期モード

BFD非同期モードは、次のような BFDセッションモードです。
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•接続を監視するための定期的な制御パケットの交換が含まれ、

• BFDネイバーセッションを確立して維持し、

•セッションパラメータをネゴシエートします。

BFDセッションパラメータ

次の表に、 BFDセッションパラメータとインターバルを示します。

表 11 : BFDセッションパラメータ

説明（Description）セッションパラメータ

デバイスがBFD helloメッセージを送信するために構成された間隔。目的の最小送信間隔

このデバイスが別の BFDデバイスからの BFD Helloメッセージを受
け付ける最小間隔。

必要最小受信間隔

転送パスの障害を検出するために必要な欠落しているBFD helloメッ
セージの数。

検出乗数

BFDネイバーのワークフロー

この図は、2つのルータ間の BFDネイバーセッション確立の詳細を示しています。

図 6 : BFDネイバー関係の確立

BFDネイバーセッションを確立する段階は、次のとおりです。

1. OSPFプロセスがBFDネイバーを探索します。

2. ローカル BFDプロセスは、 OSPFネイバールータとのセッション BFDネイバーセッショ
ンを開始する要求を受け取ります。

3. OSPFネイバールータでの BFDネイバー間でセッションが確立されます。

BFDの障害検出
一度 BFDセッションが確立され、タイマーネゴシエーションが終了すると、BFDネイバー
は、より速い速度の場合を除き IGP Helloプロトコルと同じ動作をするBFD制御パケットを送
信し、活性度を検出します。BFDは障害を検出しますが、プロトコルが障害の発生したピアを
バイパスするための処置を行う必要があります。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
170

双方向フォワーディング検出の設定

BFDの障害検出



BFDは転送パスに障害を検出したとき、障害検出通知を BFD対応プロトコルに送信します。
ローカルデバイスは、プロトコル再計算プロセスを開始してネットワーク全体の収束時間を削

減できます。

次の図は、ネットワークで障害が発生した場合を示します（1）。OSPFネイバールータでの
BFDネイバーセッションが停止されます（2）。BFDはローカル OSPFプロセスに BFDネイ
バーに接続できなくなったことを通知します（3）。ローカルOSPFプロセスはOSPFネイバー
関係を解除します（4）。代替パスが使用可能な場合、ルータはただちにそのパスでコンバー
ジェンスを開始します。

注意: BFD障害検出は 1秒未満で行われます。これはOSPF Helloメッセージが同じ障害を検出
するより速い必要があります。

（注）

図 7 : OSPFネイバー関係の解除

分散型動作

Cisco NX-OSは、BFDをサポートする互換性のあるモジュールへ BDF動作を配布できます。
このプロセスで、BFDパケット処理の CPUの負荷を、BFDネイバーに接続された各モジュー
ルへオフロードします。すべてのBFDセッションはモジュールCPU上で行われます。BFD障
害が検出されたときに、モジュールはスーパーバイザに通知します。

BFDエコー機能
エコーパケットは、送信側システムによってのみ定義および処理されます。IPv4および IPv6
の場合、エコーパケットの宛先アドレスは送信側デバイスの宛先アドレスです。これは、リ

モートシステムがパケットをローカルシステムに転送するように選択されます。これにより、

リモートシステムでのルーティングルックアップはバイパスされ、代わりに転送情報ベース

（FIB）が利用されます。BFDはエコー機能がイネーブルになっている場合に非同期セッショ
ンの速度を低下させ、2台の BFDネイバー間で送信される BFD制御パケット数を減らすため
に、slow timerを使用できます。エコー機能は、リモート（ネイバー）システムにループバッ
クさせることにより、リモートシステムの転送パスのみをテストします。パケット間遅延の変

動が少なくなり、障害検出時間が短縮されます。
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セキュリティ

Cisco NX-OSは BFDパケットを隣接する BFDピアから受信したことを確認するためにパケッ
トの存続可能時間（TTL）値を使用します。すべての非同期およびエコー要求パケットの場
合、BFDネイバーは TTL値を 255に設定し、ローカル BFDプロセスは着信パケットを処理す
る前に TTL値を 255として確認します。エコー応答パケットの場合、BFDは TTL値を 254に
設定します。

BFDパケットの SHA-1認証を設定できます。

高可用性

BFDは、ステートレスリスタートをサポートします。リブートまたはスーパーバイザスイッ
チオーバー後に、Cisco NX-OSが実行コンフィギュレーションを適用し、BFDがただちに制御
パケットを BFDピアに送信します。

仮想化のサポート

BFDは、仮想ルーティングおよび転送（VRF）インスタンスをサポートしています。VRFは
仮想化デバイスコンテキスト（VDC）内にあります。デフォルトでは、Cisco NX-OSはデフォ
ルト VDCとデフォルト VRFに配置します。

BFDの前提条件
BFDを設定する前に、次の前提条件を満たしていることを確認します。

• BFD機能をイネーブルにします。

• BFD対応インターフェイスで ICMPのリダイレクトメッセージがディセーブルです。

•同一の IP送信元アドレスおよび宛先アドレスを調べる IPパケット検証チェックをディ
セーブルにします。

•設定作業で詳細な前提条件を確認します。

注意事項と制約事項
BFD設定時のガイドラインと制約事項は次のとおりです。

• QSFP 40/100-G BiDiは、ポートで使用可能な最高速度で起動します。たとえば、Cisco Nexus
93180LC-EXスイッチでは、最初の 28ポートで 40 G、最後の 4ポートで 100 Gとして起
動します。40-G SR4 BiDiに接続する必要がある場合は、40/100-G BiDiの速度を 40 Gに設
定する必要があります。

• private-vlan上のBFDはCisco Nexus 9000スイッチではサポートされません。
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• Cisco NX-OSリリース 10.2(1q)F以降、PMNは N9K-C9332D-GX2Bプラットフォームス
イッチでレイヤ 3ユニキャスト BFDがサポートされます。

•孤立ポートを介した vPC VLANでのBFDネイバーの形成は、Cisco Nexus 9000スイッチで
はサポートされていません。

• Cisco NX-OSリリース9.2（1）以降、QSFP-40 / 100-SRBDは 100-Gの速度で起動し、
N9K-X9636C-RXラインカードを搭載した Cisco Nexus 9500スイッチで 40-Gまたは 100-G
のいずれかの速度で他のQSFP-40 / 100-SRBDと相互運用します。QSFP-40 / 100-SRBDは、
40Gの速度でQSFP-40G-SR-BDと相互運用することもできます。ただし、40Gの速度で動
作するには、速度を 40Gに設定する必要があります。

•キーワードが付いている show コマンドはサポートされていません。 internal

•メンバー単位の BFDリンクのサポートが Cisco Nexus 9000シリーズスイッチに追加され
ました。

• BFDは BFDバージョン 1をサポートします。

• BFDは IPv4と IPv6をサポートします。

• BFDは OSPFv3をサポートします。

• BFDは IS-ISv6をサポートします。

• IPアンナンバードインターフェイス上で BFDを設定する場合は、次の注意事項に従って
ください。

•インターフェイスがフラッピングないようにするため、 BFDエコー機能を無効にし
ます。

• IPアンナンバードインターフェイス上でBGPを設定する場合、BFDマルチホップを
有効にします。

•多数の IPv6隣接関係がある場合にBFDセッションがフラッピングしないように、レイヤ
3インターフェイス構成で ipv6 nd ns-intervalコマンドの範囲を15に設定。

または、NS/NAパケットのControl Plane Policing（CoPP）ドロップが原因で発生する可能
性のあるセッションの不安定性を回避するために、 BFDエコー間隔を増やします。

• BFDは BGPv6をサポートします。

• BFDは EIGRPv6をサポートします。

• BFDは、一意の（src_ip、dst_ip、interface/vrf）の組み合わせを持つセッションのみをサ
ポートします。

• BFDは、シングルホップ BFDをサポートします。

•シングルホップ静的 BFDのみがサポートされます。

•ボーダーゲートウェイプロトコル（BGP）の BFDは、シングルホップ External BGP
（EBGP）および Internal BGP（iBGP）ピアをサポートしています。
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• BFDは、キー付き SHA-1認証をサポートします。

• BFDは、レイヤ 3インターフェイスとして、物理インターフェイス、ポートチャネル、
サブインターフェイス、および VLANインターフェイスをサポートします。

• BFDはレイヤ 3隣接情報に応じて、レイヤ 2のトポロジ変更を含むトポロジ変更を検出し
ます。レイヤ 3隣接情報が使用できない場合、VLANインターフェイス（SVI）の BFD
セッションはレイヤ 2トポロジのコンバージェンス後に稼働しない可能性があります。

• 2台のデバイス間のスタティックルート上の BFDについては、両方のデバイスが BFDを
サポートする必要があります。デバイスの一方または両方が BFDをサポートしていない
場合、スタティックルートはルーティング情報ベース（RIB）でプログラミングされませ
ん。

•シングルホップとマルチホップの両方の BFD機能は、特定の制限付きでサポートされま
す。マルチホップ BFD機能の制限については、 BFDマルチホップの注意事項と制約事項
（214ページ）のセクションを参照してください。

•ポートチャネル設定の制限事項

• BFDで使用されるレイヤ 3ポートチャネルでは、ポートチャネルの LACPをイネー
ブルにする必要があります。

• SVIのセッションで使用されるレイヤ 2ポートチャネルでは、ポートチャネルの
LACPをイネーブルにする必要があります。

• SVIの制限事項

• ASICのリセットにより、他のポートのトラフィックが中断され、他のポートでのSVI
セッションがフラップする可能性があります。たとえば、キャリアインターフェイス

が仮想ポートチャネル（vPC）の場合、BFDはSVIインターフェイスではサポートさ
れず、ASICのトリガーをリセットする可能性があります。BFDセッションが仮想ポー
トチャネル（vPC）ピアリンクを使用して SVI経由で行われる場合、BFDエコー機
能はサポートされません。vPCピアノード間で行われるSVI経由のすべてのセッショ
ンに関して BFDエコー機能を無効にする必要があります。

Cisco Nexusシリーズスイッチの SVIは、vPCを介して接続されたデバイスとの BFD
ネイバー隣接関係を確立するように設定しないでください。これは、ネイバーからの

BFDキープアライブが、vPCピアスイッチに接続された vPCメンバーリンクを介し
て送信された場合、このSVIに到達せず、BFD隣接関係が機能不全になるためです。

•トポロジを変更すると（たとえば、VLANへのリンクの追加または削除、レイヤ 2
ポートチャネルからのメンバの削除など）、SVIセッションが影響を受ける場合があ
ります。SVIセッションはダウンした後、トポロジディスカバリの終了後に起動する
場合があります。

• BEX over FEX HIFインターフェイスはサポートされていません。

• BFDセッションが仮想ポートチャネル（vPC）ピアリンクを使用して SVI経由で行
われる場合（BCMまたは GEMいずれかのベースのポート）、BFDエコー機能はサ
ポートされません。SVI設定レベルで no bfd echo コマンドを使用して、vPCピア
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ノード間で行われる SVI経由のすべてのセッションに関して BFDエコー機能を無効
にする必要があります。

SVIのセッションがフラップしないようにし、トポロジを変更す
る必要がある場合は、変更を加える前にBFD機能を無効にし、変
更後、BFDを再度有効にすることができます。また、大きな値
（たとえば、5秒）になるようにBFDタイマーを設定し、上記の
イベントの完了後に高速なタイマーに戻すこともできます。

ヒント

•分散レイヤ 3ポートチャネルで BFDエコー機能を設定した場合、メンバーモジュールを
リロードすると、そのモジュールでホストされた BFDセッションがフラップされ、その
ためパケット損失が発生します。

レイヤ2スイッチを間に入れずにBFDピアを直接接続する場合、代替策としてBFD per-link
を使用できます。

BFD per-linkモードとサブインターフェイス最適化をレイヤ3ポー
トチャネルで同時に使用することはサポートされていません。

（注）

• clear {ip | ipv6} route prefix コマンドで、BFDエコーセッションをフラップします。

• clear {ip | ipv6} route * コマンドにより、BFDエコーセッションがフラップします。

• IPv4に対する HSRPは、BFDでサポートされます。

• Cisco NX-OSデバイスのラインカードによって生成される BFDパケットは COS 6/DSCP
CS6とともに送信されます。BFDパケットの DSCP/COS値は、ユーザが設定可能な値で
はありません。

• no-bfd-echoモードでBFDv6を設定する場合は、乗数3のタイマー150 msで実行することを推
奨します。

• BFDv6は、v6のVRRPv3およびHSRPではサポートされません。

•インターフェイスでIPv6 eigrp bfdを無効にすることはできません。

• IETF BFDは、N9K-X96136YC-R、N9K-X9636C-R、N9K-X9636C-RX、およびN9K-X9636Q-R
ラインカードではサポートされません。

•ポートチャネル設定の注意事項：

• BFD per-linkモードが設定されている場合、BFDエコー機能はサポートされません。
コマンドを設定する前に、 no bfd echo コマンドを使用して BFDエコー機能をディ
セーブルにする必要があります。 bfd per-link
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• BFDリンクごとに設定する前に、BFDセッションがポートチャネルで実行されていな
いことを確認します。すでに実行中のBFDセッションがある場合は、それを削除して
からbfdリンクごとの設定に進みます。

•リンクローカルでのリンクごとのBFDの設定はサポートされていません。

•サポートされているプラットフォームには、N9K-X9636C-R、N9K-X9636Q-R、
N9K-X9636C-RXラインカードを搭載した Cisco Nexus 9500シリーズスイッチがあり
ます。

• Cisco NX-OSリリース 9.3(7)以降では、アンナンバードインターフェイスでBFDがサポー
トされます。

アンナンバードスイッチド仮想インターフェイス（SVI）を介し
た BFDはサポートされていません。

アンナンバードインターフェイスサポートでの BFDのダウング
レードの互換性は、 show incompatibility nxos bootflash:filename
コマンドを使用して確認することはできません。install allコマン
ドの実行中に互換性がチェックされます。

（注）

• Cisco NX-OSリリース 10.5(2)F以降、BFD over IPアンナンバードは Cisco Nexus 9808と
9804スイッチでサポートされません。

• OSPFとともに番号付きインターフェイスでBFDを設定し、インターフェイスを番号なし
インターフェイスに変換すると、OSPFおよびBFDコマンドは実行コンフィギュレーショ
ンに残りますが、BFD機能が動作しない場合があります。

•次の BFDコマンド設定は、設定の置換ではサポートされていません。

• port-channel bfd track-member-link

• port-channel bfd destination destination-ip-address

• Cisco Nexus 9800プラットフォームスイッチには、BFD IPv6セッションに対して次の制限
があります。

•ラインカードのスーパーバイザスイッチモードの各 ASICユニットは、最大 256の
BFD IPv6セッションをサポートします。より多くの BFD IPv6セッションが必要な場
合は、セッションを ASICユニットまたはラインカード全体に分散させる必要があり
ます。

• Cisco NX-OSリリース 10.3(1)F以降、BFDは Cisco Nexus 9808プラットフォームスイッチ
のルーテッドポート、ルーテッドサブインターフェイス、およびブレイクアウトポート

でシングルホップ BFDをサポートします。
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• Cisco NX-OSリリース 10.4(1)F以降、BFDは Cisco Nexus 9804プラットフォームスイッチ
のルーテッドポート、ルーテッドサブインターフェイス、およびブレイクアウトポート

でシングルホップ BFDをサポートします。

• Cisco NX-OSリリース 10.4(2)F以降では、Cisco Nexus C9232E-B1スイッチに以下が適用さ
れます。

•ルーテッドポート、ルーテッドサブインターフェイス、およびブレークアウトポー
トでのシングルホップ BFDがサポートされます。

• BFD認証はサポートされていません。

• Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチはこれらの
機能をサポートしています。

•レイヤ3物理インターフェイスおよび物理サブインターフェイスでのシングルホップ
BFD

•レイヤ 3ポートチャネルおよびポートチャネルサブインターフェイスでのシングル
ホップ BFD

•ルーテッドポートおよびブレークアウトポートでのシングルホップ BFD

• IPv4および IPv6アドレスのシングルホップ BFD

•最小 BFDタイマー（50ミリ秒）

• BFD非同期モード

• BFDエコー機能

• bfd authentication interopコマンドを活用、 Nexusと Nexus以外のプラットフォーム間の
BFD認証の相互運用性を設定します。このコマンドを設定しない場合は、無効な認証シー
ケンス番号フィールドの形式が原因で、 BFD認証が失敗します。

• BFD認証は、Cisco Nexus 9800プラットフォームスイッチではのサポートされません。

• Cisco NX-OSリリース 10.4(1)F以降、BFDは、Cisco Nexus 9808および 9804スイッチに搭
載されている N9KX98900CD-Aおよび N9KX9836DM-Aラインカードでシングルホップ
BFDをサポートします。

• Cisco NX-OSリリース 10.4（3）F以降、シングルホップ BFDは、Cisco Nexus 9808およ
び 9804 L3ポートチャネルインターフェイスおよびポートチャネルサブインターフェイ
スでサポートされますが、次の制限があります。

•ポートチャネルインターフェイスごとに、128セッションのみがサポートされます。

• BFD認証はサポートされていません。

• Cisco NX-OSリリース 10.4（3）F以降、シングルホップ BFDはレイヤ 3ポートチャンネ
ルの Cisco Nexus 9800スイッチでサポートされます。BFDサーバーは、使用可能なオンラ
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インラインカードの中から、セッションのホスティングラインカードを選択します。し

かし、この機能には、次の制限があります：

•ホスティングラインカードが変更されると、そのラインカードで進行中のセッショ
ンが削除され、使用可能な別のラインカードでホスティングが作成されます。

• BFDセッションの送信元 IPが変更されると、進行中のセッションが削除され、新し
い送信元 IPで再作成されます。

• Cisco NX-OSリリース 10.6(1)F以降、シングルホップBFDはCisco Nexus 9336C-SE1スイッ
チでサポートされます。

Nexusスイッチでの BFDサポート

BFDサポートは、これらのリリースのNexusプラットフォームで利用できます。詳細について
は、「ISSUサポートマトリクス」を参照してください。

表 12 : Nexusスイッチでの BFDサポート

Cisco NX-OSのリリースで導入済みプラットフォーム

10.6.1FN9336C-SE1

10.5.3FN93-C64E-SG2-Q

10.4.3FN9K-C9364C-H1

10.4.2FN9K-C93400LD-H1

N9K-C9232E-B1

10.4.1FNexus 9804

N9K-C9332D-H2R

10.3.1FNexus 9808

10.2.3FN9K-C9348D-GX2A

N9K-C9364D-GX2A

N9K-C9332D-GX2B

Cisco Nexus 9300-EX、9300-FX、9300-FX2、
9300-FX3、および 9300-GX。

9.3.3F9364C-GX

9316D-GX

93600CD-GX

N9K-X96136YC-R、N9K-X9636C-R、
N9K-X9636C-RXおよび N9K-X9636Q-R
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デフォルト設定
次の表に、BFDパラメータのデフォルト設定を示します。

表 13 :デフォルトの BFDパラメータ

デフォルトパラメータ

ディセーブルBFD機能

50ミリ秒必要最小受信間隔

50ミリ秒目的の最小送信間隔

3検出乗数

イネーブルエコー機能

非同期モード

論理モード（送信元/宛先ペアのアドレスごと
に 1セッション）

ポートチャネル

2000ミリ秒slow timer

BFDの設定

BFD設定階層と継承のベストプラクティス
次の場所で BFDを設定する場合は、次の点を考慮してください。

•インターフェイスレベルの構成とグローバル構成

•メンバポート、ポートチャネル

インターフェイスレベルの設定とグローバル構成

グローバルレベルおよびインターフェイスレベルで BFDを構成できます。

インターフェイスレベルの構成はグローバル構成よりも優先されます。（注）

メンバーポートおよびポートチャネルの継承

プライマリポートチャネルの BFD構成を継承するようにメンバポートを構成します。
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BFD設定のタスクフロー
BFDを設定するには、以下の項にある次の手順に従います。

• BFD機能のイネーブル化

•グローバルな BFDパラメータを設定またはインターフェイスでの BFDの設定

BFD機能のイネーブル化
インターフェイスとプロトコルの BFDを設定する前に、BFD機能をイネーブルにします。

手順

ステップ 1 configure terminal コマンドを使用して、構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 feature bfd で BFDをイネーブルにします。 コマンドを使用します。

例：

switch(config)# feature bfd

ステップ 3 （任意） show feature | include bfdを使用して機能のステータスを表示します。 コマンドを使用します。

例：

switch(config)# show feature | include
bfd

ステップ 4 （任意） copy running-config startup-configコマンドを使用して構成を保存します。

例：

switch(config)# copy running-config startup-config

BFDのディスエーブル化

手順

目的コマンドまたはアクション

no feature bfd コマンドを使用して、BFD機能をディ
セーブルにし、関連する構成をすべて削除します。

ステップ 1

例：
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目的コマンドまたはアクション

switch(config)# no feature bfd

グローバルな BFDパラメータの構成
デバイス上のすべてのBidirectional Forwarding Detection（BFD）セッションのデフォルトのセッ
ション動作を設定します。

BFDグローバルパラメータは、すべての BFDセッションのタイマーおよび検出特性を設定し
ます。これらのパラメータは、インターフェイスで上書きできます。

デバイスのすべての BFDセッションのこれらの設定を構成できます。両方の BFDピアは、3
ウェイハンドシェイクでセッションパラメータをネゴシエートします。

インターフェイスでこれらのグローバルなセッションパラメータを上書きするには、「イン

ターフェイスでの BFDの構成」の項を参照してください。

グローバル BFDパラメータを設定するには、次の手順を活用します。

始める前に

BFD機能をイネーブルにします。グローバルなBFDパラメータの構成（181ページ）を参照
してください

手順

ステップ 1 configure terminal コマンドを使用して、構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 bfd interval mintx min_rx msec multiplier value コマンドを使用して、すべての BFDセッションの BFDセッ
ションパラメータを構成します。

例：

switch(config)# bfd interval 50 min_rx 50 multiplier 3

個々のインターフェイスで BFDセッションパラメータを設定することにより、このコマンドでこれらの
値を無効にすることができます。

intervals mintx および msec の範囲は 50～ 999ミリ秒で、デフォルトは 50ミリ秒です。

乗数の範囲は 1～ 50です。デフォルトは 3です。

ステップ 3 bfd slow-timer [interval] コマンドを使用して、エコー機能で使用される slow timerを設定します。

例：
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switch(config)# bfd slow-timer 2000

この値は、BFDが新しいセッションを開始する速度を決定します。エコー機能がイネーブルの場合に、非
同期セッションがBFD制御パケットを送信するレートを指定します。

slow-timer値は、制御パケットの間隔を設定します。エコーパケットは、リンク障害検出のために設定さ
れた BFD間隔を使用します。低速の制御パケットは、 BFDセッションを維持します。

指定できる範囲は 1000～ 30000ミリ秒です。デフォルトは 2000です。

ステップ 4 双方向フォワーディング検出（BFD）のエコーフレーム bfd echo-interface loopback interface number

例：

switch(config)# bfd echo-interface loopback 1 3

このコマンドは、指定されたループバックインターフェイスで設定されるアドレスに、エコーパケットの

送信元アドレスを変更します。指定できるインターフェイス番号の範囲は 0～ 1023です。

ステップ 5 （任意） show running-config bfd コマンドを使用して、BFDの実行中の構成を表示します。

例：

switch(config)# show running-config bfd

ステップ 6 （任意） copy running-config startup-configコマンドを使用して構成を保存します。

例：

switch(config)# copy running-config startup-config

インターフェイス上でこれらをオーバーライドした場合を除き、デバイスはすべてのBFDセッ
ションに対して指定されたデフォルトBFDパラメータを使用します。

例

インターフェイス上での BFDの構成
インターフェイスのすべてのBFDセッションのBFDセッションパラメータを設定できます。
BFDセッションパラメータは、スリーウェイハンドシェイクのBFDピア間でネゴシエートさ
れます。

この設定は、設定されたインターフェイスのグローバルセッションパラメータより優先され

ます。

始める前に

インターネット制御メッセージプロトコル（ICMP）のリダイレクトメッセージが BFD対応
インターフェイスでディセーブルであることを確認します。インターフェイスで no ipredirects
コマンドまたは no ipv6 redirects コマンドを使用します。

BFD機能をイネーブルにします。BFD機能のイネーブル化のセクションを参照してください。
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手順

ステップ 1 configure terminal

例：

switch# configure terminal
switch(config)#

コンフィギュレーションモードに入ります。

ステップ 2 interface int-if

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

インターフェイス設定モードを開始します。?キーワードを使用して、サポートされるインターフェイス
を表示します。

ステップ 3 bfd interval mintx min_rx msec multiplier value

例：

switch(config-if)# bfd interval 50
min_rx 50 multiplier 3

デバイスのすべての BFDセッションの BFDセッションパラメータを設定します。インターフェイスで
BFDセッションパラメータを設定することにより、このコマンドでこれらの値を無効にすることができま
す。 mintx および msec の範囲は 50～ 999ミリ秒で、デフォルトは 50です。乗数の範囲は 1～ 50です。
乗数のデフォルトは 3です。

Cisco NX-OS Release 9.3(5)以降では、 bfd interval 50 min_rx 50 multiplier 3 コマンドを使用してデフォル
トのタイマー値を使用してインターフェイスでBFDセッションパラメータを設定することは、nobfdinterval
コマンドと機能的に同等です。

インターフェイスの BFDセッションパラメータがデフォルト値に設定されると、そのインターフェイス
で実行されているBFDセッションは、グローバルセッションパラメータを継承します（存在する場合）。

ステップ 4 bfd authentication keyed-sha1 keyid id key ascii_key

例：

switch(config-if)# bfd authentication
keyed-sha1 keyid 1 ascii_key cisco123

（任意）インターフェイス上のすべての BFDセッションの SHA-1認証を設定します。 ascii_key 文字列は
BFDピア間で共有される秘密キーです。0～ 255の数値の id 値が、この特定の ascii_key に割り当てられ
ます。BFDパケットは id でキーを指定し、複数のアクティブキーが使用できます。

インターフェイスの SHA-1認証を無効にするには、コマンドの no 形式を使用します。
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ステップ 5 bfd authentication interopコマンドを活用、 Nexusと Nexus以外のプラットフォーム間の BFD認証の相互
運用性を設定します。

例：

switch(config-if)# bfd authentication interop

ステップ 6 show running-config bfd

例：

switch(config-if)# show running-config bfd

（任意）BFD実行コンフィギュレーションを表示します。

ステップ 7 copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config

（任意）この設定の変更を保存します。

例

次のタスク

•

ポートチャネルの BFDの設定
ポートチャネルのすべての BFDセッションの BFDセッションパラメータを設定できます。
パーリンクモードがレイヤ 3ポートチャネルに使用される場合、BFDにより、ポートチャネ
ルの各リンクのセッションが作成され、集約結果がクライアントプロトコルへ提供されます。

たとえば、ポートチャネルの 1つのリンクの BFDセッションが稼働している場合、OSPFな
どのクライアントプロトコルにポートチャネルが稼働していることが通知されます。BFDセッ
ションパラメータは、スリーウェイハンドシェイクの BFDピア間でネゴシエートされます。

この設定は、設定されたポートチャネルのグローバルセッションパラメータより優先されま

す。ポートチャネルのメンバポートは、ポートチャネルの BFDセッションパラメータを継
承します。

始める前に

BFDをイネーブルにする前に、ポートチャネルの Link Aggregation Control Protocol（LACP）
がイネーブルにされていることを確認します。
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インターネット制御メッセージプロトコル（ICMP）のリダイレクトメッセージが BFD対応
インターフェイスでディセーブルであることを確認します。インターフェイスでno ipredirects
コマンドを使用します。

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

手順の概要

1. configure terminal
2. interface port-channel number

3. bfd per-link
4. bfd interval mintx min_rx msec multiplier value

5. bfd authentication keyed-sha1 keyid id key ascii_key

6. show running-config bfd
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ポートチャネルコンフィギュレーションモードを

開始します。 ? キーワードを使用して、サポートさ
れる数値の範囲を表示します。

interface port-channel number

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 2

ポートチャネルのリンクごとに BFDセッションを
設定します。

bfd per-link

例：

ステップ 3

switch(config-if)# bfd per-link

（任意）ポートチャネルのすべての BFDセッショ
ンのBFDセッションパラメータを設定します。BFD

bfd interval mintx min_rx msec multiplier value

例：

ステップ 4

セッションパラメータを設定することにより、この
switch(config-if)# bfd interval 50
min_rx 50 multiplier 3 コマンドでこれらの値を無効にすることができま

す。mintxおよびmsecの範囲は 50～ 999ミリ秒で、
デフォルトは 50です。乗数の範囲は 1～ 50です。
乗数のデフォルトは 3です。

（任意）インターフェイス上のすべての BFDセッ
ションのSHA-1認証を設定します。ascii_key文字列

bfd authentication keyed-sha1 keyid id key ascii_key

例：

ステップ 5

は BFDピア間で共有される秘密キーです。0～ 255
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目的コマンドまたはアクション

switch(config-if)# bfd authentication
keyed-sha1 keyid 1 ascii_key cisco123

の数値の id値が、この特定の ascii_keyに割り当て
られます。BFDパケットは idでキーを指定し、複
数のアクティブキーが使用できます。

インターフェイスのSHA-1認証を無効にするには、
コマンドの no形式を使用します。

（任意）BFD実行コンフィギュレーションを表示し
ます。

show running-config bfd

例：

ステップ 6

switch(config-if)# show running-config bfd

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy running-config
startup-config

BFDエコー機能の構成（タスク）
BFDモニタ対象リンクの一端または両端で BFDエコー機能を設定できます。エコー機能は設
定された slow timerに基づいて必要最小受信間隔を遅くします。RFC 5880に準拠するためにエ
コー機能を無効にすると、RequiredMinEchoRx BFDセッションパラメータはゼロ以外のままに
なります。エコー機能を有効にすると、slow timer値は必要な最小受信間隔になります。

始める前に

BFD機能をイネーブルにします。BFD機能をイネーブルにします。

BFDセッションパラメータを設定します。グローバルな BFDパラメータの設定またはイン
ターフェイスでの BFDの設定

no ipredirectsコマンドを使用して、BFD対応インターフェイスでインターネット制御メッセー
ジプロトコル（ICMP）リダイレクトメッセージをディセーブルにします。

手順

ステップ 1 configure terminalコマンドを使用して、構成モードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 slow timerをBFDが bfd slow-timer echo-interval コマンドを使用してエコー機能をイネーブルにします。

例：

switch(config)# bfd slow-timer 2000
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BFDエコー機能をイネーブルにすると、この値により非同期セッションの速度も低下します。

この値は、エコー機能がイネーブルの場合、必要最小受信間隔より優先されます。指定できる範囲は 1000
～ 30000ミリ秒です。デフォルトは 2000ミリ秒です。

ステップ 3 interface int-if コマンドを使用してインターフェイス構成モードを開始します。

例：

switch(config)# interface ethernet 2/1
switch(config-if)#

?キーワードを使用して、サポートされるインターフェイスを表示します。

ステップ 4 bfd echo コマンドを使用して、BFDの実行構成を表示します。

例：

switch(config-if)# bfd echo

デフォルトではイネーブルになっています。

ステップ 5 （任意） show running-config bfd コマンドを使用して、BFDの実行構成を表示します。

例：

switch(config-if)# show running-config bfd

ステップ 6 （任意） copy running-config startup-configコマンドを使用して構成を保存します。

例：

switch(config-if)# copy running-config startup-config

メンバー単位リンク BFDセッションの設定
メンバー単位の BFDリンクのサポートが Cisco Nexus 9000シリーズスイッチに追加されまし
た。詳細については、次の項を参照してください。

リンク単位の効率化に対処するための BFD拡張機能

IETF Micro BFDと呼ばれるリンク単位の効率化機能に対処するための双方向転送（BFD）拡張
機能を使用すれば、すべてのリンク集約グループ（LAG）メンバーインターフェイス（RFC
7130で規定されている）上で個別の BFDセッションを設定することができます。

この拡張機能により、BFDセッションはポートチャネルの各メンバーリンク上で動作します。
BFDがリンク障害を検出すると、そのメンバーリンクが転送テーブルから削除されます。BFD
セッションは個別のポートチャネルインターフェイス上で作成されるため、このメカニズム

が迅速な障害検出を可能にします。

ポートチャネルのメンバーリンクで実行されている BFDセッションは、マイクロ BFDセッ
ションと呼ばれます。ユーザは、メインポートチャネルインターフェイス経由で RFC 7130
BFDを設定できます。このインターフェイスでは、メンバーごとに 1つずつのマイクロ BFD
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セッションを使用することにより LAG経由の帯域幅モニタリングが実行されます。メンバー
ポートのいずれかがダウンすると、そのポートが転送テーブルから削除されます。これによ

り、そのメンバー上のトラフィックの破損が回避されます。

マイクロ BFDセッションは、LACPベースポートチャネルと非 LACPベースポートチャネル
の両方でサポートされます。マイクロ BFDセッションの設定方法の詳細については、「マイ
クロ BFDセッションの設定」のトピックを参照してください。

IETF双方向フォワーディング検出の制限事項

IETF双方向フォワーディング検出の次の制限事項を確認してください。

• BFDの制限事項

• IETF Micro-BFDセッションは、シングルホップ BFDセッションのみをサポートしま
す。異なるサブネットからの IPを構成してマイクロ BFDセッションを確立すること
は推奨できません。

•論理ポートチャネルまたは独自の BFDメンバ単位リンクを介して BFDと共存するこ
とはできません。PCで BFD IETF IPv4が設定されている場合、BFD IPv6の論理/独自
リンク単位セッションもサポートされません。

•いずれかのルーティングプロトコルで論理BFDセッションを設定する場合は、どの
IETFポートチャネルにも適用されないようにしてください。同じポートチャネルに論
理設定とIETF設定の両方を設定すると、ISSU /リロード時に未定義の動作が発生しま
す。

• IETF BFD IPv6はサポートされていません。

•エコー機能は、マイクロ BFDセッションではサポートされません。

•ポートチャネルインターフェイスは、BFDセッションを実行している 2台のスイッ
チ（ピアデバイス）間で直接接続されるべきです。中間のレイヤ2スイッチは想定さ
れていません。

• EthPCM/LACPの制限事項

• LACPポートチャネルのメンバーがホットスタンバイ状態で、アクティブリンクの
1つで BFD障害が発生した場合は、ホットスタンバイリンクが直接起動しない可能
性があります。BFD障害が発生したアクティブリンクがダウンすると、ホットスタ
ンバイメンバーがアクティブになります。ただし、ポートチャネルの最小リンク条件

がヒットした場合、ホットスタンバイリンクが起動する前にポートチャネルがダウン

するのを防ぐことはできません。

•一般的な制限事項

•レイヤ 3ポートチャネルでのみサポートされます。

•以下ではサポートされていません。

• vPC
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•レイヤ 3サブインターフェイス

•レイヤ 2ポートチャネル/レイヤ 2ファブリックパス

• FPC/HIF PC

•レイヤ 3サブインターフェイス

•ポートチャネル上の SVI

IETFメンバー単位セッションの移行/設定のガイドライン：

IETFメンバー単位セッションの移行/設定については、次のガイドラインを確認してください。

•ポートチャネルサブインターフェイス（RFC 7130を実行できない）上でルーティングプ
ロトコルを使用して作成された論理 BFDセッションは引き続きサポートされます。ただ
し、メインポートチャネルインターフェイスは、共存する論理セッションと RFC 7130
セッションの両方をサポートしません。いずれかのみをサポートできます。

•ユーザは、メインポートチャネルインターフェイス経由で RFC 7130 BFDを設定できま
す。このインターフェイスでは、メンバーごとに 1つずつのマイクロ BFDセッションを
使用することによりLAG経由の帯域幅モニタリングが実行されます。いずれかのメンバー
ポートがダウンすると、BFDはポートチャネルマネージャにそのポートを通知し、ポー
トチャネルマネージャは LTLからポートを削除することで、そのメンバーのトラフィッ
クのブラックホール化を防止します。

•ポートチャネルをアップにするために必要なリンクの最小数が満たされていない場合は、
ポートチャネルマネージャがポートチャネルをダウンにします。これにより、ポートチャ

ネルサブインターフェイスが設定されている場合にポートチャネルサブインターフェイ

スがダウンし、ルーティングプロトコルを通知する論理BFDセッションもダウンします。

•メインポートチャネルインターフェイス上で設定されたRFC 7130を使用している場合、
論理 BFDセッションは、アグレッシブタイマーを RFC 7130 BFDセッションより弱くし
て実行する必要があります。ポートチャネルインターフェイスに RFC 7130を設定するこ
とも、ポートチャネルサブインターフェイスの論理 BFDセッションと組み合わせて設定
することもできます。

•独自のリンク単位が設定されている場合、ポートチャネルで IETF Micro-BFDセッション
を有効にすることはできません。その逆も同様です。独自のリンク単位の設定を削除する

必要があります。独自のリンク単位の現在の実装では、アプリケーションによってブート

ストラップされる（リンクごとではない）BFDセッションがある場合、設定を変更できま
せん。各アプリケーションの BFDトラッキングを削除し、リンクごとの設定を削除する
必要があります。独自のリンク単位から IETF Micro-BFDへの移行パスは次のとおりです。

•アプリケーションの BFD設定を削除します。

•リンク単位の設定を削除します。

• IETF Micro-BFDコマンドを有効にします。
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•アプリケーションでBFDを有効にします。

メインのポートチャネルインターフェイスでは、独自のBFDから IETF Micro-BFDに移行
するのに、同じパスをたどることができます。

ポートチャネルインターフェイスの設定

始める前に

BFD機能が有効になっていることを確認します。

手順の概要

1. switch(config)# interface port-channel port-number

2. switch(config-if)# no switchport

手順の詳細

手順

ステップ 1 switch(config)# interface port-channel port-number

インターフェイスのポートチャネルを設定します。

ステップ 2 switch(config-if)# no switchport

インターフェイスをレイヤ 3ポートチャネルとして設定します。

次のタスク

• BFDスタートタイマーの設定

• IETFリンク単位の BFD

（任意）BFDスタートタイマーの設定

BFD開始タイマーを設定するには、次の手順を実行します。

手順の概要

1. switch(config-if)# port-channel bfd start 60
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手順の詳細

手順

switch(config-if)# port-channel bfd start 60

ポートチャネルの BFD開始タイマーを設定します。

（注）

デフォルト値は無限です（つまり、タイマーは動作していません）。ポートチャネルのBFD開始タイマー
値の範囲は 60～ 3600秒です。開始タイマーを動作させるためには、開始タイマーの値を、ポートチャネ
ル BFD設定を完了する前（つまり、port-channel bfd track-member-linkと port-channel bfd destinationをアク
ティブメンバーとのレイヤ 3ポートチャネルインターフェイス用に設定する前）に設定します。

次のタスク

• IETFリンク単位の BFD

• BFD宛先 IPアドレスの設定

IETFリンク単位の BFD

手順の概要

1. switch(config-if)# port-channel bfd track-member-link

手順の詳細

手順

switch(config-if)# port-channel bfd track-member-link

ポートチャネルインターフェイス上で IETF BFDを有効にします。

次のタスク

• BFD宛先 IPアドレスの設定

•マイクロ BFDセッションの設定の確認
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BFD宛先 IPアドレスの設定

次の手順を実行して、BFD宛先 IPアドレスを設定します。

手順の概要

1. switch(config-if)# port-channel bfd destinationip-address

手順の詳細

手順

switch(config-if)# port-channel bfd destinationip-address

メンバーリンク上の BFDセッションに使用される IPv4アドレスを設定します。

次のタスク

•マイクロ BFDセッションの設定の確認

マイクロ BFDセッションの設定の確認

マイクロ BFDセッション設定を確認するには、次のコマンドを使用します。

手順の概要

1. ポートチャネルとポートチャネルメンバーの動作状態を表示します。

2. switch# show bfd neighbors
3. switch# show bfd neighbors details
4. switch# show tech-support bfd
5. switch# show tech-support lacp all
6. switch# show running-config interface port-channel port-channel-number

手順の詳細

手順

ステップ 1 ポートチャネルとポートチャネルメンバーの動作状態を表示します。

switch# show port-channel summary

ステップ 2 switch# show bfd neighbors

ポートチャネルメンバー上のマイクロ BFDセッションを表示します。
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ステップ 3 switch# show bfd neighbors details

ポートチャネルインターフェイスの BFDセッションと、メンバーの関連するマイクロ BFDセッションを
表示します。

ステップ 4 switch# show tech-support bfd

BFDのテクニカルサポート情報を表示します。

ステップ 5 switch# show tech-support lacp all

イーサネットポートマネージャ、イーサネットポートチャネルマネージャ、および LACPのテクニカル
サポート情報を表示します。

ステップ 6 switch# show running-config interface port-channel port-channel-number

ポートチャネルインターフェイスの実行コンフィギュレーション情報を表示します。

例：マイクロ BFDセッションの設定

マイクロ BFDセッションの設定については、次の例を参照してください。

マイクロ BFDセッションの設定

この例では、次のトポロジが使用されます。

図 8 :マイクロ BFDセッションの設定

スイッチ 1の設定例は次のとおりです。

feature bfd
configure terminal

interface port-channel 10
port-channel bfd track-member-link
port-channel bfd destination 10.1.1.2
port-channel bfd start 60
ip address 10.1.1.1/24

スイッチ 2の設定例は次のとおりです。

feature bfd
configure terminal
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interface port-channel 10
port-channel bfd track-member-link
port-channel bfd destination 10.1.1.1
port-channel bfd start 60
ip address 10.1.1.2/24

マイクロBFDセッションの設定の確認

次に、show running-config interface port-channel<port-channel>、show port-channel
summary, show bfd neighbors vrf internet_routes、および show bfd neighbors interface
port-channel <port-channel> vrf internet_routes detailsコマンドの出力結果を示します。

switch# show running-config interface port-channel 1001

!Command: show running-config interface port-channel1001
!Time: Fri Oct 21 09:08:00 2016

version 7.0(3)I5(1)

interface port-channel1001
no switchport
vrf member internet_routes
port-channel bfd track-member-link
port-channel bfd destination 40.4.1.2
ip address 40.4.1.1/24
ipv6 address 2001:40:4:1::1/64

switch# show por
port-channel port-profile
switch# show port-channel summary
Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

--------------------------------------------------------------------------------
Group Port- Type Protocol Member Ports

Channel
--------------------------------------------------------------------------------
1001 Po1001(RU) Eth LACP Eth1/11/1(P) Eth1/11/2(P) Eth1/12/1(P)

Eth1/12/2(P)
switch# show bfd neighbors vrf internet_routes

OurAddr NeighAddr LD/RD RH/RS Holdown(mult)
State Int Vrf
40.4.1.1 40.4.1.2 1090519041/0 Up N/A(3)
Up Po1001 internet_routes
40.4.1.1 40.4.1.2 1090519042/1090519051 Up 819(3)
Up Eth1/12/1 internet_routes
40.4.1.1 40.4.1.2 1090519043/1090519052 Up 819(3)
Up Eth1/12/2 internet_routes
40.4.1.1 40.4.1.2 1090519044/1090519053 Up 819(3)
Up Eth1/11/1 internet_routes
40.4.1.1 40.4.1.2 1090519045/1090519054 Up 819(3)
Up Eth1/11/2 internet_routes
switch#

switch# show bfd neighbors interface port-channel 1001 vrf internet_routes details
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OurAddr NeighAddr LD/RD RH/RS Holdown(mult)
State Int Vrf
40.4.1.1 40.4.1.2 1090519041/0 Up N/A(3)
Up Po1001 internet_routes

Session state is Up
Local Diag: 0
Registered protocols: eth_port_channel
Uptime: 1 days 11 hrs 4 mins 8 secs
Hosting LC: 0, Down reason: None, Reason not-hosted: None
Parent session, please check port channel config for member info
switch#

switch# show bfd neighbors interface ethernet 1/12/1 vrf internet_routes details

OurAddr NeighAddr LD/RD RH/RS Holdown(mult)
State Int Vrf
40.4.1.1 40.4.1.2 1090519042/1090519051 Up 604(3)
Up Eth1/12/1 internet_routes

Session state is Up and not using echo function
Local Diag: 0, Demand mode: 0, Poll bit: 0, Authentication: None
MinTxInt: 100000 us, MinRxInt: 100000 us, Multiplier: 3
Received MinRxInt: 300000 us, Received Multiplier: 3
Holdown (hits): 900 ms (0), Hello (hits): 300 ms (458317)
Rx Count: 427188, Rx Interval (ms) min/max/avg: 19/1801/295 last: 295 ms ago
Tx Count: 458317, Tx Interval (ms) min/max/avg: 275/275/275 last: 64 ms ago
Registered protocols: eth_port_channel
Uptime: 1 days 11 hrs 4 mins 24 secs
Last packet: Version: 1 - Diagnostic: 0

State bit: Up - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24
My Discr.: 1090519051 - Your Discr.: 1090519042
Min tx interval: 300000 - Min rx interval: 300000
Min Echo interval: 300000 - Authentication bit: 0

Hosting LC: 1, Down reason: None, Reason not-hosted: None
Member session under parent interface Po1001

switch# show bfd neighbors interface ethernet 1/12/2 vrf internet_routes details

OurAddr NeighAddr LD/RD RH/RS Holdown(mult)
State Int Vrf
40.4.1.1 40.4.1.2 1090519043/1090519052 Up 799(3)
Up Eth1/12/2 internet_routes

Session state is Up and not using echo function
Local Diag: 0, Demand mode: 0, Poll bit: 0, Authentication: None
MinTxInt: 100000 us, MinRxInt: 100000 us, Multiplier: 3
Received MinRxInt: 300000 us, Received Multiplier: 3
Holdown (hits): 900 ms (0), Hello (hits): 300 ms (458336)
Rx Count: 427207, Rx Interval (ms) min/max/avg: 19/1668/295 last: 100 ms ago
Tx Count: 458336, Tx Interval (ms) min/max/avg: 275/275/275 last: 251 ms ago
Registered protocols: eth_port_channel
Uptime: 1 days 11 hrs 4 mins 30 secs
Last packet: Version: 1 - Diagnostic: 0

State bit: Up - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24
My Discr.: 1090519052 - Your Discr.: 1090519043
Min tx interval: 300000 - Min rx interval: 300000
Min Echo interval: 300000 - Authentication bit: 0
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Hosting LC: 1, Down reason: None, Reason not-hosted: None
Member session under parent interface Po1001
switch#

ルーティングプロトコルに対する BFDサポートの設定

BGPでの BFDの設定
ボーダーゲートウェイプロトコル（BGP）の BFDを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

BGP機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

手順の概要

1. configure terminal
2. router bgp as-number

3. neighbor (ip-address | ipv6-address) remote-as as-number

4. bfd [multihop | singlehop]
5. update-source interface

6. show running-config bgp
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

BGPを有効にして、ローカルBGPスピーカにAS番
号を割り当てます。AS番号は 16ビット整数または

router bgp as-number

例：

ステップ 2

32ビット整数にできます。上位 16ビット 10進数と
下位16ビット10進数によるxx.xxという形式です。

switch(config)# router bgp 64496
switch(config-router)#
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目的コマンドまたはアクション

リモート BGPピアの IPv4アドレスまたは IPv6アド
レスおよび AS番号を設定します。The ip-address形

neighbor (ip-address | ipv6-address) remote-as as-number

例：

ステップ 3

式は x.x.x.xです。ipv6-addressの形式は A:B::C:Dで
す。

switch(config-router)# neighbor
209.165.201.1 remote-as 64497
switch(config-router-neighbor)#

デバイスで BFDマルチホップまたはシングルホッ
プセッションを設定します。デフォルトでは、キー

bfd [multihop | singlehop]

例：

ステップ 4

ワードは指定されていません。キーワードを指定せ
switch(config-router-neighbor)# bfd multiihop

ず、ピアが直接接続されている場合はシングルホッ

プセッションが選択され、ピアが接続されていない

場合はマルチホップセッションタイプが選択され

ます。「multihop」または「singlehop」オプション
を指定すると、セッションタイプはCLIオプション
に従ってデバイスで強制されます。

ネイバーで BGPセッションを形成し、BFDととも
にクライアントとして登録するためにBGPを有効に

update-source interface

例：

ステップ 5

するとき、特定のインターフェイスからのプライマ
switch(config-router-neighbor)# update-source
ethernet 2/1 リ IPアドレスをローカルアドレスとして BGPセッ

ションで使用できます。

（任意）BGP実行コンフィギュレーションを表示し
ます。

show running-config bgp

例：

ステップ 6

switch(config-router-neighbor)# show
running-config bgp

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-router-neighbor)# copy
running-config startup-config

EIGRPでの BFDの設定
Enhanced Interior Gateway Routing Protocol（EIGRP）の BFDを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

EIGRP機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。
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手順の概要

1. configure terminal
2. router eigrp instance-tag

3. bfd [ipv4 | ipv6]
4. interface int-if

5. ip eigrp instance-tag bfd
6. show ip eigrp [vrf vrf-name] [ interfaces if]
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インスタンスタグを設定して、新しい EIGRPプロ
セスを作成します。インスタンスタグには最大 20

router eigrp instance-tag

例：

ステップ 2

文字の英数字を使用できます。大文字と小文字を区

別します。
switch(config)# router eigrp Test1
switch(config-router)#

AS番号であると認められていないインスタンスタ
グを設定する場合は、autonomous-systemを使用し
ます してAS番号を明示的に設定する必要がありま
す。そうしないと、この EIGRPインスタンスは
シャットダウン状態のままになります。

（任意）すべての EIGRPインターフェイスの BFD
をイネーブルにします。

bfd [ipv4 | ipv6]

例：

ステップ 3

switch(config-router-neighbor)# bfd ipv4

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config-router-neighbor)# interface
ethernet 2/1
switch(config-if)#

ステップ 4

（任意）EIGRPインターフェイスの BFDをイネー
ブルまたはディセーブルにします。インスタンスタ

ip eigrp instance-tag bfd

例：

ステップ 5

グには最大 20文字の英数字を使用できます。大文
字と小文字を区別します。

switch(config-if)# ip eigrp Test1 bfd

デフォルトではディセーブルになっています。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
198

双方向フォワーディング検出の設定

EIGRPでの BFDの設定



目的コマンドまたはアクション

（任意）EIGRPに関する情報を表示します。vrf-name
には最大 32文字の英数字文字列を指定します。大
文字と-小文字は区別されます。

show ip eigrp [vrf vrf-name] [ interfaces if]

例：

switch(config-if)# show ip eigrp

ステップ 6

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy
running-config startup-config

OSPFでの BFDの設定
Open Shortest Path Firstで BFDを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

OSPF機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

手順の概要

1. configure terminal
2. router ospf instance-tag

3. bfd [ipv4 | ipv6]
4. interface int-if

5. ip ospf bfd
6. show ip ospf [vrf vrf-name] [ interfaces if]
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

インスタンスタグを設定して、新しいOSPFインス
タンスを作成します。インスタンスタグには最大

router ospf instance-tag

例：

ステップ 2

20文字の英数字を使用できます。大文字と小文字を
区別します。

switch(config)# router ospf 200
switch(config-router)#

（任意）すべてのOSPFインターフェイスのBFDをイ
ネーブルにします。

bfd [ipv4 | ipv6]

例：

ステップ 3

switch(config-router)# bfd

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config-router)# interface
ethernet 2/1
switch(config-if)#

ステップ 4

（任意）OSPFインターフェイスの BFDをイネーブ
ルまたはディセーブルにします。デフォルトでは

ディセーブルになっています。

ip ospf bfd

例：

switch(config-if)# ip ospf bfd

ステップ 5

（任意）OSPFに関する情報を表示します。vrf-name
には最大 32文字の英数字文字列を指定します。大
文字と-小文字は区別されます。

show ip ospf [vrf vrf-name] [ interfaces if]

例：

switch(config-if)# show ip ospf

ステップ 6

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy
running-config startup-config

OSPFでの BFDの設定例

非デフォルト VRF（vrf3の OSPFv3ネイバー）で BFDが有効になる設定例
configure terminal
router ospfv3 10
vrf vrf3
bfd

IS-ISでの BFDの設定
Intermediate System-to-Intermediate System（IS-IS）プロトコルで BFDを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。
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BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

IS-IS機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

手順の概要

1. configure terminal
2. router isis instance-tag

3. bfd [ipv4 | ipv6]
4. interface int-if

5. isis bfd
6. show isis [vrf vrf-name] [ interface if]
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

instance tagを設定して、新しい IS-ISインスタンス
を作成します。

router isis instance-tag

例：

ステップ 2

switch(config)# router isis 100
switch(config-router)# net

49.0001.1720.1600.1001.00
switch(config-router)# address-family ipv6

unicast

（任意）すべてのOSPFインターフェイスのBFDをイ
ネーブルにします。

bfd [ipv4 | ipv6]

例：

ステップ 3

switch(config-router)# bfd

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config-router)# interface
ethernet 2/1
switch(config-if)#

ステップ 4
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目的コマンドまたはアクション

（任意）IS-ISインターフェイスの BFDをイネーブ
ルまたはディセーブルにします。デフォルトでは

ディセーブルになっています。

isis bfd

例：

switch(config-if)# isis bfd

ステップ 5

（任意）IS-ISに関する情報を表示します。vrf-name
には最大 32文字の英数字文字列を指定します。大
文字と-小文字は区別されます。

show isis [vrf vrf-name] [ interface if]

例：

switch(config-if)# show isis

ステップ 6

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy
running-config startup-config

IS-ISでの BFDの設定例

IPv4およびIPv6アドレスファミリでBFDが有効になっているIS-ISの設定例。
configure terminal
router isis isis-1
bfd
address-family ipv6 unicast
bfd

HSRPでの BFDの設定
Hot Standby Router Protocol（HSRP）の BFDを設定できます。アクティブおよびスタンバイの
HSRPルータは BFDを介して相互に追跡しています。スタンバイ HSRPルータ上の BFDがア
クティブHSRPルータが動作していないことを検知すると、スタンバイHSRPはこのイベント
をアクティブタイマー失効として取り扱いアクティブ HSRPルータとして役割を引き継ぎま
す。

この項で説明している show hsrp detailコマンドでは、このイベントが BFD@Act-downまたは
BFD@Sby-downとして表示されます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

HSRP機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。
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手順の概要

1. configure terminal
2. hsrp bfd all-interfaces
3. interface int-if

4. hsrp bfd
5. show running-config hsrp
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

（任意）すべてのHSRPインターフェイスでBFDを
イネーブルまたはディセーブルにします。デフォル

トではディセーブルになっています。

hsrp bfd all-interfaces

例：

switch# hsrp bfd all-interfaces

ステップ 2

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config-router)# interface
ethernet 2/1
switch(config-if)#

ステップ 3

（任意）HSRPインターフェイスのBFDをイネーブ
ルまたはディセーブルにします。デフォルトでは

ディセーブルになっています。

hsrp bfd

例：

switch(config-if)# hsrp bfd

ステップ 4

（任意）HSRP実行コンフィギュレーションを表示
します。

show running-config hsrp

例：

ステップ 5

switch(config-if)# show running-config hsrp

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-if)# copy
running-config startup-config
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VRRPでの BFDの設定
仮想ルータ冗長プロトコル（VRRP）のBFDを設定できます。アクティブおよびスタンバイの
VRRPルータは BFDを介して相互に追跡しています。スタンバイ VRRPルータ上の BFDがア
クティブVRRPルータが動作していないことを検知すると、スタンバイVRRPはこのイベント
をアクティブタイマー失効として取り扱いアクティブ VRRPルータとして役割を引き継ぎま
す。

この項で説明している show vrrp detailコマンドでは、このイベントが BFD@Act-downまたは
BFD@Sby-downとして表示されます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

BFDセッションパラメータを設定します。「グローバルな BFDパラメータの設定」の項また
は「インターフェイスでの BFDの」の項を参照してください。

VRRP機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

手順の概要

1. configure terminal
2. interface int-if

3. vrrp group-no

4. vrrp bfd address

5. show running-config vrrp
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config)# interface
ethernet 2/1
switch(config-if)#

ステップ 2
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目的コマンドまたはアクション

VRRPグループ番号を指定します。vrrp group-no

例：

ステップ 3

switch(config-if)# vrrp 2

VRRPインターフェイスでBFDをイネーブルまたは
ディセーブルにします。デフォルトではディセーブ

ルになっています。

vrrp bfd address

例：

switch(config-if)# vrrp bfd

ステップ 4

（任意）VRRP実行コンフィギュレーションを表示
します。

show running-config vrrp

例：

ステップ 5

switch(config-if)# show running-config vrrp

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-if)# copy
running-config startup-config

PIM（Protocol Independent Multicast）での BFDの設定
PIM（Protocol Independent Multicast）プロトコルの BFDを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

PIM機能をイネーブルにします。詳細については、『Cisco Nexus 9000 Series NX-OS Unicast
Routing Configuration Guide』を参照してください。

手順の概要

1. configure terminal
2. ip pim bfd
3. interface int-if

4. ip pim bfd-instance [disable]
5. show running-config pim
6. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

PIMの BFDをイネーブルにします。ip pim bfd

例：

ステップ 2

switch(config)# ip pim bfd

インターフェイス設定モードを開始します。?キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface int-if

例：

switch(config)# interface
ethernet 2/1
switch(config-if)#

ステップ 3

（任意）PIMインターフェイスの BFDをイネーブ
ルまたはディセーブルにします。デフォルトでは

ディセーブルになっています。

ip pim bfd-instance [disable]

例：

switch(config-if)# ip pim bfd-instance

ステップ 4

（任意）PIM実行コンフィギュレーションを表示し
ます。

show running-config pim

例：

ステップ 5

switch(config)# show running-config pim

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config)# copy
running-config startup-config

スタティックルートでの BFDの設定
インターフェイスのスタティックルータのBFDを設定できます。Virtual Routing and Forwarding
（VRF）インスタンス内のスタティックルートでの BFDを任意で設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

手順の概要

1. configure terminal
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2. vrf context vrf-name

3. ip route route interface {nh-address | nh-prefix}
4. ip route static bfd interface {nh-address | nh-prefix}
5. show ip route static [ vrf vrf-name]
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

（任意）VRFコンフィギュレーションモードを開始
します。

vrf context vrf-name

例：

ステップ 2

switch(config)# vrf context Red
switch(config-vrf)#

スタティックルートを作成します。?キーワードを
使用して、サポートされているインターフェイスを

表示します。

ip route route interface {nh-address | nh-prefix}

例：

switch(config-vrf)# ip route 192.0.2.1 ethernet
2/1 192.0.2.4

ステップ 3

インターフェイスのすべてのスタティックルートの

BFDをイネーブルにします。?キーワードを使用し

ip route static bfd interface {nh-address | nh-prefix}

例：

ステップ 4

て、サポートされるインターフェイスを表示しま

す。
switch(config-vrf)# ip route static bfd ethernet
2/1 192.0.2.4

（任意）スタティックルートを表示します。show ip route static [ vrf vrf-name]

例：

ステップ 5

switch(config-vrf)# show ip route static vrf Red

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-vrf)# copy
running-config startup-config

インターフェイスにおける BFDのディセーブル化
グローバルまたはVRFレベルでイネーブルにされたBFDのあるルーティングプロトコルに対
するインターフェイス上の BFDを選択的にディセーブルにできます。
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インターフェイス上の BFDをディセーブルにするには、インターフェイスコンフィギュレー
ションモードで次のコマンドのいずれかを使用します。

目的コマンド

EIGRPインターフェイスでBFDをディセーブ
ルにします。インスタンスタグには最大20文
字の英数字を使用できます。大文字と小文字

を区別します。

ip eigrp instance-tag bfd disable

例：

switch(config-if)# ip eigrp Test1 bfd
disable

OSPFv2インターフェイスで BFDをディセー
ブルにします。

ip ospf bfd disable

例：

switch(config-if)# ip ospf bfd disable

IS-ISインターフェイスで BFDをディセーブ
ルにします。

isis bfd disable

例：

switch(config-if)# isis bfd disable

インターフェイスにおける BFDのディセーブル化

インターフェイスごとにBFDが無効になっている設定例。
configure terminal
interface port-channel 10
no ip redirects
ip address 22.1.10.1/30
ipv6 address 22:1:10::1/120
no ipv6 redirects
ip router ospf 10 area 0.0.0.0
ip ospf bfd disable /*** disables IPv4 BFD session for OSPF
ospfv3 bfd disable /*** disables IPv6 BFD session for OSPFv3

BFD相互運用性の設定

ポイントツーポイントリンク内の Cisco NX-OSデバイスの BFD相互運
用性の設定

手順の概要

1. configure terminal
2. interface port-channel int-if

3. ip ospf bfd
4. no ip redirects
5. bfd interval mintx min_rx msec multiplier value

6. exit
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。 ? キー
ワードを使用して、サポートされるインターフェイ

スを表示します。

interface port-channel int-if

例：

switch(config-if)# interface ethernet 2/1

ステップ 2

OSPFv2インターフェイスで BFDをイネーブルにし
ます。デフォルトではディセーブルになっていま

す。

ip ospf bfd

例：

switch(config-if)# ip ospf bfd

ステップ 3

OSPFは例として使用されています。サポートされ
ている任意のプロトコルのBFDをイネーブルにでき
ます。

デバイスがリダイレクトを送信しないようにしま

す。

no ip redirects

例：

ステップ 4

switch(config-if)# no ip redirects

ポートチャネルのすべての BFDセッションの BFD
セッションパラメータを設定します。BFDセッショ

bfd interval mintx min_rx msec multiplier value

例：

ステップ 5

ンパラメータを設定することにより、このコマンド
switch(config-if)# bfd interval 50
min_rx 50 multiplier 3 でこれらの値を無効にすることができます。mintx

および msecの範囲は 50～ 999ミリ秒で、デフォル
トは 50です。乗数の範囲は 1～ 50です。乗数のデ
フォルトは 3です。

インターフェイスコンフィギュレーションモード

を終了し、EXECモードに戻ります。
exit

例：

ステップ 6

switch(config-if)# exit

スイッチ仮想インターフェイス内の Cisco NX-OSデバイスの BFD相互
運用性の設定

手順の概要

1. configure terminal
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2. interface port-channel vlan vlan-id

3. bfd interval mintx min_rx msec multiplier value

4. no ip redirects
5. ip address ip-address/length

6. ip ospf bfd
7. exit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ダイナミックスイッチ仮想インターフェイス（SVI）
を作成します。

interface port-channel vlan vlan-id

例：

ステップ 2

switch(config)# interface vlan 998
switch(config-if)#

デバイスのすべてのBFDセッションのBFDセッショ
ンパラメータを設定します。mintxおよびmsecの範

bfd interval mintx min_rx msec multiplier value

例：

ステップ 3

囲は 50～ 999ミリ秒で、デフォルトは 50です。乗
switch(config-if)# bfd interval 50
min_rx 50 multiplier 3 数の範囲は 1～ 50です。乗数のデフォルトは 3で

す。

デバイスがリダイレクトを送信しないようにしま

す。

no ip redirects

例：

ステップ 4

switch(config-if)# no ip redirects

このインターフェイスの IPアドレスを設定します。ip address ip-address/length

例：

ステップ 5

switch(config-if)# ip address 10.1.0.253/24

OSPFv2インターフェイスで BFDをイネーブルにし
ます。デフォルトではディセーブルになっていま

す。

ip ospf bfd

例：

switch(config-if)# ip ospf bfd

ステップ 6

インターフェイスコンフィギュレーションモード

を終了し、EXECモードに戻ります。
exit

例：

ステップ 7

switch(config-if)# exit
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論理モードの Cisco NX-OSデバイスの BFD相互運用性の設定

手順の概要

1. configure terminal
2. interface port-channel type number.subinterface-id

3. bfd interval mintx min_rx msec multiplier value

4. no ip redirects
5. ip ospf bfd
6. exit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ポートチャネルコンフィギュレーションモードを

開始します。 ? キーワードを使用して、サポートさ
れる数値の範囲を表示します。

interface port-channel type number.subinterface-id

例：

switch(config-if)# interface port-channel 50.2

ステップ 2

ポートチャネルのすべての BFDセッションの BFD
セッションパラメータを設定します。mintxおよび

bfd interval mintx min_rx msec multiplier value

例：

ステップ 3

msecの範囲は 50～ 999ミリ秒で、デフォルトは 50
switch(config-if)# bfd interval 50
min_rx 50 multiplier 3 です。乗数の範囲は 1～ 50です。乗数のデフォル

トは 3です。

デバイスがリダイレクトを送信しないようにしま

す。

no ip redirects

例：

ステップ 4

switch(config-if)# no ip redirects

OSPFv2インターフェイスで BFDをイネーブルにし
ます。デフォルトではディセーブルになっていま

す。

ip ospf bfd

例：

switch(config-if)# ip ospf bfd

ステップ 5

OSPFは例として使用されています。サポートされ
ている任意のプロトコルのBFDをイネーブルにでき
ます。

インターフェイスコンフィギュレーションモード

を終了し、EXECモードに戻ります。
exit

例：

ステップ 6
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目的コマンドまたはアクション

switch(config-if)# exit

Cisco Nexus 9000シリーズデバイスでの BFD相互運用性の確認
次に、Cisco Nexus 9000シリーズデバイス上で BFD相互運用性を確認する例を示します。

switch# show bfd neighbors details
OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int
Vrf
10.1.1.1 10.1.1.2 1140850707/2147418093 Up 6393(4) Up Vlan2121
default
Session state is Up and using echo function with 50 ms interval
Local Diag: 0, Demand mode: 0, Poll bit: 0, Authentication: None
MinTxInt: 50000 us, MinRxInt: 2000000 us, Multiplier: 3
Received MinRxInt: 2000000 us, Received Multiplier: 4
Holdown (hits): 8000 ms (0), Hello (hits): 2000 ms (108)
Rx Count: 92, Rx Interval (ms) min/max/avg: 347/1996/1776 last: 1606 ms ago
Tx Count: 108, Tx Interval (ms) min/max/avg: 1515/1515/1515 last: 1233 ms ago
Registered protocols: ospf
Uptime: 0 days 0 hrs 2 mins 44 secs
Last packet: Version: 1 - Diagnostic: 0
State bit: Up - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 4 - Length: 24
My Discr.: 2147418093 - Your Discr.: 1140850707
Min tx interval: 2000000 - Min rx interval: 2000000
Min Echo interval: 1000 - Authentication bit: 0
Hosting LC: 10, Down reason: None, Reason not-hosted: None

switch# show bfd neighbors details
OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int
Vrf
10.0.2.1 10.0.2.2 1140850695/131083 Up 270(3) Up Po14.121
default
Session state is Up and not using echo function
Local Diag: 0, Demand mode: 0, Poll bit: 0, Authentication: None
MinTxInt: 50000 us, MinRxInt: 50000 us, Multiplier: 3
Received MinRxInt: 100000 us, Received Multiplier: 3
Holdown (hits): 300 ms (0), Hello (hits): 100 ms (3136283)
Rx Count: 2669290, Rx Interval (ms) min/max/avg: 12/1999/93 last: 29 ms ago
Tx Count: 3136283, Tx Interval (ms) min/max/avg: 77/77/77 last: 76 ms ago
Registered protocols: ospf
Uptime: 2 days 21 hrs 41 mins 45 secs
Last packet: Version: 1 - Diagnostic: 0
State bit: Up - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24
My Discr.: 131083 - Your Discr.: 1140850695
Min tx interval: 100000 - Min rx interval: 100000
Min Echo interval: 0 - Authentication bit: 0
Hosting LC: 8, Down reason: None, Reason not-hosted: None
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BFD設定の確認
BFD設定情報を表示するには、次のいずれかを行います。

目的コマンド

実行BFDコンフィギュレーションを表示しま
す。

show running-config bfd

次のシステム起動時に適用される BFDコン
フィギュレーションを表示します。

show startup-config bfd

BFDのモニタリング
BFDを表示するには、次のコマンドを使用します。

目的コマンド

BGPや OSPFv2などのサポートされるアプリ
ケーションの BFDに関する情報を表示しま
す。

show bfd neighbors [application name] [details]

インターフェイスのBFDネイバーに関する情
報を表示します。

show bfd neighbors [interface int-if] [details]

インターフェイスの指定されたBFDネイバー
に関する情報を表示します。

show bfd neighbors [dest-ip ip-address] [src-ip
ip-address][details]

VRFの BFDに関する情報を表示します。show bfd neighbors [vrf vrf-name] [details]

IPv4ネイバーまたは IPv6ネイバーに関する情
報を表示します。

show bfd [ipv4 | ipv6] [neighbors]

BFDマルチセッション（概念）
BFDマルチセッションとは、次のようなネットワーク管理機能です。

•単一のネットワークリンクを介して複数のBFDセッションを設定できる

•迅速な異常検出を有効にすることでネットワークの信頼性を向上させる

•単一のリンクを介した複数のパスの詳細なモニタリングを有効にする

•リソースの使用と拡張性を最適化する。
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Cisco NX-OSリリース 10.5(3)F以降、Cisco Nexusスイッチは BFDマルチセッションをサポー
トします。

BFDマルチホップ
IPv4の BFDマルチホップおよび IPv6の BFDマルチホップは、RFC5883に準拠してサポート
されます。BFDマルチホップセッションは、固有のソースと宛先アドレスペア間で設定され
ます。マルチホップ BFDセッションは、シングルホップ BFDセッションの場合のように、イ
ンターフェイスではなく、送信元と宛先の間のリンクに関連付けられます。

BFDマルチホップのホップ数
BFDマルチホップはTTLフィールドを最大制限に設定し、受信時に値をチェックしません。
BFDコードは、BFDマルチホップパケットが通過できるホップ数には影響しません。ただし、
ほとんどのシステムでは、ホップ数が 255に制限されています。

BFDマルチホップの注意事項と制約事項
BFDマルチホップ設定時の注意事項と制約事項は次のとおりです。

• Cisco NX-OSリリース 10.4 (1)F以降、L3VNIインターフェイスを使用したVXLANを介し
た BFDマルチホップがサポートされます。

• Cisco NX-OSリリース 9.3(6)から、BFDマルチホップは、BGP IPv4でのみ Cisco Nexus
9200、9300-EX / FX / GXプラットフォームスイッチおよびCisco Nexus 9500プラットフォー
ムスイッチでサポートされています（N9K-X9700-EXラインカード搭載のもの）。

•ダイナミックBGPコンフィギュレーションでは、シングルBGPピアとマルチホップBGP
ピアの両方が BFDマルチホップ設定を受け入れます。

• BFDマルチホップは BGPでのみサポートされています。

• BFDマルチホップは、次のデバイスのBGP IPv6マルチホップネイバーでサポートされま
す。

• Cisco Nexus 9200YC-X、9300-EX、9300-FXおよび 9300-GXスイッチ

•、N9K-X97160YC-EX、、または N9K-X9736C-FXラインカードを搭載した Cisco
Nexus 9500プラットフォームスイッチ

-EXおよび -FXラインカードを使用した Cisco Nexus 9500プラッ
トフォームスイッチでBGP IPv6のBFDマルチホップを使用する
には、 system routing template-mpls-heavy コマンドを有効にする
必要があります。

（注）
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•マルチホップ BFDは、UDP宛先ポート 4784で識別されます。

•マルチホップ BFDのデフォルトのインターバルタイマーは、乗数 3で 250 msです。

•サポートされるマルチホップ BFDセッションの最大数は 100です。

•既存の BFD認証サポートは、マルチホップセッション用に拡張されています。

•エコーモードはマルチホップ BFDではサポートされません。

•セグメントルーティングアンダーレイによるマルチホップはサポートされていません。

•サポートされていないプラットフォームでは、BGPv6マルチホップネイバーを設定する
ときに BFDコマンドが受け入れられます。ただし、セッションは作成またはインストー
ルされません。

•マルチホップ BFDセッションがポートチャネルにインストールされている場合、次の点
に注意する必要があります。

•すべてのセッションが Cisco Nexus 9500スイッチファミリの単一のラインカードでホ
ストされている場合、ホストされたラインカードのリロード中に、すべてのセッショ

ンが別のラインカードでホストされます。この場合、BFDおよび BGPセッションが
フラップすることがあります。

•モジュール間ポートチャネルを介した BGPのマルチホップ BFDセッションは、完全
な冗長性を提供しません。

BFDマルチホップセッショングローバルインターバルパラメータの
設定

デバイスのすべてのBFDセッションのBFDセッションパラメータを設定できます。セッショ
ンごとに異なる BFDセッションパラメータを設定するには、セッション単位の設定コマンド
を使用します。

始める前に

BFD機能をイネーブルにします。

手順の概要

1. configure terminal
2. [no] bfd multihop interval milliseconds min_rx milliseconds multiplier interval-multiplier

3. end
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスのすべてのBFDセッションのBFDセッショ
ンパラメータを設定します。このコマンドは、デ

[no] bfd multihop interval milliseconds min_rx
milliseconds multiplier interval-multiplier

例：

ステップ 2

フォルトの動作を上書きします。Required Minimum
Receive Intervalと Desired Minimum Transmit Interval
は 250です。乗数のデフォルトは 3です。

switch(config)# bfd multihop interval 250 min_rx
250 multiplier 3

設定の変更を保存し、設定セッションを終了しま

す。

end

例：

ステップ 3

switch(config)# end

マルチホップセッション単位の BFDパラメータの設定
マルチホップセッション単位の BFDパラメータを設定できます。

始める前に

BFD機能をイネーブルにします。「BFD機能のイネーブル化」を参照してください。

手順の概要

1. configure terminal
2. router bgp as-number

3. neighbor (ip-address | ipv6-address) remote-as as-number

4. update-source interface

5. bfd
6. bfd multihop interval mintx min_rx msec multiplier value

7. bfd multihop authentication keyed-sha1 keyid id key ascii_key

8. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

BGPを有効にして、ローカルBGPスピーカにAS番
号を割り当てます。AS番号は 16ビット整数または

router bgp as-number

例：

ステップ 2

32ビット整数にできます。上位 16ビット 10進数と
下位16ビット10進数によるxx.xxという形式です。

switch(config)# router bgp 64496
switch(config-router)#

リモート BGPピアの IPv4アドレスまたは IPv6アド
レスおよび AS番号を設定します。The ip-address形

neighbor (ip-address | ipv6-address) remote-as as-number

例：

ステップ 3

式は x.x.x.xです。ipv6-addressの形式は A:B::C:Dで
す。

switch(config-router)# neighbor
209.165.201.1 remote-as 64497
switch(config-router-neighbor)#

インターフェイスから BFDセッションの送信元 IP
アドレスを取得します。

update-source interface

例：

ステップ 4

switch(config-router-neighbor)# update-source
Ethernet1/4
switch(config-router-neighbor)#

この BGPピアの BFDをイネーブルにします。bfd

例：

ステップ 5

switch(config-router-neighbor)# bfd multihop

このネイバーのマルチホップBFD間隔値を設定しま
す。mintxおよび msecの範囲は 250～ 999ミリ秒

bfd multihop interval mintx min_rx msec multiplier
value

例：

ステップ 6

で、デフォルトは 250です。乗数の範囲は 1～ 50
です。乗数のデフォルトは 3です。switch(config-router-neighbor)# bfd multihop

interval 250
min_rx 250 multiplier 3

（オプション）このネイバー上のマルチホップBFD
セッションで BFDの SHA-1認証を設定します。

bfd multihop authentication keyed-sha1 keyid id key
ascii_key

例：

ステップ 7

ascii_key文字列はBFDピア間で共有される秘密キー
です。0～255の数値の id値が、この特定のascii_keyswitch(config-router-neighbor)# bfd multihop

authentication
keyed-sha1 keyid 1 ascii_key cisco123

に割り当てられます。BFDパケットは idでキーを
指定し、複数のアクティブキーが使用できます。

インターフェイスのSHA-1認証を無効にするには、
コマンドの no形式を使用します。
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目的コマンドまたはアクション

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 8

switch(config-router-neighbor)# copy
running-config startup-config

障害シナリオでのBFD vPCサブセカンドコンバージェン
ス

vPC（仮想ポートチャネル）コンバージェンスとは、vPCセットアップに関連する障害または
トポロジ変更からネットワークがどれくらい迅速に回復するかを意味します。電源障害が発生

すると、vPCマルチキャストトラフィックを処理するスイッチが 6～ 7秒のコンバージェンス
遅延に直面する可能性があります。

BFD vPCウォッチサブセカンドコンバージェンス機能を使用すると、ネットワーク内の単一
リンクに障害が発生した場合、または電源障害のために単一スイッチがオフラインになった場

合に、ペアのvPCスイッチが250ミリ秒以内でマルチキャストトラフィックを収束できます。

Cisco NX-OSリリース 10.2（2）F以降、この機能は PIMプロトコルでのみサポートされ、BFD
vPCウォッチ通知を処理します。

この機能は、他の IGPプロトコルには適用されません。（注）

vPCサブセカンドコンバージェンスの利点

•高速コンバージェンス：以下に示すトラフィックフローのネットワーク障害時に 250ミ
リ秒以内のマルチキャストトラフィックコンバージェンスを提供します。

• vPCから vPC

• vPCからレイヤ 3

•レイヤ 3から vPC

•レイヤ 3からレイヤ 3

•効率的なマルチキャスト処理：マルチキャストトラフィックフェールオーバーの遅延に
対処し、ネットワーク全体のパフォーマンスを向上させます。

•強化されたネットワーク復元力：予期しない障害時にネットワーク運用を維持するための
堅牢なソリューションを提供します。単一リンクの障害やスイッチの電源オフなどのシナ

リオに対応し、最小限のトラフィック損失で迅速なフェールオーバーを実現します。
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•プラットフォームサポート： Cisco Nexus 9000 TORプラットフォーム（FX2、FX3、およ
び Cloudscale TOR）向けに最適化されています。

BFD vPCウォッチ構成ワークフロー

1. スイッチでBFD機能構成を有効にし、高速検出のためにvPCピア間に専用ポートチャネル
を確立します。

2. ポートチャネルで port-channel bfd track-member-linkコマンドを構成して、VPCピアの
障害を検出するために専用のポートチャネル上にマイクロBFDセッションを作成します。

マイクロ BFDセッションは、構成された乗数を使用して、最小 10ミリ秒のアグレッシブ
な間隔で動作します。

3. vPCモニタリングを指定するには、ポートチャネルインターフェイスで bfd vpc-watchコ
マンドをイネーブルにします。

vPCスイッチトリガイベントは、ポートチャネルインターフェイス上のすべてのサブス
クライバにマイクロBFDセッションの状態変更通知（SCN）をブロードキャストします。

4. プロトコル非依存マルチキャスト（Protocol Independent Multicast、PIM）がマイクロ BFD
セッションの BFD通知を受信し、セッションを維持します。

[Restrictions（機能制限）]

• BFD vPCウォッチ機能は、これらの Cisco Nexusスイッチでのみサポートされます。

• N9K-X9736C-FX、N9K-X9736Q-FX、N9K-X9788TC-FX、
N9K-C93180YC-FXN9K-C93108TC-FX、N9K-C9348GC-F、N9K-C9348GC-FXP、
N9K-C9358GY-FXP、N9K-X9732C-FX、

• N9K-C9336C-FX2-E、N9K-C93216TC-FX2、N9K-C93360YC-FX2、
N9K-C93240YC-FX2-Z、N9K-C93240YC-FX2、N9K-C9336C-FX2

• N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GX、N9K-X9716D-GX、

• N9K-X9736C-FX3、N9K-C93180YC-FX3S、N9K-C93180YC-FX3、N9K-C93108TC-FX3P、
N9K-C9348GC-FX3、N9K-C9348GC-FX3PH、N9K-C93108TC-FX3、N9K-C92348GC-FX3

• N9K-C9364D-GX2A、N9K-C9332D-GX2B、N9K-C9348D-GX2A、N9K-C9408

• N9K-C9332D-H2R、N9K-C9364C-H1、N9K-C93400LD-H1

• bfd vpc-watchコマンドは、port-channel bfd track-member-link構成のポートチャネルイ
ンターフェイスに適用できます。

port-channel bfd track-member-linkの構成を削除する前に、必ず
bfd vpc-watchの構成を解除してください。

（注）
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• bfd vpc-watchがVPCウォッチドッグポートチャネルインターフェイスで設定されている
場合、このインターフェイスまたはそのメンバーリンクでマイクロ BFDセッションをダ
ウンさせる管理操作を実行すると、トラフィックが重複する可能性があります。この問題

を回避するには、VPCウォッチドッグインターフェイスで管理タスクを実行する前に、
bfd vpc-watch構成を削除します。

•警告メッセージが feature bfd構成に表示されます。

TX 間隔または RX 間隔またはエコー rx 間隔が 50 ミリ秒未満に設定されている場合、サポートされる BFD

セッションのスケール制限は 10 です。

• BFD間隔乗数 1は、Tx、Rx ro eho-rx間隔のいずれかが 50ミリ秒未満に設定されている場
合はサポートされません。

• Cisco NX-OSリリース 10.2（2）Fリリースは、マイクロ BFD IPv6セッションをサポート
していません 。

• Cisco NX-OSリリース 10.2（2）F以降、BFD IPv4および IPv6セッションの TX、RX間隔
は 10～ 999ミリ秒の範囲です。

Cisco NX-OSリリース 10.2（2）Fより前のリリースでは、BFD IPv4および IPv6セッショ
ンの TXおよび RX間隔は 50～ 999ミリ秒の範囲です。

間隔は bfd [ ipv4 | ipv6 ] interval、 msec [ min_rx msec multiplier interval-multiplier]コマン
ドを使用して設定できます。

• Cisco NX-OSリリース 10.2（2）F以降、BFD IPv4および IPv6エコー セッションの BFD
エコー受信間隔の範囲は 10～ 999ミリ秒です。

Cisco NX-OSリリース 10.2（2）Fより前のリリースでは、IPv4および IPv6セッションの
BFDエコー間隔は 50～ 999ミリ秒の範囲です。

この間隔は、 bfd [ ipv4 | ipv6 ] echo-rx-interval msecコマンドを使用して設定できます。

BFD vPCサブセカンドコンバージェンスの構成
スイッチで vPCコンバージェンスを有効にするには、次の手順を実行します。

始める前に

スイッチのBFD機能を構成します。

手順

ステップ 1 configure terminalコマンドを使用して、構成モードを開始します。

例：

switch# configure

ステップ 2 feature bfdコマンドを使用して、vPCスイッチで BFD構成を有効にします。
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例：

switch# feature bfd
switch(config)#

ステップ 3 interface port-channel numberコマンドを使用して、ポートチャネル構成モードを開始します。

?キーワードを使用して、サポートされる数値の範囲を表示します。

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 4 port-channel bfd track-member-linkコマンドを使用して、ポートチャネルインターフェイス上で IETF BFD
を有効にします。

（注）

bfd vpc-watchコマンドは、port-channel bfd track-member-linkコマンドがすでに構成されている場合にの
み、ポートチャネルインターフェイスで構成できます。

例：

switch(config-if)# port-channel bfd track-member-link

ステップ 5 bfd vpc-watchコマンドを使用して VPCピアモニタリングインターフェイスを構成し、BFD SCN通知を
有効にします。

例：

switch(config-if)# bfd vpc-watch
switch(config-if)#

ステップ 6 bfd interval [msec min_rx msec multiplier interval-multiplier]コマンドを使用して、ポートチャネルですべて
の BFDセッションの BFDセッションパラメータを構成します。

BFDセッションパラメータを設定することにより、このコマンドでこれらの値を無効にすることができま
す。

必要な最小の受信間隔は min_rx msec、および指定できる最小送信間隔 bfd interval msec の範囲は、10～
999 msです。デフォルトの間隔は 50 msです。

multiplier msec の乗数の範囲は 1～ 50です。乗数のデフォルト値は 3です。

（注）

Tx/Rxタイマーが 10ミリ秒の場合は、1に対する BFD間隔乗数を使用します。

例：

switch(config-if)# bfd interval 10 min_rx 50 multiplier 3

ステップ 7 （任意）show running-config bfdとshow bfd neighbors interface port-channel detailsコマンドを使用して、
BFD実行中の構成を表示します。

例：

switch(config)# show running-config bfd
interface port-channel45
port-channel bfd track-member-link
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port-channel bfd destination 10.10.1.1
bfd vpc-watch ---> VPC watchdog session configuration.

switch(config)# show bfd neighbors interface port-channel 45 details | no-more

Session state is AdminDown
Session type: Singlehop, Vpc-Watch: Enable
Local Diag: 7
Registered protocols: eth_port_channe
AdminDown for 0 days 2 hrs 47 mins 16 secs
Hosting LC: 0, Down reason: None, Reason not-hosted: None
Parent session, please check port channel config for member info

BFDの設定例
次に、デフォルト BFDセッションパラメータを使用した、Ethernet 2/1上のOSPFv2の BFD設
定例を示します。

feature bfd
feature ospf
router ospf Test1
interface ethernet 2/1
ip ospf bfd
no shutdown

次に、デフォルト BFDセッションパラメータを使用した、EIGRPインターフェイスの BFD
設定例を示します。

feature bfd
feature eigrp
bfd interval 100 min_rx 100 multiplier 4
router eigrp Test2
bfd

次に、BFDv6を設定する例を示します。

feature bfd
feature ospfv3
router ospfv3 Test1
interface Ethernet2/7
ipv6 router ospfv3 Test1 area 0.0.0.0
ospfv3 bfd
no shutdown

BFDの例を表示
show bfd ipv6 neighbors detailsコマンドの実行結果の例を次に示します。

#show bfd ipv6 neighbors details
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OurAddr NeighAddr
LD/RD RH/RS Holdown(mult) State Int

Vrf
cc:10::2 cc:10::1
1090519335/1090519260 Up 5692(3) Up Po1

default

Session state is Up and using echo function with 250 ms interval
Local Diag: 0, Demand mode: 0, Poll bit: 0, Authentication: None
MinTxInt: 250000 us, MinRxInt: 2000000 us, Multiplier: 3
Received MinRxInt: 2000000 us, Received Multiplier: 3
Holdown (hits): 6000 ms (4), Hello (hits): 2000 ms (205229)
Rx Count: 227965, Rx Interval (ms) min/max/avg: 124/1520/1510 last: 307 ms ago
Tx Count: 205229, Tx Interval (ms) min/max/avg: 1677/1677/1677 last: 587 ms ago
Registered protocols: bgp
Uptime: 3 days 23 hrs 31 mins 13 secs
Last packet: Version: 1 - Diagnostic: 0

State bit: Up - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24
My Discr.: 1090519260 - Your Discr.: 1090519335
Min tx interval: 250000 - Min rx interval: 2000000
Min Echo interval: 250000 - Authentication bit: 0

Hosting LC: 1, Down reason: None, Reason not-hosted: None

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000シリーズ NX-OSユニキャ

ストルーティング設定ガイド』

BFDコマンド

RFC
タイトルRFC

Bidirectional Forwarding Detection（BFD）RFC 5880

BFD for IPv4 and IPv6 (Single Hop)RFC 5881

Link Aggregation Group（LAG）インターフェイ

スでの Bidirectional Forwarding Detection

（BFD）

RFC 7130
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第 7 章

ポートチャネルの構成

•ポートチャネルについて（225ページ）
•ポートチャネル（226ページ）
•ポートチャネルインターフェイス（227ページ）
•基本設定（228ページ）
•互換性要件（228ページ）
•ポートチャネルを使ったロードバランシング（230ページ）
•シンメトリックハッシング（232ページ）
• ECMPの注意事項と制限事項（232ページ）
•復元力のあるハッシュ（233ページ）
• GTPトンネルロードバランシング（234ページ）
• LACP（236ページ）
•ポートチャネリングの前提条件（243ページ）
•注意事項と制約事項（244ページ）
•デフォルト設定（247ページ）
•ポートチャネルの構成（248ページ）

ポートチャネルについて
ポートチャネルは複数の物理インターフェイスの集合体で、論理インターフェイスを作成しま

す。1つのポートチャネルに最大 32つの個別アクティブリンクをバンドルして、帯域幅と冗
長性を向上させることができます。これらの集約された各物理インターフェイス間でトラフィッ

クのロードバランシングも行います。ポートチャネルの物理インターフェイスが少なくとも

1つ動作していれば、そのポートチャネルは動作しています。

レイヤ 2ポートチャネルに適合するレイヤ 2インターフェイスをバンドルすれば、レイヤ 2
ポートチャネルを作成できます。レイヤ 3ポートチャネルに適合するレイヤ 3インターフェ
イスをバンドルすれば、レイヤ 3ポートチャネルを作成できます。レイヤ 2インターフェイス
とレイヤ 3インターフェイスを同一のポートチャネルで組み合わせることはできません。

ポートチャネルをレイヤ 3からレイヤ 2に変更することもできます。レイヤ 2インターフェイ
スの作成については、「レイヤ 2インターフェイスの設定」の章を参照してください。
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レイヤ 2ポートチャネルインターフェイスとそのメンバーポートは、異なる STPパラメータ
を持つことができます。ポートチャネルの STPパラメータを変更しても、メンバーポートが
バンドルされている場合はポートチャネルインターフェイスが優先されるため、メンバーポー

トの STPパラメータには影響しません。

レイヤ2ポートがポートチャネルの一部になった後に、すべてのスイッチポートの設定をポー
トチャネルで実行する必要があります。スイッチポートの設定を各ポートチャネルメンバに

適用できません。レイヤ 3の設定を各ポートチャネルメンバに適用できません。設定をポー
トチャネル全体に適用する必要があります。

（注）

Cisco NX-OSリリース 9.3(7)よりも前のリリースでは、個別（I）として動作するメンバーポー
トのポートチャネル設定で、ポートチャネルではなくメンバーポートで STPポートタイプを
定義できます。

Cisco NX-OSリリース 9.3(7)以降、個別（I）として動作するメンバーポートのポートチャネ
ル設定では、メンバーポートで STPポートタイプを定義できなくなりました。これは STPに
よってブロックされたままになります。ポートチャネルでSTPポートタイプを設定する必要が
あります。

集約プロトコルが関連付けられていない場合でもスタティックポートチャネルを使用して設

定を簡略化できます。

柔軟性を高めたい場合は LACPを使用できます。Link Aggregation Control Protocol（LACP）は
IEEE 802.3adで定義されています。LACPを使用すると、リンクによってプロトコルパケット
が渡されます。共有インターフェイスでは LACPを設定できません。

LACPについては、「LACPの概要」の項を参照してください。

ポートチャネル
ポートチャネルは、物理リンクをまとめて 1つのチャネルグループに入れ、最大 32の物理リ
ンクの帯域幅を集約した単一の論理リンクを作ります。ポートチャネル内のメンバーポート

に障害が発生すると、障害が発生したリンクで伝送されていたトラフィックはポートチャネル

内のその他のメンバーポートに切り替わります。

ただし、LACPをイネーブルにすればポートチャネルをより柔軟に使用できます。LACPを
使ってポートチャネルを設定する場合とスタティックポートチャネルを使って設定する場合

では、手順が多少異なります（「ポートチャネルの設定」の項を参照）。

デバイスはポートチャネルに対するポート集約プロトコル（PAgP）をサポートしません。（注）

各ポートにはポートチャネルが 1つだけあります。ポートチャネルのすべてのポートには互
換性があり、同じ速度とデュプレックスモードを使用します（「互換性要件」の項を参照）。

集約プロトコルを使わずにスタティックポートチャネルを実行する場合、物理リンクはすべ
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て onチャネルモードです。このモードは、LACPをイネーブルにしない限り変更できません
（「ポートチャネルモード」の項を参照）。

ポートチャネルインターフェイスを作成すると、ポートチャネルを直接作成できます。また

はチャネルグループを作成して個別ポートをバンドルに集約させることができます。インター

フェイスをチャネルグループに関連付けると、ポートチャネルがない場合は対応するポート

チャネルが自動的に作成されます。この場合、ポートチャネルは最初のインターフェイスのレ

イヤ 2またはレイヤ 3設定を行います。最初にポートチャネルを作成することもできます。こ
の場合は、Cisco NX-OSソフトウェアがポートチャネルと同じチャネル番号の空のチャネル
グループを作成してデフォルトレイヤ2またはレイヤ3設定を行い、互換性も設定します（「互
換性要件」の項を参照）。

少なくともメンバポートの 1つがアップしており、かつそのポートのチャネルが有効であれ
ば、ポートチャネルは動作上アップ状態にあります。メンバーポートがすべてダウンしてい

れば、ポートチャネルはダウンしています。

（注）

ポートチャネルインターフェイス
次に、ポートチャネルインターフェイスを示します。

図 9 :ポートチャネルインターフェイス

ポートチャネルインターフェイスは、レイヤ 2またはレイヤ 3インターフェイスとして分類
できます。さらに、レイヤ 2ポートチャネルはアクセスモードまたはトランクモードに設定
できます。レイヤ 3ポートチャネルインターフェイスのチャネルメンバにはルーテッドポー
トがあます。

レイヤ 3ポートチャネルにスタティックMACアドレスを設定できます。この値を設定しない
場合、レイヤ 3ポートチャネルは、最初にアップになるチャネルメンバのルータMACを使
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用します。レイヤ 3ポートでスタティックMACアドレスを設定する情報については、『Cisco
Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照してください。

アクセスモードまたはトランクモードでのレイヤ 2ポートの設定については、「レイヤ 2イ
ンターフェイスの設定」の章を、レイヤ3インターフェイスおよびサブインターフェイスの設
定については、「レイヤ 3インターフェイスの設定」の章を参照してください。

基本設定
ポートチャネルインターフェイスには次の基本設定ができます。

•帯域幅：この設定は情報目的で使用します。上位レベルプロトコルで使用されます。

•遅延：この設定は情報目的で使用します。上位レベルプロトコルで使用されます。

•説明

•デュプレックス

• IPアドレス

•最大伝送単位（MTU）

•シャットダウン

•速度

互換性要件
チャネルグループにインターフェイスを追加する場合、そのインターフェイスにチャネルグ

ループとの互換性があるかどうかを確認するために、特定のインターフェイス属性がチェック

されます。たとえば、レイヤ 2チャネルグループにレイヤ 3インターフェイスを追加できませ
ん。また Cisco NX-OSソフトウェアは、インターフェイスがポートチャネル集約に参加する
ことを許可する前に、そのインターフェイスの多数の動作属性もチェックします。

互換性チェックの対象となる動作属性は次のとおりです。

•ネットワーク層

•（リンク）速度性能

•速度設定

•デュプレックス性能

•デュプレックス設定

•ポートモード

•アクセス VLAN
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•トランクネイティブ VLAN

•タグ付きまたは非タグ付き

•許可 VLANリスト

• MTUサイズ

• SPAN：SPANの始点または宛先ポートは不可

•ストーム制御

•フロー制御性能

•フロー制御設定

•メディアタイプ、銅線またはファイバ

show port-channel compatibility-parameters を使用します Cisco NX-OSで使用される互換性
チェックの全リストを表示するは、コマンドを使用します。

チャネルモードが onに設定されているインターフェイスは、スタティックなポートチャネル
にだけ追加できます。また、チャネルモードが activeまたはpassiveに設定されているインター
フェイスは、LACPが実行されているポートチャネルにだけ追加できます。これらのアトリ
ビュートは個別のメンバポートに設定できます。設定するメンバポートの属性に互換性がな

い場合、ソフトウェアはこのポートをポートチャネルで一時停止させます。

または、次のパラメータが同じ場合、パラメータに互換性がないポートを強制的にポートチャ

ネルに参加させることもできます。

•（リンク）速度性能

•速度設定

•デュプレックス性能

•デュプレックス設定

•フロー制御性能

•フロー制御設定

インターフェイスがポートチャネルに参加すると、一部のパラメータが削除され、ポートチャ

ネルの値が次のように置き換わります。

•帯域幅

•遅延

• UDPの拡張認証プロトコル

• VRF

• IPアドレス

• MACアドレス
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•スパニングツリープロトコル

• NAC

•サービスポリシー

•アクセスコントロールリスト（ACL）

インターフェイスがポートチャネルに参加または脱退しても、次に示す多くのインターフェイ

スパラメータは影響を受けません。

•ビーコン

•説明

• CDP

• LACPポートプライオリティ

• Debounce

• UDLD

• MDIX

•レートモード

•シャットダウン

• SNMPトラップ

ポートチャネルを削除すると、すべてのメンバインターフェイスはポートチャネルから削除

されたかのように設定されます。

（注）

ポートチャネルモードについては、「LACPマーカーレスポンダ」の項を参照してください。

ポートチャネルを使ったロードバランシング
Cisco NX-OSソフトウェアは、ポートチャネルにおけるすべての動作インターフェイス間のト
ラフィックをロードバランシングします。その際、フレーム内のアドレスをハッシュして、

チャネル内の 1つのリンクを選択する数値にします。ポートチャネルはデフォルトでロード
バランシングを備えています。ポートチャネルロードバランシングでは、MACアドレス、IP
アドレス、またはレイヤ 4ポート番号を使用してリンクを選択します。ポートチャネルロー
ドバランシングは、送信元または宛先アドレスおよびポートの両方またはどちらか一方を使用

します。

ロードバランシングモードを設定して、デバイス全体に設定したすべてのポートチャネルに

適用することができます。デバイス全体で1つのロードバランシングモードを設定できます。
ポートチャネルごとにロードバランシング方式を設定することはできません。
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使用するロードバランシングアルゴリズムのタイプを設定できます。ロードバランシングア

ルゴリズムを指定し、フレームのフィールドを見て出力トラフィックに選択するメンバポート

を決定します。

レイヤ 3インターフェイスのデフォルトロードバランシングモードは、発信元および宛先 IP
L4ポートです。非 IPトラフィックのデフォルトロードバランシングモードは、送信元およ
び宛先MACアドレスです。port-channel load-balanceコマンドを使用し、して、チャネルグ
ループバンドルのインターフェイス間のロードバランシング方式を設定します。レイヤ 2パ
ケットのデフォルト方式は src-dst-macです。レイヤ 3パケットのデフォルトの方式は src-dst
ip-l4です。

次のいずれかの方式を使用するデバイスを設定し、ポートチャネル全体をロードバランシン

グできます。

•宛先MACアドレス

•送信元MACアドレス

•送信元および宛先MACアドレス

•宛先 IPアドレス

•送信元 IPアドレス

•送信元および宛先 IPアドレス

•送信元 TCP/UDPポート番号

•宛先 TCP/UDPポート番号

•送信元および宛先 TCP/UDPポート番号

•送信元、宛先、および送信元と宛先の GRE内部 IPヘッダー

非 IPおよびレイヤ 3ポートチャネルはどちらも設定したロードバランシング方式に従い、発
信元、宛先、または発信元および宛先パラメータを使用します。たとえば、発信元 IPアドレ
スを使用するロードバランシングを設定すると、すべての非 IPトラフィックは発信元MAC
アドレスを使用してトラフィックをロードバランシングしますが、レイヤ3トラフィックは発
信元 IPアドレスを使用してトラフィックをロードバランシングします。同様に、宛先MAC
アドレスをロードバランシング方式として設定すると、すべてのレイヤ3トラフィックは宛先
IPアドレスを使用しますが、非 IPトラフィックは宛先MACアドレスを使用してロードバラ
ンシングします。

ユニキャストおよびマルチキャストトラフィックは、show port-channel load-balancingコマン
ド出力に表示される設定済みのロードバランシングアルゴリズムに基づいて、ポートチャネル

リンク間でロードバランシングが行われます。

マルチキャストトラフィックは、次の方式を使用してポートチャネルのロードバランシング

を行います。

•レイヤ 4情報を持つマルチキャストトラフィック：送信元 IPアドレス、送信元ポート、
宛先 IPアドレス、宛先ポート
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•レイヤ 4情報を持たないマルチキャストトラフィック：発信元 IPアドレス、宛先 IPアド
レス

•非 IPマルチキャストトラフィック：発信元MACアドレス、宛先MACアドレス

Cisco IOSを実行するデバイスは、port-channel hash-distributionコマンドによって単一のメンバー
に障害が発生した場合、メンバーポート ASICの動作を最適化できます。Cisco Nexus 9000シ
リーズのデバイスはこの最適化をデフォルトで実行し、このコマンドを必要とせず、またサ

ポートしません。Cisco NX-OSは、デバイス全体に対して、port-channel load-balanceコマンド
によるポートチャネル上のロードバランシング基準のカスタマイズをサポートします。

（注）

シンメトリックハッシング
ポートチャネル上のトラフィックを効果的にモニタできるようにするには、ポートチャネルに

接続された各インターフェイスが、順方向と逆方向の両方のトラフィックフローを受信するこ

とが不可欠です。通常、順方向および逆方向のトラフィックフローが同じ物理インターフェイ

スを使用する保証はありません。ただし、ポートチャネルで対称ハッシュを有効にすると、双

方向トラフィックは同じ物理インターフェイスを使用するように強制され、ポートチャネルの

各物理インターフェイスは一連のフローに効果的にマッピングされます。

対称ハッシュを有効にすると、送信元および宛先IPアドレスなどのハッシュに使用されるパラ
メータは、ハッシュアルゴリズムに入力される前に正規化されます。このプロセスにより、パ

ラメータが逆になった場合（順方向トラフィックの送信元が逆方向トラフィックの宛先にな

る）、ハッシュ出力は同じになります。したがって、同じインターフェイスが選択されます。

次のロードバランシングアルゴリズムがシンメトリックハッシングをサポートします。

• src-dst ip

• src-dst ip-l4port

ECMPの注意事項と制限事項
レイヤ 2/レイヤ 3 GWフローでのロードバランシングは、リロード後にスイッチが最初に起動
したときに、すべてのリンク間で均等にロードバランシングされないことがあります。ハード

ウェアの ECMPハッシュ設定を変更するには、2つのCLIがあります。これらのコマンドは相
互に排他的です。

• MACベースのみのハッシュの port-channel load-balance [src | src-dst | dst] macコマンドを
入力します。

• IP/レイヤ4ポートに基づくハッシュの場合は、ip load-shareまたはport-channel load-balance
コマンドを入力します。
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• port-channel load-balanceコマンドは ip load-shareコマンドを上書きできます。IPパラメー
タとMACパラメータの両方を設定するのに役立つ port-channel load-balanceコマンドを
入力することをお勧めします。

• IP/レイヤ4ポートに基づいてハッシュアルゴリズムを強制するオプションはありません。
デフォルトのMAC設定は、常にポートチャネル設定の一部としてプログラムされます。

•トンネル上のトラフィックフローでは、ECMPの復元力のあるハッシュはサポートされま
せん。

• Cisco NX-OSリリース 10.5(3)F以降、 IPロードシェアリング、レイヤ 3 ECMPダイナミッ
クロードバランシング、および opcode、 psn、queuepairなどの RDMAフィールドが
Cisco Nexus 93C64E-SG2-Q、Cisco Nexus 9364E-SG2-O Silicon Oneスイッチでサポートされ
ます。

復元力のあるハッシュ
データセンターで使用される物理リンクの数が急増すると、障害物理リンクの数も増加する可

能性があります。ポートチャネルまたは等コストマルチパス（ECMP）グループのメンバー間
でフローをロードバランシングするために使用されるスタティックハッシュシステムでは、

各フローがリンクにハッシュされます。あるリンクで機能不全が発生すると、残った実行リン

クでは、すべてのフローが再ハッシュされます。リンクへのフローのこの再ハッシュにより、

障害が発生したリンクにハッシュされなかったフローであっても、一部のパケットが順序どお

りに配信されなくなります。

の再ハッシュは、リンクがポートチャネルまたは等コストマルチパス（ECMP）グループに追
加された場合にも発生します。すべてのフローが新しいリンク数で再ハッシュされるため、一

部のパケットは順序どおりに配信されません。

復元力のあるハッシュは、物理ポートにフローをマッピングし、ECMPグループとポートチャ
ネルインターフェイスの両方でサポートされます。

物理的リンクに障害が発生すると、障害リンクに割り当てられているフローは、残りの動作中

のリンク間で均等に再分配されます。動作中のリンクを流れる既存のフローは再ハッシュされ

ないため、影響を受けません。

復元力のあるハッシュは、IPv4および IPv6ユニキャストトラフィックをサポートしますが、
IPv4マルチキャストトラフィックはサポートしません。

復元力のあるハッシュは、すべての Cisco Nexus 9000シリーズプラットフォームでサポート
されます。Cisco NX-OSリリース 9.3(3)以降、復元力のあるハッシュは、Cisco Nexus
92160YC-X、92304QC、9272Q、9232C、9236C、92300YCスイッチでサポートされます。
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GTPトンネルロードバランシング

はじめに

GPRSトンネリングプロトコル（GTP）は、コアルータとして Cisco Nexus 9000シリーズス
イッチを介してワイヤレスネットワーク上のモバイルデータを配信するために使用されます。

GTPトラフィックを伝送する 2つのルータがリンクバンドリングで接続されている場合、ト
ラフィックはすべてのバンドルメンバー間で均等に分散される必要があります。

GTPロードバランシングのさまざまなメカニズム

GTPロードバランシングを実現するために、2種類のメカニズムが使用されます。

• Cisco Nexusリリース 10.5（2）以降では、内部 IPヘッダーフィールドの送信元、宛先 IP
アドレス、および IPプロトコルを使用してロードバランシングを維持します。

• Cisco Nexusリリース 10.5（2）より前では、5タプルロードバランシングメカニズムが
使用されます。ロードバランシングメカニズムでは、パケットの送信元 IP、宛先 IP、プ
ロトコル、レイヤ 4リソース、および宛先ポート（トラフィックが TCPまたは UDPの場
合）フィールドが考慮されます。GTPトラフィックの場合は、これらのフィールドへの一
意の値の数が限られていると、トンネルでのトラフィックロードの均等分散が制限されま

す。

内部 IPヘッダー GTPロードバランシングメカニズム

内部 IPヘッダーフィールド source-ip、dest-ip、および ip-protocolを使用して、ロードバラン
シングが実行されます。対称ロードバランシングは、同じフローの転送トラフィックとリバー

ストラフィックのスティッキ性を維持するためにサポートされます。

GTP内部ヘッダーベースのハッシュは、すべてのインターフェイスで IPv4と IPv6の両方で機
能します。IPv4と IPv6の両方の内部 IPヘッダーは、すべての cloudscaleスイッチの 16 UDF
をすべて使用します。内部 IPヘッダーは、2スイッチまたは 3スイッチのバンドルに使用され
ます。

5タプル GTPロードバランシングメカニズム

ロードバランシングにおける GTPトラフィックの偏波を回避するために、GTPヘッダーのト
ンネルエンドポイント ID（TEID）が UDPポート番号の代わりに使用されます。TEIDがトン
ネルごとに異なるため、トラフィックをバンドルの複数のリンク間で均等にロードバランシン

グすることができます。

この機能は、GTPUパケットに存在する 32ビットTEID値で送信元および宛先ポート情報を上
書きします。

GTPトンネルのロードバランシング機能により、次のサポートが追加されます。

•物理インターフェイスでの IPv4/IPv6トランスポートヘッダーによる GTP
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• TEトンネルを介した GTPトラフィック

• UDPポート 2152を使用した GTPU

ip load-sharing address source-destination gtpu コマンドは、GTPトンネルロードバランシン
グをイネーブルにします。

ロードバランシング後のGTPトラフィックの出力インターフェイスを確認するには、L4プロ
トコルの送信元および宛先ポート番号の代わりに TEIDを指定して show cef {ipv4 | ipv6}
exact-route コマンドを使用します。送信元ポートで TEIDの 16MSBist、宛先ポートで TEIDの
16LSBitsを使用します。

port-channel load-balance src-dst gtpu コマンドは、UDP宛先ポート番号 2152のGTPパケット
をイネーブルにして、GTP TEID値に基づいてロードバランシングを行います。このコマンド
は、外側の 5つのタプル（src-ip、dst-ip、 ip proto、L4 sport、L4 dport）が同じであっても、ス
イッチがGTPパケットのロードバランシングを行えるようにします。ハードウェア制御はポー
トチャネルと ECMPの両方で同じであるため、GTPオプションを使用して port-channel
load-balanceまたは ip load-sharingを有効にすると、GTP TEIDベースのロードバランシングが
有効になります。

• port-channel load-balance src-dst gtpu コマンドは、VXLANカプセル化の有無にかかわら
ず、両方の GTPパケットに適用できます。

• GTPヘッダーが外部レイヤの一部である場合、 port-channel load-balance src-dst gtpu コ
マンドはハッシュのために外部レイヤから GTP TEIDを取得します。

• GTPヘッダーが内部レイヤの一部である場合、 port-channel load-balance src-dst gtpu コ
マンドはハッシュのために内部レイヤから GTP TEIDを取得します。

show port-channel load-balance forwarding-pathコマンドを使用する場合は、プロトコルフィー
ルドを 17に設定し、他のパラメータの値を設定する必要があります。次に例を示します。
switch(config)# show port-channel load-balance forwarding-path interface port-channel 2
src-ip 1.1.1.1 dst-ip 2.2.2.2 gtpteid
0x3 protocol 17

サポートされるプラットフォーム

Cisco Nexusリリース 9.3(3) GTPトンネルロードバランシングの開始は、9700-EXおよび
9700-FXラインカードを搭載したCisco Nexus 9500プラットフォームスイッチでサポートされ
ます。ただし、IPv6フローの GTPトンネルロードバランシングは、FM-E2ファブリックモ
ジュールを搭載したCisco Nexus 9500プラットフォームスイッチでのみサポートされます。そ
れは、FM-Eファブリックモジュールをもつ Cisco Nexus 9500プラットフォームスイッチでは
サポートされません。ハードウェア制御はポートチャネルとECMPの両方で同じであるため、
GTPオプションを使用して port-channel load-balanceまたは ip load-sharingを有効にすると、両
方のケースでGTP TEIDベースのロードバランシングが有効になります。マルチカプセル化パ
ケットでは、GTPヘッダーが外部ヘッダーの一部である場合、ハッシュのために外部レイヤか
ら GTP TEIFを取得します。GTPヘッダーが内部ヘッダーの一部である場合、内部レイヤから
GTP TEIFを取得してハッシュします。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
235

ポートチャネルの構成

GTPトンネルロードバランシング



GTPトンネルロードバランシングは、Cisco Nexus 9300-EX、9300-FX、9300-FX2、および
9300-GXプラットフォームスイッチでサポートされます。

内部 IPヘッダー GTPロードバランシングメカニズムは、次でサポートされます。

• Cisco Nexus 9300-EXプラットフォームスイッチ

• Cisco Nexus 9300-FXプラットフォームスイッチ

• 9700-EXと 9700-FXラインカードを搭載した Cisco Nexus 9500プラットフォームスイッチ

• Cisco Nexus 9300-EX、9300-FX、9300-FX2、および 9300-GXプラットフォームスイッチ

• Cisco Nexus 9364C-H1スイッチ

Cisco Nexus 9364C-H1スイッチは、サイズが 8または 12バイトの GTPヘッダーを持つパケッ
トの内部ヘッダーベースのハッシュをネイティブにサポートできます。

（注）

LACP
LACPでは、最大 16のインターフェイスを 1つのポートチャネルに設定できます。

LACPの概要
イーサネットのリンクアグリゲーション制御プロトコル（LACP）は、IEEE 802.1AXおよび
IEEE 802.3adで定義されています。このプロトコルは、物理ポートをまとめて 1つの論理チャ
ネルを形成する方法を制御します。

LCAPは、使用する前にイネーブルにする必要があります。デフォルトでは、LACPはディセー
ブルです。LACPのイネーブル化については、「LACPのイネーブル化」の項を参照してくだ
さい。

（注）

システムはこの機能をディセーブルにする前のチェックポイントを自動的に取得するため、こ

のチェックポイントにロールバックできます。ロールバックおよびチェックポイントについて

は、『Cisco Nexus 9000 Series NX-OS System Management Configuration Guide』を参照してくだ
さい。

次の図は、個々のリンクを個別リンクとして機能させるだけでなく LACPポートチャネルお
よびチャネルグループに組み込む方法を示したものです。
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図 10 :個々のリンクをポートチャネルに組み込む

LACPでは、最大 16のインターフェイスを 1つのチャネルグループにまとめることができま
す。

ポートチャネルを削除すると、ソフトウェアは関連付けられたチャネルグループを自動的に

削除します。すべてのメンバインターフェイスはオリジナルの設定に戻ります。

（注）

LACP vPCコンバージェンス機能を使用するように設定され、Cisco NX-OSリリース7.0(3)I7(5)
を実行しているCisco Nexus 9500シリーズスイッチを、それより前のリリースにダウングレー
ドすると、設定は削除されます。スイッチをアップグレードするときには、LACP vPCコン
バージェンス機能を再度設定する必要があります。

（注）

LACP設定が 1つでも存在する限り、LACPをディセーブルにはできません。

ポートチャネルモード

ポートチャネルの個別インターフェイスは、チャネルモードで設定します。スタティックポー

トチャネルを集約プロトコルを使用せずに実行すると、チャネルモードは常に onに設定され
ます。デバイス上でLACPをグローバルにイネーブルにした後、各チャネルのLACPをイネー
ブルにします。それには、各インターフェイスのチャネルモードを activeまたは passiveに設
定します。チャネルグループにリンクを追加すると、LACPチャネルグループの個別リンク
にチャネルモードを設定できます。

activeまたは passiveのチャネルモードで、個々のインターフェイスを設定するには、まず、
LACPをグローバルにイネーブルにする必要があります。

（注）

次の図は、チャネルモードをまとめたものです。
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表 14 :ポートチャネルの個別リンクのチャネルモード

説明チャネルモード

LACPはこのポートチャネルでイネーブルに
なっており、ポートはパッシブネゴシエーショ

ン状態になっています。ポートは受信した

LACPパケットに応答しますが、LACPネゴシ
エーションは開始しません。

passive

LACPはこのポートチャネルでイネーブルに
なっており、ポートはアクティブネゴシエー

ション状態です。アクティブモードでは、ポー

トは LACPパケットを送信することによって
他のポートとのネゴシエーションを開始しま

す。

active

LACPはこのポートチャネルでディセーブル
であり、ポートは非ネゴシエーション状態で

す。ポートチャネルがon状態であることは、
スタティックモードであることを表します。

ポートはポートチャネルメンバーシップの確

認またはネゴシエートを行いません。LACP
をイネーブルにする前にチャネルモードをア

クティブまたはパッシブにしようとすると、

デバイス表示はエラーメッセージを表示しま

す。LACPは、on状態のインターフェイスと
ネゴシエートする場合、LACPパケットを受
信しないため、そのインターフェイスと個別

のリンクを形成します。つまり、LACPチャ
ネルグループには参加しません。on状態が、
デフォルトポートチャネルモードです。

on

LACPは、パッシブおよびアクティブモードの両方でポート間をネゴシエートして、ポート速
度やトランキングステートなどを基準にしてポートチャネルを形成できるかどうかを決定し

ます。パッシブモードは、リモートシステムやパートナーが LACPをサポートするかどうか
不明の場合に役に立ちます。

次の例のようにモードに互換性がある場合、ポートの LACPモードが異なれば、2つのデバイ
スは LACPポートチャネルを形成できます。

表 15 :チャネルモードの互換性

結果デバイス 2 >ポート-2デバイス 1 >ポート-1

ポートチャネルを形成できます。アクティブアクティブ
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結果デバイス 2 >ポート-2デバイス 1 >ポート-1

ポートチャネルを形成できます。PassiveActive

ネゴシエーションを開始できるポートがないた

め、ポートチャネルを形成できません。

パッシブパッシブ

LACPが片側でのみ有効になっているため、ポー
トチャネルを形成できません。

アクティブ点灯

LACPが有効になっていないため、ポートチャ
ネルを形成できません。

パッシブ点灯

LACP IDパラメータ
ここでは、LACPパラメータについて説明します。

LACPシステムプライオリティ

LACPを実行するどのシステムにも LACPシステムプライオリティ値があります。このパラ
メータのデフォルト値である 32768をそのまま使用するか、1～ 65535の範囲で値を設定でき
ます。LACPは、このシステムプライオリティとMACアドレスを組み合わせてシステム ID
を生成します。また、システムプライオリティを他のデバイスとのネゴシエーションにも使用

します。システムプライオリティ値が大きいほど、プライオリティは低くなります。

LACPシステム IDは、LACPシステムプライオリティ値とMACアドレスを組み合わせたもの
です。

（注）

LACPポートプライオリティ

LACPを使用するように設定されたポートにはそれぞれLACPポートプライオリティがありま
す。デフォルト値である32768をそのまま使用するか、1～65535の範囲で値を設定できます。
LACPでは、ポートプライオリティおよびポート番号によりポート IDが構成されます。

また、互換性のあるポートのうち一部を束ねることができない場合に、どのポートをスタンバ

イモードにし、どのポートをアクティブモードにするかを決定するのに、ポートプライオリ

ティを使用します。LACPでは、ポートプライオリティ値が大きいほど、プライオリティは低
くなります。指定ポートが、より低い LACPプライオリティを持ち、ホットスタンバイリン
クではなくアクティブリンクとして選択される可能性が最も高くなるように、ポートプライ

オリティを設定できます。

LACP管理キー

LACPは、LACPを使用するように設定されたポートごとに、チャネルグループ番号と同じ管
理キー値を自動的に設定します。管理キーにより、他のポートとともに集約されるポートの機
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能が定義されます。他のポートとともに集約されるポートの機能は、次の要因によって決まり

ます。

•ポートの物理特性。データレートやデュプレックス性能などです。

•ユーザが作成した設定に関する制約事項

LACPマーカーレスポンダ
ポートチャネルを使用すればデータトラフィックを動的に再配布できます。この再配布によ

り、リンクが削除または追加されたり、ロードバランシングスキームが変更されることもあ

ります。トラフィックフローの途中でトラフィックが再配布されると、フレームの秩序が乱れ

る可能性があります。

LACPはMarker Protocolを使って、再配布によってフレームが重複したり順番が入れ替わらな
いようにします。Marker Protocolは、所定のトラフィックフローのすべてのフレームがリモー
トエンドで正しく受信すると検出します。LACPはポートチャネルリンクごとにMarker PDUS
を送信します。リモートシステムは、Marker PDUよりも先にこのリンクで受信されたすべて
のフレームを受信すると、MarkerPDUに応答します。リモートシステムは次にMarkerResponder
を送信します。ポートチャネルのすべてのメンバリンクのMarker Responderを受信したロー
カルシステムは、トラフィックフローのフレームを正しい順序で再配分します。ソフトウェ

アはMarker Responderだけをサポートします。

LACPがイネーブルのポートチャネルとスタティックポートチャネル
の相違点

次の表に、LACPがイネーブルのポートチャネルとスタティックポートチャネルの主な相違
点を示します。

表 16 : LACPがイネーブルのポートチャネルとスタティックポートチャネル

スタティックポートチャネルLACPがイネーブルのポート
チャネル

構成

N/Aグローバルにイネーブル適用されるプロトコル

Onだけ次のいずれか

• Active

• Passive

リンクのチャネルモード

3232チャネルを構成する最大リン

ク数

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
240

ポートチャネルの構成

LACPマーカーレスポンダ



LACP互換性の拡張
Cisco Nexus 9000シリーズのデバイスが非 Nexusピアに接続されている場合、そのグレースフ
ルフェールオーバーのデフォルトが、無効にされたポートがダウンになるための時間を遅らせ

る可能性があります。また、ピアからのトラフィックを喪失する原因にもなります。これらの

条件に対処するため、 lacp graceful-convergenceコマンドが追加されました。

デフォルトで、ピアから LACP PDUを受信しない場合、ポートは一時停止状態に設定されま
す。 lacp suspend-individualは Cisco Nexus 9000シリーズスイッチではデフォルト設定です。
このコマンドは、LACP PDUを受信しない場合、ポートを中断状態にします。場合によって
は、この機能は誤設定によって作成されるループの防止に役立ちますが、サーバが LACPに
ポートを論理的アップにするように要求するため、サーバの起動に失敗する原因になることが

あります。no lacp suspend-individualコマンドを使用して、ポートを個別の状態に設定できま
す。個々に設定されているポートは、ポート設定に基づいて個々のポートの属性を取得しま

す。

LACPポートチャネルは、サーバとスイッチを接続すると、リンクの迅速なバンドルのために
LACP PDUを交換します。ただし、PDUが受信されない場合は、リンクが中断状態になりま
す。

delayed LACP機能により、LACP PDUの受信前に 1つのポートチャネルメンバー（遅延LACP
ポート）がまず通常のポートチャネルのメンバーとしてアップできます。このメンバーがLACP
モードで接続した後に、他のメンバー（補助 LACPポート）がアップします。これにより、
PDUが受信されない場合にリンクが中断状態になることが回避されます。

ポートチャネルのどのポートが最初に起動するかは、ポートのポートプライオリティ値によっ

て決まります。プライオリティ値が最も低いポートチャネルのメンバーリンクが、LACP遅
延ポートとして最初に起動します。リンクの動作ステータスに関係なく、LACPポートに設定
されたプライオリティが使用され、遅延 lacpポートが選択されます。

注意事項と制約事項

この機能は、スパニングツリーポートタイプトランクモードで VPCが実行されているかど
うかにはかかわらず、レイヤ2ポートチャネルをサポートします。次のガイドラインと制約事
項が LACPに適用されます。

•同じポートチャネルで no lacp suspend-individuallacp mode delayを使用することは、非
lacp遅延ポートを個別の状態にする可能性があるため、推奨されません。ベストプラク
ティスとして、これら 2つの設定を組み合わせないようにする必要があります。

•レイヤ 3ポートチャネルではサポートされません。

• Nexus 9000スイッチでは、FEX NIFファブリックポートチャネルまたは FEX HIFホスト
ポートチャネルでサポートされません。
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LACPポートチャネルの最小リンクおよび LACP MaxBundle
ポートチャネルは、同様のポートを集約し、単一の管理可能なインターフェイスの帯域幅を増

加させます。

最小リンクおよび LACP MaxBundle機能の導入により、LACPポートチャネル動作を改善し、
単一の管理可能なインターフェイスの帯域幅を増加させます。

LACPポートチャネルの最小リンク機能は次の処理を実行します。

• LACPポートチャネルにリンクアップし、バンドルする必要があるポートの最小数を設
定します。

•低帯域幅の LACPポートチャネルがアクティブにならないようにします。

•必要な最小帯域幅を提供するアクティブメンバーポートが少数の場合、LACPポートチャ
ネルが非アクティブになります。

LACP MaxBundleは、LACPポートチャネルで許可されるバンドルポートの最大数を定義しま
す。

LACP MaxBundle機能では、次の処理が行われます。

• LACPポートチャネルのバンドルポートの上限数を定義します。

•バンドルポートがより少ない場合のホットスタンバイポートを可能にします。（たとえ
ば、5つのポートを含む LACPポートチャネルにおいて、ホットスタンバイポートとし
てそれらのポートの 2つを指定できます）。

最小リンクおよびMaxBundle機能は、LACPポートチャネルだけで動作します。スイッチは、
この機能の構成だけなら非 LACPポートチャネルでも行えますが、機能は動作しません。

（注）

LACP高速タイマー
LACPタイマーレートを変更することにより、LACPタイムアウトの時間を変更することがで
きます。lacp rateコマンドを使用すれば、LACPがサポートされているインターフェイスに
LACP制御パケットを送信する際のレートを設定できます。タイムアウトレートは、デフォル
トのレート（30秒）から高速レート（1秒）に変更することができます。このコマンドは、
LACPがイネーブルになっているインターフェイスでのみサポートされます。LACP高速タイ
マーレートを設定するには、「LACP高速タイマーレートの設定」の項を参照してください。

ISSUおよび非グレースフルスイッチオーバーは、LACP高速タイマーではサポートされませ
ん。
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仮想化のサポート

メンバポートと他のポートチャネルに関連する設定は、ポートチャネルとメンバポートを持

つ仮想デバイスコンテキスト（VDC）で設定します。各 VDCで 1～ 4096の番号を使用して
ポートチャネルに番号を付けることができます。

1つのポートチャネルのすべてのポートは同じ VDCに置く必要があります。LACPを使用す
る場合、8つすべてのアクティブポートと 8つすべてのスタンバイポートは同じ VDCである
ことが必要です。

デフォルト VDCのポートチャネルを使用するロードバランシングを設定する必要がありま
す。ロードバランシングの詳細については、「ポートチャネルを使用したロードバランシン

グ」の項を参照してください。

（注）

高可用性

ポートチャネルは、複数のポートのトラフィックをロードバランシングすることでハイアベ

イラビリティを実現します。物理ポートが故障した場合、ポートチャネルのメンバがアクティ

ブであればポートチャネルは引き続き動作します。モジュール間の設定が共通しているため、

異なるモジュールのポートをバンドルして、モジュール故障時にも動作するポートチャネルを

作成できます。

ポートチャネルは、ステートフル再起動とステートレス再起動をサポートします。ステートフ

ル再起動はスーパーバイザ切り替え時に発生します。切り替え後、Cisco NX-OSソフトウェア
は実行時の設定を適用します。

動作しているポート数が設定された最小リンク数を下回った場合、ポートチャネルはダウンし

ます。

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

（注）

ポートチャネリングの前提条件
ポートチャネリングには次の前提条件があります。

•デバイスにログインしていること。

•シングルポートチャネルのすべてのポートは、レイヤ 2またはレイヤ 3ポートであるこ
と。

•シングルポートチャネルのすべてのポートが、互換性の要件を満たしていること。互換
性要件の詳細については、「互換性要件」の項を参照してください。
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•デフォルト VDCのロードバランシングを設定すること。

注意事項と制約事項
ポートチャネル設定時のガイドラインおよび制約事項は、次のとおりです。

• Gen 1ラインカードを備えた Cisco Nexus 9516スイッチでの拡張ポートチャネルの導入で
は、コマンドの後にコマンドとコマンドを使用する必要があります。port-channel
scale-fanout copy run start reload

•キーワードが付いているshowコマンドinternalはサポートされていません。

• LACPポートチャネルの最小リンクおよび maxbundle機能は、ホストインターフェイス
ポートチャネルではサポートされていません。

•この機能を使用する前に LACPをイネーブルにする必要があります。

•デバイスに複数のポートチャネルを設定できます。

•共有および専用ポートは同じポートチャネルに設定できません（共有ポートおよび専用
ポートについては、「基本インターフェイスパラメータ章の設定」を参照してください）。

•レイヤ 2ポートチャネルでは、ポートに互換性が設定されていれば、STPポートパスコ
ストが異なる場合でもポートチャネルを形成できます。互換性要件の詳細については、

「互換性要件」の項を参照してください。

• L3ポートチャネルインターフェイス間に L2 ePBRが構成されている場合、LACPパケッ
トが ePBRデバイスでドロップされるため、ポートチャネルは起動しません。

• STPでは、ポートチャネルのコストはポートメンバーの集約帯域幅に基づきます。

•ポートチャネルを設定した場合、ポートチャネルインターフェイスに適用した設定はポー
トチャネルメンバポートに影響を与えます。メンバポートに適用した設定は、設定を適

用したメンバポートにだけ影響します。

• LACPは半二重モードをサポートしません。LACPポートチャネルの半二重ポートは中断
ステートになります。

•ポートチャネルグループに属するポートはプライベート VLANポートとして設定しない
でください。ポートがプライベート VLANの設定に含まれている間は、そのポートチャ
ネルの設定は非アクティブになります。

•チャネルメンバポートを発信元または宛先 SPANポートにできません。

•ポートチャネルは、第1世代100Gラインカード（N9K-X9408PC-CFP2）または汎用拡張モ
ジュール（N9K-M4PC-CFP2）ではサポートされていません。

•ポートチャネルは、第2世代（以降）の100Gインターフェイスを備えたデバイスでサポー
トされます。
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•ポートチャネルは、Cisco Nexus 9300および 9500シリーズデバイスのアプリケーション
リーフエンジン（ALE）アップリンクポートに関する制約事項の影響を受ける可能性が
あります（「ALEアップリンクポートに関する制約事項」）。

•復元力のあるハッシュ（ポートチャネルロードバランシング復元力）および VXLAN設
定は、ALEアップリンクポートを使用した VTEPと互換性がありません。

復元力のあるハッシュはデフォルトではディセーブルになってい

ます。

（注）

•サテライト/ FEXポートのサブインターフェイスの最大数は63です。

• Cisco Nexus 92300YCスイッチでは、同じクワドラントの一部である最初の 24個のポー
ト。同じクワドラントのすべてのポートは同じ速度である必要があります。クワドラント

内のポートで異なる速度を使用することはサポートされていません。次に、同じクワドラ

ントを共有するCisco Nexus 92300YCスイッチの最初の24個のポートを示します。

• 1,4,7,10

• 2,5,8,11

• 3,6,9,12

• 13,16,19,22

• 14,17,20,23

• 15,18,21,24

• X96136YC-Rラインカードを搭載した Cisco Nexus 9500スイッチでは、ポート 17〜 48は
同じクワドラントの一部です。同じクワドラントのポートは、すべてのポートで同じ速度

（1/10Gまたは 25G）である必要があります。クワドラント内のポートで異なる速度を使
用することはサポートされていません。クワドラントのいずれかのポートに異なる速度を

設定すると、ポートはエラーディセーブル状態になります。同じクワドラントのインター

フェイスは次のとおりです。

• 17～ 20

• 21～ 24

• 25～ 28

• 29～ 32

• 33～ 36

• 37～ 40

• 41～ 44

• 45～ 48
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•レジリエントハッシュは、N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636C-RX、および
N9K-X96136YC-Rラインカードを搭載した Cisco Nexus 9500 Seriesスイッチでサポートさ
れています。

•ポートチャネル対称ハッシュは、Cisco Nexus 9200、9300-EX、9300-FX/FX2、および
9300-GXプラットフォームスイッチと、、、N9K-X9736C-FX、および N9K-X9732C-FX
ラインカードを搭載したCisco Nexus 9500プラットフォームスイッチでサポートされてい
ます。

• ECMP対称ハッシュは、Cisco Nexus 9200、9300-EX、および 9300-FX/FX2プラットフォー
ムスイッチと、、、N9K-X9736C-FX、および N9K-X9732C-FXラインカードを搭載した
Cisco Nexus 9500プラットフォームスイッチでサポートされています。

• GRE内部ヘッダーは、次のスイッチでサポートされます。

• Cisco Nexus 9364Cプラットフォームスイッチ

• Cisco Nexus 9336C-FX2、9348GC-FXP、93108TC-FX、93180YC-FX、および
93240YC-FX2プラットフォームスイッチ

• Cisco Nexus 9300-GXプラットフォームスイッチ

• N9K-X9736C-FXラインカードを搭載した Cisco Nexus 9500プラットフォームスイッ
チ

• Cisco NX-OSリリース 9.3(6)以降では、Cisco Nexus 9300-FX2プラットフォームスイッチ
は VXLANおよび IP-in-IPトンネリングの共存をサポートします。制限事項を含む詳細に
ついては、「VXLAN and IP-in-IP Tunneling」の項（『Cisco Nexus 9000 Series NX-OS
VXLAN Configuration Guide, Release 9.3(x)』）を参照してください。

• LACPを使用する FEXインターフェイスの場合、FEXインターフェイスのすべての DME
操作/ランタイムプロパティは更新されません。FEXポートのすべてのランタイムアップ
デートは、FEXLACPプロセスコンテキストから発生し、親スイッチに通信されません。
これは、1日目の動作です。

• Cisco NX-OSリリース 10.3(1)F以降、src/dst ipおよび src/dst L4ポート番号に基づくハッ
シュは、Cisco Nexus 9808プラットフォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（1）以降、レイヤ 3ポートチャネルは Cisco Nexus 9800と
9332D-H2Rスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、レイヤ 3ポートチャネルは Cisco Nexus 9232E-B1
スイッチでサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降、src/dst ipおよび src/dst L4ポート番号に基づくハッ
シュは、次の Cisco Nexusスイッチでサポートされます：

• Cisco Nexus 9804プラットフォームスイッチ

• Cisco Nexus X98900CD-Aおよび KX9836DM-Aラインカードと Cisco Nexus 9808およ
び 9804スイッチです。
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• Cisco NX-OSリリース 10.4(2)F以降、src/dst ipおよび src/dstレイヤ 4ポート番号に基づく
ハッシュは、Cisco Nexus C9232E-B1スイッチでサポートされます。

• Cisco NX-OSリリース 10.2（2）F以降、 Cisco Nexus 93C64E-SG2-Qスイッチはこれらの
機能をサポートしています。

• LACP

• port-channel

• IPv6フローの GTPトンネルロードバランシングは、FM-E2ファブリックモジュールを
搭載した Cisco Nexus 9500プラットフォームスイッチでのみサポートされます。

• GTPトンネルロードバランシングは、FM-Eファブリックモジュールをもつ Cisco Nexus
9500プラットフォームスイッチではサポートされません。

• GTPトンネルロードバランシングの IPv4または IPv6 GTPパケットのハッシュを構成し
ないでください。

• IPv4または IPv6 GTPパケットのハッシュ（hash-mode {gtp-inner-v4 | gtp-inner-v6}）は、
次のプラットフォームではサポートされていません。

• N9K-C9332D-H2R

• N9K-C93640CWD-HXB

• N9K-C9364C-H1

• N9K-C93400LD-H1

Cisco Nexus 9336C-SE1のポートチャネルのサポート

• Cisco NX-OSリリース 10.6(1)F以降、 Cisco Nexus 9336C-SE1はこれらの機能をサポートし
ています。

•レイヤ 3ポートチャネル

• LACP

デフォルト設定
次の表に、ポートチャネルパラメータのデフォルト設定を示します。

表 17 :デフォルトポートチャネルパラメータ

デフォルトパラメータ

管理アップポートチャネル
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デフォルトパラメータ

送信元および宛先 IPアドレスレイヤ 3インターフェイスのロードバランシ
ング方式

送信元および宛先MACアドレスレイヤ 2インターフェイスのロードバランシ
ング方式

ディセーブルモジュールごとのロードバランシング

ディセーブルLACP

onチャンネルモード

32768LACPシステムプライオリティ

32768LACPポートプライオリティ

1LACP用最少リンク数

32Maxbundle

1FEXファブリックポートチャネル用最少リン
ク数

ポートチャネルの構成

ポートチャネルインターフェイスに最大伝送単位（MTU）を設定する手順については、「基
本インターフェイスパラメータの設定」の章を参照してください。ポートチャネルインター

フェイスに IPv4および IPv6アドレスを設定する手順については、「レイヤ 3インターフェイ
スの設定」の章を参照してください。

（注）

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

ポートチャネルの作成

チャネルグループを作成する前に、ポートチャネルを作成します。関連するチャネルグルー

プは自動的に作成されます。
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ポートチャネルがチャネルグループの前に作成されると、ポートチャネルは、メンバーイン

ターフェイスが設定されるインターフェイス属性のすべてを使用して設定される必要がありま

す。switchport mode trunk {allowed vlan vlan-id | native vlan-id}コマンドを使用して、メンバー
を設定します。

（注）

これは、チャネルグループのメンバがレイヤ2ポート（switchport）およびトランク（switchport
mode trunk）の場合にのみ必要です。

no interface port-channelコマンドを使用して、ポートチャネルを削除し、関連するチャネル
グループを削除します。

目的コマンド

ポートチャネルを削除し、関連するチャ

ネルグループを削除します。

no interface port-channel channel-number

例：

switch(config)# no interface port-channel 1

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. show port-channel summary
4. no shutdown
5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

interface port-channel channel-number

例：

ステップ 2
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目的コマンドまたはアクション

ドを開始します。範囲は1～4096です。CiscoNX-OS
ソフトウェアは、チャネルグループがない場合はそ

れを自動的に作成します。

switch(config)# interface port-channel 1
switch(config-if)

（任意）ポートチャネルに関する情報を表示しま

す。

show port-channel summary

例：

ステップ 3

switch(config-router)# show port-channel
summary

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 4

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch(config)# copy running-config startup-config

例

次の例は、ポートチャネルの作成方法を示しています。

switch# configure terminal
switch (config)# interface port-channel 1

ポートチャネルを削除したときにインターフェイス設定がどのように変わるかの詳細

については、「互換性要件」の項を参照してください。

レイヤ 2ポートをポートチャネルに追加
新しいチャネルグループまたはすでにレイヤ2ポートを含むチャネルグループにレイヤ2ポー
トを追加できます。ポートチャネルがない場合は、このチャネルグループに関連付けられた

ポートチャネルが作成されます。

no channel-groupコマンドを使用して、チャネルグループからポートを削除します。

目的コマンド

チャネルグループからポートを削除しま

す。

no channel-group

例：

switch(config)# no channel-group

（注）
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始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

すべてのレイヤ 2メンバポートは、全二重モードで同じ速度で実行されている必要がありま
す。

手順の概要

1. configure terminal
2. interface type slot/port

3. switchport
4. switchport mode trunk
5. switchport trunk {allowed vlan vlan-id | native vlan-id}
6. channel-group channel-number [force] [mode {on | active | passive}]
7. show interface type slot/port

8. no shutdown
9. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインターフェイスを指

定し、インターフェイスコンフィギュレーション

モードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

インターフェイスをレイヤ 2アクセスポートとして
設定します。

switchport

例：

ステップ 3

switch(config)# switchport

（任意）インターフェイスをレイヤ 2トランクポー
トとして設定します。

switchport mode trunk

例：

ステップ 4

switch(config)# switchport mode trunk

（任意）レイヤ 2トランクポートに必要なパラメー
タを設定します。

switchport trunk {allowed vlan vlan-id | native vlan-id}

例：

ステップ 5

switch(config)# switchport trunk native 3
switch(config-if)#
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目的コマンドまたはアクション

チャネルグループ内にポートを設定し、モードを設

定します。channel-numberの指定できる範囲は 1～
channel-group channel-number [force] [mode {on | active
| passive}]

例：

ステップ 6

4096です。ポートチャネルがない場合は、このチャ
ネルグループに関連付けられたポートチャネルが• switch(config-if)# channel-group 5
作成されます。すべてのスタティックポートチャ

• switch(config-if)# channel-group 5 force ネルインターフェイスは、onモードに設定されま
す。すべての LACP対応ポートチャネルインター
フェイスを activeまたは passiveに設定する必要が
あります。デフォルトモードは onです。

（任意）一部の設定に互換性がないインターフェイ

スをチャネルに追加します。強制されるインター

フェイスは、チャネルグループと同じ速度、デュプ

レックス、およびフロー制御設定を持っている必要

があります。

（注）

forceオプションは、ポートにポートチャネルの他
のメンバーとの QoSポリシーの不一致がある場合
に失敗します。

（任意）インターフェイスの内容を表示します。show interface type slot/port

例：

ステップ 7

switch# show interface port channel 5

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 8

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 9

switch(config)# copy running-config startup-config

例

次に、レイヤ 2イーサネットインターフェイス 1/4をチャネルグループ 5に追加する
例を示します。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# switchport
switch(config-if)# channel-group 5
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レイヤ 3ポートをポートチャネルに追加
新しいチャネルグループまたはすでにレイヤ 3ポートが設定されているチャネルグループに
レイヤ 3ポートを追加できます。ポートチャネルがない場合は、このチャネルグループに関
連付けられたポートチャネルが作成されます。

追加するレイヤ 3ポートに IPアドレスが設定されている場合、ポートがポートチャネルに追
加される前にその IPアドレスは削除されます。レイヤ 3ポートチャネルを作成したら、ポー
トチャネルインターフェイスに IPアドレスを割り当てることができます。

no channel-groupコマンドを使用して、チャネルグループからポートを削除します。チャネル
グループから削除されたポートは元の設定に戻ります。このポートの IPアドレスを再設定す
る必要があります。

目的コマンド

チャネルグループからポートを削除しま

す。

no channel-group

例：

switch(config)# no channel-group

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

レイヤ 3インターフェイスに設定した IPアドレスがあれば、この IPアドレスを削除します。

手順の概要

1. configure terminal
2. interface type slot/port

3. no switchport
4. channel-group channel-number [force] [mode {on | active | passive}]
5. show interface type slot/port

6. no shutdown
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

チャネルグループに追加するインターフェイスを指

定し、インターフェイスコンフィギュレーション

モードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

インターフェイスをレイヤ 3ポートとして設定しま
す。

no switchport

例：

ステップ 3

switch(config-if)# no switchport

チャネルグループ内にポートを設定し、モードを設

定します。channel-numberの指定できる範囲は 1～
channel-group channel-number [force] [mode {on | active
| passive}]

例：

ステップ 4

4096です。ポートチャネルがない場合は、このチャ
ネルグループに関連付けられたポートチャネルが

作成されます。
• switch(config-if)# channel-group 5

• switch(config-if)# channel-group 5 force
（任意）一部の設定に互換性がないインターフェイ

スをチャネルに追加します。強制されるインター

フェイスは、チャネルグループと同じ速度、デュプ

レックス、およびフロー制御設定を持っている必要

があります。

（任意）インターフェイスの内容を表示します。show interface type slot/port

例：

ステップ 5

switch# show interface ethernet 1/4

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 6

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、レイヤ 3イーサネットインターフェイス 1/5を onモードのチャネルグループ
6に追加する例を示します。
switch# configure terminal
switch (config)# interface ethernet 1/5
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switch(config-if)# switchport
switch(config-if)# channel-group 6

次の例では、レイヤ 3ポートチャネルインターフェイスを作成し、IPアドレスを割り
当てる方法を示します。

switch# configure terminal
switch (config)# interface port-channel 4
switch(config-if)# ip address 192.0.2.1/8

情報目的としての帯域幅および遅延の設定

ポートチャネルの帯域幅は、チャネル内のアクティブリンクの合計数によって決定されます。

情報目的でポートチャネルインターフェイスに帯域幅および遅延を設定します。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. bandwidth value

4. delay value

5. exit
6. show interface port-channel channel-number

7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 2

情報目的で使用される帯域幅を指定します。有効な

範囲は 1～ 3,200,000,000 kbsです。デフォルト値は
bandwidth value

例：

ステップ 3

チャネルグループのアクティブインターフェイス

の合計によって異なります。
switch(config-if)# bandwidth 60000000
switch(config-if)#
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目的コマンドまたはアクション

情報目的で使用されるスループット遅延を指定しま

す。範囲は、1～ 16,777,215（10マイクロ秒単位）
です。デフォルト値は 10マイクロ秒です。

delay value

例：

switch(config-if)# delay 10000
switch(config-if)#

ステップ 4

インターフェイスモードを終了し、コンフィギュ

レーションモードに戻ります。

exit

例：

ステップ 5

switch(config-if)# exit
switch(config)#

（任意）指定したポートチャネルのインターフェイ

ス情報を表示します。

show interface port-channel channel-number

例：

ステップ 6

switch# show interface port-channel 2

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、ポートチャネル 5の帯域幅および遅延の情報パラメータを設定する例を示しま
す。

switch# configure terminal
switch (config)# interface port-channel 5
switch(config-if)# bandwidth 60000000
switch(config-if)# delay 10000
switch(config-if)#

ポートチャネルインターフェイスのシャットダウンと再起動

ポートチャネルインターフェイスをシャットダウンして再起動できます。ポートチャネルイ

ンターフェイスをシャットダウンすると、トラフィックは通過しなくなりインターフェイスは

管理ダウンします。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. shutdown
4. exit
5. show interface port-channel channel-number

6. no shutdown
7. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 2

インターフェイスをシャットダウンします。トラ

フィックは通過せず、インターフェイスは管理ダウ

shutdown

例：

ステップ 3

ン状態になります。デフォルトはシャットダウンな

しです。
switch(config-if)# shutdown
switch(config-if)#

（注）

インターフェイスを開くには、no shutdownコマン
ドを使用します。

インターフェイスは管理アップとなります。操作上

の問題がなければ、トラフィックが通過します。デ

フォルトはシャットダウンなしです。

インターフェイスモードを終了し、コンフィギュ

レーションモードに戻ります。

exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）指定したポートチャネルのインターフェイ

ス情報を表示します。

show interface port-channel channel-number

例：

ステップ 5

switch(config-router)# show interface port-channel
2

（任意）ポリシーがハードウェアポリシーと一致す

るインターフェイスおよびVLANのエラーをクリア
no shutdown

例：

ステップ 6

します。このコマンドにより、ポリシープログラミ
switch# configure terminal
switch(config)# int e3/1
switch(config-if)# no shutdown

ングが続行でき、ポートがアップできます。ポリ

シーが対応していない場合は、エラーはerror-disabled
ポリシー状態になります。
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、ポートチャネル 2のインターフェイスをアップする例を示します。
switch# configure terminal
switch (config)# interface port-channel 2
switch(config-if)# no shutdown

ポートチャネルの説明の設定

ポートチャネルの説明を設定できます。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. description
4. exit
5. show interface port-channel channel-number

6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 2

ポートチャネルインターフェイスに説明を追加で

きます。説明に 80文字まで使用できます。デフォ
description

例：

ステップ 3

ルトでは、説明は表示されません。このパラメータ
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目的コマンドまたはアクション

switch(config-if)# description engineering
switch(config-if)#

を設定してから、出力に説明を表示する必要があり

ます。

インターフェイスモードを終了し、コンフィギュ

レーションモードに戻ります。

exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）指定したポートチャネルのインターフェイ

ス情報を表示します。

show interface port-channel channel-number

例：

ステップ 5

switch# show interface port-channel 2

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、ポートチャネル 2に説明を追加する例を示します。
switch# configure terminal
switch (config)# interface port-channel 2
switch(config-if)# description engineering

ポートチャネルインターフェイスへの速度とデュプレックスの設定

ポートチャネルインターフェイスに速度とデュプレックスを設定できます。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. speed {10 | 100 | 1000 | auto}
4. duplex {auto | full | half}
5. exit
6. show interface port-channel channel-number

7. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 2
switch(config-if)#

ステップ 2

ポートチャネルインターフェイスの速度を設定しま

す。デフォルトの自動ネゴシエーションは自動で

す。

speed {10 | 100 | 1000 | auto}

例：

switch(config-if)# speed auto
switch(config-if)#

ステップ 3

ポートチャネルインターフェイスのデュプレック

スを設定します。デフォルトの自動ネゴシエーショ

ンは自動です。

duplex {auto | full | half}

例：

switch(config-if)# duplex auto
switch(config-if)#

ステップ 4

インターフェイスモードを終了し、コンフィギュ

レーションモードに戻ります。

exit

例：

ステップ 5

switch(config-if)# exit
switch(config)#

（任意）指定したポートチャネルのインターフェイ

ス情報を表示します。

show interface port-channel channel-number

例：

ステップ 6

switch# show interface port-channel 2

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config startup-config

例

次に、ポートチャネル 2に 100 Mb/sを設定する例を示します。
switch# configure terminal
switch (config)# interface port-channel 2
switch(config-if)# speed 100
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ポートチャネルを使ったロードバランシングの設定

VDCアソシエーションにかかわらず、ポートチャネルのロードバランシングアルゴリズムを
設定し、デバイス全体または 1つのモジュールだけに適用できます。

デフォルトのロードバランシングアルゴリズムである、非 IPトラフィック用のsource-dest-mac、
および IPトラフィック用の source-dest-ipを復元するには、no port-channel load-balanceコマ
ンドを使用します。

目的コマンド

デフォルトのロードバランシングアル

ゴリズムを復元します。

no port-channel load-balance

例：

switch(config)# no port-channel load-balance

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

手順の概要

1. configure terminal
2. port-channel load-balance method {dst ip | dst ip-gre | dst ip-l4port | dst ip-l4port-vlan | dst

ip-vlan | dst l4port | dst mac | src ip | src ip-gre | src ip-l4port | src ip-l4port-vlan | src ip-vlan |
src l4port | src mac | src-dst ip | src-dst ip-gre | src-dst ip-l4port [symmetric] | src-dst
ip-l4port-vlan | src-dst ip-vlan | src-dst l4port | src-dst mac} [fex {fex-range | all}] [ dst
inner-header ] | src inner-header | src-dst inner-header ] [rotate rotate]

3. show port-channel load-balance
4. show port-channel load-balance [forwarding-path interface port-channel channel-number |src-ip

src-ip |dst-ip dst-ip |protocol protocol |gtp-teid gtp-teid |module module_if]
5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

デバイスのロードバランシングアルゴリズムを指

定します。指定可能なアルゴリズムはデバイスに

port-channel load-balance method {dst ip | dst ip-gre |
dst ip-l4port | dst ip-l4port-vlan | dst ip-vlan | dst l4port
| dst mac | src ip | src ip-gre | src ip-l4port | src

ステップ 2

よって異なります。レイヤ3のデフォルトは IPv4と
ip-l4port-vlan | src ip-vlan | src l4port | src mac | src-dst IPv6の両方で src-dst ip-l4portで、非 IPのデフォル

トは src-dst macです。
ip | src-dst ip-gre | src-dst ip-l4port [symmetric] | src-dst
ip-l4port-vlan | src-dst ip-vlan | src-dst l4port | src-dst
mac} [fex {fex-range | all}] [ dst inner-header ] | src
inner-header | src-dst inner-header ] [rotate rotate]

（注）

GRE内部 IPヘッダーは、送信元、宛先、および送
信元と宛先をサポートします。例：

• switch(config)# port-channel load-balance
src-dst mac
switch(config)#

（注）

次のロードバランシングアルゴリズムがシンメト

リックハッシングをサポートします。• switch(config)# no port-channel load-balance
src-dst mac
switch(config)#

• src-dst ip

• src-dst ip-l4port• switch(config)# port-channel load-balance dst
inner-header
switch(config)#

• switch(config)# port-channel load-balance src
inner-header
switch(config)#

• switch(config)# port-channel load-balance
src-dst inner-header
switch(config)#

（任意）ポートチャネルロードバランシングアル

ゴリズムを表示します。

show port-channel load-balance

例：

ステップ 3

switch(config-router)# show port-channel
load-balance

（任意）パケットを転送する EtherChannelインター
フェイスのポートを識別します。

show port-channel load-balance [forwarding-path
interface port-channel channel-number |src-ip src-ip
|dst-ip dst-ip |protocol protocol |gtp-teid gtp-teid |module
module_if]

ステップ 4

例：

switch# show port-channel load-balance
forwarding-path
load-balance

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch(config)# copy running-config startup-config
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MPLSタグ付けトラフィック用にポートチャネルを使ったロードバラ
ンシングの構成

始める前に

• mplsの構成 port-channel load-balanceと mpls load-sharingオプションは共存できません。

• MPLSタグ付き L2トラフィックの場合は、mplsオプションを指定してポートチャネル
ロードバランシング構成を使用できます。

• mplsオプションを使用した feature-set mplsおよび port-channel load-balanceの構成は、相互
に排他的です。

• mplsオプション機能を使用したポートチャネルのロードバランシング機能は、vxlan機能
と共存できません。

•以下は、mpls label-ipが設定された <non-mpls options>を使用したポートチャネルロード

バランスの注意事項および制限事項です。

• SRCと DST L2アドレスフィールドの両方が、ASICのMPLSの 4つのラベルスタッ
クすべてでオーバーロードされます。SRC-MACは上位 3つのラベルでオーバーロー
ドされ、DST-MACは残った 4番目のラベルでオーバーロードされます。この機能を
イネーブルにすると、ハッシュ用のMPLS IPパケットの SRCおよび DST L2 MAC
フィールドが省略される可能性があります。

• SRCまたは DST L2アドレスフィールドに影響を与える非 mplsオプションの場
合ラベルスタックハッシュの計算に影響します。

•以下は、mpls label-onlyが設定された <non-mpls options>を使用したポートチャネルロー

ドバランスの注意事項および制限事項です。

• SRCと DST IPアドレスフィールドの両方が、ASICのMPLSラベルスタック（9ラベ
ル）でオーバーロードされます（SRC-IPは上位5つのラベルでオーバーロードされ、
DST-IPは下位 4つのラベルでオーバーロードされます）。したがって、このバリア
ントをオンにすると、一般に、ハッシュ用のMPLSパケットの SRCおよび DST IP
フィールドが無視される可能性があります。

• <non-mpls options>に「SRC IP」のみのバリアントが含まれている場合、上位 5つの
MPLSラベルのみがハッシュの対象と見なされます（ラベルスタックサイズが 9の
場合）。

• <non-mpls options>にDST IPのみのバリアントが含まれている場合、下位 4つのMPLS
ラベルのみがハッシュ用に考慮されます（スタックサイズ 9のMPLSラベルの場
合）。たとえば、ラベルが 5つしかないMPLSパケットの場合、これらのラベルはい
ずれもハッシュの対象とは見なされません。7つのラベルを持つMPLSパケットの場
合、ハッシュの対象となるのは下位 2ラベルだけです。

• <non-mpls options>に SRCとDST IPフィールドの両方が含まれていない場合、いずれ
のラベルもハッシュの対象と見なされません。
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• L4 SRCおよび DSTポートはハッシュの対象になりません。

手順の概要

1. configure terminal
2. port-channel load-balance src-dst ip-l4port mpls {label-ip|label-only}
3. （任意） show port-channel load-balance

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ポートチャネルを使用してMPLSのロードバラン
シングを指定します。

port-channel load-balance src-dst ip-l4port mpls
{label-ip|label-only}

例：

ステップ 2

label-ip：MPLSラベルと IPに基づいてロードシェ
アリングを指定します。switch(config)# port-channel load-balance src-dst

ip-l4port mpls label-ip

label-only：MPLSラベルのみに基づいてロードシェ
アリングを指定します。

ポートチャネルロードバランシングアルゴリズム

を表示します。

（任意） show port-channel load-balance

例：

ステップ 3

switch(config)# show port-channel load-balance

例

次の例は、mplsオプションを使用したロードバランス構成です。
switch# show port-channel load-balance
System config:
Non-IP: src-dst mac
IP: src-dst ip-l4port mpls label-ip rotate 0
Port Channel Load-Balancing Configura��on for all modules:
Module 1:
Non-IP: src-dst mac
IP: src-dst ip-l4port mpls label-ip rotate 0
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内部 IPヘッダー GTPの構成
次の手順に従って、GTP内部ヘッダーハッシングを有効または無効にします：

手順の概要

1. configure terminal
2. [no] port-channel load-balance src-dst inner-header gtp
3. [no] hash-mode {gtp-inner-v4 | gtp-inner-v6}
4. show port-channel load-balance

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

[no] port-channel load-balance src-dst inner-header
gtp

ステップ 2

例：

switch(config)# port-channel load-balance src-dst
inner-header gtp
switch(config)#

IPv4 / IPv6 GTPパケットのハッシュを有効または無
効にします。

[no] hash-mode {gtp-inner-v4 | gtp-inner-v6}

例：

ステップ 3

（注）IPv4向け
switch(config)# hash-mode gtp-inner-v4
switch(config)#

• Cisco Nexus 9364C-H1スイッチでは、IPv4また
は IPv6 GTPパケットのハッシュ構成は必要あ
りません。

IPv6の場合
switch(config)# hash-mode gtp-inner-v6
switch(config)#

• Cisco Nexus 9364C-H1スイッチは、サイズが 8
または 12バイトのGTPヘッダーを持つパケッ
トの内部ヘッダーベースのハッシュをネイティ

ブにサポートできます。

ポートチャネルロードバランシングアルゴリズム

を表示します。

show port-channel load-balance

例：

ステップ 4

switch# show port-channel load-balance
System config:

switch(config)# show port-channel load-balance
switch(config)#

Non-IP: src-dst mac
IP: src-dst inner-header rotate 0
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目的コマンドまたはアクション

Port Channel Load-Balancing Configuration for all
modules:
Module 1:
Non-IP: src-dst mac
IP: src-dst inner-header rotate 0

LACPのイネーブル化
LACPはデフォルトではディセーブルです。LACPの設定を開始するには、LACPをイネーブ
ルにする必要があります。LACP設定が 1つでも存在する限り、LACPをディセーブルにはで
きません。

LACPは、LANポートグループの機能を動的に学習し、残りの LANポートに通知します。
LACPは、正確に一致しているイーサネットリンクを識別すると、リンクを1つのポートチャ
ネルとしてまとめます。次に、ポートチャネルは単一ブリッジポートとしてスパニングツリー

に追加されます。

LACPを設定する手順は次のとおりです。

• LACPをグローバルにイネーブルにするには、feature lacpコマンドを使用します。

• LACPをイネーブルにした同一ポートチャネルでは、異なるインターフェイスに異なる
モードを使用できます。指定したチャネルグループに割り当てられた唯一のインターフェ

イスである場合に限り、モードを activeと passiveで切り替えることができます。

手順の概要

1. configure terminal
2. feature lacp
3. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスの LACPをイネーブルにします。feature lacp

例：

ステップ 2

switch(config)# feature lacp
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config startup-config

例

次に、LACPをイネーブルにする例を示します。
switch# configure terminal
switch (config)# feature lacp

LACPポートチャネルポートモードの設定
LACPをイネーブルにしたら、LACPポートチャネルのそれぞれのリンクのチャネルモードを
activeまたは passiveに設定できます。このチャネルコンフィギュレーションモードを使用す
ると、リンクは LACPで動作可能になります。

関連する集約プロトコルを使用せずにポートチャネルを設定すると、リンク両端のすべてのイ

ンターフェイスは onチャネルモードを維持します。

手順の概要

1. configure terminal
2. interface type slot/port

3. channel-group number mode {active | on | passive}
4. show port-channel summary
5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインターフェイスを指

定し、インターフェイスコンフィギュレーション

モードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2
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目的コマンドまたはアクション

ポートチャネルのリンクのポートモードを指定し

ます。LACPをイネーブルにしたら、各リンクまた
channel-group number mode {active | on | passive}

例：

ステップ 3

はチャネル全体を activeまたは passiveに設定しま
す。

switch(config-if)# channel-group 5 mode active

関連する集約プロトコルを使用せずにポートチャネ

ルを実行する場合、ポートチャネルモードは常に

onです。

デフォルトポートチャネルモードは onです。

（任意）ポートチャネルの概要を表示します。show port-channel summary

例：

ステップ 4

switch(config-if)# show port-channel summary

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch(config)# copy running-config startup-config

例

次に、LACPをイネーブルにしたインターフェイスを、チャネルグループ 5のイーサ
ネットインターフェイス 1/4のアクティブポートチャネルモードに設定する例を示し
ます。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# channel-group 5 mode active

LACPポートチャネル最少リンク数の設定
LACPの最小リンク機能を設定できます。最小リンクと maxbundlesは LACPでのみ動作しま
す。ただし、非 LACPポートチャネルに対してこれらの機能の CLIコマンドを入力できます
が、これらのコマンドは動作不能です。

no lacp min-linksコマンドを使用して、デフォルトポートチャネル最小リンクの設定を復元し
ます。

目的コマンド

デフォルトのポートチャネル最小リンク

設定を復元します。

no lacp min-links

例：

switch(config)# no lacp min-links

（注）
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始める前に

正しいポートチャネルインターフェイスであることを確認します。

手順の概要

1. configure terminal
2. interface port-channel number

3. lacp min-links number

4. show running-config interface port-channel number

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface port-channel number

例：

ステップ 2

switch(config)# interface port-channel 3
switch(config-if)#

ポートチャネルインターフェイスを指定して、最

小リンクの数を設定します。指定できる範囲は 1～
16です。

lacp min-links number

例：

switch(config-if)# lacp min-links 3

ステップ 3

（任意）ポートチャネル最小リンク設定を表示しま

す。

show running-config interface port-channel number

例：

ステップ 4

switch(config-if)# show running-config interface
port-channel 3

例

次に、アップ/アクティブにするポートチャネルに関して、アップ/アクティブにする
ポートチャネルメンバーインターフェイスの最小数を設定する例を示します。

switch# configure terminal
switch(config)# interface port-channel 3
switch(config-if)# lacp min-links 3
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LACPポートチャネルMaxBundleの設定
LACPの maxbundle機能を設定できます。最小リンクと maxbundlesは LACPでのみ動作しま
す。ただし、非 LACPポートチャネルに対してこれらの機能の CLIコマンドを入力できます
が、これらのコマンドは動作不能です。

デフォルトのポートチャネルmax-bundle設定を復元するには、no lacp max-bundleコマンドを
使用します。

目的コマンド

デフォルトのポートチャネル max-bundle
設定を復元します。

no lacp max-bundle

例：

switch(config)# no lacp max-bundle

（注）

始める前に

正しいポートチャネルインターフェイスを使用していることを確認します。

手順の概要

1. configure terminal
2. interface port-channel number

3. lacp max-bundle number

4. show running-config interface port-channel number

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface port-channel number

例：

ステップ 2

switch(config)# interface port-channel 3
switch(config-if)#

max-bundleを設定するポートチャネルインターフェ
イスを指定します。

lacp max-bundle number

例：

ステップ 3
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目的コマンドまたはアクション

ポートチャネルの max-bundleのデフォルト値は 16
です。指定できる範囲は 1～ 32です。

switch(config-if)# lacp max-bundle

（注）

デフォルト値は 16ですが、ポートチャネルのアク
ティブメンバ数は、pc_max_links_configおよびポー
トチャネルで許可されているpc_max_active_members
の最小数です。

（任意）ポートチャネルmax-bundle設定を表示しま
す。

show running-config interface port-channel number

例：

ステップ 4

switch(config-if)# show running-config interface
port-channel 3

例

次に、ポートチャネルインターフェイスの max-bundleを設定する例を示します。
switch# configure terminal
switch(config)# interface port-channel 3
switch(config-if)# lacp max-bundle 3

LACP高速タイマーレートの設定
LACPタイマーレートを変更することにより、LACPタイムアウトの時間を変更することがで
きます。lacp rateコマンドを使用し、コマンドを使用すれば、LACPがサポートされているイ
ンターフェイスに LACP制御パケットを送信する際のレートを設定できます。タイムアウト
レートは、デフォルトのレート（30秒）から高速レート（1秒）に変更することができます。
このコマンドは、LACPがイネーブルになっているインターフェイスでのみサポートされま
す。

LACPタイマーレートの変更は推奨しません。HAおよび SSOは、LACP高速レートのタイ
マーが設定されている場合はサポートされません。

（注）

vPCピアリンクでの lacp rate fastの構成は推奨されません。lacp rate fastが vPCピアリンク
メンバーインターフェイスで設定されている場合、LACPロギングレベルが 5に設定されて
いる場合にのみ、syslogメッセージにアラートが表示されます。

（注）
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始める前に

LACP機能がイネーブルになっていることを確認します。

手順の概要

1. configure terminal
2. interface type slot/port

3. lacp rate fast

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

例：

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#

LACPがサポートされているインターフェイスに
LACP制御パケットを送信する際のレートとして高
速レート（1秒）を設定します。

lacp rate fast

例：

switch(config-if)# lacp rate fast

ステップ 3

タイムアウトレートをデフォルトにリセットするに

は、コマンドの no形式を使用します。

例

次の例は、イーサネットインターフェイス 1/4に対して LACP高速レートを設定する
方法を示したものです。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# lacp rate fast

次の例は、イーサネットインターフェイス 1/4の LACPレートをデフォルトのレート
（30秒）に戻す方法を示したものです。
switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# no lacp rate fast
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LACPシステムプライオリティの設定
LACPシステム IDは、LACPシステムプライオリティ値とMACアドレスを組み合わせたもの
です。

始める前に

LACPをイネーブルにします。

手順の概要

1. configure terminal
2. lacp system-priority priority

3. show lacp system-identifier
4. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

LACPで使用するシステムプライオリティを設定し
ます。指定できる範囲は 1～ 65535で、値が大きい

lacp system-priority priority

例：

ステップ 2

ほどプライオリティは低くなります。デフォルト値

は 32768です。
switch(config)# lacp system-priority 40000

（注）

VDCごとに LACPシステム IDが異なります。これ
は、この設定値にMACアドレスが追加されるため
です。

（任意）LACPシステム識別子を表示します。show lacp system-identifier

例：

ステップ 3

switch(config-if)# show lacp system-identifier

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 4

switch(config)# copy running-config startup-config
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例

次に、LACPシステムプライオリティを 2500に設定する例を示します。
switch# configure terminal
switch(config)# lacp system-priority 2500

LACPポートプライオリティの設定
LACPをイネーブルにしたら、ポートプライオリティの LACPポートチャネルにそれぞれの
リンクを設定できます。

始める前に

LACPをイネーブルにします。

手順の概要

1. configure terminal
2. interface type slot/port

3. lacp port-priority priority

4. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインターフェイスを指

定し、インターフェイスコンフィギュレーション

モードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

LACPで使用するポートプライオリティを設定しま
す。指定できる範囲は 1～ 65535で、値が大きいほ

lacp port-priority priority

例：

ステップ 3

どプライオリティは低くなります。デフォルト値は

32768です。
switch(config-if)# lacp port-priority
40000

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 4
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目的コマンドまたはアクション

switch(config-if)# copy running-config
startup-config

例

次に、イーサネットインターフェイス 1/4の LACPポートプライオリティを 40000に
設定する例を示します。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# lacp port-priority 40000

LACPシステムMACおよびロールの設定
プロトコル交換用の LACPで使用されるMACアドレスとオプションのロールを設定できま
す。デフォルトでは、LACPはVDC MACアドレスを使用します。デフォルトでは、ロールは
プライマリです。

LACPでデフォルト（VDC）MACアドレスとデフォルトロールを使用するには、no lacp
system-macコマンドを使用します。

この手順は、Cisco Nexus 9336C-FX2、93300YC-FX2、および 93240YC-FX2-Zスイッチでサポー
トされています。

始める前に

LACPを有効にする必要があります。

手順の概要

1. configure terminal
2. lacp system-mac mac-address role role-value

3. （任意） show lacp system-identifier
4. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
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目的コマンドまたはアクション

LACPプロトコル交換で使用するMACアドレスを
指定します。ロールはオプションです。プライマリ

がデフォルトです。

lacp system-mac mac-address role role-value

例：

switch(config)# lacp system-mac 000a.000b.000c
role primary

ステップ 2

switch(config)# lacp system-mac 000a.000b.000c
role secondary

設定されているMACアドレスを表示します。（任意） show lacp system-identifier

例：

ステップ 3

switch(config)# show lacp system-identifier

実行コンフィギュレーションをスタートアップコン

フィギュレーションにコピーします

copy running-config startup-config

例：

ステップ 4

switch(config)# copy running-config startup-config

例

次に、スイッチのロールをプライマリとして設定する例を示します。

Switch1# sh lacp system-identifier
32768,0-b-0-b-0-b
Switch1# sh run | grep lacp
feature lacp
lacp system-mac 000b.000b.000b role primary

セカンダリとしてスイッチのロールを設定する例を示します。

Switch2# sh lacp system-identifier
32768,0-b-0-b-0-b
Switch2# sh run | grep lacp
feature lacp
lacp system-mac 000b.000b.000b role secondary

LACPグレースフルコンバージェンスのディセーブル化
デフォルトで、LACPグレースフルコンバージェンスはイネーブルになっています。あるデバ
イスとのLACP相互運用性をサポートする必要がある場合、コンバージェンスをディセーブル
にできます。そのデバイスとは、グレースフルフェールオーバーのデフォルトが、ディセーブ

ルにされたポートがダウンになるための時間を遅らせる可能性がある、または、ピアからのト

ラフィックを喪失する原因にもなるデバイスです。ダウンストリームアクセススイッチが

Cisco Nexusデバイスでない場合は、LACPグレースフルコンバージェンスオプションをディ
セーブルにします。

このコマンドを使用する前に、ポートチャネルが管理ダウン状態である必要があります。（注）
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始める前に

LACPをイネーブルにします。

手順の概要

1. configure terminal
2. interface port-channel number

3. shutdown
4. no lacp graceful-convergence
5. no shutdown
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel number

例：

switch(config)# interface port-channel 1
switch(config-if)#

ステップ 2

ポートチャネルを管理シャットダウンします。shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルのLACPグレースフルコンバージェ
ンスをディセーブルにします。

no lacp graceful-convergence

例：

ステップ 4

switch(config-if)# no lacp graceful-convergence

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config
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例

次に、ポートチャネルのLACPグレースフルコンバージェンスをディセーブルにする
方法を示します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# no lacp graceful-convergence
switch(config-if)# no shutdown

LACPグレースフルコンバージェンスの再イネーブル化

デフォルトの LACPグレースフルコンバージェンスが再度必要になった場合、コンバージェ
ンスを再度イネーブルにできます。

手順の概要

1. configure terminal
2. interface port-channel number

3. shutdown
4. lacp graceful-convergence
5. no shutdown
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel number

例：

switch(config)# interface port-channel 1
switch(config-if)#

ステップ 2

ポートチャネルを管理シャットダウンします。shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルのLACPグレースフルコンバージェ
ンスをイネーブルにします。

lacp graceful-convergence

例：

ステップ 4
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目的コマンドまたはアクション

switch(config-if)# lacp graceful-convergence

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、ポートチャネルのLACPグレースフルコンバージェンスをイネーブルにする方
法を示します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# lacp graceful-convergence
switch(config-if)# no shutdown

LACPの個別一時停止のディセーブル化
ポートがピアから LACP PDUを受信しない場合、LACPはポートを中断ステートに設定しま
す。このプロセスは、サーバがLACPにポートを論理的アップにするように要求するときに、
サーバの起動に失敗する原因になることがあります。

lacp suspend-individualのみを入力する必要がありますエッジポートのコマンド。このコマン
ドを使用する前に、ポートチャネルが管理上のダウン状態である必要があります。

（注）

始める前に

LACPをイネーブルにします。

手順の概要

1. configure terminal
2. interface port-channel number

3. shutdown
4. no lacp suspend-individual
5. no shutdown
6. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel number

例：

switch(config)# interface port-channel 1
switch(config-if)#

ステップ 2

ポートチャネルを管理シャットダウンします。shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルでLACP個別ポートの一時停止動作
をディセーブルにします。

no lacp suspend-individual

例：

ステップ 4

switch(config-if)# no lacp suspend-individual

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、ポートチャネルで LACP個別ポートの一時停止をディセーブルにする方法を示
します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# no lacp suspend-individual
switch(config-if)# no shutdown

LACPの個別一時停止の再イネーブル化
デフォルトの LACP個別ポートの一時停止を再度イネーブルにできます。
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手順の概要

1. configure terminal
2. interface port-channel number

3. shutdown
4. lacp suspend-individual
5. no shutdown
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel number

例：

switch(config)# interface port-channel 1
switch(config-if)#

ステップ 2

ポートチャネルを管理シャットダウンします。shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルでLACP個別ポートの一時停止動作
をイネーブルにします。

lacp suspend-individual

例：

ステップ 4

switch(config-if)# lacp suspend-individual

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch(config)# copy running-config startup-config

例

次に、ポートチャネルで LACP個別ポートの一時停止を再度イネーブルにする方法を
示します。
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switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# lacp suspend-individual
switch(config-if)# no shutdown

遅延 LACPの設定
遅延 LACP機能により、LACP PDUの受信前に 1つのポートチャネルメンバー（遅延 LACP
ポート）がまず通常のポートチャネルのメンバーとしてアップできます。遅延 LACP機能を
設定するには、ポートチャネルでコマンドを使用してから、ポートチャネルの1つのメンバー
ポートで LACPポートプライオリティを設定します。lacp mode delay

vPCの場合は、両方の vPCスイッチで遅延 LACPを有効にする必要があります。（注）

vPCの場合、プライマリスイッチに遅延 LACPポートがあり、プライマリスイッチが起動で
きないときは、動作上のプライマリスイッチの遅延 LACPポートチャネルで vPC設定を削除
し、新しいポートのポートチャネルをフラップして既存のポートチャネルの遅延LACPポート
として選択されるようにする必要があります。

（注）

手順の概要

1. configure terminal
2. interface port-channel number

3. lacp mode delay

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminalステップ 1

設定するポートチャネルインターフェイスを指定

し、インターフェイスコンフィギュレーションモー

ドを開始します。

interface port-channel numberステップ 2

遅延 LACPを有効化します。lacp mode delayステップ 3

（注）

遅延 LACPを無効にするには、 no lacp mode delay
コマンドを使用します。
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目的コマンドまたはアクション

LACPポートプライオリティを設定して、遅延LACP
の設定を完了します。詳細については、「LACPポー
トプライオリティの設定」を参照してください。

LACPポートのプライオリティによって、遅延LACP
ポートの選択が決まります。プライオリティの数値

が最小のポートが選択されます。

複数のポートの優先順位が同じ場合、VDCシステム
MACを使用して、使用する vPCが決定されます。
次に、非vPCスイッチまたは選択されたvPCスイッ
チ内で、最も小さいイーサネットポート名が使用さ

れます。

遅延LACP機能を設定し、ポートチャネルフラップ
で有効にすると、遅延 LACPポートは通常のポート
チャネルのメンバーとして動作し、サーバとスイッ

チ間でデータを交換できるようになります。最初の

LACP PDUを受信すると、遅延 LACPポートは通常
のポートメンバーから LACPポートメンバーに移
行します。

（注）

遅延 LACPポートの選択は、ポートチャネルがス
イッチまたはリモートサーバでフラップするまで

完了または有効になりません。

例

次に、遅延 LACPを設定する例を示します。

switch# config terminal
switch(config)# interface po 1
switch(config-if)# lacp mode delay

switch# config terminal
switch(config)# interface ethernet 1/1
switch(config-if)# lacp port-priority 1
switch(config-if)# channel-group 1 mode active

次に、遅延 LACPをディセーブルにする例を示します。

switch# config terminal
switch(config)# interface po 1
switch(config-if)# no lacp mode delay
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ポートチャネルハッシュ分散の設定

Cisco NX-OSは、グローバルレベルとポートチャネルレベルの両方でアダプティブおよび固
定のハッシュ分散の設定をサポートしています。このオプションは、メンバがアップまたはダ

ウンしたときに Result Bundle Hash（RBH）分散の変化を最小限に抑えることにより、トラ
フィックの中断を最小限に抑えます。このため、変化のない RBH値にマッピングされている
フローが同じリンクを流れ続けるようになります。ポートチャネルレベルの設定はグローバ

ル設定よりも優先されます。デフォルト設定はグローバルに適応し、各ポートチャネルの設定

がないので、ISSU中に変更はありません。コマンドが適用されたときにポートはフラップさ
れず、設定は次のメンバーリンクの変更イベントで有効になります。どちらのモードも RBH
モジュールまたは非モジュールスキームで動作します。

この機能がサポートされない下位バージョンへの ISSD時には、固定モードコマンドがグロー
バルに使用されている場合や、ポートチャネルレベルの設定がある場合は、この機能を無効に

する必要があります。

グローバルレベルでのポートチャネルハッシュ分散の設定

手順の概要

1. configure terminal
2. no port-channel hash-distribution {adaptive | fixed}
3. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

グローバルレベルでポートチャネルハッシュ分散

を指定します。

no port-channel hash-distribution {adaptive | fixed}

例：

ステップ 2

デフォルトはアダプティブモードです。switch(config)# port-channel hash-distribution
adaptive
switch(config)# コマンドは、次のメンバーリンクイベント（link

down/up/no shutdown/shutdown）まで有効になりませ
ん。（[まだ続けますか（はい / いいえ）? [はい]（Do you

still want to continue(y/n)? [yes]）]）

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 3
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目的コマンドまたはアクション

switch(config)# copy running-config startup-config

例

次に、グローバルレベルでハッシュ分散を設定する例を示します。

switch# configure terminal
switch(config)# no port-channel hash-distribution fixed

ポートチャネルレベルでのポートチャネルハッシュ分散の設定

手順の概要

1. configure terminal
2. interface port-channel {channel-number | range}
3. no port-channel port hash-distribution {adaptive | fixed}
4. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface port-channel {channel-number | range}

例：

ステップ 2

switch# interface port-channel 4
switch(config-if)#

ポートチャネルレベルでポートチャネルハッシュ

分散を指定します。

no port-channel port hash-distribution {adaptive |
fixed}

例：

ステップ 3

デフォルトはありません。
switch(config-if)# port-channel port
hash-distribution adaptive
switch(config-if)

コマンドは、次のメンバーリンクイベント（link
down/up/no shutdown/shutdown）まで有効になりませ
ん。（[まだ続けますか（はい / いいえ）? [はい]（Do you

still want to continue(y/n)? [yes]）]）

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 4
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目的コマンドまたはアクション

switch(config)# copy running-config startup-config

例

次に、グローバルレベルコマンドとしてハッシュ分散を設定する例を示します。

switch# configure terminal
switch(config)# no port-channel hash-distribution fixed

ECMPの復元力のあるハッシュの有効化
復元力のあるECMPでは、ECMPグループからメンバーが削除されたときでも、既存のフロー
への影響が最小限に抑えられます。これは、削除されたメンバーが以前占有していたインデッ

クスにおいて、ラウンドロビン方式で既存のメンバーを複製することによって実現されます。

手順の概要

1. configure terminal
2. hardware profile ecmp resilient
3. copy running-config startup-config
4. reload

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal

ECMPの復元力のあるハッシュを有効にすると、次
のメッセージを表示されます。警告：コマンドは次

のリロード後に有効になります。

hardware profile ecmp resilient

例：

switch(config)# hardware profile ecmp resilient

ステップ 2

（注）

このコマンドは、Cisco Nexus 9808/9804プラット
フォームスイッチではサポートされていません。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config startup-config
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目的コマンドまたはアクション

スイッチをリブートします。reload

例：

ステップ 4

switch(config)# reload

ECMPの復元力のあるハッシュの無効化

始める前に

ECMPの復元力のあるハッシュが有効になっています。

手順の概要

1. configure terminal
2. no hardware profile ecmp resilient
3. copy running-config startup-config
4. reload

手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal

ECMPの復元力のあるハッシュを無効にし、次の
メッセージを表示します。警告：コマンドは次のリ

ロード後に有効になります。

no hardware profile ecmp resilient

例：

switch(config)# no hardware profile ecmp resilient

ステップ 2

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 3

switch(config)# copy running-config startup-config

スイッチをリブートします。reload

例：

ステップ 4

switch(config)# reload
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ECMPロードバランシングの設定
ECMPロードシェアリングアルゴリズムを設定するには、グローバルコンフィギュレーショ
ンモードで次のコマンドを使用します。

始める前に

手順の概要

1. ip load-sharing address {destination port destination | source-destination [port source-destination
| gre | gtpu | ipv6-flowlabel | ttl | udf offset offset length length | symmetricinner allgreheader]}
[universal-id seed] [rotate rotate] [concatenation]

2. （任意） ip load-sharing address {source |destination port destination | source-destination
[port source-destination[rocev2[opcode | psn | queuepair]]]} [universal-id seed]

3. （任意） show ip load-sharing

手順の詳細

手順

目的コマンドまたはアクション

データトラフィックに対する ECMPロードシェア
リングアルゴリズムを設定します。

ip load-sharing address {destination port destination |
source-destination [port source-destination | gre | gtpu
| ipv6-flowlabel | ttl | udf offset offset length length |

ステップ 1

• greオプションは、Generic Routing Encapsulation
（GRE）キーの送信元と宛先の値を指定しま
す。

symmetricinner allgreheader]} [universal-id seed]
[rotate rotate] [concatenation]

例：

• gtpuオプションは、ポートの送信元/宛先の
GPRSトンネリングプロトコル（GTP）トンネ

ip load-sharing address source-destination

例：
ルエンドポイント識別子（TEID）値を指定し
ます。

switch(config)# ip load-sharing address
source-destination ipv6-flowlabel

例： • ipv6-flowlabelオプションには、ECMPハッシュ
を計算するための IPv6フローラベルが含まれswitch(config)# ip load-sharing address

source-destination ttl
ます。これにより、異なるフローラベル値に基

例： づいてすべてのリンクにトラフィックフローが

分散されます。port-channel load-balanceコマンswitch(config)# ip load-sharing address
source-destination udf offset 8 length 8 ドを使用してレイヤ 4パラメータが有効になっ

ている場合、このオプションを有効または無効例：

にすると、ポートチャネルのロードバランシンswitch(config)# [no] ip load-sharing address
source-destination port source-destination
symmetric

グも有効または無効になります。このオプショ

ンを使用できるのは、以下のデバイスのみで

す。例：

switch(config)# ip load-sharing address
source-destination port source-destination inner
[all|greheader]

• Cisco Nexus 9332Cおよび 9364Cプラット
フォームスイッチ
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目的コマンドまたはアクション

• X9700-EX/FXラインカードおよび FM-E2
ファブリックモジュールを搭載して、Cisco
Nexus 9500プラットフォームスイッチ（す
べてのルーティングモードで）

• X9700-EX / FXラインカードおよび FM-E
ファブリックモジュールを搭載した Cisco
Nexus 9500プラットフォームスイッチ（ラ
インカードで IPv6ルートがプログラムさ
れている、非階層型ルーティングモード

で）

• Cisco NX-OSリリース 9.3(5)以降では、
Cisco Nexus N9K-C9316D-GX、
N9K-C93600CD-GX、N9K-C9364C-GXス
イッチがこのオプションをサポートしてい

ます。

• ttlオプションには、ECMPハッシュを計算する
ための存続可能時間情報が含まれています。こ

れにより、異なるTTL値に基づいてすべてのリ
ンクにトラフィックフローが分散されます。

IPv4フローの場合は、ttl値に基づきます。IPv6
フローの場合は、ホップ制限に基づきます。

port-channel load-balanceコマンドを使用してレ
イヤ 4パラメータが有効になっている場合、こ
のオプションを有効または無効にすると、ポー

トチャネルのロードバランシングも有効または

無効になります。Cisco Nexus 9364Cおよび
9300-EX/FX/FX2プラットフォームスイッチだ
けがこのオプションをサポートします。Cisco
NX-OSリリース 9.3(5)以降では、Cisco Nexus
N9K-C9316D-GX、N9K-C93600CD-GX、
N9K-C9364C-GXスイッチがこのオプションを
サポートしています。

• udfオプションには、ECMPハッシュを計算す
るためのユーザ定義フィールドが含まれます。

UDFフィールドのオフセットベースと長さ
（ビット単位）は設定できます。オフセット

ベースの範囲は 0〜 127バイトです。UDF
フィールドの長さの範囲は1〜32ビットです。
port-channel load-balanceコマンドを使用してレ
イヤ 4パラメータが有効になっている場合、こ
のオプションを有効または無効にすると、ポー
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目的コマンドまたはアクション

トチャネルのロードバランシングも有効または

無効になります。Cisco Nexus 9364Cおよび
9300-EX/FX/FX2プラットフォームスイッチだ
けがこのオプションをサポートします。Cisco
NX-OSリリース 9.3(5)以降では、Cisco Nexus
N9K-C9316D-GX、N9K-C93600CD-GX、
N9K-C9364C-GXスイッチがこのオプションを
サポートしています。

• symmetricオプションは、対称ハッシュをグロー
バルに有効にします。ECMP対称ハッシュを無
効にするには、コマンドで noキーワードを使
用します。このコマンドは、グローバルコン

フィギュレーションモードで実行する必要があ

ります。

（注）

対称ハッシュが効果的に機能するために、構成

された universal-id シード値がECMP対称ハッ
シュのパス内のノード間で一貫していることを

確認します。

• innerオプションは、GREトラフィックの内部
ヘッダーベースのハッシュをグローバルに有効

にします。内部ヘッダーベースのハッシュを無

効にするには、コマンドで noキーワードを使
用します。このコマンドは、グローバルコン

フィギュレーションモードで実行する必要があ

ります。

• all：GREカプセル化パケットにこのオプ
ションを設定すると、内部ヘッダーを使用

するECMPのパスのハッシュ化を開始しま
す。これは、他のカプセル化タイプにも影

響を与える可能性があります。これは、

Cisco Nexus 9364Cおよび 9300-EX/FX/FX2
プラットフォームスイッチ、および

X9700-EX/FXラインカードを搭載した
Cisco Nexus 9500プラットフォームスイッ
チでサポートされています。

• greheader：このオプションは、GREカプ
セル化パケットに対してのみ設定できるも

ので、内部ヘッダーを使用するECMPのパ
スのハッシュ化を開始します。これは、

Cisco Nexus 9364Cおよび 9300-FX/FX2プ
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ラットフォームスイッチ、およびX9700-FX
ラインカードを搭載した Cisco Nexus 9500
プラットフォームスイッチでサポートされ

ています。

次のオプションは、すべての IPロードシェアリン
グ設定で使用できます。

• universal-idオプションは、ハッシュアルゴリ
ズムのランダムシードを設定することにより、

フローをあるリンクから別のリンクにシフトし

ます。

汎用 IDを設定する必要はありません。ユーザ
が設定しなかった場合は、Cisco NX-OSが汎用
IDを選択します。universal-idの範囲は 1～
4294967295です。

• rotateオプションを使用すると、ハッシュアル
ゴリズムは、リンクピッキングの選択をロー

テーションさせます。これは、ネットワーク内

のすべてのノードが同じリンクを継続的に選択

しないようにするためです。これは、ハッシュ

アルゴリズムのビットパターンに影響を与える

ことによって機能します。このオプションは、

あるリンクから別のリンクにフローをシフト

し、最初の ECMPレベルからすでにロードバ
ランシング（極性化）されているトラフィック

のロードバランシングを複数のリンク間で行い

ます。

rotate値を指定すると、64ビットのストリーム
が、循環回転でのそのビット位置から解釈され

ます。rotate値の範囲は 1～ 63で、デフォルト
は 32です。

（注）

多層レイヤ3トポロジでは、極性が発生する可
能性があります。極性を回避するには、トポロ

ジの各層で異なる循環ビットを使用します。

（注）

ポートチャネルの rotation値を設定するには、
port-channel load-balance src-dst ip-l4port rotate
rotateコマンドを使用します。
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• concatenationオプションを使用すると、ECMP
のハッシュタグ値とポートチャネルのハッシュ

タグ値がひとつに結合され、より強力な64ビッ
トのハッシュを使用できるようになります。こ

のオプションを使用しない場合、ECMPのロー
ドバランシングおよびポートチャネルのロー

ドバランシングを個別に制御できます。デフォ

ルトではディセーブルになっています。

Cisco Nexus 93C64E-SG2-Q、Cisco Nexus 9364E-SG2-O
Silicon Oneスイッチでデータトラフィックに対する

（任意） ip load-sharing address {source |destination
port destination | source-destination [port
source-destination[rocev2[opcode | psn | queuepair]]]}
[universal-id seed]

ステップ 2

ECMPおよび DLB ECMPロードシェアリングアル
ゴリズムを構成します。

例： 5タプル（送信元IP、接続先IP、宛て先ポート、送
信元ポート、および IPv4プロトコル）とは別に、 ipswitch(config)# ip load-sharing address source

universal-id 2
load-sharingコマンドは次のオプションをサポート
します。

switch(config)# ip load-sharing address
source-destination universal-id 2

• rocev2：rocev2パラメータは、ロードバランシ
ングに使用されます。 opcode、 psn、および

switch(config)# ip load-sharing address
destination port destination universal-id 2

queuepairのいずれかのパラメータまたはその組
み合わせを使用します。

switch(config)# ip load-sharing address
source-destination universal-id 2

switch(config)# ip load-sharing address
source-destination port source-destination rocev2
opcode universal-id 2

（注）

rocev2 psnをロードバランシングに使用する
と、パケットリオーダーが発生する可能性が

あります。

• universal-id：このオプションは、ハッシュアル
ゴリズムのランダムシードを設定することによ

り、フローをあるリンクから別のリンクにシフ

トします。ユーザーが汎用 IDを構成しなかっ
た場合は、Cisco NX-OSが汎用 IDを構成しま
す。汎用 IDの範囲は 1～ 65535です。

（注）

universal-idオプションは、DLB ECMPフロー
署名には使用されません。

ip load-sharingコマンドの構成時に、

• ECMPの場合、5つのタプルオプションのいず
れかを選択すると、フロー署名はそのオプショ

ンのみを考慮します。
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•ダイナミックロードバランシング（DLB）
ECMPの場合、フロー署名は、5つのタプルオ
プションのうち 1つ以上を選択した場合でも、
常に 5つのタプルオプションを使用します。

DLB ECMPの Silicon OneスイッチでのIPロードシェ
アリングの詳細については、 Cisco.comの『 Cisco
Nexus 9000 Series NX- OS Unicast Routing Configuration
Guide』の「 Dynamic Load Balancing on Silicon One

switches」の項を参照してください。

データトラフィックに対する ECMPのロードシェ
アリングアルゴリズムを表示します。このコマン

（任意） show ip load-sharing

例：

ステップ 3

ドは Cisco Nexus 93C64E-SG2-Q、Cisco Nexus
switch(config)# show ip load-sharing
address source-destination 9364E-SG2-O Silicon Oneスイッチ上のデータトラ

フィックのみに対するDLBECMPロードシェアリン
グアルゴリズムも表示します。

ECMPの復元力のあるハッシュ設定の確認
ECMPの復元力のあるハッシュ設定情報を表示するには、次の作業を行います。

目的コマンド

機能が有効になったステータスを表示します。switch(config)# show running-config | grep
"hardware profile ecmp resilient
hardware profile ecmp resilient
switch(config)#

機能が無効になったステータスを表示します。switch(config)# show running-config | grep
"hardware profile ecmp resilient
switch(config)#

ポートチャネル設定の確認

ポートチャネルの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

ポートチャネルインターフェイスのステータ

スを表示します。

show interface port-channel channel-number

イネーブルにされた機能を表示します。show feature
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目的コマンド

ビットレートとパケットレートの統計情報に

対して 3つの異なるサンプリング間隔を設定
します。

load- interval {interval seconds {1 | 2 | 3}}

ポートチャネルに追加するためにメンバー

ポート間で同じにするパラメータを表示しま

す。

show port-channel compatibility-parameters

1つ以上のポートチャネルインターフェイス
の集約状態を表示します。

show port-channel database [interface
port-channel channel-number]

ポートチャネルで使用するロードバランシン

グのタイプを表示します。

show port-channel load-balance

ポートチャネルインターフェイスのサマリー

を表示します。

show port-channel summary

ポートチャネルのトラフィック統計情報を表

示します。

show port-channel traffic

使用済みおよび未使用のチャネル番号の範囲

を表示します。

show port-channel usage

LACPに関する情報を表示します。show lacp {counters [interface port-channel
channel-number] | [interface type/slot] | neighbor
[interface port-channel channel-number] |
port-channel [interface port-channel
channel-number] | system-identifier]]}

ポートチャネルの実行コンフィギュレーショ

ンに関する情報を表示します。

show running-config interface port-channel
channel-number

ポートチャネルインターフェイスコンフィギュレーションのモニタ

リング

次のコマンドを使用すると、ポートチャネルインターフェイス構成情報を表示することがで

きます。

目的コマンド

カウンタをクリアします。clear counters interface port-channel
channel-number

LACPカウンタをクリアします。clear lacp counters [interface port-channel
channel-number]
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目的コマンド

ビットレートとパケットレートの統計情報に

対して 3つの異なるサンプリング間隔を設定
します。

load- interval {interval seconds {1 | 2 | 3}}

入力および出力オクテットユニキャストパ

ケット、マルチキャストパケット、ブロード

キャストパケットを表示します。

show interface counters [module module]

入力パケット、バイト、マルチキャストおよ

び出力パケット、バイトを表示します。

show interface counters detailed [all]

エラーパケットの数を表示します。show interface counters errors [module module]

LACPの統計情報を表示します。show lacp counters

ポートチャネルの設定例

次に、LACPポートチャネルを作成し、そのポートチャネルに 2つのレイヤ 2インターフェ
イスを追加する例を示します。

switch# configure terminal
switch (config)# feature lacp
switch (config)# interface port-channel 5
switch (config-if)# interface ethernet 1/4
switch(config-if)# switchport
switch(config-if)# channel-group 5 mode active
switch(config-if)# lacp port priority 40000
switch(config-if)# interface ethernet 1/7
switch(config-if)# switchport
switch(config-if)# channel-group 5 mode

次に、チャネルグループに 2つのレイヤ 3インターフェイスを追加する例を示します。Cisco
NX-OSソフトウェアはポートチャネルを自動的に作成します。

switch# configure terminal
switch (config)# interface ethernet 1/5
switch(config-if)# no switchport
switch(config-if)# no ip address
switch(config-if)# channel-group 6 mode active
switch (config)# interface ethernet 2/5
switch(config-if)# no switchport
switch(config-if)# no ip address
switch(config-if)# channel-group 6 mode active
switch (config)# interface port-channel 6
switch(config-if)# ip address 192.0.2.1/8
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Management Configuration Guide』

システム管理
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高可用性

『Cisco NX-OS Licensing Guide』ライセンス
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第 8 章

vPCの設定

• vPCについて（297ページ）
•注意事項と制約事項（330ページ）
•レイヤ 3および vPC設定のベストプラクティス（335ページ）
•デフォルト設定（343ページ）
• vPCの設定（344ページ）
• vPC設定の確認（372ページ）
• vPCのモニタリング（373ページ）
• vPCの設定例（373ページ）
•関連資料（376ページ）

vPCについて

vPCの概要
仮想ポートチャネル（vPC）は、物理的には 2台の Cisco Nexus 9000シリーズデバイスに接続
されているリンクを、第3のデバイスには単一のポートに見えるようにします（図を参照）。
第3のデバイスは、スイッチ、サーバ、ポートチャネルをサポートするその他の任意のネット
ワーキングデバイスのいずれでもかまいません。vPCは、ノード間の複数の並列パスを可能に
し、トラフィックのロードバランシングを可能にすることによって、冗長性を作り、バイセク

ショナルな帯域幅を増やすレイヤ 2マルチパスを提供できます。

•単一のデバイスが 2つのアップストリームデバイスを介して 1つのポートチャネルを使
用することを可能にします。

•スパニングツリープロトコル（STP）のブロックポートが不要になります。

•ループフリーなトポロジが実現されます。

•利用可能なすべてのアップリンク帯域幅を使用します。

•リンクまたはデバイスに障害が発生した場合に、ファーストコンバージェンスを提供しま
す。
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•リンクレベルの復元力を提供します。

•ハイアベイラビリティが保証されます。

リモート対応ポートチャネル（vPC）は、単一のダウンストリームデバイスが2つのアップス
トリームデバイスに接続して、それらが1つの論理デバイスであるかのように使用できるよう
にするテクノロジーです。

•レイヤ 2のポートチャネルのサポート

•オプションのリンク集約制御プロトコル（LACP）

•冗長性とロードバランシングのイネーブル化

vPCはLACPの有無にかかわらずトランクモードポートチャネルをサポートし、ネットワーク
の安定性とコンバージェンスを向上させます。

vPCプロトコルの詳細と推奨事項

vPCで使用できるのは、レイヤ 2ポートチャネルだけです。ポートチャネルの設定は、次の
いずれかを使用して行います。

•プロトコルなし

•リンク集約制御プロトコル（LACP）

LACPを使用せずに vPC（vPCピアリンクチャネルも含めて）のポートチャネルを設定する
場合は、各デバイスが、単一のポートチャネル内に最大8つのアクティブリンクを持てます。
LACPを使用する場合、各デバイスには 32個のアクティブリンクと 8個のスタンバイリンク
を設定できます。

vPCの機能を設定したり実行したりするには、まずvPC機能をイネーブルにする必要がありま
す。

（注）

システムはこの機能をディセーブルにする前のチェックポイントを自動的に取得するため、こ

のチェックポイントにロールバックできます。

vPC機能をイネーブルにしたら、ピアキープアライブリンクを作成します。このリンクは、2
つの vPCピアデバイス間でのハートビートメッセージの送信を行います。

vPCを有効にして実行するための正しいハードウェアが揃っていることを確認にするには、
show hardware feature-capabilityコマンドを入力します。コマンド出力で vPCの向かいにXが
表示されている場合、そのハードウェアでは vPC機能をイネーブルにできません。

ポートチャネルを使用して vPCドメインに接続されたデバイスは、両方の vPCピアに接続す
る必要があります。

（注）
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図 11 : vPCのアーキテクチャ

図 12 : vPCインターフェイス

例：vPCピアリンクの作成

1ギガビットイーサネット以上の速度のイーサネットポートを 2つ以上使用することにより、
1台の Cisco Nexus 9000シリーズシャーシでポートチャネルを設定して vPCピアリンクを作
成できます。

vPCピアリンクレイヤ 2ポートチャネルは、トランクとして設定することを推奨します。も
う 1つの Cisco Nexus 9000シリーズシャーシで、再度専用ポートモードで 1ギガビット以上
の速度の 2つ以上のイーサネットポートを使用して、もう 1つのポートチャネルを設定しま
す。

これらの 2つのポートチャネルを接続すると、リンクされた 2つの Cisco Nexusデバイスが第
3のデバイスには 1つのデバイスとして見える vPCピアリンクが作成されます。
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ハードウェアまたはモジュールの誤った使用法

正しいモジュールを使用していないと、システムからエラーメッセージが表示されます。

いったんこの機能を設定したら、プライマリ vPCピアデバイスに障害が発生した場合には、
プライマリ vPCピアデバイス上のすべての vPCリンクを、システムが自動的に停止します。

オブジェクト推奨の追跡

トラックオブジェクトを作成し、コアおよび vPCピアリンクに接続されているプライマリ
vPCピアデバイス上のすべてのリンクにそのオブジェクトを適用できます。

1つのモジュール上ですべてのvPCピアリンクとコア側インターフェイスを設定しなければな
らない場合は、トラックオブジェクトを設定する必要があります。

vPCの用語
vPCで使用される用語は、次のとおりです。

• vPC：vPCピアデバイスとダウンストリームデバイスの間の結合されたポートチャネル。

• vPCピアデバイス：vPCピアリンクと呼ばれる特殊なポートチャネルで接続されている
一対のデバイスの 1つ。

• vPCピアリンク：vPCピアデバイス間の状態を同期するために使用されるリンク。この
リンクは、少なくとも 10ギガビットイーサネットインターフェイスを使用する必要があ
ります。より広い帯域幅のインターフェイス（25ギガビットイーサネット、40ギガビッ
トイーサネット、100ギガビットイーサネットなど）も使用できます。

• vPCメンバポート：vPCに属するインターフェイス。

•ホストvPCポート：vPCに属するファブリックエクステンダのホストインターフェイス。

• vPCドメイン：このドメインには、両方の vPCピアデバイス、vPCピアキープアライブ
リンク、vPC内にあってダウンストリームデバイスに接続されているすべてのポートチャ
ネルが含まれます。また、このドメインは、vPCグローバルパラメータを割り当てるため
に使用する必要があるコンフィギュレーションモードに関連付けられています。

• vPCピアキープアライブリンク：ピアキープアライブリンクは、さまざまな vPCピア
Cisco Nexus 9000シリーズのデバイスをモニタします。ピアキープアライブリンクは、vPC
ピアデバイス間での設定可能なキープアライブメッセージの定期的な送信を行います。

ピアキープアライブリンクを、各vPCピアデバイス内のレイヤ3インターフェイスにマッ
ピングされている独立した仮想ルーティングおよび転送（VRF）インスタンスに関連付け
ることを推奨します。独立した VRFを設定しなかった場合は、デフォルトで管理 VRFが
使用されます。ただし、ピアキープアライブリンクに管理インターフェイスを使用する場

合は、各 vPCピアデバイスのアクティブ管理ポートとスタンバイ管理ポートの両方に接
続した管理スイッチを置く必要があります（図を参照）。
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図 13 : vPCピアキープアライブリンクの管理ポートを接続するための独立したスイッチが必要

vPCピアキープアライブリンク上を移動するデータまたは同期トラフィックはありませ
ん。このリンクを流れるトラフィックは、送信元スイッチが稼働しており、vPCを実行し
ていることを知らせるメッセージだけです。

•デュアルアクティブ：プライマリとして動作する両方の vPCピア。この状況は、両方の
ピアがまだアクティブなときに vPCピアキープアライブとピアリンクがダウンした場合
に発生します。この場合、セカンダリ vPCはプライマリ vPCが動作しないと想定し、プ
ライマリ vPCとして機能します。

•リカバリ：ピアキープアライブとvPCピアリンクが起動すると、1台のスイッチがセカン
ダリ vPCになります。セカンダリ vPCになるスイッチで、vPCリンクが停止してから復
帰します。

vPCピアリンクの概要

vPCピアとして持てるのは 2台のデバイスだけです。各デバイスが、他方の 1つの vPCピアに
対してだけ vPCピアとして機能します。vPCピアデバイスは、他のデバイスに対する非 vPC
リンクも持つことができます。

無効な vPCピア構成

無効な vPCピア設定については、次の図を参照してください。
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図 14 :許可されていない vPCピア設定

vPCピアリンクと冗長性の構成

有効な設定を作成するには、まず各デバイス上でポートチャネルを設定してから、vPCドメイ
ンを設定します。ポートチャネルを各デバイスに、同じ vPCドメイン IDを使用して vPCピア
リンクとして割り当てます。vPCピアリンクのインターフェイスの片方に障害が発生した場合
に、デバイスが自動的にvPCピアリンク内の他方のインターフェイスを使用するようにフォー
ルバックするため、冗長性のために少なくとも2つの専用ポートをポートチャネルに設定する
ことを推奨します。

レイヤ 2ポートチャネルをトランクモードで設定することを推奨します。（注）

互換性と構成の一貫性

多くの動作パラメータおよび設定パラメータが、vPCピアリンクによって接続されている各デ
バイスで同じでなければなりません（「vPCインターフェイスの互換パラメータ」の項を参
照）。各デバイスは管理プレーンから完全に独立しているため、重要なパラメータについてデ

バイス同士に互換性があることを確認する必要があります。vPCピアデバイスは、個別のコン
トロールプレーンを持ちます。vPCピアリンクを設定し終えたら、各 vPCピアデバイスの設
定を表示して、設定に互換性があることを確認してください。

vPCピアリンクによって接続されている2つのデバイスが、特定の同じ動作パラメータおよび
設定パラメータを持っていることを確認する必要があります。必要な設定の一貫性の詳細につ

いては、「vPCインターフェイスの互換パラメータ」の項を参照してください。

（注）

プライマリおよびセカンダリのデバイスロール

vPCピアリンクを設定すると、vPCピアデバイスは接続されたデバイスの一方がプライマリ
デバイスで、もう一方の接続デバイスがセカンダリデバイスであると交渉します（「vPCの設
定」の項を参照）。デフォルトの場合、Cisco NX-OSソフトウェアでは、最小のMACアドレ
スを基にプライマリデバイスが選択されます。ただし、ロールプライオリティが設定されて
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いる場合は、プライオリティが最も低いデバイスがプライマリデバイスとして選択されます。

特定のフェールオーバー条件の下でだけ、ソフトウェアが各デバイス（つまり、プライマリデ

バイスおよびセカンダリデバイス）に対して異なるアクションを取ります。プライマリデバ

イスに障害が発生すると、システムの回復時にセカンダリデバイスが新しいプライマリデバ

イスになり、以前のプライマリデバイスがセカンダリデバイスになります。

どちらの vPCデバイスをプライマリデバイスにするか設定することもできます。vPCピアデ
バイスのプライオリティを変更すると、ネットワークでインターフェイスがアップしたりダウ

ンしたりする可能性があります。1台の vPCデバイスをプライマリデバイスにするよう再度
ロールプライオリティを設定する場合は、プライオリティ値が低いプライマリ vPCデバイス
と値が高いセカンダリ vPCデバイスの両方でロールプライオリティを設定します。次に、
shutdownコマンドを入力して、両方のデバイスで vPCピアリンクであるポートチャネルを
シャットダウンし、最後に no shutdownコマンドを入力して、両方のデバイスでポートチャ
ネルを再度イネーブルにします。

各 vPCピアリンクの各 vPCピアデバイスの冗長性のために、2つの異なるモジュールを使用
することを推奨します。

（注）

トラフィックロードとロードバランシング

ソフトウェアは、vPCピアを介して転送されたすべてのトラフィックをローカルトラフィック
としてキープします。ポートチャネルから入ってきたパケットは、vPCピアリンクを介して
移動するのではなく、ローカルリンクの1つを使用します。不明なユニキャスト、マルチキャ
スト、およびブロードキャストトラフィック（STP BPDUを含む）は、vPCピアリンクでフ
ラッディングされます。ソフトウェアが、マルチキャストフォワーディングを両方の vPCピ
アデバイス上で同期された状態に保ちます。

両方の vPCピアリンクデバイスおよびダウンストリームデバイスで、任意の標準ロードバラ
ンシングスキームを設定できます（ロードバランシングについては、「ポートチャネルの設

定」の章を参照）。

構成およびMACアドレスの同期

設定情報は、Cisco Fabric Service over Ethernet（CFSoE）プロトコルを使用して vPCピアリン
クを転送されます。（CFSoEの詳細については、「CFSoE（324ページ）」の項を参照）。

両方のデバイス上で設定されているこれらの VLANのMACアドレスはすべて、vPCピアデ
バイス間で同期されています。この同期に、CFSoEが使用されます（CFSoEの詳細について
は、「CFSoE（324ページ）」の項を参照）

vPCピアリンク障害およびピアキープアライブ

vPCピアリンクに障害が発生した場合は、ソフトウェアが、両方のデバイスが稼働しているこ
とを確認するための vPCピアデバイス間のリンクであるピアキープアライブリンクを使用し
て、リモート vPCピアデバイスのステータスをチェックします。vPCピアデバイスが稼働し
ている場合は、セカンダリvPCデバイスは、ループやトラフィックの消失あるいはフラッディ
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ングを防ぐために、そのデバイス上のすべてのvPCポートをディセーブルにします。したがっ
て、データは、ポートチャネルの残っているアクティブなリンクに転送されます。

ソフトウェアは、ピアキープアライブリンクを介したキープアライブメッセージが返されな

い場合に、vPCピアデバイスに障害が発生したことを学習します。

vPCピアデバイス間の設定可能なキープアライブメッセージの送信には、独立したリンク
（vPCピアキープアライブリンク）を使用します。vPCピアキープアライブリンク上のキー
プアライブメッセージから、障害が vPCピアリンク上でだけ発生したのか、vPCピアデバイ
ス上で発生したのかがわかります。キープアライブメッセージは、vPCピアリンク内のすべ
てのリンクで障害が発生した場合にだけ使用されます。キープアライブメッセージについて

は、「ピアキープアライブリンクとメッセージ」の項を参照してください。

プライマリおよびセカンダリデバイス上で手動で設定する必要がある機能

各 vPCピアデバイスのプライマリ/セカンダリマッピングに従うために、次の機能を手動で設
定する必要があります。

STPルート構成

STPルート：プライマリ vPCピアデバイスを STPプライマリルートデバイスとして設定し、
vPCセカンダリデバイスを STPセカンダリルートデバイスとして設定します。vPCおよび
STPの詳細については、「vPCピアリンクと STP」の項を参照してください。

• Bridge Assuranceがすべての vPCピアリンク上でイネーブルになるように、vPCピアリン
クインターフェイスを STPネットワークポートとして設定することを推奨します。

• VLAN単位の高速スパニングツリー（PVST+）を設定してプライマリデバイスがすべて
の VLANのルートになるようにし、マルチスパニングツリー（MST）を設定してプライ
マリデバイスがすべてのインスタンスのルートになるようにすることを推奨します。

レイヤ 3 VLANネットワークインターフェイスの構成

レイヤ 3 VLANネットワークインターフェイス：両方のデバイスから同じ VLANの VLAN
ネットワークインターフェイスを設定することにより、各 vPCピアデバイスのレイヤ 3接続
を設定します。

HSRPアクティブ構成

HSRPアクティブ：vPCピアデバイス上でホットスタンバイルータプロトコル（HSRP）と
VLANインターフェイスを使用する場合は、プライマリ vPCピアデバイスを HSRPアクティ
ブの最も高いプライオリティで設定します。セカンダリデバイスをHSRPスタンバイになるよ
うに設定し、各 vPCデバイスの VLANインターフェイスが同じ管理/動作モードにあることを
確認します（vPCおよびHSRPの詳細については、「vPCピアリンクとルーティング」の項を
参照）。

UDLD構成に関する推奨事項

単方向リンク検出（UDLD）の構成では、次の留意点に注意してください。
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• LACPがポートチャネル集約プロトコルとして使用されている場合は、vPCドメイン内に
UDLDは必要ありません。

• LACPがポートチャネル集約プロトコル（静的なポートチャネル）として使用されてい
ない場合は、vPCメンバーポートの通常モードで UDLDを使用します。

• STPが Bridge Assuranceなしで使用されている場合と LACPが使用されていない場合は、
vPC孤立ポートの通常モードで UDLDを使用します。

ピアキープアライブリンクとメッセージ

Cisco NX-OSソフトウェアは、vPCピア間でピアキープアライブリンクを使用して、設定可能
なキープアライブメッセージを定期的に送信します。これらのメッセージを送信するには、ピ

アデバイス間にレイヤ3接続がなくてはなりません。ピアキープアライブリンクが有効になっ
て稼働していないと、システムは vPCピアリンクを稼働させることができません。

vPCピアキープアライブリンクを、各vPCピアデバイス内のレイヤ3インターフェイスにマッ
ピングされている独立した VRFに関連付けることを推奨します。独立した VRFを設定しな
かった場合は、デフォルトで管理 VRFと管理ポートが使用されます。vPCピアキープアライ
ブメッセージの送受信に vPCピアリンク自体を使用することはしないでください。

（注）

障害検出タイマーとキープアライブタイマー

片方の vPCピアデバイスに障害が発生したら、vPCピアリンクの他方の側にある vPCピアデ
バイスは、ピアキープアライブメッセージを受信しなくなることによってその障害を感知しま

す。vPCピアキープアライブメッセージのデフォルトの間隔は、1秒です。この間隔は、400
ミリ秒～ 10秒の範囲内で設定可能です。

ホールドタイムアウト値は、3～10秒の範囲内で設定可能で、デフォルトのホールドタイムア
ウト値は3秒です。このタイマーは、vPCピアリンクがダウンすると開始します。セカンダリ
vPCピアデバイスは、ネットワークの収束が確実に発生してから vPCアクションが発生する
ようにするために、このホールドタイムアウト期間の間は vPCピアキープアライブメッセー
ジを無視します。ホールドタイムアウト期間の目的は、誤ったポジティブケースを防ぐことで

す。

タイムアウト値は、3～ 20秒の範囲内で設定可能で、デフォルトのタイムアウト値は 5秒で
す。このタイマーは、ホールドタイムアウト間隔が終了した時点で開始します。このタイムア

ウト期間の間は、セカンダリ vPCピアデバイスは、プライマリ vPCピアデバイスから vPCピ
アキープアライブ helloメッセージが送信されてこないかチェックします。セカンダリ vPCピ
アデバイスが 1つの helloメッセージを受信したら、そのデバイスは、セカンダリ vPCピアデ
バイス上のすべての vPCインターフェイスをディセーブルにします。

ホールドタイムアウトとタイムアウトのパラメータ

ホールドタイムアウトパラメータとタイムアウトパラメータの相違点は、次のとおりです。
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•ホールドタイムアウトの間は、vPCセカンダリデバイスは、受信したキープアライブメッ
セージに基づいてアクションを起こしません。それにより、たとえばスーパーバイザがピ

アリンクがダウンした数秒後に失敗した場合などに、キープアライブが一時的に受信され

る可能性がある場合に、システムがアクションを起こすのを回避できます。

•タイムアウト中は、vPCセカンダリデバイスは、設定された間隔が終了するまでにキープ
アライブメッセージを受信できないと、vPCプライマリデバイスになるというアクショ
ンを取ります。

キープアライブメッセージへのタイマーの設定については、「vPCキープアライブリンクと
メッセージの設定」の項を参照してください。

ピアキープアライブメッセージに使用される送信元 IPアドレスと宛先 IPアドレスがどちらも
ネットワーク上で一意であり、かつそれらの IPアドレスがその vPCピアキープアライブリン
クに関連付けられている VRFから到達可能であることを確認してください。

ピアキープアライブ IPアドレスは、グローバルユニキャストアドレスである必要がありま
す。リンクローカルアドレスはサポートされていません。

（注）

ピアキープアライブの信頼できるポートの構成

コマンドラインインターフェイス（CLI）を使用して、vPCピアキープアライブメッセージを
使用するインターフェイスを信頼できるポートとして設定してください。優先順位をデフォル

ト（6）のままにしておくか、またはもっと高い値に設定します。

vPCドメイン
vPCドメイン IDを使用すれば、vPCダウンストリームデバイスに接続されている vPCピアリ
ンクとポートを識別できます。

vPCドメインは、キープアライブメッセージや他の vPCピアリンクパラメータを、デフォル
ト値をそのまま使用するのではなく値を設定する場合に使用する構成モードでもあります。こ

れらのパラメータの設定の詳細については、「vPCの設定」の項を参照してください。

vPCドメインの作成およびピアリンクの構成

vPCドメインを作成するには、まず各 vPCピアデバイス上で、1～ 1000の値を使用して vPC
ドメイン IDを作成しなければなりません。vPCピアごとにに設定できる vPCドメイン IDは
1つだけです。

各デバイス上で、vPCピアリンクとして機能させるポートチャネルを明示的に構成する必要
があります。各デバイス上で vPCピアリンクにしたポートチャネルを、1つの vPCドメイン
からの同じ vPCドメイン IDに関連付けます。このドメイン内で、システムはループフリート
ポロジとレイヤ 2マルチパスを提供します。

これらのポートチャネルと vPCピアリンクは、静的にしか構成できません。ポートチャネル
および vPCピアリンクは、LACPを使用するかまたはプロトコルなしのいずれかで構成でき
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ます。各vPCでポートチャネルを設定するにはアクティブモードのインターフェイスでLACP
を使用することを推奨します。それにより、ポートチャネルのフェールオーバーシナリオの

最適でグレースフルなリカバリが保証され、ポートチャネル間の設定不一致に対する設定検査

が行われます。

vPCシステムMACアドレスの割り当て

vPCピアデバイスは、設定された vPCドメイン IDを使用して、一意の vPCシステムMACア
ドレスを自動的に割り当てます。各 vPCドメインが、具体的な vPC関連操作に IDとして使用
される一意のMACアドレスを持ちます。ただし、デバイスは vPCシステムMACアドレスを
LACPなどのリンクスコープでの操作にしか使用しません。連続したレイヤ 2ネットワーク内
の各 vPCドメインを、一意のドメイン IDで作成することを推奨します。Cisco NX-OSソフト
ウェアにアドレスを割り当てさせるのではなく、vPCドメインに特定のMACアドレスを設定
することもできます。

vPC MACテーブルを表示する詳細については、「vPCおよび孤立ポート」の項を参照してく
ださい。

vPCドメインシステムプライオリティ

vPCドメインを作成した後は、Cisco NX-OSソフトウェアによって vPCドメインのシステム
プライオリティが作成されます。vPCドメインに特定のシステムプライオリティを設定するこ
ともできます。

システムプライオリティを手動で設定する場合は、必ず両方の vPCピアデバイス上で同じプ
ライオリティ値を割り当てる必要があります。vPCピアデバイス同士が異なるシステムプラ
イオリティ値を持っていると、vPCは稼働しません。

（注）

vPCトポロジ
どちらのトポロジでも、ポートチャネル P020および P0200をピアスイッチ上でまったく同じ
ように設定する必要があります。その後、設定の同期を使用してvPCスイッチの設定を同期し
ます。

process_summary

このドキュメントでは、2つの一般的な vPCトポロジについて説明します。つまり、 Cisco
Nexus 9000シリーズデバイスを直接接続する基本設定と、ホスト vPCにファブリックエクス
テンダ（FEX）を含める構成です。

process_workflow

1. 最初のトポロジでは、Cisco Nexus 9000シリーズデバイスポートが別のスイッチまたはホ
ストに直接接続され、vPCの一部となるポートチャネルの一部として設定される基本設定
を示しています。
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図 15 : vPCトポロジのスイッチ

この構成では、vPC 20がポートチャネル 20で設定され、最初のデバイスにはEth1/10が、
2番目のデバイスには Eth2/1がメンバポートとしてあります。

2. 第 2のトポロジは、ファブリックエクステンダ（FEX）を介してピアデバイスから vPC
を設定する方法を示しています。

図 16 : FEX Straight-Throughトポロジ（ホスト vPC）

この FEXストレートスルートポロジでは、各 FEXは Cisco Nexus 9000シリーズデバイス
とシングルホーム接続されます。この FEX上のホストインターフェイスはポートチャネ
ルとして設定され、それらのポートチャネルはvPCとして設定されています。たとえば、
Eth101/1/1および Eth102/1/5は、PO200のメンバーとして設定され、PO200は vPC 200に
対し設定されます。

whats_next

FEXポートの設定に関する詳細は、『Cisco Nexus 2000 Series NX-OS Fabric Extender Configuration
Guide for Cisco Nexus 9000 Series Switches』を参照してください。
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vPCインターフェイスの互換パラメータ
多くの設定パラメータおよび動作パラメータが、vPC内のすべてのインターフェイスで同じで
なければなりません。vPCピアリンクに使用するレイヤ 2ポートチャネルはトランクモード
に設定することを推奨します。

vPC機能をイネーブルにし、さらに両方の vPCピアデバイス上でピアリンクを設定すると、
シスコファブリックサービス（CFS）メッセージにより、ローカル vPCピアデバイスに関す
る設定のコピーがリモート vPCピアデバイスへ送信されます。これにより、システムが 2つ
のデバイス上で異なっている重要な設定パラメータがないか調べます（CFSの詳細について
は、「vPCおよび孤立ポート」の項を参照）。

vPCピアリンクは vPC機能のコアコンポーネントであり、両方のピアデバイスに一貫した設
定が必要です。

• vPCピアリンクのレイヤ2ポートチャネルはトランクモードに設定する必要があります。

•互換性パラメータは、vPC内のすべてのインターフェイスで同一である必要があります。

たとえば、vPCの互換性チェックプロセスは、正規のポートチャネルの互換性チェックとは異
なります。

構成および注意事項

vPC機能をイネーブルにし、vPCピアリンクを設定した後、Cisco Fabric Services（CFS）は、
ローカルとリモートの vPCピアデバイス間の設定の一貫性を確保します。

show vpc consistency-parametersを入力します。 vPC内のすべてのインターフェイスで設定さ
れている値を表示します。表示される構成は、vPCピアリンクおよび vPCの稼働を制限する
可能性のある構成だけです。

（注）

ポートチャネルの互換性パラメータは、物理スイッチのすべてのポートチャネルメンバーで

同じである必要があります。vPCの一部になるように共有インターフェイスを設定できませ
ん。

（注）

正規のポートチャネルの詳細については、「ポートチャネルの構成」の章を参照してくださ

い。

同じでなければならない設定パラメータ

このセクションの設定パラメータは、vPCピアリンクの両方のデバイスで同じに設定する必要
があります。そうしないと、vPCは一時停止モードに完全にまたは部分的に移動します。
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ここで説明する動作パラメータおよび設定パラメータは、vPC内のすべてのインターフェイス
で一致している必要があります。

（注）

show vpc consistency-parametersを入力します。 vPC内のすべてのインターフェイスで設定さ
れている値を表示します。表示される設定は、vPCピアリンクおよび vPCの稼働を制限する
可能性のある設定だけです。

（注）

vPCインターフェイスでのこれらのパラメータの一部は、デバイスによって自動的に互換性が
チェックされます。インターフェイスごとのパラメータは、インターフェイスごとに一貫性を

保っていなければならず、グローバルパラメータはグローバルに一貫性を保っていなければな

りません。

•ポートチャネルモード：オン、オフ、またはアクティブ（ただし、ポートチャネルモー
ドは vPCピアの各サイドでアクティブ/パッシブにできます）

•チャネル単位のリンク速度

•チャネル単位のデュプレックスモード

•チャネルごとのトランクモード：

•ネイティブ VLAN

•トランク上で許可される VLAN

•ネイティブ VLANトラフィックのタギング

•スパニングツリープロトコル（STP）モード

• Multiple Spanning Tree用の STPリージョンコンフィギュレーション

• VLANごとのイネーブル/ディセーブル状態

• STPグローバル設定：

•ブリッジ保証設定

•ポートタイプ設定

•ループガード設定

• STPインターフェイス設定：

•ポートタイプ設定

•ループガード

•ルートガード
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•最大伝送単位（MTU）

これらのパラメータのいずれかがイネーブルになっていなかったり、片方のデバイスでしか定

義されていないと、vPCの一貫性チェックではそのパラメータは無視されます。

どのvPCインターフェイスもサスペンドモードになっていないことを確認するには、showvpc
briefおよび show vpc consistency-parametersコマンドを実行し、syslogメッセージを確認しま
す。

show vpcまたは show vpc briefコマンドの出力では、vPCポートチャネルが 50回構成される
たびに、次のメッセージが表示されます。

「show vpc consistency-parameters vpc <vpc-num>」を実行して、ダウンした vpc

の整合性の理由および任意の vpc のタイプ 2 の整合性の理由を確認してください。

（注）

同じにすべき設定パラメータ

次の挙げるパラメータのいずれかが両方の vPCピアデバイス上で同じように設定されていな
いと、誤設定が原因でトラフィックフローに望ましくない動作が発生する可能性があります。

• MACエージングタイマー

•スタティックMACエントリ

• VLANインターフェイス：vPCピアリンクエンドにある各デバイスのVLANインターフェ
イスが両エンドで同じ VLAN用に設定されていなければならず、さらに同じ管理モード
で同じ動作モードになっていなければなりません。vPCピアリンクの1個のデバイスだけ
で設定されている VLANは、vPCまたは vPCピアリンクを使用してトラフィックを通過
させません。すべての VLANをプライマリ vPCデバイスとセカンダリ vPCデバイスの両
方で作成する必要があります。そうなっていない VLANは、停止します。

• ACLのすべての設定とパラメータ

• Quality of Service（QoS）の設定とパラメータ

• STPインターフェイス設定：

• BPDUフィルタ

• BPDUガード

•コスト

•リンクタイプ

•プライオリティ

• VLAN（Rapid PVST+）

•ポートセキュリティ
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• Cisco Trusted Security（CTS）

•ダイナミックホストコンフィギュレーションプロトコル（DHCP）スヌーピング

•ネットワークアクセスコントロール（NAC）

•ダイナミック ARPインスペクション（DAI）

• IPソースガード（IPSG）

•インターネットグループ管理プロトコル（IGMP）スヌーピング

•ホットスタンバイルーティングプロトコル（HSRP）

•プロトコルに依存しないマルチキャスト（PIM）

•すべてのルーティングプロトコル設定

すべての設定パラメータで互換性が取れていることを確認するために、vPCの設定が終わった
ら、各 vPCピアデバイスの設定を表示してみることを推奨します。

パラメータの不一致によってもたらされる結果

稼動中の vPCで不一致が発生した場合にセカンダリピアデバイス上のリンクのみを一時停止
する、グレースフル整合性検査機能を設定できます。この機能は CLIのみで設定可能で、デ
フォルトでイネーブルになっています。

整合性検査の動作

graceful consistency-checkコマンドはデフォルトで設定されます。

一致しなければならないパラメータのリストのすべてのパラメータに関する整合性検査の一部

として、システムはすべての VLANの一貫性をチェックします。

vPCは稼動を継続し、矛盾した VLANのみがダウンします。この VLAN単位の整合性検査機
能はディセーブルにできず、マルチスパニングツリー（MST）VLANには適用されません。

スイッチの vPCポートチャネルを削除すると、vPCの役割に関わらず、ピアスイッチの対応
する vPCポートチャネルで許可される VLANが一時停止されます。

vPC番号
vPCドメイン IDと vPCピアリンクを作成し終えたら、ダウンストリームデバイスを各 vPC
ピアデバイスに接続するためのポートチャネルを作成します。つまり、プライマリ vPCピア
デバイスからダウンストリームデバイスへのポートチャネルを 1つ作成し、もう 1つ、セカ
ンダリピアデバイスからダウンストリームデバイスへのポートチャネルも作成します。
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スイッチとしてもブリッジとしても機能しないホストまたはネットワークデバイスに接続され

ているダウンストリームデバイス上のポートは、STPエッジポートとして設定することを推
奨します。

（注）

各 vPCピアデバイス上で、ダウンストリームデバイスに接続するポートチャネルに vPC番号
を割り当てます。vPCの作成時にトラフィックが中断されることはほとんどありません。すべ
てのポート番号に、ポートチャネル自体と同じ vPC ID番号を割り当てると（つまり、ポート
チャネル 10には vPC ID 10）、設定が簡単になります。

vPCピアデバイスからダウンストリームデバイスに接続するためにポートチャネルに割り当
てる vPC番号は、両方の vPCピアデバイスで同じである必要があります。

（注）

ヒットレス vPCロールの変更
仮想ポートチャネル（vPC）は、2つの異なる Cisco Nexus 9000シリーズデバイスに物理的に
接続されたリンクを、単一のポートチャネルとして扱えるようにします。vPCロールの変更機
能は、トラフィックフローに影響を与えることなく、vPCピア間で vPCロールを切り替える
ことができるようにします。vPCロールの切り替えは、vPCドメインに属しているデバイスの
ロール優先順位の値に基づいて行われます。vPCロールの切り替え中にロール優先順位が低い
vPCピアデバイスがプライマリ vPCデバイスとして選択されます。vpc role preemptコマンド
を使用して、ピア間で vPCロールを切り替えることができます。

ヒットレス vPCロール変更の設定方法については、ヒットレス vPCロール変更の設定（364
ページ）を参照してください。

他のポートチャネルの vPCへの移行

ダウンストリームデバイスは、ポートチャネルを使用して両方の vPCピアデバイスに接続す
る必要があります。

（注）

ダウンストリームデバイスを接続するために、プライマリ vPCピアデバイスからダウンスト
リームデバイスへのポートチャネルを作成し、セカンダリピアデバイスからダウンストリー

ムデバイスへのもう 1つのポートチャネルを作成します。各 vPCピアデバイス上で、ダウン
ストリームデバイスに接続するポートチャネルに vPC番号を割り当てます。vPCの作成時に
トラフィックが中断されることはほとんどありません。
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vPCオブジェクトトラッキング

Cisco Nexus 9500デバイスの異なるモジュールの専用ポート上で vPCピアリンクを設定して、
障害発生の可能性を下げることをお勧めします。これは、障害の可能性を減らすために推奨さ

れます。復元力を最適にしたい環境では、少なくとも2つのモジュールを使用してください。

（注）

vPCオブジェクトトラッキングは、vPCピアリンクとコアへのアップリンクの両方が存在す
るモジュールで障害が発生した場合、トラフィックのブラックホールになってしまうことを防

止するために使用されます。トラッキングインターフェイス機能により、影響を受けるスイッ

チで vPCを一時停止し、トラフィックのブラックホールとなるのを防ぐことができます。

すべての vPCピアリンクとコアに面するインターフェイスを単一モジュール上で設定しなけ
ればならない場合は、両方の vPCピアデバイス上のすべての vPCピアリンク上にあり、コア
へのレイヤ 3リンクに関連付けられているトラックオブジェクトとトラックリストをコマン
ドラインインターフェイスを使用して設定してください。トラックリスト上のすべてのトラッ

キング対象オブジェクトが停止した場合、システムは次のように動作するため、この設定を使

用すれば、その特定のモジュールが停止した場合のトラフィックのドロップを避けることがで

きます。

• vPCプライマリピアデバイスによるピアキープアライブメッセージの送信を停止します。
これにより、vPCセカンダリピアデバイスが強制的に引き継がされます。

•そのvPCピアデバイス上のすべてのダウンストリームvPCを停止させます。これにより、
すべてのトラフィックが強制的に他の vPCピアデバイスに向けてそのアクセススイッチ
でルーティングされます。

いったんこの機能を設定したら、モジュールに障害が発生した場合には、システムが自動的に

プライマリ vPCピアデバイス上のすべての vPCリンクを停止させ、ピアキープアライブメッ
セージを停止します。このアクションにより、vPCセカンダリデバイスが強制的にプライマリ
ロールを引き継がされ、システムが安定するまで、すべての vPCトラフィックがこの新しい
vPCプライマリデバイスに送られます。

コアに対するすべてのリンクおよびすべての vPCピアリンクを含むトラックリストを、その
オブジェクトとして作成する必要があります。このトラックリストの指定した vPCドメイン
に対して、トラッキングをイネーブルにします。この同じ設定を他方の vPCピアデバイスに
も適用します。オブジェクトトラッキングおよびトラックリストの詳細については、『Cisco
Nexus 9000 Series NX-OS Unicast Routing Configuration Guide』を参照してください。

次の例では、Boolean ORを追跡リストで使用し、完全なモジュール障害の場合にのみすべての
トラフィックが vPCピアデバイスへ流れるよう強制します。コアインターフェイスまたは
vPCピアリンクがダウンしたときにスイッチオーバーをトリガーする場合は、次の追跡リスト
でブール ANDを使用します。

（注）
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単一モジュール上の関連するすべてのインターフェイスが故障したときに vPCをリモートピ
アに切替えるように追跡リストを設定するには、次の手順に従います。

1. インターフェイス上（コアへのレイヤ 3）およびポートチャネル上（vPCピアリンク）で
トラックオブジェクトを設定します。

switch(config-if)# track 35 interface ethernet 8/35 line-protocol
switch(config-track)# track 23 interface ethernet 8/33 line-protocol
switch(config)# track 55 interface port-channel 100 line-protocol

2. ブールORを使って追跡リスト内のすべてのインターフェイスを含むトラックリストを作
成して、すべてのオブジェクトに障害が発生したときにトリガーします。

switch(config)# track 44 list boolean OR
switch(config-track)# object 23
switch(config-track)# object 35
switch(config-track)# object 55
switch(config-track)# end

3. このトラックオブジェクトを vPCドメインに追加します。

switch(config)# vpc domain 1
switch(config-vpc-domain)# track 44

4. トラックオブジェクトを表示します。

switch# show vpc brief
Legend:
(*) - local vPC is down, forwarding via vPC peer-link
vPC domain id : 1
Peer status : peer adjacency formed ok
vPC keep-alive status : peer is alive
Configuration consistency status: success
vPC role : secondary
Number of vPCs configured : 52
Track object : 44
vPC Peer-link status
---------------------------------------------------------------------
id Port Status Active vlans
-- ---- ------ --------------------------------------------------
1 Po100 up 1-5,140
vPC status
----------------------------------------------------------------------
id Port Status Consistency Reason Active vlans
-- ---- ------ ----------- -------------------------- ------------
1 Po1 up success success 1-5,140

次に、オブジェクトトラッキングに関する情報を表示する例を示します。

switch# show track brief
Track Type Instance Parameter State Last
Change
23 Interface Ethernet8/33 Line Protocol UP 00:03:05
35 Interface Ethernet8/35 Line Protocol UP 00:03:15
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44 List ----- Boolean
or UP 00:01:19
55 Interface port-channel100 Line Protocol UP 00:00:34

その他の機能との vPCの相互作用

vPCと LACP

LACPは、vPCドメインのシステムMACアドレスを使用して、vPCのLACP Aggregation Group
（LAG）IDを形成します（LAG-IDおよび LACPについては、「ポートチャネルの設定」の
章を参照）。

ダウンストリームデバイスからのチャネルも含めて、すべてのvPCポートチャネル上のLACP
を使用できます。LACPは、vPCピアデバイスの各ポートチャネル上のインターフェイスの
アクティブモードで設定することを推奨します。この設定により、デバイス、単方向リンク、

およびマルチホップ接続の間の互換性をより簡単に検出できるようになり、実行時の変更およ

びリンク障害に対してダイナミックな応答が可能になります。

vPCピアリンクデバイスのシステムプライオリティを手動で設定して、vPCピアリンクデバ
イスが、接続されているダウンストリームデバイスより確実に高い LACPプライオリティを
持つようにすることを推奨します。システムプライオリティの値が低いほど、高い LACPプ
ライオリティを意味します。

システムプライオリティを手動で設定する場合は、必ず両方の vPCピアデバイス上で同じプ
ライオリティ値を割り当てる必要があります。vPCピアデバイス同士が異なるシステムプラ
イオリティ値を持っていると、vPCは稼働しません。

（注）

vPCピアリンクと STP

vPCはループフリーなレイヤ 2トポロジを提供しますが、それでもやはり、誤った配線やケー
ブルの欠陥、誤設定などから保護するためのフェールセーフメカニズムを STPが提供する必
要があります。vPCを初めて稼働させたときに、STPによる再コンバージェンスが発生しま
す。STPは、vPCピアリンクを特殊なリンクとして扱い、常に vPCピアリンクを STPのアク
ティブトポロジに含めます。

すべての vPCピアリンクインターフェイスを STPネットワークポートタイプに設定して、
すべての vPCリンク上でブリッジアシュアランスが自動的に有効になるようにすることを推
奨します。また、vPCピアリンク上ではどのSTP拡張機能も有効にしないことも推奨します。
STP拡張がすでに設定されている場合、その拡張が vPCピアリンクの問題の原因となること
はありません。

MSTと Rapid PVST+の両方を実行している場合は、必ず PVSTシミュレーション機能を正し
く設定してください。

STP拡張機能およびPVSTシミュレーションについては、『Cisco Nexus 9000 Series NX-OS Layer
2 Switching Configuration Guide』を参照してください。
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パラメータのリストは、vPCピアリンクの両サイドの vPCピアデバイス上で同じになるよう
に設定する必要があります。このような一致が必要な設定については、「vPCインターフェイ
スの互換パラメータ」の項を参照してください。

（注）

STPは分散しています。つまり、このプロトコルは、両方の vPCピアデバイス上で実行され
続けます。ただし、プライマリデバイスとして選択されている vPCピアデバイス上での設定
が、セカンダリ vPCピアデバイス上の vPCインターフェイスの STPプロセスを制御します。

プライマリ vPCデバイスは、Cisco Fabric Services over Ethernet（CFSoE）を使用して、vPCセ
カンダリピアデバイス上の STPの状態を同期させます。CFSoEの詳細については、「vPCお
よび孤立ポート」の項を参照してください。

vPCの STPプロセスも、ピアリンク上で接続されているデバイスの 1つに障害が発生したと
きにそれを検出するために、定期的なキープアライブメッセージに依存しています。これらの

メッセージについては、「ピアキープアライブリンクとメッセージ」の項を参照してくださ

い。

vPCマネージャが、vPCピアデバイス間で、プライマリデバイスとセカンダリデバイスを設
定して 2つのデバイスを STP用に調整する提案/ハンドシェイク合意を実行します。その後、
プライマリ vPCピアデバイスが、プライマリデバイスとセカンダリデバイス両方での STPプ
ロトコルの制御を行います。プライマリ vPCピアデバイスを STPプライマリルートデバイス
として設定し、セカンダリVPCデバイスを STPセカンダリルートデバイスになるように設定
することを推奨します。

プライマリ vPCピアデバイスがセカンダリ vPCピアデバイスにフェールオーバーした場合、
STPトポロジには何の変化も発生しません。

BPDUは、代表ブリッジ IDフィールドで、STPブリッジ IDの vPCに設定されているMACア
ドレスを使用します。vPCプライマリデバイスが、vPCインターフェイス上でこれらのBPDU
を送信します。

次のパラメータについて同じ STP設定を使用して、vPCピアリンクの両エンドを設定する必
要があります。

• STPグローバル設定：

• STPモード

• MSTのための STPリージョン設定

• VLANごとのイネーブル/ディセーブル状態

•ブリッジ保証設定

•ポートタイプ設定

•ループガード設定

• STPインターフェイス設定：
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•ポートタイプ設定

•ループガード

•ルートガード

これらのパラメータのいずれかに誤設定があった場合、Cisco NX-OSソフトウェアが vPC内の
すべてのインターフェイスを停止します。syslogをチェックし、show vpc briefを開始します
コマンドを入力して、vPCインターフェイスが停止していないか確認してください。

（注）

次の STPインターフェイス設定が、vPCピアリンクの両側で同じになっていることを確認し
ます。そうなっていないと、トラフィックフローに予測不能な動作が発生する可能性がありま

す。

• BPDUフィルタ

• BPDUガード

•コスト

•リンクタイプ

•プライオリティ

• VLAN（PVRST+）

vPCピアリンクの両側での設定を表示して、設定が同じであることを確認してください。（注）

show spanning-treeコマンドを使用すればコマンドで vPCに関する情報を表示できます。例に
ついては、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching Configuration Guide』を参照して
ください。

ダウンストリームデバイスのポートは、STPエッジポートとして設定することを推奨します。
スイッチに接続されているすべてのホストポートを STPエッジポートとして設定してくださ
いSTPポートタイプの詳細については、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching
Configuration Guide』を参照してください。

（注）

vPCピアスイッチ

vPCピアスイッチ機能は、STPコンバージェンスに関連するパフォーマンス上の問題を解決す
るために、Cisco NX-OSに追加されました。この機能により、一対の Cisco Nexus 9000シリー
ズデバイスをレイヤ 2トポロジ内に 1つの STPルートとして表示できます。この機能は、STP
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ルートを vPCプライマリスイッチに固定する必要性をなくし、vPCプライマリスイッチに障
害が発生した場合の vPCコンバージェンスを向上させます。

ループを回避するために、vPCピアリンクは STP計算からは除外されます。vPCピアスイッ
チモードでは、ダウンストリームスイッチでの STP BPDUタイムアウトに関連した問題（こ
の問題は、トラフィックの中断につながります）を避けるために、STP BPDUが両方の vPCピ
アデバイスから送信されます。

この機能は、すべてのデバイス vPCに属する純粋なピアスイッチトポロジで使用できます。

ピアスイッチ機能は、vPCを使用するネットワークでサポートされ、STPベースの冗長性はサ
ポートされません。ハイブリッドピアスイッチ設定で vPCピアリンクに障害が発生すると、
トラフィックが失われる場合があります。このシナリオでは、vPCピアは同じ STPルート ID
や同じブリッジ IDを使用します。アクセススイッチのトラフィックは 2つに別れ、その半分
が最初の vPCピアに、残りの半分が 2番目の vPCピアに転送されます。vPCピアリンク障害
は、南北のトラフィックには影響がありませんが、東西のトラフィックが失われます。

（注）

STP拡張機能およびRapid PVST+については、『Cisco Nexus 9000 Series NX-OS Layer 2 Switching
Configuration Guide』を参照してください。

vPCピアゲートウェイ

vPCピアデバイスを、vPCピアデバイスのMACアドレスに送信されるパケットに対しても
ゲートウェイとして機能するように設定できます。

peer-gatewayコマンドを使用し、コマンドを使用します。

この項で説明している peer-gateway exclude-vlanコマンド（vPCピアデバイスでレイヤ 3バッ
クアップルーティングの VLANインターフェイスを構成する際に使用）は、サポートされて
いません。

（注）

一部のネットワーク接続ストレージ（NAS）デバイスまたはロードバランサは、特定のアプリ
ケーションのパフォーマンスを最適化するのに役立つ機能を備えている場合があります。これ

らの機能により、同じサブネットにローカルに接続されていないホストから送信された要求に

応答するときに、デバイスはルーティングテーブルのルックアップを回避できます。このよう

なデバイスは、一般的なHSRPゲートウェイではなく、送信元 Cisco Nexus 9000シリーズデバ
イスのMACアドレスを使用して、トラフィックに応答する場合があります。この動作は、一
部の基本的なイーサネットRFC基準に準拠していません。ローカルではないルータMACアド
レスの vPCデバイスに到達するパケットは、vPCピアリンクを介して送信され、最終的な宛
先が他の vPCの背後にある場合には、組み込みの vPCループ回避メカニズムによってドロッ
プされる場合があります。

vPCピアゲートウェイ機能は、vPCスイッチが、vPCピアのルータMACアドレスを宛先とす
るパケットに対して、アクティブなゲートウェイとして機能することを可能にします。この機

能は、このようなパケットが vPCピアリンクを通過する必要なしにローカルに転送されるこ

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
319

vPCの設定

vPCピアゲートウェイ

http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/layer2/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Layer_2_Switching_Configuration_Guide_7x.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/layer2/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Layer_2_Switching_Configuration_Guide_7x.html


とを可能にします。このシナリオでは、この機能によって vPCピアリンクの使用が最適化さ
れ、トラフィック損失が回避されます。

ピアゲートウェイ機能の設定は、プライマリ vPCピアとセカンダリ vPCピアの両方で行う必
要がありますが、デバイスの稼働もvPCトラフィックも中断しません。vPCピアゲートウェイ
機能は、vPCドメインサブモードの下でグローバルに設定できます。

この機能をイネーブルにすると、ピアゲートウェイルータを介してスイッチングされたパケッ

トの IPリダイレクトメッセージの発生を避けるために、Cisco NX-OSは vPC VLANを介して
マッピングされるすべてのインターフェイス VLAN上で IPリダイレクトを自動的にディセー
ブルにします。

TTLが 1のパケットが TTLの有効期限が原因で伝送中にドロップされるように、ピアゲート
ウェイvPCデバイスに到達するパケットは、デクリメントされたパケット存続時間（TTL）を
有しています。ピアゲートウェイ機能がイネーブルで、TTLが1のパケットを送信する特定の
ネットワークプロトコルが vPC VLANで動作する場合は、この状況を考慮する必要がありま
す。

vPCおよび ARPまたは ND

Cisco Fabric Service over Ethernet（CFSoE）プロトコルの信頼性が高いトランスポートメカニズ
ムを使用した、vPCピア間のテーブル同期に対応する機能がCisco NX-OSに追加されました。
ip arp synchronizeを有効にする必要がありますおよび ipv6 nd synchronizeコマンドをイネー
ブルにし、vPCピア間のアドレステーブルのコンバージェンスの高速化をサポートする必要が
あります。このコンバージェンスにより、vPCピアリンクポートチャネルがフラップしたり、
vPCピアがオンラインに戻るときに、IPv4の場合は ARPテーブルの復元でまたは IPv6の場合
は NDテーブルの復元で発生する遅延を解消できます。

vPCマルチキャスト：PIM、IGMP、および IGMPスヌーピング

Nexus 9000シリーズデバイス用のCisco NX-OSソフトウェアは、vPCで次をサポートします。

• PIM Any Source Multicast（ASM）。

• PIM Source-Specific Multicast（SSM）。

Cisco NX-OSソフトウェアは、vPCでの双方向（BIDR）をサポートしません。（注）

ソフトウェアが、マルチキャストフォワーディングを両方の vPCピアデバイス上で同期され
た状態に保ちます。vPCピアデバイス上の IGMPスヌーピングプロセスは、学習したグルー
プ情報を vPCピアリンクを通じて他の vPCピアデバイスと共有します。マルチキャスト状態
は、常に両方の vPCピアデバイス上で同期されます。vPCモードでの PIMプロセスは、1つ
の vPCピアデバイスだけが受信者に向けてマルチキャストトラフィックを転送する状態を確
保します。
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各 vPCピアは、レイヤ 2またはレイヤ 3デバイスです。マルチキャストトラフィックは 1つ
の vPCピアデバイスだけから伝送されます。次のシナリオで、重複したパケットが観察され
る場合があります。

•孤立ホスト

•送信元と受信者が、マルチキャストルーティングのイネーブルになった異なる VLAN内
のレイヤ 2 vPCクラウド内にあり、vPCメンバリンクが停止している場合。

次のシナリオで、ごくわずかなトラフィック損失が観察される場合があります。

•トラフィックを転送している vPCピアデバイスをリロードした場合。

•トラフィックを転送している vPCピアデバイスの PIMを再起動した場合。

全体的なマルチキャストコンバージェンス時間は、スケールと vPCロールの変更 / PIM再起
動期間に依存します。

必ずすべてのレイヤ 3デバイスを両方の vPCピアデバイスにデュアル接続してください。片
方の vPCピアデバイスが停止した場合、他方の vPCピアデバイスが、通常どおりにすべての
マルチキャストトラフィックを転送し続けます。

次に、vPC PIMおよび vPC IGMP/IGMPスヌーピングについて説明します。

• vPC PIM：vPCモードの PIMプロセスは、1台の vPCピアデバイスのみがマルチキャスト
トラフィックを転送する状態を確保します。vPCモードのPIMプロセスは、送信元の状態
を両方の vPCピアデバイスと同期させ、トラフィックを転送する vPCピアデバイスを選
出します。

• vPC IGMP/IGMPスヌーピング：vPCモードの IGMPプロセスは、両方の vPCピアデバイ
スで指定ルータ（DR）情報を同期させます。デュアルDRは、vPCモードのときに IGMP
で利用可能です。デュアル DRは、vPCモードでない場合は利用できません。これは、両
方の vPCピアデバイスがピア間のマルチキャストグループ情報を保持するためです。

vPC VLAN（vPCピアリンクで伝送されるVLAN）上のスイッチ仮想インターフェイス（SVI）
とダウンストリームデバイス間の PIM隣接関係はサポートされません。この設定により、マ
ルチキャストパケットがドロップされる可能性があります。ダウンストリームデバイスとPIM
ネイバー関係が必要な場合は、vPC SVIではなく、物理レイヤ 3インターフェイスを Nexusス
イッチで使用する必要があります。

vPC VLAN上の SVIでは、vPCピアスイッチとの PIM隣接関係が 1つだけサポートされます。
vPC-SVIの vPCピアスイッチ以外のデバイスとの vPCピアリンク上の PIM隣接関係はサポー
トされていません。

（注）

IGMPスヌーピングは、両方のvPCピアデバイス上で同じようにイネーブルにしたりディセー
ブルにしたりする必要があり、すべての機能設定を同じにする必要があります。IGMPスヌー
ピングは、デフォルトで有効になっています。
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次のコマンドは、vPCモードでサポートされていません。

• ip pim spt-threshold infinity

• ip pim use-shared-tree-only

（注）

マルチキャストの詳細については、『Cisco Nexus 9000 Series NX-OS Multicast Routing Configuration
Guide』を参照してください。

マルチキャスト PIMデュアル DR（プロキシ DR）

デフォルトでは、マルチキャストルータは該当する受信先が存在する場合のみ PIMジョイン
をアップストリームに送信します。これらの該当する受信先は、IGMPホスト（IGMPレポー
トを通じて通信します）または他のマルチキャストルータ（PIMジョインを通じて通信しま
す）のどちらかの場合があります。

Cisco NX-OS vPC実装では、PIMはデュアル指定ルータ（DR）モードで動作します。つまり、
vPCデバイスが vPC SVIの発信インターフェイス（OIF）上の DRである場合、そのピアは自
動的にプロキシDRロールを引き継ぎます。IGMPは、OIFがDRである場合、OIF（レポート
はその OIFで学習されます）をフォワーディングに追加します。デュアル DRでは、両方の
vPCデバイスには、次の例に示すように、vPC SVI OIFに対して同一のエントリ (*,G)があり
ます。

VPC Device1:
------------
(*,G)
oif1 (igmp)
VPC Device2:
------------
(*,G)
oif1 (igmp)

IP PIM PRE-BUILD SPT

マルチキャストソースがレイヤ 3クラウド（vPCドメイン外）にある場合、1つの vPCピアが
送信元のフォワーダとして選定されます。このフォワーダの選択は、送信元に到達するための

メトリックに基づきます。関係がある場合、vPCプライマリはフォワーダとして選択されま
す。フォワーダのみがその関連する (S,G)内に vPC OIFを持っており、非フォワーダ (S,G)は
0 OIFを持っています。したがって、フォワーダのみがこの例に示すように、送信元へ PIM
(S,G)ジョインを送信します。

VPC Device1 (say this is Forwarder for Source 'S'):
------------
(*,G)
oif1 (igmp)
(S,G)
oif1 (mrib)
VPC Device2:
------------
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(*,G)
oif1 (igmp)
(S,G)
NULL

障害が発生した場合（たとえば、フォワーダのレイヤ 3リバースパス転送（RPF）リンクが動
作しない、またはフォワーダがリロードされるなど）、現在の非フォワーダが最終的にフォ

ワーダになる場合は、トラフィック取得するために送信元への (S,G)に対する PIMジョインの
送信を開始をする必要があります。送信元に到達するホップ数によって、この操作には時間が

かかる場合があります（PIMはホップバイホッププロトコルです）。

この問題を排除し、より優れたコンバージェンスを取得するには、ip pim pre-build-sptを使用
しますコマンドを使用します。このコマンドにより、マルチキャストルートに 0 OIFがあっ
ても PIMはジョインを送信できます。vPCデバイスでは、非フォワーダは送信元へ PIM (S,G)
ジョインをアップストリームに送信します。欠点は、非フォワーダからのリンク帯域幅のアッ

プストリームが最終的にそれによってドロップされるトラフィックに使用されることです。コ

ンバージェンスの向上によるメリットは、リンク使用帯域幅をはるかに上回っていることで

す。したがって、vPCを使用する場合は、このコマンドを使用することを推奨します。

vPCピアリンクとルーティング

ファーストホップ冗長性プロトコル（FHRP）は、vPCと相互運用します。Hot Standby Routing
Protocol（HSRP）、および Virtual Router Redundancy Protocol（VRRP）のすべてが、vPCと相
互運用できます。すべてのレイヤ 3デバイスを両方の vPCピアデバイスにデュアル接続する
ことを推奨します。

プライマリ FHRPデバイスは、たとえセカンダリ vPCデバイスがデータトラフィックを転送
したとしても、ARP要求に応答します。

プライマリ vPCピアデバイスを FHRPアクティブルータの最も高いプライオリティで設定し
ておくと、初期の設定確認と vPC/HSRPのトラブルシューティングを簡単にできます。

さらに、if-hsrpコンフィギュレーションモードで priorityコマンドを使用して、vPCピアリン
ク上でイネーブルになっているグループの状態がスタンバイになっているか、またはリッスン

状態になっている場合のフェールオーバーのしきい値を設定できます。インターフェイスが

アップまたはダウンするのを防ぐために下限および上限しきい値を設定できます。

VRRPは、vPCピアデバイス上で実行されている場合に HSRPとよく似た動作を示します。
VRRPは、HSRPを設定したのと同じ方法で設定してください。

プライマリvPCピアデバイスに障害が発生した場合は、セカンダリvPCピアデバイスにフェー
ルオーバーされ、FHRPトラフィックはシームレスに流れ続けます。

バックアップルーティングパスとして機能するように 2台の vPCピアデバイス間にルーティ
ング隣接を設定することを推奨します。1台の vPCピアデバイスがレイヤ 3アップリンクを失
うと、その vPCはルーテッドトラフィックを他の vPCピアデバイスにリダイレクトでき、そ
のアクティブレイヤ 3アップリンクを活用できます。

次の方法で、バックアップのルーティングパス用のスイッチ間リンクを設定できます。

• 2台の vPCピアデバイス間でレイヤ 3リンクを作成します。
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•専用の VLANインターフェイスを持つ非 VPC VLANトランクを使用します。

•専用の VLANインターフェイスを持つ vPCピアリンクを使用します。

vPC環境での HSRPの焼き付けMACアドレスオプション（use-bia）の設定、および任意の
FHRPプロトコルのための仮想MACアドレスの手動での設定は、推奨できません。これらの
設定は、vPCロードバランシングに不利な影響を与えるためです。HSRP use-biaオプション
は、vPCではサポートされていません。カスタムMACアドレスを設定する際には、両方の
vPCピアデバイスに同じMACアドレスを設定する必要があります。

delay restoreコマンドを使用すればコマンドを使用して、ピアの隣接が形成され、VLANイン
ターフェイスがバックアップされるまで、vPC+の回復を遅らせるようにリストアタイマーを
設定します。この機能により、vPCが再びトラフィックの受け渡しをし始める前にルーティン
グテーブルが収束できなかった場合のパケットのドロップを回避できます。delay restoreコマ
ンドを使用して、この機能を設定します。

復元した vPCピアデバイス上の VLANインターフェイスが起動するのを遅延するには、
interfaces-vlanオプションを delay restoreのオプションコマンドを使用します。

FHRPおよびルーティングに関する詳細情報については、『Cisco Nexus 9000 Series NX-OS
Unicast Routing Configuration Guide』を参照してください。

vPCピアリンクのレイヤ 3バックアップルートの構成

HSRPや PIMなどのアプリケーションを使用するネットワークのレイヤ 3にリンクするため
に、vPCピアデバイス上のVLANネットワークインターフェイスを使用できます。各ピアデ
バイス上で VLANネットワークインターフェイスが設定されており、そのインターフェイス
が各デバイス上で同じ VLANに接続されていることを確認してください。また、各 VLANイ
ンターフェイスが、同じ管理/動作モードになっていなければなりません。VLANネットワー
クインターフェイスの設定の詳細については、「レイヤ3インターフェイスの設定」の章を参
照してください。

vPCピアリンクでフェールオーバーが発生すると、vPCピアデバイス上のVLANインターフェ
イスも影響を受けます。vPCピアリンクに障害が発生すると、セカンダリ vPCピアデバイス
上の関連付けられている VLANインターフェイスがシステムによって停止されます。

vPCピアリンクに障害が発生したときに特定の VLANインターフェイスが vPCセカンダリデ
バイス上で停止しないようにできます。

CFSoE

Cisco Fabric Services over Ethernet（CFSoE）は、vPCピアデバイスのアクションを同期化する
ために使用される信頼性の高い状態転送メカニズムです。CFSoEは、vPCにリンクされてい
る、STP、IGMPなどの多くの機能のメッセージとパケットを伝送します。情報は、CFS/CFSoE
プロトコルデータユニット（PDU）に入れて伝送されます。

CFSoEは、vPC機能をイネーブルにすると、デバイスによって自動的にイネーブルになりま
す。何も設定する必要はありません。vPCの CFSoE分散には、IPを介してまたは CFSリー
ジョンに分散する機能は必要ありません。CFSoE機能が vPC上で正常に機能するために必要
な設定は一切ありません。
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CFSoE転送は、各 VDCにローカルです。

show mac address-tableコマンドを使用すればコマンドを使用すれば、CFSoEが vPCピアリ
ンクのために同期するMACアドレスを表示できます。

no cfs eth distributeまたは no cfs distributeコマンドは入力しないでください。CFSoE for vPC
機能のための CFSoEをイネーブルにしなければなりません。vPCをイネーブルにしてこれら
のコマンドのいずれかを入力すると、エラーメッセージが表示されます。

（注）

引数を使用せずに show cfs applicationコマンドを入力すると、出力に「Physical-eth」と表示さ
れます。これは、CFSoEを使用しているアプリケーションを表します。

CFSは、TCP/IPを介したデータも転送します。IP経由のCFSの詳細については、『Cisco Nexus
9000 Series NX-OS System Management Configuration Guide』を参照してください。

CFSリージョンはサポートされていません。（注）

vPCおよび孤立ポート

vPC対応でないデバイスが各ピアに接続するとき、接続されたポートはvPCのメンバではない
ため、孤立ポートと称されます。一方のピアへのデバイスのリンクがアクティブ（フォワー

ディング）になり、他方のリンクは STPのためスタンバイ（ブロッキング）になります。

vPCピアリンク障害またはリストアが発生すると、孤立ポートの接続は vPC障害または復元
プロセスにバインドされる可能性があります。たとえば、デバイスのアクティブな孤立ポート

がセカンダリ vPCピアに接続する場合、vPCピアリンク障害が発生し、vPCポートがセカン
ダリピアによって一時停止されると、そのデバイスはプライマリピアを経由する接続を失い

ます。セカンダリピアがアクティブな孤立ポートも一時停止した場合は、デバイスのスタンバ

イポートがアクティブになり、プライマリピアへの接続が提供され、接続が復元されます。

セカンダリピアが vPCポートを一時停止するときに特定の孤立ポートがそのピアによって一
時停止され、vPCが復元されるとそのポートが復元されるように CLIで設定できます。

仮想化のサポート

1つの vPC内のすべてのポートが、同じ VDC内になくてはなりません。このバージョンのソ
フトウェアは、VDCごとに 1つの vPCドメインしかサポートしません。各 VDCで 1～ 4096
の番号を使用して vPCに番号を付けることができます。

停電後の vPCリカバリ
データセンターが停止すると、vPCドメインの両方の vPCピアがリロードされます。場合に
よっては、1つのピアのみが復元される場合があります。機能するピアキープアライブまたは
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vPCピアリンクがないと、vPCは正常に機能することができません。vPCサービスが機能する
ピアのローカルポートのみを使用するようにする方法が利用可能です。

自動リカバリ

Cisco Nexus 9000シリーズデバイスは、そのピアがオンラインになるのに失敗した場合に、
auto-recoveryコマンドを使用して、 vPCサービスを復元するように設定できます。この設定
は、スタートアップコンフィギュレーションに保存しなければなりません。リロード時に、

vPCピアリンクがダウンし、 3回連続してピアキープアライブメッセージが失われた場合、
セカンダリデバイスはプライマリ STPロールとプライマリ LACPロールを引き継ぎます。ソ
フトウェアが vPCを初期化し、そのローカルポートを稼働させ始めます。ピアがないため、
ローカル vPCポートの一貫性チェックはバイパスされます。デバイスは、自身をそのロール
プライオリティに関係なく STPプライマリに選出し、LACPポートロールのプライマリデバ
イスとしても機能します。

自動回復リロード遅延

vPCピアの自動回復は、auto-recovery reload-delayコマンドを使用して遅延させることができ
ます。自動回復リロード遅延時間は、最初にアップしたピアで使用されます。reload-delay time
コマンドは、両方のピアが回復するのを待機し、既存のロールを保持してから自動回復を開始

するために使用します。デバイスは、回復したスイッチに対してプライマリロールを再開しま

す。

リカバリ後の vPCピアロール

ピアデバイスのリロードが完了し、隣接が形成されたら、次のプロセスが発生します。

1. 最初の vPCピアがその現在のロールを維持して、その他のプロトコルへの任意の移行リ
セットを回避します。ピアが、他の可能なロールを受け入れます。

2. 隣接が形成されたら、整合性検査が実行され、適切なアクションが取られます。

高可用性

In-Service Software Upgrade（ISSU）では、最初の vPCデバイス上のソフトウェアリロードプ
ロセスが、vPC通信チャネルを介した CFSメッセージングを使用して、その vPCピアデバイ
スをロックします。1度に 1つのデバイスだけアップグレードできます。最初のデバイスは、
そのアップグレードが完了したら、そのピアデバイスのロックを解除します。次に、2つ目の
デバイスが、最初のデバイスが行ったのと同じように最初のデバイスをロックして、アップグ

レードプロセスを実行します。アップグレード中は、2つのvPCデバイスが一時的に異なるリ
リースのCisco NX-OSを実行することになりますが、その下位互換性サポートにより、システ
ムは正常に機能します。

ハイアベイラビリティ機能の詳細については、『Cisco Nexus 9000 Series NX-OS High Availability
and Redundancy Guide』を参照してください。

（注）
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vPCフォークリフトアップグレードシナリオ
次の手順では、vPCドメイン内の Cisco Nexus 9500スイッチのペアを、同じタイプのライン
カードを使用する、Cisco Nexus 9500スイッチの別のペアに移行するためのシナリオについて
説明します。このような移行の一般的な例としては、より多くのインターフェイスが必要な場

合に、Cisco Nexus 9504スイッチからCisco Nexus 9508スイッチに移行するケースがあります。
次の移行シナリオはサポートされていません。

•異なるラインカードセットを使用する Cisco Nexus 9500スイッチへの移行。例えば、
N9K-X94xxラインカードを搭載した Cisco Nexus 9500スイッチから、N9K-X97xxライン
カードを搭載した Cisco Nexus 9500スイッチへの移行です。

•異なる世代の Cisco Nexus 9300スイッチ間の移行。例えば、Cisco Nexus N9K-C9372PXか
ら Cisco Nexus N9K-93180YC-EXスイッチへの移行です。

• vPCドメインでの、異なる世代の Cisco Nexus 9000スイッチの使用はサポートされていま
せん

vPCフォークリフトアップグレードの考慮事項：

• vPCロール選択とスティッキビット

デフォルトの場合、Cisco NX-OSソフトウェアでは、最小のMACアドレスを基にプライ
マリデバイスが選択されます。ただし、ロールプライオリティが設定されている場合は、

プライオリティが最も低いデバイスがプライマリデバイスとして選択されます。プライマ

リデバイスがリロードされると、システムがオンラインに戻り、vPCセカンダリデバイス
（現在動作可能なプライマリ）への接続が復元されます。セカンダリデバイス（動作プラ

イマリ）の動作ロールは変更されません（不要な中断を回避するため）。この動作は、ス

ティッキ情報がスタートアップコンフィギュレーションに保存されないスティッキビット

で実現されます。この方法では、稼働中のデバイスがリロードされたデバイスに勝ちま

す。したがって、vPCプライマリはvPCの動作セカンダリになります。スティッキビット
は、vPCノードが vPCピアリンクおよびピアキープアライブダウンで起動し、自動回復
期間後にプライマリになるときにも設定されます。

• vPCの遅延復元

遅延復元タイマーは、ピア隣接が既に確立されている場合、リロードの後で復元済みの

vPCピアデバイスで起動する vPCの遅延のために使用されます。

復元した vPCピアデバイス上の VLANインターフェイスが起動するのを遅延するには、
interfaces-vlanオプションを delay restoreのオプションコマンドを使用します。

• vPC自動リカバリ

両方のvPCピアスイッチがダウンしたデータセンターの停電中に、1つのスイッチのみが復
元された場合、自動回復機能により、そのスイッチがプライマリスイッチの役割を引き継

ぎ、自動回復期間後にvPCリンクが起動します。デフォルトの自動回復期間は240秒です。

次の例は、vPCピアノードNode1とNode2をNew_Node1とNew_Node2に置き換える移行シナリオ
です。
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Node2動作
のロール

Node2
Configured
role（Ex：
role
priority
200）

Node1動作
のロール

Node1
Configured
role（Ex：
role priority
100）

予想される動作移行ステップ

セカンダ

リ

スティッ

キービッ

ト：False

セカンダ

リ

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

トラフィックは

vPCピア（Node1
とNode2）の両
方によって転送

されます。

Node1はプライ
マリで、Node2
はセカンダリで

す。

初期状態です。1

セカンダ

リ

スティッ

キービッ

ト：False

セカンダ

リ

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

プライマリvPC
ピアNode1でト
ラフィックが収

束しました。

Node2の交換 –
Node2のすべての
vPCとアップリン
クをシャットダウ

ンします。 vPCピ
アリンクおよび

vPCピアキープア
ライブは、管理上

のアップ状態で

す。

2

適用対象

外

適用対象

外

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

Node1は引き続
きトラフィック

を転送します。

Node2を削除しま
す。

3
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Node2動作
のロール

Node2
Configured
role（Ex：
role
priority
200）

Node1動作
のロール

Node1
Configured
role（Ex：
role priority
100）

予想される動作移行ステップ

セカンダ

リ

スティッ

キービッ

ト：False

セカンダ

リ

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

New_Node2がセ
カンダリとして

起動します。

Node1は引き続
きプライマリで

す。

トラフィックは

Node01で引き続
き転送されま

す。

New_Node2を設定
します。構成を管

理アップ状態の

vPCピアリンクお
よびピアキープア

ライブでスタート

アップ構成にコ

ピーします。

New_Node2の電源
をオフにします。

すべての接続を確

立します。

New_Node2の電源
をオンにします。

4

セカンダ

リ

スティッ

キービッ

ト：False

セカンダ

リ

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

トラフィック

は、ノード1と
New_Node2の両
方によって転送

されます。

New_Node2のすべ
てのvPCとアップ
リンクポートを起

動します。

5

セカンダ

リ

スティッ

キービッ

ト：False

セカンダ

リ

プライマ

リ

スティッ

キービッ

ト：False

プライマ

リ

トラフィックは

New_Node2に収
束します。

Node1の交換：

Node1でvPCとアッ
プリンクをシャッ

トダウンします。

6

プライマ

リ

スティッ

キービッ

ト：True

セカンダ

リ

適用対象

外

適用対象

外

New_Node2がセ
カンダリにな

り、プライマリ

が動作し、ス

ティッキービッ

トがTrueに設定
されます。

Node1を削除しま
す。

7
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Node2動作
のロール

Node2
Configured
role（Ex：
role
priority
200）

Node1動作
のロール

Node1
Configured
role（Ex：
role priority
100）

予想される動作移行ステップ

プライマ

リ

スティッ

キービッ

ト：True

セカンダ

リ

セカンダ

リ

スティッ

キービッ

ト：False

プライマ

リ

New_Node1がプ
ライマリ、運用

セカンダリとし

て起動します。

New_Node1を設定
します。スタート

アップ実行をコ

ピーします。

新しいNode1の電
源をオフにしま

す。すべての接続

を確立します。

New_Node1の電源
をオンにします。

8

プライマ

リ

スティッ

キービッ

ト：True

セカンダ

リ

セカンダ

リ

スティッ

キービッ

ト：False

プライマ

リ

トラフィック

は、新しいノー

ド1と新しい
ノード2の両方
によって転送さ

れます。

New_Node1のすべ
てのvPCとアップ
リンクポートを起

動します。

9

設定済みのセカンダリノードを動作可能なセカンダリとして設定し、設定済みのプライマリを

動作可能なプライマリとして使用する場合は、移行の最後にNode2をリロードできます。これ
オプションであり、機能上の影響はありません。

（注）

注意事項と制約事項
vPC構成時の注意事項と制約事項は次のとおりです。

• 1つの vPCのすべてのポートが、同じ VDC内になくてはなりません。

• vPCを設定するには、まず vPCをイネーブルにする必要があります。

• vPCに入れられるのは、レイヤ 2ポートチャネルだけです。

•両方の vPCピアデバイスを設定しなければなりません。設定が片方のデバイスから他方
へ送信されることはありません。

• vPC環境内のVLANに不整合がある場合は、セカンダリスイッチのvPCレッグ全体を停止
するのではなく、影響を受ける（一致しない）VLANのみが一時停止されます。
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•既存のポートチャネルで vPCの設定中に、最小限のトラフィックの中断が発生する可能
性があります。

• CFSリージョンはサポートされていません。

• STPポートコストは、vPC環境で 200に固定されています。

•マルチレイヤ（バックツーバック）vPCを設定するには、それぞれの vPCに一意の vPC
ドメイン IDを割り当てる必要があります。

次の場合、レイヤ 3リンクとバックツーバックvPCでマルチキャストストリームが重複す
る可能性があります。

• SVIは、バックツーバックvPCの一部である4つすべてのスイッチで設定されます。

• vPCの一部である4つのスイッチを接続する追加のL3リンクがあります。

• PIMは、すべてのSVIおよびスイッチ間のL3リンクでイネーブルです。

ストリームの重複を防ぐには、vPCスイッチペアの1つからSVIまたはPIM設定を削除しま
す。

•このソフトウェアは、vPC上での BIDR PIMおよび SSMはサポートされていません。

• vPC環境でのDHCPスヌーピング、DAI、IPSGはサポートされていません。DHCPリレー
はサポートされています。

•ピアスイッチは、両方の VPCピアが同じプライオリティを共有し、すべての VLANまた
はMSTインスタンスのルートである場合にのみ構成できます。少なくとも 1つの VLAN
またはMSTインスタンスがルートでない場合、ピアスイッチを構成できません。

•では、FEX-AA（デュアルホーム FEX）および FEX-ST（FEXストレートスルー）トポロ
ジ（FEX-AAおよび FEX-ST）がサポートされています。次の親スイッチの組み合わせは
サポートされていません。

• Cisco Nexus 9300-EXおよび 9300スイッチ。

• Cisco Nexus 9300および 9500スイッチ。

• Cisco Nexus 9300-EXおよび 9500スイッチ。

•および Cisco NX-OSリリース 9.3(5)以降、クラウドスケールベースの TORスイッチは、
ハードウェア/データプレーンの vPCピア宛ての TTL = 1パケットを転送できます。機能
のシームレスな動作のために、これらのリリースまたはそれ以降のリリースのいずれかを

使用することを推奨します。

• STPプライオリティの vPCペアを設定する場合は、両方の vPCピアを STPルートとして
機能させるために、両方の vPCピアスイッチに同じプライオリティレベルを設定する必
要があります。

• showコマンド（internalキーワード付き）はサポートされていません。

• Cisco Nexus 9000シリーズスイッチは、vPCトポロジでのNATをサポートしていません。
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• Cisco NX-OSリリース 9.2(1)以降の Cisco Nexus 9000スイッチでは、show vpc
consistency-checkerコマンドは使用できません。

• Cisco NX-OSリリース 9.2(1)以降、delay restore interface-bridge-domainおよび peer-gateway
exclude-bridge-domainコマンドは、Cisco Nexus 9500-Rプラットフォームスイッチでは利
用できません。

• vPC内のLACPを使用するすべてのポートチャネルを、アクティブモードのインターフェ
イスで設定することを推奨します。

•この項で説明している vpc orphan-ports suspendコマンドは、非 vPC VLANのポートおよ
びレイヤ3ポートにも適用可能です。ただし、VPC VLANのポートで使用することをお勧
めします。

•サポートされている vPCドメインを形成するには、次の点に注意してください。

• Cisco Nexus 9300シリーズスイッチの場合、両方のスイッチがまったく同じモデルで
ある必要があります。

• 2つの Cisco Nexus 9500シリーズスイッチ間で vPCドメインを形成する場合、両方の
スイッチは、サポートされるvPCドメインを形成するために、シャーシの同じスロッ
トに挿入された同じモデルのラインカード、ファブリックモジュール、スーパーバ

イザモジュール、およびシステムコントローラで構成されている必要があります。

• vPCドメインを通じて接続されているすべてのデバイスは、デュアルホームである必要が
あります。

• lacp suspend-individualおよび lacp mode delayコマンドを実行して、PXEで vPC経由で
Cisco Nexus 9000スイッチに接続しているサーバーを起動する必要があります。

での VPCのサポート Cisco Nexus 9336C-SE1

Cisco NX-OSリリース 10.6(1)F以降、 Cisco Nexus 9336C-SE1では VPCがサポートされます。

vPCピアリンクに関する注意事項

•ピアキープアライブリンクを設定し、システムが vPCピアリンクを確立する前に、ピア
間の隣接関係を形成する必要があります。

•必要な設定パラメータが、vPCピアリンクの両側で互換性を保っているか確認する必要が
あります。互換性の推奨については、「vPCインターフェイスの互換パラメータ」の項を
参照してください。

• vPCピアリンクでは、デフォルトでMTUが 9216に設定されています。

• vPCがダウンし、トラフィックが vPCピアリンクを通過する必要があるときに、増加す
るトラフィックに対応するためはのベストプラクティス、 vPCピアリンクのラインカー
ドを横断して複数の高帯域幅インターフェイス（Cisco Nexus 9000の 40Gインターフェイ
スなど）を使用することです。
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• vPC環境で open shortest path first（OSPF）を設定する場合は、コアスイッチ上でルータコ
ンフィギュレーションモードで次のタイマーコマンドを使用することにより、vPCピア
リンクがシャットダウンしたときに OSPFの高速コンバージェンスを実現します。

switch (config-router)# timers throttle spf 1 50 50
switch (config-router)# timers lsa-arrival 10

OSPFの詳細については、「Cisco Nexus 9000シリーズ NX-OSユニキャストルーティング

設定ガイド」を参照してください。

•ジャンボフレームは、vPCピアリンクではデフォルトで有効に設定されます。

• vPCポートチャネルの LACP設定は、vPCピアリンク上の両方の Cisco Nexusスイッチで
一貫している必要があります。

• 2つのCisco Nexus 9000シリーズスイッチで vpc domain構成モードの下にある peer-switch
機能を設定すると、vPCピアリンクで有効になっていないVLANに対してもスパニングツ
リールートが変更されます。両方のスイッチは、ブリッジアドレスとして 1つのMAC
アドレスを持つ 1つのシステムとして機能します。これは、non-vPC mst-instanceまたは
VLANでも trueです。したがって、2つのスイッチ間の非 vPCピアリンクはバックアッ
プリンクとしてブロックされます。これは予期された動作です。

•第 1世代の Broadcomベースの Nexus 9300シリーズスイッチおよび Nexus 9500シリーズ
ラインカードは、vPCコンバージェンスに割り当てられた TCAM領域の vPCピアリンク
として、入力インターフェイスの set ip next-hopによるポリシーベースルーティング
（PBR）ルートマップをサポートしていません。

この制限は、This limitation does not apply to cloud scale basedEX/FX/FX2ラインカードを搭
載したNexus 9000シリーズデバイスや、9700-EX/FXラインカードを搭載したNexus 9500
プラットフォームスイッチなどNexus 9000シリーズデバイスに基づきクラウドスケール
には適用されません。

vPC STPヒットレスロールの注意事項

• vPCロール変更はいずれかのピアデバイスで実行できます。

•元のセカンダリデバイスに高プライオリティ値がある場合、元のプライオリティデバイ
スはロールスワッピングは実行できません。vPCデバイスのいずれかでロールプライオ
リティを変更すると、元のセカンダリデバイスの値は元のプライマリデバイスの値より

も低くなります。デバイスの既存のロールを確認するには、ローカルおよびピアスイッチ

で show vpc roleコマンドを使用します。

• vPCドメインで vPCヒットレスロール変更機能を設定する前に、既存の設定済みロール
プライオリティをチェックし、peer-switchコマンドを有効にします。これにより、両方の
vPCピアが同じSTPプライオリティになり、ロールの変更を発行する前にピアが稼働可能
になることが保証されます。peer-switchコマンドを有効にできない場合、コンバージェン
スの問題が発生する可能性があります。show spanning-tree summary | grep peer コマンド
を使用して、ピア vPCスイッチが動作しているかどうかを確認します。
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HSRPにおける vPCピアの注意事項

•スパインノードのペアからCisco Nexus 9000デバイスのペアに移行する場合、Cisco Nexus
9000 vPCピアがアクティブ/スタンバイ状態になるようにHSRPプライオリティを設定する
必要があります。HSRP状態の Cisco Nexus 9000 vPCをアクティブ/リッスン状態またはス
タンバイ/リッスン状態にすることはサポートされていません。

• vPCを使用する場合は、FHRP（HSRP、VRRP）にデフォルトのタイマーを使用し、PIM
設定を行うことを推奨します。アグレッシブタイマーをvPC設定で使用すると、コンバー
ジェンス時間のメリットがありません。

• VRRP/HSRPの BFDは、vPC環境ではサポートされていません。

•ダブルサイド vPC上のすべてのノードで同じホットスタンバイルータプロトコル（Hot
Standby Router Protocol、HSRP）/仮想ルータ冗長プロトコル（Virtual Router Redundancy
Protocol、VRRP）グループを持つことはサポートされています。

•スパインノードのペアからCisco Nexus 9000デバイスのペアに移行する場合、Cisco Nexus
9000 vPCピアがアクティブ/スタンバイ状態になるようにHSRPプライオリティを設定する
必要があります。HSRP状態をアクティブ/リッスン状態、またはスタンバイ/リッスン状
態にすることは Cisco Nexus 9000 vPCピアでサポートされていません。

vPC経由のレイヤ 3に関する注意事項

• vPCを介したレイヤ 3は、レイヤ 3ユニキャスト通信の Cisco Nexus 9000シリーズスイッ
チでのみサポートされます。

vPC上のレイヤ 3は、レイヤ 3マルチキャストトラフィックではサポートされません。詳
細については、「レイヤ 3および vPC設定のベストプラクティス」セクションを参照し
てください。

•デフォルトでは、レイヤ 3 vPCは、ピア vPCノード宛てのすべてのパケット (TTL=1)を転
送します。OSPF/BGPは、この転送が原因でフラップする可能性があります。スイッチ
ハードウェアを前進させるには、ing-sup TCAMをサイズ 768に切り分ける必要がありま
す。TCAMカービング後にスイッチをリロードしてください。次に例を示します。
show hardware access-list tcam region | gr ing-sup

Ingress SUP [ing-sup] size = 768

Cisco NX-OSリリース 9.3(4)にはこのデフォルトの動作がありますが、クラウドスケール
ベースの TORスイッチに対する vPCピアへのパケットのハードウェアリダイレクトには
TCAM再分割オプションを使用できます。これには、ing-supリージョンに少なくとも768
スペースを割り当てる必要があり、リロードが必要であり、操作上のオーバーヘッドがあ

ります。

• vPCピアの IPを宛先としたレイヤ 3ピアルータおよび TTL = 1パケットのデフォルトの動
作では、パケットを CPUにパントし、ソフトウェアを vPCピアに転送します。これは、
クラウドスケールベースの EORスイッチに適用されます。

•クラウドスケールASICベースのスイッチでレイヤ 3ピアルータを設定すると、ユニキャ
ストパケットで次の動作が発生することがあります。
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• vPCピアノード宛ての TTL = 0のユニキャストパケットは、ピアに転送されます。

• TTL = 0のユニキャストパケットはピアによってドロップされず、代わりに SUPにパ
ントされます。

• VPCピアノード宛ての TTL = 1および TTL = 0のユニキャストパケットは、ソフト
ウェア転送およびハードウェア転送が可能です。そのため、ピアノードで重複パケッ

トが確認されます。

• Cisco NX-OSリリース 9.3(9)以降、vPCドメインの両方の vPCピアでピアゲートウェイお
よびレイヤ 3ピアルータコマンドが設定されていない場合、syslogが作成されます。

アップグレード中の vPCに関する注意事項

• vPCピアは同じ Cisco NX-OSリリースを実行する必要があります。ソフトウェアアップ
グレード中は、最初にプライマリ vPCピアをアップグレードする必要があります。

•無停止アップグレードを実行する前に、vPCの両方のピアが同じモード（通常 ISSUモー
ドまたは拡張 ISSUモード）であることを確認します。

拡張 ISSUモード（ブートモード lxc）が構成されたスイッチと非
拡張 ISSUモードスイッチ間の vPCピアリングはサポートされて
いません。

（注）

レイヤ 3および vPC設定のベストプラクティス
ここでは、vPCでレイヤ 3を使用し、設定するためのベストプラクティスについて説明しま
す。

レイヤ 3および vPC設定の概要
レイヤ3デバイスがvPCを介してvPCドメインに接続されている場合、次のビューがあります。

•レイヤ2では、レイヤ3デバイスはvPCピアデバイスによって提供される一意のレイヤ2ス
イッチを認識します。

•レイヤ 3では、レイヤ 3デバイスは 2台の異なるレイヤ 3デバイス（vPCピアデバイスご
とに 1台）を認識します。

vPCはレイヤ2仮想化テクノロジーであるため、レイヤ2では、両方のvPCピアデバイスがネッ
トワークの他の部分に対して固有の論理デバイスとして表示されます。

レイヤ3には仮想化テクノロジーがないため、各vPCピアデバイスは、ネットワークの他の部分
では別個のレイヤ3デバイスと見なされます。
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次の図は、vPCを使用した2つの異なるレイヤ2およびレイヤ3ビューを示しています。

図 17 : vPCピアデバイスのさまざまなビュー

レイヤ 3および vPCのサポートされるトポロジ
ここでは、レイヤ 3および vPCのネットワークトポロジの例を示します。

レイヤ 3と vPCのインタラクションには 2つのアプローチがあります。1つ目は、専用のレイ
ヤ 3リンクを使用してレイヤ 3デバイスを各 vPCピアデバイスに接続する方法です。2つ目
は、vPC接続で伝送される専用 VLAN上で、レイヤ 3デバイスが各 vPCピアデバイスで定義
されたSVIとピアリングできるようにすることです。次のセクションでは、次の図の凡例に記
載されている要素を利用して、サポートされているすべてのトポロジについて説明します。

図 18 :凡例

レイヤ 3リンクを使用した外部ルータとのピアリング

この例は、レイヤ 3リンクを使用してレイヤ 3デバイスを vPCドメインの一部である Cisco
Nexus 9000スイッチに接続するトポロジを示しています。

この方法で 2つのエンティティを相互接続すると、レイヤ 3ユニキャストおよびマルチキャス
ト通信をサポートできます。

（注）
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図 19 :レイヤ 3リンクを使用した外部ルータとのピアリング

レイヤ 3デバイスは、両方の vPCピアデバイスとのレイヤ 3ルーティングプロトコルの隣接
関係を開始できます。

1つまたは複数のレイヤ 3リンクを、各 vPCピアデバイスにレイヤ 3デバイスを接続ために使
用できます。Cisco Nexus 9000シリーズデバイスは、プレフィックスごとに最大 16のハード
ウェアロードシェアリングパスでレイヤ 3 Equal Cost Multipathing（ECMP）をサポートしま
す。vPCピアデバイスからレイヤ 3デバイスへのトラフィックを、2台のデバイスを相互接続
するすべてのレイヤ 3リンクにロードバランスできます。

レイヤ 3デバイスでレイヤ 3 ECMPを使用すると、このデバイスから vPCドメインへのすべて
のレイヤ3リンクを効果的に使用できます。レイヤ3デバイスからvPCドメインへのトラフィッ
クを、2つのエンティティを相互接続するすべてのレイヤ3リンクにロードバランスできます。

レイヤ 3デバイスをレイヤ 3リンクを使用している vPCドメインに接続する際は、次の注意事
項に従ってください。

•レイヤ 3デバイスを vPCドメインに接続するには、独立したレイヤ 3リンクを使用しま
す。各リンクはポイントツーポイントレイヤ 3接続を表し、小さな IPサブネット（/30ま
たは /31）から取得された IPアドレスが割り当てられます。

•複数の VRFにレイヤ 3ピアリングが必要な場合は、それぞれが個別の VRFにマッピング
される複数のサブインターフェイスを定義することを推奨します。

バックアップルーティングパス用 vPCデバイス間のピアリング

この例では、レイヤ 3バックアップルーテッドパスを持つ 2つの vPCピアデバイス間のピア
リングを示します。vPCピアデバイス 1または vPCピアデバイス 2 のレイヤ 3アップリンク
に障害が発生した場合、2つのピアデバイス間のパスを使用して、レイヤ 3アップリンクが
アップ状態のスイッチにトラフィックがリダイレクトされます。

レイヤ3バックアップルーティングパスは、vPCピアリンク上で専用インターフェイスVLAN
（SVIなど）を使用するか、2つの vPCピアデバイス間で専用のレイヤ 2またはレイヤ 3リン
クを使用して実装できます。
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図 20 :バックアップルーティングパス用 vPCデバイス間のピアリング

ルータ間の直接レイヤ 3ピアリング

このシナリオでは、vPCドメインの Nexus 9000デバイスの部分が単にレイヤ 2中継パスとし
て使用され、接続されたルータがレイヤ3ピアリングおよび通信を確立できるようにします。

図 21 :ルータ間ピアリング

レイヤ 3デバイスは、次の 2つの方法で相互のピアとなることができます。また、ピアリング
の方法は、このロールにどのようなデバイスが展開されるかによっても変わります。

•中間のCisco Nexus 9000 vPCピアスイッチを介してレイヤ3デバイス間で拡張されるVLAN
の VLANネットワークインターフェイス（SVI）を定義します。

•各レイヤ 3デバイスでレイヤ 3ポートチャネルインターフェイスを定義し、ポイントツー
ポイントレイヤ 3ピアリングを確立します。

複数のVRFに対してレイヤ3ピアリングを確立する必要がある展開の場合、最初の方法では、
VRFごとに VLAN（およびSVI）のレイヤ 3デバイスで定義することが必要になります。2番
目の方法では、VRFごとにレイヤ 3ポートチャネルサブインターフェイスを作成できます。

（注）
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トランジットスイッチとして vPCデバイスを使用した 2ルータの間のピアリング

この例は、「ルータ間のピアリング」トポロジと似ています。この場合も、同じvPCドメイン
の一部である Cisco Nexus 9000デバイスは、レイヤ 2中継パスとしてのみ使用されます。ここ
での違いは、Cisco Nexus 9000スイッチのペアが 2つあることです。vPC接続を使用してレイ
ヤ3デバイスに接続されている各スイッチは、それらの間のバックツーバックvPC接続も確立
します。異なる点は、vPCドメインがレイヤ 2中継パスとしてのみ使用されていることです。

図 22 :トランジットスイッチとして vPCデバイスを使用した 2ルータの間のピアリング

このトポロジは、直接リンク（ダークファイバまたはDWDM回線）で相互接続された個別の
データセンター間の接続を確立する場合によく使用されます。この場合、Cisco Nexus 9000ス
イッチの 2つのペアはレイヤ 2拡張サービスのみを提供し、レイヤ 3デバイスがレイヤ 3で相
互にピアリングできるようにします。

パラレル相互接続ルーテッドポート上の外部ルーターとのピアリング

次の図に示すように、ルーテッドトラフィックとブリッジトラフィックの両方が必要な場合

は、ルーテッドトラフィックに個別のレイヤ 3リンクを使用し、ブリッジトラフィックに個
別のレイヤ 2ポートチャネルを使用します。

レイヤ 2リンクは、ブリッジドトラフィック（同じ VLANに保持されるトラフィック）また
はVLAN間トラフィック（vPCドメインがインターフェイスVLANと関連HSRPコンフィギュ
レーションをホストすることが前提）に使用されます。

レイヤ 3リンクは、各 vPCピアデバイスとのルーティングプロトコルピアリング隣接に使用
されます。

このトポロジの目的は、レイヤ3デバイスを通過する特定のトラフィックを引き付けることで
す。レイヤ3リンクは、レイヤ3デバイスからvPCドメインにルーティングされたトラフィック
を伝送するためにも使用されます。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
339

vPCの設定

トランジットスイッチとして vPCデバイスを使用した 2ルータの間のピアリング



図 23 :パラレル相互接続ルーテッドポート上の外部ルーターとのピアリング

パラレル相互接続ルーテッドポート上の vPCスイッチペア間のピアリング

前の項（中継スイッチとしてvPCデバイスを使用した2台のルータ間のピアリング）で示した
ものに代わる設計では、レイヤ 2とレイヤ 3の両方の拡張サービスを提供するために、各デー
タセンターに導入された 2ペアの Cisco Nexus 9000スイッチを使用します。ルーティングプロ
トコルピアリング隣接を 2ペアの Cisco Nexus 9000デバイス間で確立する必要がある場合、ベ
ストプラクティスは、次の例に示すように 2サイト間に専用のレイヤ 3リンクを追加すること
です。

図 24 :パラレル相互接続ルーテッドポートでの vPC相互接続を介したピアリング

2つのデータセンター間のバックツーバック vPC接続は、ブリッジドトラフィックまたは
VLAN間トラフィックを伝送し、専用レイヤ 3リンクは 2サイト間でルーテッドトラフィッ
クを伝送します。

非 vPC VLANを使用する PC相互接続および専用スイッチ間リンクを介したピアリング

この例は、レイヤ3デバイスがvPCドメインにシングル接続されている場合に、専用スイッチ
間リンクで非 vPC VLANを使用して、レイヤ 3デバイスと各 vPCピアデバイスとの間でルー
ティングプロトコルピアリング隣接を確立できることを示しています。ただし、非vPC VLAN
は、vPC VLANとは異なるスタティックMACを使用するように設定する必要があります。
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この目的のために vPC VLAN（および vPCピアリンク）を設定することはサポートされてい
ません。

（注）

図 25 :非 vPC VLANを使用する PC相互接続および専用スイッチ間リンクを介したピアリング

vPC接続を介した直接ピアリング

Cisco NX-OSリリース 7.0(3)I5(1)以降では、レイヤ 3ルータと Cisco Nexus 9000 vPCスイッチ
のペア間にレイヤ 3ピアリングを確立するための代替方法が導入されています。

vPC接続を介した直接ピアリングは、レイヤ 3ユニキャスト通信でのみサポートされ、レイヤ
3マルチキャストトラフィックではサポートされません。レイヤ 3マルチキャストが必要な場
合は、専用のレイヤ 3リンクでピアリングを確立する必要があります。

（注）
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図 26 :サポート：ルータが両方の vPCピアとピアリングする vPC相互接続を介するピアリング。

このシナリオでは、同じ vPCドメインの一部である外部ルータと Cisco Nexus 9000スイッチ間
のレイヤ 3ピアリングは、vPC接続で伝送されるVLAN上で直接確立されます。この場合の外
部ルータは、各 vPCデバイスで定義された SVIインターフェイスとピアリングします。前の
図 12のシナリオでは、外部ルータは SVIまたはレイヤ 3ポートチャネルを使用して vPCデバ
イスとピアリングできます（複数の SVIまたはポートチャネルサブインターフェイスをマル
チ VRF展開に使用できます）。

この展開モデルでは、vPCドメインの一部として layer3 peer-routerコマンドを設定する必要
があります。vPCスイッチの 2つの個別のペア間で確立された vPCバックツーバック接続でレ
イヤ 2およびレイヤ 3接続を確立するために、同じアプローチを採用できます。
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図 27 :サポート：各 Nexusデバイスが 2つの vPCピアとピアリングする vPC相互接続を介したピアリング。

この展開モデルでは、4つの Cisco Nexus 9000スイッチすべてに同じ VLAN内の SVIインター
フェイスが設定され、これらの間でルーティングピアリングと接続が確立されます。

デフォルト設定
次の表は、vPCパラメータのデフォルト設定をまとめたものです。

表 18 :デフォルト vPCパラメータ

デフォルトパラメータ

32667vPCシステムプライオリティ

ディセーブルvPCピアキープアライブメッセージ

1秒vPCピアキープアライブ間隔

5秒vPCピアキープアライブタイムアウト

3200vPCピアキープアライブ UDPポート
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vPCの設定

vPCピアリンクの両側のデバイス両方でこれらの手順を使用する必要があります。両方のvPC
ピアデバイスをこの手順で設定します。

（注）

ここでは、コマンドラインインターフェイス（CLI）を使用してvPCを設定する方法を説明し
ます。

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

vPCのイネーブル化
vPCを設定して使用する場合は、事前に vPC機能をイネーブルにしておく必要があります。

手順の概要

1. configure terminal
2. feature vpc
3. exit
4. show feature
5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイス上で vPCをイネーブルにします。feature vpc

例：

ステップ 2

switch(config)# feature vpc

グローバルコンフィギュレーションモードを終了

します。

exit

例：

ステップ 3
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目的コマンドまたはアクション

switch(config)# exit
switch#

（任意）デバイス上でイネーブルになっている機能

を表示します。

show feature

例：

ステップ 4

switch# show feature

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch# copy running-config startup-config

例

次の例は、vPC機能をイネーブルにする方法を示します。
switch# configure terminal
switch(config)# feature vpc
switch(config)# exit
switch(config)#

vPCのディセーブル化

vPC機能をディセーブルにすると、デバイス上のすべての vPC設定がクリアされます。（注）

手順の概要

1. configure terminal
2. no feature vpc
3. exit
4. show feature
5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

デバイスの vPCをディセーブルにします。no feature vpc

例：

ステップ 2

switch(config)# no feature vpc

グローバルコンフィギュレーションモードを終了

します。

exit

例：

ステップ 3

switch(config)# exit
switch#

（任意）デバイス上でイネーブルになっている機能

を表示します。

show feature

例：

ステップ 4

switch# show feature

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch# copy running-config startup-config

例

次の例は、vPC機能をディセーブルにする方法を示します。
switch# configure terminal
switch(config)# no feature vpc
switch(config)# exit
switch#

vPCドメインの作成と vpc-domainモードの開始
vPCドメインを作成し、両方の vPCピアデバイス上で vPCピアリンクポートチャネルを同
じ vPCドメイン内に置くことができます。1つの VDC全体を通じて一意の vPCドメイン番号
を使用するこのドメイン IDは、vPCシステムMACアドレスを自動的に形成するのに使用さ
れます。

このコマンドを使用して、vpc-domainコマンドモードを開始することもできます。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. exit
4. show vpc brief
5. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイス上に vPCドメインを作成し、設定目的で
vpc-domainコンフィギュレーションモードを開始し

vpc domain domain-id

例：

ステップ 2

ます。デフォルトはありません。指定できる範囲は

1～ 1000です。
switch(config)# vpc domain 5
switch(config-vpc-domain)#

vpc-domain設定モードを終了します。exit

例：

ステップ 3

switch(config)# exit
switch#

（任意）各vPCドメインに関する簡単な情報を表示
します。

show vpc brief

例：

ステップ 4

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 5

switch# copy running-config startup-config

例

次に、vpc-domainコマンドモードを開始して、既存の vPCドメインを設定する例を示
します。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# exit
switch(config)#

vPCキープアライブリンクと vPCキープアライブメッセージの設定
キープアライブメッセージを伝送するピアキープアライブリンクの宛先 IPを設定できます。
必要に応じて、キープアライブメッセージのその他のパラメータも設定できます。
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システムで vPCピアリンクを形成できるようにするには、まず vPCピアキープアライブリン
クを設定する必要があります。

（注）

vPCピアキープアライブリンクを使用する際は、個別の VRFインスタンスを設定して、各
vPCピアデバイスからその VRFにレイヤ 3ポートを接続することを推奨します。ピアリンク
自体を使用して vPCピアキープアライブメッセージを送信しないでください。VRFの作成お
よび設定方法については、『Cisco Nexus 9000 Series NX-OS Unicast Routing Configuration Guide』
を参照してください。ピアキープアライブメッセージに使用される送信元と宛先の両方の IP
アドレスがネットワーク内で一意であることを確認してください。管理ポートと管理VRFが、
これらのキープアライブメッセージのデフォルトです。

（注）

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. peer-keepalive destination ipaddress [hold-timeout secs | interval msecs {timeout secs} |
{precedence {prec-value | network | internet | critical | flash-override | flash | immediate priority
| routine}} | tos {tos-value | max-reliability | max-throughput | min-delay | min-monetary-cost |
normal}} |tos-byte tos-byte-value} | source ipaddress | vrf {name | management vpc-keepalive}]

4. exit
5. show vpc statistics
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスで vPCドメインを作成し、vpc-domainコン
フィギュレーションモードを開始します。

vpc domain domain-id

例：

ステップ 2

switch(config)# vpc domain 5
switch(config-vpc-domain)#
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目的コマンドまたはアクション

vPCピアキープアライブリンクのリモートエンド
の IPv4および IPv6アドレスを設定します。

peer-keepalive destination ipaddress [hold-timeout secs
| interval msecs {timeout secs} | {precedence {prec-value
| network | internet | critical | flash-override | flash |

ステップ 3

（注）immediate priority | routine}} | tos {tos-value |
vPCピアキープアライブリンクを設定するまで、
vPCピアリンクは構成されません。

max-reliability | max-throughput | min-delay |
min-monetary-cost | normal}} |tos-byte tos-byte-value}
| source ipaddress | vrf {name | management
vpc-keepalive}] （注）

例： vPCピアキープアライブリンクのリモートエンド
に IPv6アドレスを設定するときに送信元 IPアドレ

switch(config-vpc-domain)# peer-keepalive
destination 172.28.230.85
switch(config-vpc-domain)#

スを指定しないと、次のエラーメッセージが表示

されることがあります。

Cannot configure IPV6 peer-keepalive without
source IPV6 address

管理ポートと VRFがデフォルトです。

（注）

独立した VRFを設定し、vPCピアキープアライブ
リンクのためのVRF内の各 vPCピアデバイスから
のレイヤ 3ポートを使用することを推奨します。
VRFの作成および設定の詳細については、『Cisco
Nexus 9000 Series NX-OS Unicast Routing Configuration
Guide』を参照してください。

グローバルコンフィギュレーションモードを終了

します。

exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）キープアライブメッセージの設定に関する

情報を表示します。

show vpc statistics

例：

ステップ 5

switch# show vpc statistics

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

例

VRFの設定方法については、『Cisco Nexus 9000 Series NX-OS Unicast Routing
Configuration Guide』を参照してください。

次の例は、vPCピアキープアライブリンクの宛先と送信元の IPアドレスおよび VRF
を設定する方法を示します。
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switch# configure terminal
switch(config)# vpc domain 100
switch(config-vpc-domain)# peer-keepalive destination 172.168.1.2 source 172.168.1.1 vrf
vpc-keepalive
switch(config-vpc-domain)# exit
switch#

vPCピアリンクの作成
指定した vPCドメインの vPCピアリンクとして設定するポートチャネルを各デバイス上で指
定して、vPCピアリンクを作成します。冗長性を確保するため、トランクモードで vPCピア
リンクとして指定したレイヤ 2ポートチャネルを設定し、各 vPCピアデバイス上の個別のモ
ジュールで 2つのポートを使用することを推奨します。

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. switchport mode trunk
4. switchport trunk allowed vlan vlan-list

5. vpc peer-link
6. exit
7. show vpc brief
8. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

このデバイスのvPCピアリンクとして使用するポー
トチャネルを選択し、インターフェイスコンフィ

ギュレーションモードを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 20
switch(config-if)#

ステップ 2

（任意）このインターフェイスをトランクモードで

設定します。

switchport mode trunk

例：

ステップ 3
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目的コマンドまたはアクション

switch(config-if)# switchport mode trunk

（任意）許容 VLANリストを設定します。switchport trunk allowed vlan vlan-list

例：

ステップ 4

switch(config-if)# switchport trunk
allowed vlan 1-120,201-3967

選択したポートチャネルを vPCピアリンクとして
設定し、vpc-domainコンフィギュレーションモード
を開始します。

vpc peer-link

例：

switch(config-if)# vpc peer-link
switch(config-vpc-domain)#

ステップ 5

vpc-domain設定モードを終了します。exit

例：

ステップ 6

switch(config)# exit
switch#

（任意）各 vPCに関する情報を表示します。vPCピ
アリンクに関する情報も表示されます。

show vpc brief

例：

ステップ 7

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 8

switch# copy running-config startup-config

例

次の例は、vPCピアリンクを設定する方法を示しています。
switch# configure terminal
switch(config)# interface port-channel 20
switch(config-if)# switchport mode
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-120,201-3967
switch(config-if)# vpc peer-link
switch(config-vpc-domain)# exit
switch(config)#

他のポートチャネルの vPCへの移行
冗長性を確保するために、vPCドメインダウンストリームポートチャネルを 2つのデバイス
に接続することを推奨します。

ダウンストリームデバイスに接続するには、ダウンストリームデバイスからプライマリ vPC
ピアデバイスへのポートチャネルを作成し、ダウンストリームデバイスからセカンダリピア

デバイスへのもう 1つのポートチャネルを作成します。各 vPCピアデバイス上で、ダウンス
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トリームデバイスに接続するポートチャネルに vPC番号を割り当てます。vPCの作成時にト
ラフィックが中断されることはほとんどありません。

始める前に

vPC機能が有効なことを確認します。

レイヤ 2ポートチャネルを使用していることを確認します。

手順の概要

1. configure terminal
2. interface port-channel channel-number

3. vpc number

4. exit
5. show vpc brief
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ダウンストリームデバイスに接続するために vPC
に入れるポートチャネルを選択し、インターフェイ

スコンフィギュレーションモードを開始します。

interface port-channel channel-number

例：

switch(config)# interface port-channel 20
switch(config-if)#

ステップ 2

選択したポートチャネルを vPCに入れてダウンス
トリームデバイスに接続するように設定します。こ

vpc number

例：

ステップ 3

れらのポートチャネルには、デバイス内の任意のモ

ジュールを使用できます。範囲は、1～ 4096です。
switch(config-if)# vpc 5
switch(config-vpc-domain)#

（注）

vPCピアデバイスからダウンストリームデバイス
に接続されているポートチャネルに割り当てるvPC
番号は、両方の vPCデバイスで同じでなければな
りません。

vpc-domain設定モードを終了します。exit

例：

ステップ 4
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目的コマンドまたはアクション

switch(config)# exit
switch#

（任意）vPCに関する情報を表示します。show vpc brief

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

例

次に、ダウンストリームデバイスに接続するポートチャネルを設定する例を示しま

す。

switch# configure terminal
switch(config)# interface port-channel 20
switch(config-if)# vpc 5
switch(config-if)# exit
switch(config)#

vPCピアリンクの構成の互換性チェック
両方の vPCピアデバイス上の vPCピアリンクを設定した後に、すべての vPCインターフェイ
スで設定が一貫していることをチェックします。vPCでの一貫した設定については、「vPCイ
ンターフェイスの互換パラメータ」の項を参照してください。

手順の概要

1. configure terminal
2. show vpc consistency-parameters {global | interface port-channel channel-number}

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

（任意）すべてのvPCインターフェイス全体で一貫
している必要があるパラメータのステータスを表示

します。

show vpc consistency-parameters {global | interface
port-channel channel-number}

例：

ステップ 2

switch(config)# show vpc consistency-parameters
global
switch(config)#

例

次の例は、すべての vPCインターフェイスの間で必須設定の互換性が保たれているか
チェックする方法を示します。

switch# configure terminal
switch(config)# show vpc consistency-parameters global
switch(config)#

vPCインターフェイス設定の互換性に関するメッセージが syslogにも記録されます。（注）

グレースフル整合性検査の設定

デフォルトでイネーブルになるグレースフル整合性検査機能を設定できます。この機能がイ

ネーブルでない場合、必須互換性パラメータの不一致が動作中のvPCで導入されると、vPCは
完全に一時停止します。この機能がイネーブルの場合、セカンダリピアデバイスのリンクだ

けが一時停止します。vPCでの一貫した設定については、「vPCインターフェイスの互換パラ
メータ」の項を参照してください。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. graceful consistency-check
4. exit
5. show vpc brief

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

vPCドメインがまだ存在していない場合はそれを作
成し、vpc-domainコンフィギュレーションモードを
開始します。

vpc domain domain-id

例：

switch(config-if)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

必須互換性パラメータで不一致が検出された場合

に、セカンダリピアデバイスのリンクのみが一時

停止するということを指定します。

graceful consistency-check

例：

switch(config-vpc-domain)# graceful
consistency-check

ステップ 3

この機能を無効にするには、このコマンドの no形
式を使用します。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）vPCに関する情報を表示します。show vpc brief

例：

ステップ 5

switch# show vpc brief

例

次に、グレースフル整合性検査機能をイネーブルにする例を示します。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# graceful consistency-check
switch(config-vpc-domain)# exit
switch(config)#

vPCピアゲートウェイの設定
vPCピアデバイスを、vPCピアデバイスのMACアドレスに送信されるパケットに対してゲー
トウェイとして機能するように設定できます。

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id
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3. peer-gateway
4. exit
5. show vpc brief
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

vPCドメインがまだ存在していない場合はそれを作
成し、vpc-domainコンフィギュレーションモードを
開始します。

vpc domain domain-id

例：

switch(config-if)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

ピアのゲートウェイMACアドレスを宛先とするパ
ケットのレイヤ 3フォワーディングをイネーブルに
します。

peer-gateway

例：

switch(config-vpc-domain)# peer-gateway

ステップ 3

（注）

この機能を正常に動作させるために、この vPCド
メインのすべてのインターフェイス VLAN上で IP
リダイレクトをディセーブルにします。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）各 vPCに関する情報を表示します。vPCピ
アリンクに関する情報も表示されます。

show vpc brief

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config
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vPCピアスイッチの設定
Cisco Nexus 9000シリーズデバイスは、一対の vPCデバイスがレイヤ 2トポロジ内で 1つの
STPルートとして現れるように設定することができます。

純粋な vPCピアスイッチトポロジの設定

純粋な vPCピアスイッチトポロジを設定するには、peer-switchコマンドを使用し、次に可能
な範囲内で最高の（最も小さい）スパニングツリーブリッジプライオリティ値を設定します。

始める前に

vPC機能が有効なことを確認します。

VPCピア間の非VPC専用トランクリンクを使用する場合は、STPがVLANをブロックするの
を防ぐために、非 VPC VLANはピアによって異なるグローバルプライオリティが必要です。

（注）

手順の概要

1. configure terminal
2. vpc domain domain-id

3. peer-switch
4. spanning-tree vlan vlan-range priority value

5. exit
6. show spanning-tree summary
7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し、vpc-domain
コンフィギュレーションモードを開始します。

vpc domain domain-id

例：

ステップ 2

switch(config)# vpc domain 5
switch(config-vpc-domain)#

vPCスイッチペアがレイヤ 2トポロジ内で 1つの
STPルートとして現れるようにします。

peer-switch

例：

ステップ 3
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目的コマンドまたはアクション

ピアスイッチ vPCトポロジをディセーブルにする
には、このコマンドの no形式を使用します。

switch(config-vpc-domain)# peer-switch

VLANのブリッジプライオリティを設定します。有
効な値は、4096の倍数です。デフォルト値は 32768
です。

spanning-tree vlan vlan-range priority value

例：

switch(config)# spanning-tree vlan 1
priority 8192

ステップ 4

vpc-domain設定モードを終了します。exit

例：

ステップ 5

switch(config-vpc-domain)# exit
switch#

（任意）スパニングツリーポートの状態の概要を表

示します。これに、vPCピアスイッチも含まれま
す。

show spanning-tree summary

例：

switch# show spanning-tree summary

ステップ 6

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

switch# copy running-config startup-config

例

次の例は、純粋な vPCピアスイッチトポロジを設定する方法を示します。
switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vpc domain 5
switch(config-vpc-domain)# peer-switch

2010 Apr 28 14:44:44 switch %STP-2-VPC_PEERSWITCH_CONFIG_ENABLED: vPC peer-switch
configuration is enabled. Please make sure to configure spanning tree "bridge" priority
as
per recommended guidelines to make vPC peer-switch operational.

switch(config-vpc-domain)# spanning-tree vlan 1 priority 8192
switch(config-vpc-domain)# exit
switch(config)#

孤立ポートの一時停止の設定

vPC対応でないデバイスが各ピアに接続するとき、接続されたポートはvPCのメンバではない
ため、孤立ポートと称されます。vPCピアリンクまたはピアキープアライブ障害に応えてセ
カンダリピアがvPCポートを一時停止するときに、セカンダリピアによって一時停止（シャッ
トダウン）される孤立ポートとして物理インターフェイスを明示的に宣言できます。孤立ポー

トは vPCが復元されたときに復元されます。
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vPC孤立ポートの一時停止は、物理ポート、ポートチャネルでのみ設定できます。ただし、
個々のポートチャネルメンバーポートで同じ設定はできません。

vPC孤立ポートの一時停止は、vPCメンバーポートではサポートされません。

（注）

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. show vpc orphan-ports
3. interface type slot/port

4. vpc orphan-port suspend
5. exit
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

（任意）孤立ポートのリストを表示します。show vpc orphan-ports

例：

ステップ 2

switch# show vpc orphan-ports

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface type slot/port

例：

ステップ 3

switch(config)# interface ethernet 3/1
switch(config-if)#

選択したインターフェイスをvPC障害時にセカンダ
リピアにより一時停止される vPC孤立ポートとし
て設定します。

vpc orphan-port suspend

例：

switch(config-if)# vpc orphan-ports suspend

ステップ 4

インターフェイスコンフィギュレーションモード

を終了します。

exit

例：

ステップ 5
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目的コマンドまたはアクション

switch(config-if)# exit
switch#

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

例

次に、インターフェイスを vPC障害時にセカンダリピアにより一時停止される vPC
孤立ポートとして設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# vpc orphan-ports suspend
switch(config-if)# exit
switch(config)#

Cisco NX-OSリリース 9.2(1)以降では、 show vpc orphan-portsコマンドの出力が以前
のリリースの出力と若干異なります。次に、show vpc orphan-portsコマンドの出力例
を示します。

switch# show vpc orphan-ports
--------::Going through port database. Please be patient.::--------
VLAN Orphan Ports
------- -------------------------
1 Eth1/18, Eth3/23

2 Eth3/23

3 Eth3/23

4 Eth3/23

5 Eth3/23

シングルモジュールvPCオブジェクトトラッキングでのトラッキング
機能の設定

すべての vPCピアリンクとコアに面するインターフェイスを単一モジュール上で設定しなけ
ればならない場合は、両方のプライマリ vPCピアデバイス上の vPCピアリンクのすべてのリ
ンク上にあり、コアへのレイヤ3リンクに関連付けられているトラックオブジェクトとトラッ
クリストを設定しなければなりません。いったんこの機能を設定したら、プライマリ vPCピ
アデバイスに障害が発生した場合には、プライマリ vPCピアデバイス上のすべての vPCリン
クを、システムが自動的に停止します。システムが安定するまでは、このアクションにより、

すべての vPCトラフィックが強制的にセカンダリ vPCピアデバイスに送られます。
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この設定は、両方の vPCピアデバイスに置かなければなりません。さらに、いずれの vPCピ
アデバイスも機能上のプライマリ vPCピアデバイスになる場合があるため、両方の vPCピア
デバイスに同じ設定を置いておく必要があります。

始める前に

vPC機能が有効なことを確認します。

トラックオブジェクトとトラックリストが設定済みであることを確認します。コアおよびvPC
ピアリンクに接続されているすべてのインターフェイスが両方のvPCピアデバイス上のトラッ
クリンクオブジェクトに割り当てられていることを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. track track-object-id

4. exit
5. show vpc brief
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し、vpc-domain
コンフィギュレーションモードを開始します。

vpc domain domain-id

例：

ステップ 2

switch(config)# vpc domain 5
switch(config-vpc-domain)#

以前に関連するインターフェイスで設定されたト

ラックリストオブジェクトを vPCドメインに追加
track track-object-id

例：

ステップ 3

します。オブジェクトトラッキングおよびトラック
switch(config-vpc-domain)# track object 23
switch(config-vpc-domain)# リストの詳細については、『Cisco Nexus 9000 Series

NX-OS Unicast Routing Configuration Guide』を参照し
てください。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#
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目的コマンドまたはアクション

（任意）追跡対象オブジェクトに関する情報を表示

します。

show vpc brief

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

例

次に、以前に設定されたトラックリストオブジェクトを、vPCピアデバイス上のvPC
ドメインに配置する例を示します。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# track object 5
switch(config-vpc-domain)# exit
switch(config)#

停電後のリカバリの設定

停電が発生すると、vPCはピア隣接がスイッチリロード時に形成するのを待ちます。この状況
は、許容範囲内に収まらないほど長いサービスの中断に至る場合があります。Cisco Nexus 9000
シリーズデバイスは、そのピアがオンラインになるのに失敗した場合に vPCサービスを復元
するように設定できます。

自動リカバリの設定

Cisco Nexus 9000シリーズデバイスは、auto-recoveryコマンドを使用して、そのピアがオンラ
インになるのに失敗した場合に vPCサービスを復元するように設定できます。

Cisco Nexus 9000シリーズデバイスは、auto-recoveryコマンドを使用して、vPCプライマリピ
アが失敗し、ピアキープアライブと vPCピアリンクを停止するとき、セカンダリ vPCピアの
vPCサービスを復元するように構成できます。ピアキープアライブと vPCピアリンクの両方
がダウンしているプライマリスイッチに障害が発生すると、セカンダリスイッチは vPCメン
バーを一時停止します。ただし、キープアライブハートビートが3回失われると、セカンダリ
スイッチはプライマリスイッチの役割を再開し、vPCメンバーポートを起動します。
auto-recovery reload restoreコマンドは、vPCプライマリスイッチがリロードするシナリオで
使用できます。この場合、セカンダリスイッチは vPCプライマリの役割を再開し、IP VPCメ
ンバーポートを持ち込みます。
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Cisco Nexus 9000スイッチでは、自動回復機能はデフォルトで有効になっていません。オブジェ
クトトラッキングがトリガーされると、vPCセカンダリピアデバイスはそのプライマリデバ
イスへのロールを変更せず、vPCレッグを再初期化します。プライマリロールを引き継いで
vPCレッグを再初期化できるように、vPCセカンダリピアデバイスで自動回復を手動で設定
する必要があります。

（注）

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. auto-recovery [ reload-delay time]
4. exit
5. show running-config vpc
6. show vpc consistency-parameters interface port-channel number

7. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し、vpc-domain
コンフィギュレーションモードを開始します。

vpc domain domain-id

例：

ステップ 2

switch(config)# vpc domain 5
switch(config-vpc-domain)#

vPCがそのピアが機能しないことを前提として vPC
を稼働させ始めるように設定し、vPCを復元するた

auto-recovery [ reload-delay time]

例：

ステップ 3

めのリロード後に待機する時間を指定します。デ
switch(config-vpc-domain)# auto-recovery

フォルト遅延値は 240秒です。240 ~ 3600秒の遅延
を設定できます。

vPCをデフォルト設定にリセットするには、このコ
マンドの no形式を使用します。
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目的コマンドまたはアクション

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCに関する情報、特にリロードステータ
スを表示します。

show running-config vpc

例：

ステップ 5

switch# show running-config vpc

（任意）指定したインターフェイスのvPCの一貫性
パラメータに関する情報を表示します。

show vpc consistency-parameters interface port-channel
number

例：

ステップ 6

switch# show vpc consistency-parameters
interface port-channel 1

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 7

（注）switch# copy running-config startup-config

自動リカバリ機能がイネーブルになっていることを

確認するには、この手順を実行します。

例

次に、vPC自動リカバリ機能を設定し、それをスイッチのスタートアップコンフィ
ギュレーションに保存する例を示します。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vpc domain 5
switch(config-vpc-domain)# auto-recovery
switch(config-vpc-domain)# auto-recovery auto-recovery reload-delay 100

Warning:
Enables restoring of vPCs in a peer-detached state after reload, will wait for 240
seconds to determine if peer is un-reachable

switch(config-vpc-domain)# exit
switch(config)# exit
switch# copy running-config startup-config

ヒットレス vPCロール変更の設定
ヒットレス vPCロールの変更を有効にするには、次の手順を実行します。
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始める前に

• vPC機能がイネーブルになっていることを確認します。

• vPCピアリンクがアップしていることを確認します。

•デバイスのロールプライオリティを検証します。

• vPCドメインで vPCヒットレスロール変更機能を設定する前に、既存の設定済みロール
プライオリティをチェックし、 peer-switchコマンドを有効にします。これにより、両方
の vPCピアが同じ STPプライオリティになり、ロールの変更を発行する前にピアが稼働
可能になることが保証されます。 peer-switchコマンドを有効にできない場合、コンバー
ジェンスの問題が発生する可能性があります。

手順の概要

1. vpc role preempt
2. show vpc role

手順の詳細

手順

目的コマンドまたはアクション

ヒットレス vPCロールの変更を有効にします。vpc role preempt

例：

ステップ 1

switch# vpc role preempt
switch(config)#

（任意）ヒットレスvPCロール変更機能を確認しま
す。

show vpc role

例：

ステップ 2

switch(config)# show vpc role

例

次に、ヒットレス vPCロールの変更を設定する例を示します。
switch# show vpc rolevPC Role status
----------------------------------------------------
vPC role : secondary
vPC system-mac : 00:23:04:ee:be:01
vPC system-priority : 32667
vPC local system-mac : 8c:60:4f:03:84:41
vPC local role-priority : 32668
vPC peer system-mac : 8c:60:4f:03:84:43
vPC peer role-priority : 32667

! Configure vPC hitless role change on the device!

switch(config)# vpc role preempt
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! The following is an output from the show vpc role command after the
vPC hitless feature is configured
switch(config)# show vpc role
vPC Role status
----------------------------------------------------
vPC role : primary
vPC system-mac : 00:00:00:00:00:00
vPC system-priority : 32667
vPC local system-mac : 8c:60:4f:03:84:41
vPC local role-priority : 32666
vPC peer system-mac : 8c:60:4f:03:84:43
vPC peer role-priority : 32667

switch(config)#

vPCロールの変更に関する使用ケースシナリオ

ヒットレス vPCロール変更機能は、次のシナリオで使用できます。

•ロール変更要求：vPCドメインのピアデバイスのロールを変更する場合。

•プライマリスイッチのリロード：リロード後にロールが定義され、ロールが定義される
と、ヒットレスvPCロール変更機能を使用してロールを復元できます。たとえば、リロー
ド後にプライマリデバイスが動作可能なセカンダリの役割を果たし、セカンダリデバイス

がプライマリの動作の役割を担う場合、vpc role preemptコマンドを使用してvPCピアの役
割を元の定義済みの役割に変更できます。

vPCロールを切り替える前に、必ず、既存のデバイスロールプラ
イオリティをチェックしてください。

（注）

•デュアルアクティブリカバリ：デュアルアクティブリカバリシナリオでは、vPCプライ
マリスイッチが引き続き（動作中）プライマリになりますが、vPCセカンダリスイッチ
がターゲットプライマリスイッチになり、vPCメンバーポートがアップ状態になります。
vPCヒットレス機能を使用して、デバイスロールを復元できます。デュアルアクティブ
リカバリ後は、一方が稼働可能なプライマリで、もう一方が稼働可能なセカンダリの場合

に、vpc role preemptコマンドを使用して、プライマリにするデバイスロールとセカンダ
リにするデバイスロールを復元できます。

vPCドメインMACアドレスの手動での設定
vPCドメインを作成すると、Cisco NX-OSソフトウェアが自動的に vPCシステムMACアドレ
スを作成します。このアドレスは、LACPなど、リンクスコープに制限される操作に使用され
ます。ただし、vPCドメインのMACアドレスを手動で設定すように選択することもできます。

始める前に

vPC機能が有効なことを確認します。
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手順の概要

1. configure terminal
2. vpc domain domain-id

3. system-mac mac-address

4. exit
5. show vpc role
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するvPCドメインの番号を入力します。システ
ムは、vpc-domainコンフィギュレーションモードを
開始します。

vpc domain domain-id

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

指定した vPCドメインに割り当てるMACアドレス
を aaaa.bbbb.ccccの形式で入力します。

system-mac mac-address

例：

ステップ 3

switch(config-vpc-domain)# system-mac
23fb.4ab5.4c4e
switch(config-vpc-domain)#

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCシステムMACアドレスを表示します。show vpc role

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config
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例

次の例は、vPCドメインMACアドレスを手動で設定する方法を示します。
switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# system-mac 13gb.4ab5.4c4e
switch(config-vpc-domain)# exit
switch(config)#

システムプライオリティの手動での設定

vPCドメインを作成すると、vPCシステムプライオリティが自動的に作成されます。ただし、
vPCドメインのシステムプライオリティは手動で設定することもできます。

LACPの実行時には、vPCピアデバイスが LACPのプライマリデバイスになるように、vPC
システムプライオリティを手動で設定することを推奨します。システムプライオリティを手

動で設定する場合には、必ず同じプライオリティ値を両方のvPCピアデバイスに設定します。
これらの値が一致しないと、vPCは起動しません。

（注）

始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. system-priority priority

4. exit
5. show vpc role
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

設定するvPCドメインの番号を入力します。システ
ムは、vpc-domainコンフィギュレーションモードを
開始します。

vpc domain domain-id

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

指定した vPCドメインに割り当てるシステムプラ
イオリティを入力します。指定できる値の範囲は、

1～ 65535です。デフォルト値は 32667です。

system-priority priority

例：

switch(config-vpc-domain)# system-priority 4000
switch(config-vpc-domain)#

ステップ 3

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCシステムプライオリティを表示しま
す。

show vpc role

例：

ステップ 5

switch# show vpc role

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

例

次の例は、vPCドメインのシステムプライオリティを手動で設定する方法を示しま
す。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# system-priority 4000
switch(config-vpc-domain)# exit
switch(config)#

vPCピアデバイスロールの手動での設定
デフォルトでは、vPCドメインと、vPCピアリンクの両端を設定すると、Cisco NX-OSソフト
ウェアはプライマリとセカンダリの vPCピアデバイスを選択します。ただし、vPCのプライ
マリデバイスとして、特定の vPCピアデバイスを選択することもできます。選択したら、プ
ライマリデバイスにする vPCピアデバイスに、他の vPCピアデバイスより小さいロール値を
手動で設定します。

vPCはロールのプリエンプションをサポートしません。プライマリ vPCピアデバイスに障害
が発生すると、セカンダリ vPCピアデバイスが、vPCプライマリデバイスの機能を引き継ぎ
ます。ただし、以前のプライマリ vPCが再起動しても、機能のロールは元に戻りません。
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始める前に

vPC機能が有効なことを確認します。

手順の概要

1. configure terminal
2. vpc domain domain-id

3. role priority priority

4. exit
5. show vpc role
6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するvPCドメインの番号を入力します。システ
ムは、vpc-domainコンフィギュレーションモードを
開始します。

vpc domain domain-id

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCシステムプライオリティとして使用するロール
プライオリティを指定します。値の範囲は1～65636

role priority priority

例：

ステップ 3

で、デフォルト値は 32667です。低い値は、このス
switch(config-vpc-domain)# role priority 4
switch(config-vpc-domain)# イッチがプライマリvPCになる可能性が高いという

ことを意味します。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）vPCシステムプライオリティを表示しま
す。

show vpc role

例：

ステップ 5

switch# show vpc role

（任意）実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピーします。

copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config
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例

次の例は、vPCピアデバイスのロールプライオリティを手動で設定する方法を示しま
す。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# role priority 4
switch(config-vpc-domain)# exit
switch(config)#

Cisco MACアドレスを使用するための STPの有効化
この手順により、STPが Cisco MACアドレス（00:26:0b:xx:xx:xx）を使用できるようになりま
す。

始める前に

vPC機能が有効なことを確認します。

手順

ステップ 1 configure terminal

例：

switch# configure terminal

グローバル構成モードを開始します。

ステップ 2 vpc domain domain-id

例：

switch(config)# vpc domain 5

vPCドメインがまだ存在していない場合はそれを作成し、vpc-domain構成モードを開始します。

ステップ 3 [no] mac-address bpdu source version 2

例：

switch(config-vpc-domain)# mac-address bpdu source version 2

STPがシスコのMACアドレス（00:26:0b:xx:xx:xx）を、vPCポートで生成される BDPUの発信元アドレス
として使用できるようになります。

ステップ 4 exit

例：

switch(config-vpc-domain)# exit

vpc-domain構成モードを終了します。
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ステップ 5 （任意） copy running-config startup-config

例：

switch(confg)# copy running-config startup-config

実行中の構成を、スタートアップ構成にコピーします。

vPC設定の確認
vPC設定情報を表示するには、次の作業のいずれかを行います。

目的コマンド

vPCがイネーブルになっているかどうかを表
示します。

show feature

vPCに関する要約情報を表示します。show vpc brief

すべての vPCインターフェイス全体で一貫し
ている必要があるパラメータのステータスを

表示します。

show vpc consistency-parameters

vPCの実行コンフィギュレーションの情報を
表示します。

show running-config vpc

設定されているポートチャネルの数、および

デバイス上でまだ使用可能なポートチャネル

数を表示します。

show port-channel capacity

vPCに関する統計情報を表示します。show vpc statistics

ピアキープアライブメッセージに関する情報

を表示します。

show vpc peer-keepalive

ピアステータス、ローカルデバイスのロー

ル、vPCシステムMACアドレスとシステム
プライオリティ、およびローカル vPCデバイ
スのMACアドレスとプライオリティを表示し
ます。

show vpc role

デュアルアクティブ検出ステータスの表示

vPCピアリンクがダウンしたが、ピアキープアライブがアップのままの場合、vPCセカンダ
リスイッチはその vPCメンバーポートをすべてシャットダウンします。このシナリオでは、
動作中のセカンダリデバイス上でデュアルアクティブ検出ステータスが 1に設定され、その
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メンバーポートがシャットダウンされていることを示します。動作中のプライマリデバイス

でのデュアルアクティブ検出ステータスは 0のままです。

次に、動作可能なセカンダリデバイスのデュアルアクティブ検出ステータスを表示する例を

示します。

switch# show vpc role
vPC Role status
----------------------------------------------------
vPC role :primary, operational secondary
Dual Active Detection Status : 1
vPC system-mac : 00:23:04:ee:be:01
vPC system-priority : 32667
vPC local system-mac : 24:6c:84:34:c8:77
vPC local role-priority : 200
vPC local config role-priority : 200
vPC peer system-mac : 24:6c:84:34:bf:df
vPC peer role-priority : 300
vPC peer config role-priority : 300
switch#

次に、動作可能なプライマリデバイスのデュアルアクティブ検出ステータスを表示する例を

示します。

switch# show vpc role
vPC Role status
----------------------------------------------------
vPC role :secondary, operational primary
Dual Active Detection Status : 0
vPC system-mac : 00:23:04:ee:be:01
vPC system-priority : 32667
vPC local system-mac : 24:6c:84:34:bf:df
vPC local role-priority : 300
vPC local config role-priority : 300
vPC peer system-mac : 24:6c:84:34:c8:77
vPC peer role-priority : 200
vPC peer config role-priority : 200
switch#

vPCのモニタリング
show vpc statisticsコマンドを使用し、vPC統計情報を表示します。

このコマンドは、現在作業している vPCピアデバイスの vPC統計情報しか表示しません。（注）

vPCの設定例
次の例は、の図に示すように、デバイス A上で vPCを設定する方法を示します。
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図 28 : vPCの設定例

手順

ステップ 1 vPCおよび LACPをイネーブルにします。

例：

switch# configure terminal
switch(config)# feature vPC
switch(config)# feature lacp

ステップ 2 （任意）vPCピアリンクにするインターフェイスの 1つを専用モードに構成します。

例：

switch(config)# interface ethernet 7/1,
ethernet 7/3, ethernet 7/5. ethernet 7/7
switch(config-if)# shutdown
switch(config-if)# exit
switch(config)# interface ethernet 7/1

switch(config-if)# no shutdown
switch(config-if)# exit
switch(config)#

ステップ 3 （任意）vPCピアリンクにする 2つ目の冗長インターフェイスを専用ポートモードに構成します。

例：

switch(config)# interface ethernet 7/2, ethernet 7/4,
ethernet 7/6. ethernet 7/8
switch(config-if)# shutdown
switch(config-if)# exit
switch(config)# interface ethernet 7/2

switch(config-if)# no shutdown
switch(config-if)# exit
switch(config)#
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ステップ 4 vPCピアリンクに入れる 2つのインターフェイス（冗長性のために）をアクティブレイヤ 2 LACPポー
トチャネルに構成します。

例：

switch(config)# interface ethernet 7/1-2
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-50
switch(config-if)# switchport trunk native vlan 20
switch(config-if)# channel-group 20 mode active
switch(config-if)# exit

ステップ 5 VLANを作成し、イネーブルにします。

例：

switch(config)# vlan 1-50
switch(config-vlan)# no shutdown
switch(config-vlan)# exit

ステップ 6 vPCピアキープアライブリンク用の独立した VEFを作成し、レイヤ 3インターフェイスをその VRFに
追加します。

例：

switch(config)# vrf context pkal
switch(config-vrf)# exit
switch(config)# interface ethernet 8/1
switch(config-if)# vrf member pkal
switch(config-if)# ip address 172.23.145.218/24
switch(config-if)# no shutdown
switch(config-if)# exit

ステップ 7 vPCドメインを作成し、vPCピアキープアライブリンクを追加します。

例：

switch(config)# vpc domain 1
switch(config-vpc-domain)# peer-keepalive
destination 172.23.145.217 source 172.23.145.218 vrf pkal
switch(config-vpc-domain)# exit

ステップ 8 vPC vPCピアリンクを構成します。

例：

switch(config)# interface port-channel 20
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-50
switch(config-if)# vpc peer-link
switch(config-if)# exit
switch(config)#

ステップ 9 vPCのダウンストリームデバイスへのポートチャネルのインターフェイスを設定します。

例：

switch(config)# interface ethernet 7/9
switch(config-if)# switchport mode trunk
switch(config-if)# allowed vlan 1-50
switch(config-if)# native vlan 20
switch(config-if)# channel-group 50 mode active
switch(config-if)# exit
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switch(config)# interface port-channel 50
switch(config-if)# vpc 50
switch(config-if)# exit
switch(config)#

ステップ 10 設定を保存します。

例：

switch(config)# copy running-config startup-config

vPCの構成は、上記の手順に従って完了します。

例

まずポートチャネルを設定する場合は、それがレイヤ 2ポートチャネルであることを
確認してください。

（注）

関連資料

関連項目関連項目

システム管理システム管理

高可用性高可用性

リリースノートリリースノート
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第 9 章

IPトンネルの設定

• IPトンネルについて（377ページ）
• IPトンネルの前提条件（379ページ）
•注意事項と制約事項（380ページ）
•デフォルト設定（383ページ）
• IPトンネルの設定（383ページ）
• IPトンネル設定の確認（392ページ）
• IPトンネリングの設定例（393ページ）
•関連資料（393ページ）

IPトンネルについて
IPトンネルを使うと、同じレイヤまたは上位層プロトコルをカプセル化して、2台のデバイス
間で作成されたトンネルを通じて IPに結果を転送できます。

IPトンネルの概要
IPトンネルは次の 3つの主要コンポーネントで構成されています。

•パッセンジャプロトコル：カプセル化する必要があるプロトコル。パッセンジャプロト
コルの例には IPv4があります。

•キャリアプロトコル：パッセンジャプロトコルをカプセル化するために使用するプロト
コル。Cisco NX-OSはキャリアプロトコルとして GREをサポートします。

•トランスポートプロトコル：カプセル化したプロトコルを伝送するために使用するプロト
コル。トランスポートプロトコルの例には IPv4があります。IPトンネルは IPv4などの
パッセンジャプロトコルを使用し、このプロトコルをGREなどのキャリアプロトコル内
にカプセル化します。次に、このキャリアプロトコルは IPv4などのトランスポートプロ
トコルを通じてデバイスから送信されます。

対応する特性を持つトンネルインターフェイスをトンネルの両端にそれぞれ設定します。
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設定の前にトンネル機能をイネーブルにする必要があります。システムはこの機能をディセー

ブルにする前のチェックポイントを自動的に取得するため、このチェックポイントにロール

バックできます。ロールバックおよびチェックポイントについては、『Cisco Nexus 9000 Series
NX-OS System Management Configuration Guide』を参照してください。

GREトンネル
Generic Routing Encapsulation（GRE）をさまざまなパッセンジャプロトコルのキャリアプロト
コルとして使用できます。

この次図は、GREトンネルの IPトンネルのコンポーネントを示しています。オリジナルのパッ
センジャプロトコルパケットはGREペイロードとなり、デバイスはパケットにGREヘッダー
を追加します。次にデバイスはトランスポートプロトコルヘッダーをパケットに追加して送

信します。

図 29 : GRE PDU

ポイントツーポイント IP-in-IPトンネルのカプセル化およびカプセル
化解除

ポイントツーポイント IP-in-IPのカプセル化およびカプセル化解除は、送信元トンネルイン
ターフェイスから宛先トンネルインターフェイスにカプセル化されたパケットを送信するため

に作成できる一種のトンネルです。このタイプのトンネルは、着信トラフィックと発信トラ

フィックの両方を伝送します。

Cisco NX-OSリリース 10.4(1)F以降、IPv4トンネルは GREでサポートされ、IPv6トラフィッ
クは GRE IPv4内でカプセル化できます。

Cisco NX-OSリリース 10.3(3)F以降、PBRポリシーに基づいてGREまたは IP-in-IPトンネル宛
先の選択がサポートされます。

（注）

IP-in-IPトンネルカプセル化とカプセル化解除は、N9K-X9636C-R、N9K-X9636Q-R、
N9K-X9636C-RXラインカードを搭載した Cisco Nexus 9500シリーズスイッチではサポートさ
れません。

（注）
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IP-in-IPトンネルのカプセル化とカプセル化解除は、Cisco Nexus 9300-EX、9300-FX、 9300-GX
および Nexus 9500プラットフォームスイッチの vPC設定ではサポートされません。

（注）

マルチポイント IP-in-IPトンネルのカプセル化解除
マルチポイント IP-in-IPの decapsulate-anyは、任意の数の IP-in-IPトンネルから 1つのトンネ
ルインターフェイスにパケットのカプセル化を解除するために作成できるトンネルのタイプで

す。このトンネルは発信トラフィックを伝送しません。ただし、任意の数のリモートトンネル

エンドポイントが、このように設定されたトンネルを宛先として使用することができます。

パスMTUディスカバリ
パス最大伝送単位（MTU）ディスカバリ（PMTUD）は、パケットの発信元から宛先へのパス
に沿って最小MTUを動的に決定することで、2つのエンドポイント間のパスのフラグメンテー
ションを防ぎます。PMTUDは、パケットにフラグメンテーションが必要であるという情報が
インターフェイスに届くと、接続に対する送信MTU値を減らします。

PMTUDをイネーブルにすると、インターフェイスはトンネルを通過するすべてのパケットに
Don't Fragment（DF）ビットを設定します。トンネルに入ったパケットがそのパケットのMTU
値よりも小さいMTU値を持つリンクを検出すると、リモートリンクはそのパケットをドロッ
プし、パケットの送信元にインターネット制御メッセージプロトコル（ICMP）メッセージを
返します。このメッセージには、フラグメンテーションが要求されたこと（しかし許可されな

かったこと）と、パケットをドロップしたリンクのMTUが含まれています。

トンネルインターフェイスの PMTUDは、トンネルエンドポイントがトンネルのパスでデバ
イスによって生成される ICMPメッセージを受信することを要求します。ファイアウォール接
続を通じてPMTUDを使用する前に、ICMPメッセージが受信できることを確認してください。

（注）

高可用性

IPトンネルはステートフル再起動をサポートします。ステートフル再起動はスーパーバイザ切
り替え時に発生します。切り替え後、Cisco NX-OSは実行時の設定を適用します。

IPトンネルの前提条件
IPトンネルには次の前提条件があります。

• IPトンネルを設定するための TCP/IPに関する基礎知識があること。

•スイッチにログインしている。
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• IPトンネルを設定してイネーブルにする前にデバイスのトンネリング機能をイネーブルに
しておくこと。

注意事項と制約事項
IPトンネルの設定に関する注意事項と制約事項は次のとおりです。

• Cisco NX-OSリリース 9.3(3)以降：

•合計 16個の GRE/IPIPトンネルが、Cisco Nexus 9200、9300-EX/FX/FX2スイッチ、お
よび 9700-EX/FXラインカードを搭載した 9500スイッチでサポートされます。

•複数の、最大で 16の IPIP Decap-anyトンネルがサポートされています。VRFごとに
1つの decap-anyトンネルです。これは、Cisco Nexus 9200および 9300-EX/FX/FX2プ
ラットフォームでサポートされています。

• IPIP/GREカプセル化パケットが終端ノードで入力されるインターフェイスの VRFメ
ンバーシップは、トンネルのパケットを正しく終端するために、トンネル転送 VRF
と一致している必要があります。

•パケットの外部ヘッダーがトンネルの送信元およびトンネルの宛先と一致する場合、
デフォルト以外の VRFに着信する IPIP/GREパケットは、デフォルトの VRFトンネ
ルによって終端されることがあります。

• Cisco NX-OSリリース9.3(5)以降では、次の機能がN9K-C9316D-GX、N9K-C93600CD-GX、
および N9K-C9364C-GXスイッチでサポートされています。

•合計 16の GRE/IPIPトンネル。

•複数の、最大で 16の IPIP Decap-anyトンネルがサポートされています。VRFごとに
1つの decap-anyトンネルです。

•トンネルごとに、一意のトンネル宛先 IPを使用して同じ外部トランスポートVRF（tunnel
use-vrf）を使用する複数のGREトンネルまたは IP-in-IPトンネルを構成する必要がありま
す。

• N9K-X9736C-FX、N9K-X9736Q-FX、N9K-X9788TC-FX、
N9K-C93180YC-FXN9K-C93108TC-FX、N9K-C9348GC-F、N9K-C9348GC-FXP、
N9K-C9358GY-FXP、N9K-X9732C-FX、

• N9K-C9336C-FX2-E、N9K-C93216TC-FX2、N9K-C93360YC-FX2、
N9K-C93240YC-FX2-Z、N9K-C93240YC-FX2、N9K-C9336C-FX2

• N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GX、N9K-X9716D-GX、

• N9K-X9736C-FX3、N9K-C93180YC-FX3S、N9K-C93180YC-FX3、N9K-C93108TC-FX3P、
N9K-C9348GC-FX3、N9K-C9348GC-FX3PH、N9K-C93108TC-FX3、N9K-C92348GC-FX3

• N9K-C9364D-GX2A、N9K-C9332D-GX2B、N9K-C9348D-GX2A、N9K-C9408
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• N9K-C9332D-H2R、N9K-C9364C-H1、N9K-C93400LD-H1

• Nexusプラットフォームでは、トンネルごとに、一意のトンネル送信元 IPおよびトンネル
宛先 IPを使用して同じ外部トランスポート VRF（tunnel use-vrf）を使用する複数の GRE
トンネルまたは IP-in-IPトンネルを構成する必要があります。

• Nexus 9000スイッチは、FC/FCOEトラフィックとの IPトンネルの共存をサポートしてい
ません。FC/FCOEトラフィックを持つスイッチで IPトンネルを確立すると、そのトラ
フィックはドロップされます。

• Cisco NX-OSリリース 10.4(1)F以降では、ループバックインターフェイスで tunnel source
CLIコマンドを使用して、ループバック IPアドレスをトンネル送信元 IPアドレスとして
構成できます。

• internal キーワードが付いているコ show マンドはサポートされていません。

• Cisco NX-OSは、次のプロトコルだけをサポートします。

• IPv4パッセンジャープロトコル

• GREキャリアプロトコル

• Cisco NX-OSリリース9.3(3)以降、サポートされる GREおよび IP-in-IPの通常トンネルの
最大数は 16です。

•アクセスコントロールリスト（ACL）またはQoSポリシーは IPトンネルでサポートされ
ません。

• Cisco NX-OSは、IETF RFC 2784に定義されているGREヘッダーをサポートします。Cisco
NX-OSは、トンネルキーと IETF RFC 1701のその他のオプションをサポートしません。

• Cisco NX-OSは、GREトンネルキープアライブをサポートしません。

•すべてのユニキャストルーティングプロトコルが IPトンネルでサポートされます。

• IPトンネルインターフェイスは、SPAN送信元または宛先には設定できません。

• Cisco NX-OSリリース 10.3(3)F以降、PBRポリシーに基づいてGREまたは IP-in-IPトンネ
ル宛先の選択がサポートされます。

•トンネル経由の BGP隣接関係は、トンネルインターフェイスとトンネル入口が同じ VRF
にあり（例：VRF-A）、トンネル出口が反対側からのルートリーク（例：VRF-B経由）で
到達可能なシナリオでは、サポートされません。

• GREトンネルは RACLをサポートしません。

• GREv6トンネルまたは IP-in-IPトンネルを設定する場合、トンネルインターフェイスとト
ンネルの宛先に異なる VRFを使用することはできません。トンネルが正しく機能するに
は、両方が同じVRFを使用する必要があります。トンネルインターフェイスとトンネルの
宛先に同じVRFを使用する必要があります。
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GREv4では、tunnel use-vrfとは異なるトンネルインターフェイス VRFの構成がサポート
されています。

switch# interface tunnel X
vrf member INNER-VRF
tunnel use-vrf TRANSPORT-VRF

• GREトンネルは、限定されたトラフィック（入力または出力）カウンタのみをサポートし
ます。

•レイヤ 3 FEXインターフェイスは、トンネルの入口または出口として許可されません。

• GREトンネルでは二重カプセル化は許可されません。

• BFDは GREトンネルではサポートされていません。

• Cisco Nexus N9K-C9300-GXプラットフォームでは、GRE/IPinIPトンネルインターフェイ
スは、Dot1Qタグ付き L2 bcastまたは 1Qタグ付き L2/L3 mcast中継トラフィックと共存で
きません。Cisco Nexus N9300-GXプラットフォームでfeature tunnelを設定すると、次の警
告が表示され、syslogメッセージにも警告が記録されます。デバイスに Dot1Qタグ付き
L2 bcastまたは 1Qタグ付き L2/L3 mcast中継トラフィックがある場合は、feature tunnelを
設定しないでください。

N9300-GX(config)# feature tunnel
WARN:GRE/IPinIP cannot coexist with 1Q tagged L2 bcast or 1Q tagged L2/L3 mcast
transit packets on this
platform
N9300-GX(config)#
N9300-GX(config)# show logging logfile
2019 Dec 12 00:41:08 N9300-GX %TUNNEL-2-TRAFFIC_WARNING: GRE/IPinIP cannot coexist
with 1Q
tagged L2 bcast or 1Q tagged L2/L3 mcast transit packets on this platform
N9300-GX(config)#

• Cisco Nexus 9000スイッチの機能トンネル機能は、VXLAN機能である機能 nvオーバーレ
イと共存できません。

• Cisco Nexus 9200、9300-EX、9300-FX、9300-FX2シリーズスイッチ、および 9700-EX/FX
ラインカードを搭載した Cisco Nexus 9500プラットフォームスイッチでは、複数のトン
ネルインターフェイスを、同じ IPアドレスを送信元または宛先とする単一の VRFに含め
ることはできません。たとえば、デバイスは、トンネル 0およびトンネル 1のインター
フェイスを、同じ IPアドレスまたはインターフェイスを送信元とするデフォルト VRFに
含めることはできません。

• vPCの Cisco Nexus 9300-EX、9300-FX、9300-GX、およびNexus 9500プラットフォームス
イッチは、それぞれのトンネルの GREトンネルエンドポイントとして機能できます。た
だし、トンネルの宛先を vPC経由にすることはできません。

• Cisco NX-OSリリース 10.3(3)F以降、トンネルインターフェイスのPBRポリシーは、Cisco
Nexus 9300-FX2/FX3/GX/GX2プラットフォームスイッチの gre ip、ipip ip、および ipip
decapsulate-any ipモードでのみサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降、GREトンネルは Cisco Nexus 9332D-H2Rスイッ
チでサポートされています。
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• Cisco NX-OSリリース 10.4（2）F以降、GREトンネルは Cisco Nexus 93400LD-H1スイッ
チでサポートされます。

• FCまたは FCOEが構成されている場合、IPトンネルは Cisco Nexus 9300-FXまたは Cisco
Nexus 9300-FX2スイッチではサポートされません。

デフォルト設定
次の表に、IPトンネルパラメータのデフォルト設定を示します。

表 19 :デフォルトの IPトンネルパラメータ

デフォルトパラメータ

10分パスMTUディスカバリ経過時間タイマー

64パスMTUディスカバリの最小MTU

無効化トンネル機能

IPトンネルの設定

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

トンネリングのイネーブル化

IPトンネルを設定する前にトンネリング機能をイネーブルにする必要があります。

手順の概要

1. configure terminal
2. feature tunnel
3. exit
4. show feature
5. copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

新しいトンネルインターフェイスを作成できます。feature tunnel

例：

ステップ 2

トンネルインターフェイス機能を無効にするには、

このコマンドの no形式を使用します。switch(config)# feature tunnel
switch(config-if)#

（注）

マルチキャストの重いテンプレートが適用されてい

る場合、feature tunnelコマンドはマルチキャスト
機能を中断する可能性があります。

インターフェイスモードを終了し、コンフィギュ

レーションモードに戻ります。

exit

例：

ステップ 3

switch(config-if)# exit
switch#

（任意）デバイス上でイネーブルされている機能に

関する情報を表示します。

show feature

例：

ステップ 4

switch(config-if)# show feature

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 5

switch(config-if)# copy running-config
startup-config

トンネルインターフェイスの作成

トンネルインターフェイスを作成して、この論理インターフェイスを IPトンネルに設定でき
ます。

Cisco NX-OSは、最大 8つの IPトンネルをサポートしています。（注）
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トンネルインターフェイスおよび関連するすべての設定を削除するには、no interface tunnel
コマンドを使用します。

目的コマンド

トンネルインターフェイスおよ

び関連する設定を削除します。

no interface tunnel number

例：

switch(config)# no interface tunnel 1

トンネルの説明を設定します。description string

例：

switch(config-if)# description GRE tunnel

インターフェイスで送信される

IPパケットのMTUを設定しま
す。

mtu value

例：

switch(config-if)# mtu 1400

トンネルの存続可能時間を設定し

ます。範囲は 1～ 255です。
tunnel ttl value

例：

switch(config-if)# tunnel ttl 100

（注）

トンネルの宛先の use-vrfとは異なるトンネルインターフェイス VRFを使用する GREv6トン
ネルまたは IP-in-IPトンネルを設定することは、サポートされていません。トンネルインター
フェイスとトンネルの宛先で同じ VRFを使用する必要があります。GREv4では、トンネルの
use-vrfとは異なるトンネルインターフェイス VRFの設定がサポートされています。

（注）

始める前に

異なるVRFでトンネル送信元およびトンネル宛先を設定できます。トンネリング機能がイネー
ブルになっていることを確認します。

手順の概要

1. configure terminal
2. interface tunnel number

3. tunnel mode {gre ip | ipip {ip | decapsulate-any}}
4. tunnel source {ip-address |interface-name}
5. tunnel destination ip{address | hostname}

6. tunnel use-vrf vrf-name

7. show interfaces tunnel number

8. copy running-config startup-config

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
385

IPトンネルの設定

トンネルインターフェイスの作成



手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

新しいトンネルインターフェイスを作成します。interface tunnel number

例：

ステップ 2

switch(config)# interface tunnel 1
switch(config-if)#

このトンネルモードを GRE、ipip、または ipip
decapsulate-onlyに設定します。

tunnel mode {gre ip | ipip {ip | decapsulate-any}}ステップ 3

IPでの GREカプセル化の使用を指定するには、gre
キーワードおよび ipキーワードを指定します。

ipipキーワードは、IP-in-IPカプセル化の使用を指定
します。オプションの decapsulate-anyキーワード
は、トンネルインターフェイスの IP-in-IPトンネル
を終了させます。このキーワードは、発信トラフィッ

クを伝送しないトンネルを作成します。ただし、リ

モートトンネルエンドポイントは、宛先として設

定されたトンネルを使用できます。

この IPトンネルの送信元アドレスを設定します。送
信元は、IPアドレスまたは論理インターフェイス名
によって指定できます。

tunnel source {ip-address |interface-name}

例：

switch(config-if)# tunnel source
ethernet 1/2

ステップ 4

この IPトンネルの宛先アドレスを設定します。宛先
は、IPアドレスまたは論理ホスト名によって指定で
きます。

tunnel destination ip{address | hostname}

例：

switch(config-if)# tunnel destination
192.0.2.1

ステップ 5

（任意）設定された VRFをトンネルの IP宛先アド
レスの検索に使用します。

tunnel use-vrf vrf-name

例：

ステップ 6

switch(config-if)# tunnel use-vrf blue

（任意）トンネルインターフェイス統計情報を表示

します。

show interfaces tunnel number

例：

ステップ 7

switch# show interfaces tunnel 1
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目的コマンドまたはアクション

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 8

switch(config-if)# copy running-config
startup-config

例

次に、トンネルインターフェイスを作成する例を示します。

switch# configure terminal
switch(config)# interface tunnel 1
switch(config-if)# tunnel source ethenet 1/2
switch(config-if)# tunnel destination 192.0.2.1
switch(config-if)# copy running-config startup-config

トンネルインターフェイスの設定

トンネルインターフェイスを GREトンネルモード、ipipモード、または ipipカプセル化解除
モードに設定できます。GREモードはデフォルトのトンネルモードです。.

tunnel source directおよび tunnel mode ipv6ipv6 decapsulate-any CLIコマンドは、Cisco Nexus
9000シリーズスイッチでサポートされています。

始める前に

トンネリング機能がイネーブルになっていることを確認します。

手順の概要

1. configure terminal
2. interface tunnel number

3. tunnel mode {gre ip | ipip | {ip | decapsulate-any}}
4. show interfaces tunnel number

5. mtu value

6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

新しいトンネルインターフェイスを作成します。interface tunnel number

例：

ステップ 2

switch(config)# interface tunnel 1
switch(config-if)#

このトンネルモードを GRE、ipip、または ipip
decapsulate-onlyに設定します。

tunnel mode {gre ip | ipip | {ip | decapsulate-any}}ステップ 3

IPでの GREカプセル化の使用を指定するには、gre
キーワードおよび ipキーワードを指定します。

ipipキーワードは、IP-in-IPカプセル化の使用を指定
します。オプションの decapsulate-anyキーワード
は、トンネルインターフェイスの IP-in-IPトンネル
を終了させます。このキーワードは、発信トラフィッ

クを伝送しないトンネルを作成します。ただし、リ

モートトンネルエンドポイントは、宛先として設

定されたトンネルを使用できます。

（任意）トンネルインターフェイス統計情報を表示

します。

show interfaces tunnel number

例：

ステップ 4

switch(config-if)# show interfaces tunnel 1

インターフェイスで送信される IPパケットの
Maximum Transmission Unit（MTU;最大伝送単位）
を設定します。

mtu valueステップ 5

有効な範囲は 64～ 9192ユニットです。

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-if)# copy running-config
startup-config

例

次に、GREへのトンネルインターフェイスを作成する例を示します。
switch# configure terminal
switch(config)# interface tunnel 1
switch(config-if)# tunnel mode gre ip
switch(config-if)# copy running-config startup-config

次に、ipipトンネルを作成する例を示します。
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switch# configure terminal
switch(config)# interface tunnel 1
switch(config-if)# tunnel mode ipip
switch(config-if)# mtu 1400
switch(config-if)# copy running-config startup-config
switch(config-if)# no shut

GREトンネルの設定
トンネルインターフェイスを GREトンネルモードに設定できます。

Cisco NX-OSは、IPV4 over IPV4のGREプロトコルのみをサポートします。（注）

始める前に

トンネリング機能がイネーブルになっていることを確認します。

手順の概要

1. configure terminal
2. interface tunnel number

3. tunnel mode gre ip
4. show interfaces tunnel number

5. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

新しいトンネルインターフェイスを作成します。interface tunnel number

例：

ステップ 2

switch(config)# interface tunnel 1
switch(config-if)#

このトンネルモードを GREに設定します。tunnel mode gre ip

例：

ステップ 3

switch(config-if)# tunnel mode gre ip
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目的コマンドまたはアクション

（任意）トンネルインターフェイス統計情報を表示

します。

show interfaces tunnel number

例：

ステップ 4

switch(config-if)# show interfaces tunnel 1

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 5

switch(config-if)# copy running-config
startup-config

Path MTU Discoveryのイネーブル化
tunnel path-mtu discoveryコマンドを使用し、トンネルのパスMTUディスカバリをイネーブル
にします。

手順の概要

1. tunnel path-mtu-discovery age-timer min

2. tunnel path-mtu-discovery min-mtu bytes

手順の詳細

手順

目的コマンドまたはアクション

トンネルインターフェイスで Path MTU Discovery
（PMTUD）をイネーブルにします。

tunnel path-mtu-discovery age-timer min

例：

ステップ 1

• min：分数。指定できる範囲は 10～ 30です。
デフォルトは 10です。

switch(config-if)# tunnel path-mtu-discovery
age-timer 25

トンネルインターフェイスで Path MTU Discovery
（PMTUD）をイネーブルにします。

tunnel path-mtu-discovery min-mtu bytes

例：

ステップ 2

• bytes：認識された最小MTU。switch(config-if)# tunnel path-mtu-discovery
min-mtu 1500

範囲は64〜9192です。デフォルトは 64です。

トンネルインターフェイスへの VRFメンバーシップの割り当て
VRFにトンネルインターフェイスを追加できます。
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始める前に

トンネリング機能がイネーブルになっていることを確認します。

VRF用のインターフェイスを設定した後で、トンネルインターフェイスに IPアドレスを割り
当てます。

手順の概要

1. configure terminal
2. interface tunnel number

3. vrf member vrf-name

4. ip address ip-prefix/length

5. show vrf [vrf-name] interface interface-type number

6. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始します。interface tunnel number

例：

ステップ 2

switch(config)# interface tunnel 0
switch(config-if)#

このインターフェイスを VRFに追加します。vrf member vrf-name

例：

ステップ 3

switch(config-if)# vrf member RemoteOfficeVRF

このインターフェイスの IPアドレスを設定します。
このステップは、このインターフェイスをVRFに割
り当てたあとに行う必要があります。

ip address ip-prefix/length

例：

switch(config-if)# ip address 192.0.2.1/16

ステップ 4

（任意）VRF情報を表示します。show vrf [vrf-name] interface interface-type number

例：

ステップ 5

switch(config-vrf)# show vrf Enterprise
interface tunnel 0

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6
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目的コマンドまたはアクション

switch# copy running-config startup-config

例

次に、VRFにトンネルインターフェイスを追加する例を示します。
switch# configure terminal
switch(config)# interface tunnel 0
switch(config-if)# vrf member RemoteOfficeVRF
switch(config-if)# ip address 209.0.2.1/16
switch(config-if)# copy running-config startup-config

IPトンネル設定の確認
IPトンネルの設定情報を確認するには、次のいずれかの作業を行います。

目的コマンド

トンネルインターフェイスの設定を表示しま

す（MTU、プロトコル、転送、および
VRF）。入力および出力パケット、バイト、
およびパケットレートを表示します。

show interface tunnel number

トンネルインターフェイスの動作状態、IPア
ドレス、カプセル化のタイプ、MTUを表示し
ます。

show interface tunnel number brief

入出力パケットのインターフェイスカウンタ

を表示します。

（注）

インターフェイスカウンタとともに表示され

るバイトカウントには、内部ヘッダーサイ

ズが含まれます。

show interface tunnel number counters

トンネルインターフェイスに設定された説明

を表示します。

show interface tunnel number description

トンネルインターフェイスの動作ステータス

を表示します。

show interface tunnel number status

トンネルインターフェイスの errdisable状態を
表示します。

show interface tunnel number status err-disabled
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IPトンネリングの設定例
次の例では、簡易 GREトンネルを示します。イーサネット 1/2は、ルータ Aのトンネル送信
元であり、ルータ Bのトンネル宛先です。イーサネットインターフェイス 2/1は、ルータ B
のトンネル送信元であり、ルータ Aのトンネル宛先です。

ルータ A：

feature tunnel
interface tunnel 0
ip address 209.165.20.2/8
tunnel source ethernet 1/2
tunnel destination 192.0.2.2
tunnel mode gre ip
tunnel path-mtu-discovery 25 1500

interface ethernet 1/2
ip address 192.0.2.55/8

ルータ B：

feature tunnel
interface tunnel 0
ip address 209.165.20.1/8
tunnel source ethernet 2/1
tunnel destination 192.0.2.55
tunnel mode gre ip

interface ethernet 2/1
ip address 192.0.2.2/8

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Interfaces

Command Reference』

IPトンネルコマンド
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第 10 章

Q-in-Q VLANトンネルの設定

• Q-in-Qトンネルについて（395ページ）
• Q-in-Qトンネリングおよびレイヤ2プロトコルトンネリングの注意事項と制約事項（402
ページ）

•複数プロバイダー VLANを使用した選択的 Q-in-Qの注意事項と制約事項（404ページ）
• VLAN上のポート VLANマッピングに関する注意事項と制限事項（406ページ）
• Q-in-Qトンネルおよびレイヤ 2プロトコルのトンネリングの設定（408ページ）
•複合アクセスポート機能セットの設定（416ページ）
• Q-in-Qダブルタギングの設定（419ページ）
• Q-in-Q設定の確認（421ページ）
• Q-in-Qおよびレイヤ 2プロトコルのトンネリングの設定例（421ページ）
• VLAN上のポート VLANマッピングの構成（422ページ）

Q-in-Qトンネルについて
この章では、Cisco NX-OSデバイス上で IEEE 802.1Q-in-Q VLANトンネルおよびレイヤ 2プロ
トコルのトンネリングを設定する方法について説明します。

Q-in-Q VLANトンネルを使用することで、サービスプロバイダーは第 2の 802.1Qタグをすで
にタグ付けされたフレームに追加して、カスタマーに内部使用の VLANをすべて提供しなが
ら、インフラストラクチャ内で異なるカスタマーのトラフィックを分離することができます。

Q-in-Qトンネリング
サービスプロバイダーのビジネスカスタマーには、多くの場合、サポートするVLAN IDおよ
び VLANの数に固有の要件があります。同一サービスプロバイダネットワークのさまざまな
カスタマーが必要とする VLAN範囲は重複し、インフラストラクチャを通るカスタマーのト
ラフィックは混合してしまうことがあります。カスタマーごとに一意の VLAN ID範囲を割り
当てると、カスタマーの設定が制限され、802.1Q仕様の VLANに関する上限（4096個）を容
易に超えてしまいます。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
395



Q-in-Qは、ポートチャネルでサポートされています。非対称リンクとしてポートチャネルを
設定するには、ポートチャネル内のすべてのポートが同じトンネリング設定でなければなりま

せん。

（注）

サービスプロバイダは、802.1Qトンネリング機能を使用すると、単一の VLANを使用して、
複数の VLANを含むカスタマーをサポートできます。サービスプロバイダーのインフラスト
ラクチャ上でカスタマー VLAN IDが保持され、同じ VLAN上に存在するように見えても、異
なるカスタマーからのトラフィックが分離されます。IEEE 802.1Qトンネリングは、
VLAN-in-VLAN階層構造およびタグ付きパケットへのタギングによって、VLANスペースを
拡張します。802.1Qトンネリングをサポートするように設定されたポートは、トンネルポー
トといいます。トンネリングを設定する場合、トンネリング専用の VLANにトンネルポート
を割り当てます。カスタマーごとに個別の VLANが必要ですが、その VLANはカスタマーの
VLANをすべてサポートします。

適切な VLAN IDで通常どおりにタグ付けされたカスタマーのトラフィックは、カスタマーデ
バイスの 802.1Qトランクポートからサービスプロバイダー側のエッジスイッチのトンネル
ポートに発信されます。カスタマーデバイスとエッジスイッチの間のリンクは、一方の端が

802.1Qトランクポート、反対側がトンネルポートとして設定されているので、非対称リンク
です。それぞれのカスタマーに固有のアクセスVLAN IDには、トンネルポートインターフェ
イスを割り当てます。以下の図を参照してください。

図 30 : 802.1Q-in-Qトンネルポート

サービスプロバイダーエッジスイッチのトンネルポートに着信するパケット（適切な VLAN
IDですでに802.1Qタグ付けされている）は、カスタマーに一意であるVLAN IDを含む802.1Q
タグの別のレイヤでカプセル化されます。元々のカスタマーの 802.1Qタグは、カプセル化さ
れたパケットの中に維持されます。したがって、サービスプロバイダーインフラストラクチャ

に着信するパケットは二重にタグ付けされます。
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外部タグには、カスタマーの（サービスプロバイダーによって割り当てられた）アクセス

VLAN IDが含まれます。（カスタマーによって割り当てられた）内部タグの VLAN IDは、受
信トラフィックの VLANです。この二重タギングは、以下の図に示すようにタグスタック構
成 Double-Qまたは Q-in-Qと呼ばれます。

図 31 :タグなし、802.1Qタグ付き、および二重タグ付きイーサネットフレーム

この方法で、外部タグのVLAN IDスペースは内部タグのVLAN IDスペースに依存しません。
単一の外部 VLAN IDは、個々のカスタマーの全体の VLAN IDスペースを表すことができま
す。この方法により、カスタマーのレイヤ2ネットワークをサービスプロバイダーネットワー
ク全体に拡張して、複数のサイトに仮想 LANインフラストラクチャを作成することも可能に
なります。

階層型タギング、すなわちマルチレベルのdot1qタギングQ-in-Qはサポートされていません。（注）

ネイティブ VLANのリスク
エッジスイッチで 802.1Qトンネリングを設定する場合は、サービスプロバイダーネットワー
クにパケットを送信するために、802.1Qトランクポートを使用する必要があります。ただし、
サービスプロバイダーネットワークのコアを通過するパケットは、802.1Qトランク、ISLトラ
ンク、または非トランキングリンクで伝送される場合があります。802.1Qトランクをこれら
のコアスイッチで使用する場合には、802.1Qトランクのネイティブ VLANを、同じスイッチ
上の dot1qトンネルポートのどのネイティブ VLANにも一致させないでください。ネイティ
ブVLAN上のトラフィックが 802.1Q送信トランクポートでタグ付けされなくなるためです。

下の図の VLAN 40は、サービスプロバイダーネットワークの入力エッジスイッチ（スイッ
チ B）において、カスタマーXからの 802.1QトランクポートのネイティブVLANとして設定
されています。カスタマー Xのスイッチ Aは、VLAN 30のタグ付きパケットを、アクセス
VLAN 40に属する、サービスプロバイダネットワークのスイッチ Bの入力トンネルポートに
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送信します。トンネルポートのアクセス VLAN（VLAN 40）は、エッジスイッチのトランク
ポートのネイティブ VLAN（VLAN 40）と同じなので、トンネルポートから受信したタグ付
きパケットに 802.1Qタグは追加されません。パケットにはVLAN 30タグだけが付いて、サー
ビスプロバイダーネットワークで出力エッジスイッチ（スイッチ C）のトランクポートに送
信され、出力スイッチトンネルによってカスタマー Yに間違えて送信されます。

図 32 :ネイティブ VLANのリスク

ネイティブ VLANの問題を解決する方法は 2つあります。

• 802.1Qトランクから出るすべてのパケット（ネイティブVLANを含む）が、vlan dot1q tag
nativeコマンドを使用してタグ付けされるように、エッジスイッチを設定します。すべて
の 802.1Qトランクでネイティブ VLANパケットにタグを付けるようにスイッチを設定し
た場合、スイッチはタグなしパケットを受信しますが、タグ付きパケットだけを送信しま

す。

vlan dot1q tag nativeコマンドは、すべてのトランクポート上のタ
ギング動作に影響を与えるグローバルコマンドです。

（注）

•エッジスイッチのトランクポートのネイティブ VLAN IDが、カスタマー VLAN範囲に
属さないようにします。たとえばトランクポートがVLAN100～ 200のトラフィックを運
ぶ場合は、この範囲以外の番号をネイティブ VLANに割り当てます。

レイヤ 2プロトコルのトンネリングについて
サービスプロバイダーネットワーク経由で接続される複数のサイトのカスタマーは、さまざま

なレイヤ 2プロトコルを実行して、すべてのリモートサイトおよびローカルサイトを含むよ
うにトポロジを拡大する必要があります。スパニングツリープロトコル（STP）が適切に稼働
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している必要があり、すべての VLANで、ローカルサイトおよびサービスプロバイダーイン
フラストラクチャ経由のすべてのリモートサイトを含む、適切なスパニングツリーを構築する

必要があります。Cisco Discovery Protocol（CDP）は、ローカルおよびリモートサイトから隣
接するシスコデバイスを検出することができる必要があり、VLANトランキングプロトコル
（VTP）は、カスタマーネットワークのすべてのサイトを通して一貫した VLAN設定を提供
する必要があります。

トンネルポートでマルチタグ付きBPDUを許可するようにスイッチを設定できます。l2protocol
tunnel allow-double-tagコマンドをイネーブルにすると、複数のタグが付けられたカスタマー
BPDUがトンネルポートに入ると、カスタマートラフィックからの元の 802.1Qタグが保持さ
れ、外部 VLANタグ（サービスプロバイダーによって割り当てられたカスタマーアクセス
VLANID）が追加されます。カプセル化されたパケットに含まれています。したがって、サー
ビスプロバイダーインフラストラクチャに着信するパケットは複数のタグが付けられます。

BPDUがサービスプロバイダーネットワークを離れると、外部タグが削除され、元の複数の
タグが付けられた BPDUがカスタマーネットワークに送信されます。

プロトコルトンネリングがイネーブルになると、サービスプロバイダーインフラストラクチャ

の受信側にあるエッジスイッチが、レイヤ 2プロトコルを特別のMACアドレスでカプセル化
し、サービスプロバイダーネットワークの端まで送信します。ネットワークのコアスイッチ

では、このパケットが処理されずに通常のパケットとして転送されます。CDP、STP、または
VTPのブリッジプロトコルデータユニット（BPDU）は、サービスプロバイダーインフラス
トラクチャを通過し、サービスプロバイダーネットワークの発信側にあるカスタマースイッ

チまで配信されます。同一パケットは同じ VLANのすべてのカスタマーポートで受信されま
す。

802.1Qトンネリングポートでプロトコルのトンネリングをイネーブルにしていない場合、サー
ビスプロバイダーネットワークの受信側のリモートスイッチでは BPDUを受信せず、STP、
CDP、802.1X、および VTPを適切に実行できません。プロトコルのトンネリングがイネーブ
ルである場合、それぞれのカスタマーネットワークのレイヤ2プロトコルは、サービスプロバ
イダーネットワーク内で動作しているものから完全に区別されます。802.1Qトンネリングで
サービスプロバイダーネットワークを通してトラフィックを送信する、さまざまなサイトのカ

スタマースイッチでは、カスタマー VLANが完全に認識されます。

レイヤ2プロトコルのトンネリングは、ソフトウェアでBPDUをトンネリングすることで動作
します。スーパーバイザが受信する多数の BPDUにより CPUの負荷が大きくなります。スー
パーバイザ CPUの負荷を軽減するために、Softwareレートリミッタを使用する必要がある場
合があります。レイヤ2プロトコルトンネルポートのしきい値の設定（415ページ）を参照し
てください。

（注）

たとえば、以下の図で、カスタマー Xには、サービスプロバイダーネットワークを介して接
続された同じ VLANに 4台のスイッチがあります。ネットワークが BPDUをトンネリングし
ないと、ネットワークの遠端のスイッチは STP、CDP、802.1X、および VTPプロトコルを正
しく実行できません。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
399

Q-in-Q VLANトンネルの設定

レイヤ 2プロトコルのトンネリングについて



図 33 :レイヤ 2プロトコルトンネリング

前の例では、カスタマー X、サイト 1のスイッチ上の VLANで動作する STPは、カスタマー
X、サイト 2のスイッチに基づくコンバージェンスパラメータを考慮せずに、このサイトのス
イッチのスパニングツリーを構築します。

以下の図は、BPDUトンネリングがイネーブルになっていない場合の、カスタマーのネット
ワークでの結果トポロジを示します。

図 34 : BPDUトンネリングを使用しない仮想ネットワークトポロジ

複数プロバイダー VLANを使用した選択的 Q-in-Q
複数プロバイダー VLANを使用する選択的 Q-in-Qは、ポート上のユーザ固有の範囲のカスタ
マー VLANを 1つの特定のプロバイダー VLANに関連付けることができるトンネリング機能
であり、ポート上で複数のカスタマー VLANをプロバイダー VLANにマッピングできます。
ポートに設定されたカスタマーVLANのいずれかに一致するVLANタグが付いたパケットは、
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サービスプロバイダー VLANのプロパティを使用して VLANファブリック全体でトンネリン
グされます。カプセル化パケットは、内部パケットのレイヤ 2ヘッダーの一部としてカスタ
マー VLANタグを伝送します。

VLANのポート VLANマッピングについて（着信 VLANの変換）
サービスプロバイダーに、同じ VLANカプセル化を使用して同じ物理スイッチに接続してい
る複数の顧客があるものの、それらが同じ Layer 2セグメント上に存在しない場合には、着信
VLANを一意の VLAN/VNIに変換することが、セグメントを拡張する正しい方法です。

Cisco NX-OSリリース 10.3(3)F以降、VXLAN VLAN以外のポートVLANマッピングは、Cisco
Nexus 9300-EX/FX/FX2/FX3/GX/GX2、C9408プラットフォームスイッチ、および9700-EX/FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

次の図では、Blueと Redがカプセル化として VLAN 10を使用してリーフに接続しています。

この例では、Customer Blueの VLAN 10（インターフェイスE1/1）が VLAN 100にマッピング/
変換され、Customer RedのVLAN 10（インターフェイスE1/2）がVLAN 200にマッピングされ
ます。

もう一方のリーフでは、このマッピングが逆に適用されます。着信VLAN 100はインターフェ
イス E1/1の VLAN 10にマッピングされ、VLAN 200はインターフェイス E1/2の VLAN 10に
マッピングされます。

図 35 :論理的トラフィックフロー

入力（着信）VLANとポートにあるローカル（変換先）VLANとの間での VLAN変換を設定
できます。VLAN変換が有効にされたインターフェイスに到着するトラフィックにおいて、着
信 VLANは変換された VLANにマッピングされます。

アンダーレイ上で、内部 dot1qが削除され、VXLANネットワーク以外に切り替えられます。
VLAN変換が設定された発信インターフェイスで、トラフィックは元の VLANに変換されて
から出力されます。トラフィックカウンタについては、入力 VLANではなく、変換先 VLAN
にある VLANカウンタを参照してください。
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Q-in-Qトンネリングおよびレイヤ 2プロトコルトンネリ
ングの注意事項と制約事項

Q-in-Qトンネリングおよびレイヤ2トンネリングには、次の設定に関するガイドラインと制約
事項があります。

• Q-in-Qは、サービスプロバイダーのエッジデバイスのカスタマー側インターフェイスで
設定する必要があります。イーサネットフレームがCisco Nexus 9000シリーズスイッチに
入力されると、スイッチは 1つの転送決定内で 2つの 802.1Qヘッダーを持つフレームを
カプセル化できません。同様に、Q-in-Qカプセル化イーサネットフレームが 802.1Qヘッ
ダーのないCisco Nexus 9000シリーズスイッチを出力する必要がある場合、スイッチは単
一の転送決定内でイーサネットフレームから 2つの 802.1Qヘッダーをカプセル化解除で
きません。

•複数の VLANのマッピングがサポートされています。

•複数の選択的 Q-in-Qタグはサポートされていません。つまり、Q-in-Qは単一のインター
フェイスで複数の SPタグをサポートしません。

•サービスプロバイダーネットワーク内のスイッチは、Q-in-QタギングによるMTUサイズ
の増加に対応するように設定する必要があります。

• Q-in-Qタグ付きパケットのMACアドレスラーニングは、外部 VLAN（サービスプロバ
イダーVLAN）タグに基づいています。単一のMACアドレスが複数の内部（カスタマー）
VLANで使用される配置においては、パケット転送の問題が発生する場合があります。

•レイヤ 3以上のパラメータは、トンネルトラフィックでは識別できません（レイヤ 3宛先
や送信元アドレスなど）。トンネル型トラフィックはルーティングできません。

• system dot1q-tunnel transitコマンドには次の制限があります。

•このコマンドは、デバイスが Q-in-Q、選択的 Q-in-Q、または複数のプロバイダー
VLAN機能を備えた選択的 Q-in-Qで設定されている場合、Cisco Nexus
9300-EX/FX/FX2/FX3/GXスイッチおよび 9700-EX/FX/GXラインカードを搭載した
9500スイッチで必要です。

• ToRまたはモジュラデバイスで system dot1q-tunnel transitコマンドを設定する必要
があります。

• vPCスイッチまたは非 vPCスイッチで system dot1q-tunnel transitコマンドを構成す
る必要があります。

•これらのコマンドが構成されている場合、ポートのネイティブVLANであっても、ト
ランクポートを出るレイヤ 2フレームは常にタグ付けされます。

•このコマンドがスイッチで構成されている場合、MPLS、GRE、および IP-in-IP機能
は、Q-in-Qトンネリング機能との組み合わせでは実質的に機能しません。
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• Cisco Nexus 9000シリーズのデバイスは、トンネルトラフィックに対するMACレイヤ
ACL/QoS（VLAN IDおよび送信元/宛先MACアドレス）のみを提供できます。

• MACアドレスに基づくフレーム配布を使用する必要があります。

•非対称リンクでは 1つのポートだけがトラッキングするため、Dynamic Trunking Protocol
（DTP）をサポートしません。無条件でトランクになるように、非対称リンクの 802.1Q
トランクポートを設定する必要があります。

•プライベート VLANをサポートするように設定されたポートに 802.1Qトンネリング機能
を設定することはできません。プライベート VLANは、これらの導入には必要ではあり
ません。

•トンネル VLANの IGMPスヌーピングをディセーブルにする必要があります。

•ネイティブ VLANでのタギングを維持し、タグなしトラフィックを廃棄するには、vlan
dot1Q tag nativeコマンドを入力する必要があります。このコマンドにより、ネイティブ
VLANの設定ミスを防止できます。

• 802.1Qインターフェイスをエッジポートにするように手動で設定する必要があります。

• IGMPスヌーピングは内部 VLANではサポートされません。

• Q-in-Qは、Cisco Nexus 9332PQ、9372PX、9372TX、および 93120TXスイッチのアップリ
ンクポートと、N9K-M6PQまたは N9K-M12PQの汎用拡張モジュール（GEM）を搭載し
たCisco Nexus 9396PX、9396TX、および 93128TXスイッチではサポートされていません。

• Q-in-Qトンネルは、Cisco Nexus 9300および 9500シリーズデバイスのアプリケーション
リーフエンジン（ALE）アップリンクポートに関する制約事項の影響を受ける可能性が
あります（「ALEアップリンクポートに関する制約事項」）。

• Q-in-Qタギングはサポートされていません。

• Layer 2プロトコルトンネリングは、N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636C-RX
ラインカードを搭載した Cisco Nexus 9500シリーズスイッチではサポートされません。

• N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636C-RXラインカードを搭載した Cisco Nexus
9500シリーズスイッチでは、Q-in-Qはポートまたはポートチャネルのレイヤ 2アクセス
VLANエッジデバイスでのみサポートされます。

• FEX設定は Q-in-Qポートではサポートされません。

•コマンド l2potocol tunnel stpがトンネルインターフェイスで設定されている場合、サービ
スプロバイダーで設定する VLANはカスタマーネットワークの VLANとは異なる必要が
あります。

• LACPの L2PTトンネリングを使用するエッジデバイスでフォールバック ISSUをトリガ
すると、エッジデバイスはソフトウェアでトンネリング（カプセル化および送信）を行い

ます。ISSU中のエッジデバイスのコントロールプレーンのダウンタイムが 90秒を超える
場合、エッジデバイスのいずれかに接続されているLACP対応ピアは、いずれかのLACP
対応ピアの LACP PDUタイムアウトが原因でフラップする可能性があります。90秒の制
限の期間は、次の理由によるものです。
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• ISSUが原因でコントロールプレーンがダウンする直前に LACP PDUを送信するため
に、L2PTトンネリングを使用するエッジデバイスで実行される特別なスクリプトは
ありません。

•エッジデバイスで確認された最後の LACP PDUは、ISSUがトリガされる前の最後の
90秒間である可能性があります。これは、デフォルトの LACP PDU送信レートが 30
秒で、タイムアウトが 90秒であるためです。

Cisco N9336C-SE1スイッチの注意事項と制約事項

Cisco NX-OSリリース 10.6(1)F以降では、 Cisco Nexus N9336C-SE1スイッチでQ-in-Qを構成で
きます。

これらは、Cisco Nexus N9336C-SE1スイッチの制限の一部です。

• switchport trunk allowed vlan vlan_listコマンドを使用して許可VLANの範囲を設定するこ
とはできません。

...!
interface Ethernet1/1 switchport mode trunk
switchport vlan mapping all dot1q-tunnel 30
switchport trunk allowed vlan 30-40
..!

この構成例では、トランクVLAN 30がプロバイダーVLANです。VLAN 31～ 40は、通常
のトランクトラフィックをフィルタリングします。これらの VLANはスパースモードで
動作します。

• Q-in-Qで VLAN ACLは使用できません。

•マルチキャストはサポートされません。IGMPスヌーピングはサポートされていません。

•カスタム EtherTypeはサポートされません。

• QinQのバリエーションはサポートされていません。

• Q-in-VNIおよび選択的 Q-in-VNI

•選択的 Q-inQはサポートされません。

• Cisco Nexus N9336C-SE1スイッチが中継デバイスとして機能する場合、Q-in-Qトンネリン
グに system dot1q-tunnel transitコマンドを使用する必要はありません。

複数プロバイダー VLANを使用した選択的 Q-in-Qの注意
事項と制約事項

•複数のプロバイダーVLANを使用する選択的Q-in-Qには、選択的Q-in-Qに関する既存の
制限事項とガイドラインがすべて適用されます。
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• Cisco NX-OSリリース 9.3(5)以降、複数プロバイダー VLANを使用した選択的 Q-in-Q機
能は、Cisco Nexus N9K-C9316D-GX、N9K-C93600CD-GX、N9K-C9364C-GXスイッチでサ
ポートされます。

•複数プロバイダーVLANを使用した選択的Q-in-Q機能は、9300-EX、9300-FX、9300-FX2、
9300-FX3、9332D-H2Rおよび 93400LD-H1スイッチでサポートされます。

• vPCポートチャネルで複数のプロバイダー VLANをイネーブルにする場合は、vPCピア
間で設定が一貫している必要があります。

•通常のトランクではプロバイダー VLANを許可しないことを推奨します。

•選択的 QinQトランクインターフェイスの許可された VLANリストでは、ネイティブ
VLANとプロバイダー VLANのみを許可します。

•選択的 QinQトランクVLANは、同じ選択的 QinQトランクインターフェイス上で通常の
VLANと混在させることはできません。

•ポートから VLANへのマッピング（例：switchport vlan mapping 10 20）は、複数のプロバ
イダー VLANで選択的 Q-in-Q用に設定されたポートではサポートされません。

•プライベート VLANは、複数のプロバイダー VLANで選択的 Q-in-Q用に設定されたポー
トではサポートされません。

•レイヤ 2スイッチングのみがサポートされます。

•プロバイダー VLANでのルーティングはサポートされていません。

• FEXは、複数のプロバイダー VLANを使用する選択的 Q-in-Qではサポートされません。

• DME化されていない複数のプロバイダー VLANコマンドを使用した選択的な Q-in-Q。

• VLAN1が複数のプロバイダータグを使用して選択的 Q-in-VNIを使用してネイティブ
VLANとして設定されている場合、ネイティブ VLAN上のトラフィックはドロップされ
ます。ポートが選択的Q-in-Qで設定されている場合は、VLAN1をネイティブVLANとし
て設定しないでください。VLAN1がカスタマーVLANとして設定されている場合、VLAN1
のトラフィックはドロップされます。

複合アクセスポート機能セットに関する注意事項と制限事項

• Cisco NX-OSリリース 9.3(3)以降では、IPv4アンダーレイを搭載した Cisco Nexus
C9348GC-FXPスイッチで複合アクセスポート機能セットがサポートされています。

•複合アクセスポート機能セットは、次の機能で構成されます。

•プライベート VLAN（セカンダリ隔離あり）

•選択的 Q-in-Q

•ポートセキュリティ
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• PVLANおよび選択的Q-in-Qに関するすべてのガイドラインと制限は、複合アクセスポー
ト機能セットにも適用されます。

•ポートモードのprivate-vlan trunk secondaryは、複合アクセスポート機能セットでサポー
トされます。

• vPCポートチャネルで複合アクセスポート機能セットを有効にする場合は、設定が vPC
ピア全体で一貫していることを確認する必要があります。

•複合アクセスポート機能セットを実行する場合は、systemdot1q-tunnel transitと入力する
ことを推奨します。

•ポート VLANマッピング（例：switchport vlan mapping 10 20）はサポートされていませ
ん。

•選択的 Q-in-Qではレイヤ 2スイッチングのみがサポートされます。

•インターフェイスでdot1q-tunnelが構成されている場合、インターフェイスで spanning-tree
bpdufilterを無効にすることはできません。

•複合アクセスポート機能のネイティブ VLANでは、ルーティングのみがサポートされま
す。

VLAN上のポートVLANマッピングに関する注意事項と制
限事項

次に、ポート VLANマッピングに関する注意事項と制限事項を示します。

• Cisco NX-OSリリース 10.3(3)F以降、VLANのポート VLANマッピングは、Cisco Nexus
9300-EX/FX/FX2/FX3/GX/GX2、C9408プラットフォームスイッチ、および 9700-EX/FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降、VLANののポートVLANマッピングはCisco Nexus
9332D-H2Rスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、VLANののポートVLANマッピングはCisco Nexus
93400LD-H1スイッチでサポートされます。

•入力（着信）VLANは、スイッチで VLANとして設定する必要はありません。変換され
た VLANを構成する必要があります。

•すべてのレイヤ 2送信元アドレスの学習およびレイヤ 2 MAC宛先のルックアップは、変
換先 VLANで行われます。入力（着信）VLANではなく、変換先 VLANにある VLANカ
ウンタを参照してください。

•ポート VLANマッピングルーティングは、変換された VLANでの SVIの設定をサポート
します。

•次に、ローカル VLAN 100にマッピングされる着信 VLAN 10の例を示します。
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interface ethernet1/1
switchport vlan mapping 10 100

•次に、PV変換用のオーバーラップ VLANの例を示します。最初のステートメントでは、
VLAN-102は変換されたVLANです。2番目のステートメントでは、VLAN-102はVLAN-103
に変換される VLANです。
interface ethernet1/1
switchport vlan mapping 101 102
switchport vlan mapping 102 103

• forceコマンドを使用して既存のポートチャネルにメンバーを追加する場合、「mapping
enable」設定は一貫している必要があります。次に例を示します。
Int po 101
switchport vlan mapping enable
switchport vlan mapping 101 10
switchport trunk allowed vlan 10

int eth 1/8
/***No configuration***/

switchport VLAN mapping enableコマンドは、ポートモードがトラ
ンクの場合にのみサポートされます。

（注）

• VLANマッピングは、ポートごとにVLANをスコーピングすることで、ポートへのVLAN
のローカリゼーションに役立ちます。一般的な使用例は、サービスプロバイダーのリーフ

スイッチに、重複する VLANを持つ異なるカスタマーがあり、異なるポートに着信する
サービスプロバイダー環境です。たとえば、顧客 Aには Eth 1/1に着信する VLAN 10が
あり、顧客 Bには Eth 2/2に着信する VLAN 10があります。

•ポート VLANマッピングは PVLANと共存しません。

• inherit port-profileコマンドが PVインターフェイスで構成されている場合は、no inherit
port-profile <profile name>コマンドを使用してデタッチしてから、no switchport vlan
mapping allコマンドを実行します。

• system dot1q-tunnel transit vlan provider_vlan_listコマンドがスイッチ上でグローバルに構
成されている場合は、プロバイダVLANをシステム上の他のトランクまたはアクセスポー
トのネイティブまたはアクセスポート VLANとして設定しないでください。システム上
のネイティブ VLAN以外のプロバイダ VLANを選択する必要があります。
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Q-in-Qトンネルおよびレイヤ 2プロトコルのトンネリン
グの設定

802.1Qトンネルポートの作成
dot1qトンネルポートを作成するには、コマンドを使用します。switchport mode

コマンドを使用して、802.1Qトンネルポートをエッジポートに設定する必要があります。
spanning-tree port type edgeポートのプロバイダーVLANメンバーシップは、 switchport access
vlan vlan-id コマンドを使用して変更します。

dot1q-tunnelポートに割り当てられたアクセス VLANの IGMPスヌーピングをディセーブルに
して、マルチキャストパケットが Q-in-Qトンネルを通過できるようにする必要があります。

（注）

Q-in-Qカプセル化またはカプセル化解除の要件を持たない SPクラウド内の純粋な中継ボック
ス上で、すべての VLANタグのシームレスなパケット転送と保存を行うには、システム全体
の system dot1q-tunnel transitコマンドを使用します。構成を削除するには、no system
dot1q-tunnel transitコマンドを使用します。

system dot1q-tunnel transitまたは system dot1q-tunnel transit vlan provider_vlan_listコマンドの
サポートされているプラットフォームと制限については、「Q-in-Qトンネリングおよびレイヤ
2プロトコルトンネリングの注意事項と制約事項 （402ページ）」セクションを参照してくだ
さい。

始める前に

はじめに、スイッチポートとしてインターフェイスを設定する必要があります。

手順の概要

1. switch# configure terminal
2. switch(config)# interface ethernet slot/port

3. switch(config-if)# switchport
4. switch(config-if)# switchport mode dot1q-tunnel
5. switch(config-if)# spanning-tree port type edge
6. switch(config-if)# switchport access vlan vlan-id

7. （任意） switch(config-if)# no switchport mode dot1q-tunnel
8. switch(config-if)# exit

9. （任意） switch(config)# show dot1q-tunnel [interface if-range]
10. （任意） switch(config)# no shutdown

11. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

switch(config)# interface ethernet slot/portステップ 2

インターフェイスをレイヤ 2スイッチングポート
として設定します。

switch(config-if)# switchportステップ 3

ポートに 802.1Qトンネルを作成します。インター
フェイスモードを変更すると、ポートはダウンし、

switch(config-if)# switchport mode dot1q-tunnelステップ 4

再初期化（ポートフラップ）されます。トンネル

インターフェイスでは BPDUフィルタリングがイ
ネーブルになり、CDPがディセーブルになります。

ポートをスパニングツリーエッジポートとして指

定します。

switch(config-if)# spanning-tree port type edgeステップ 5

プロバイダーアクセス VLAN値を設定します。switch(config-if)# switchport access vlan vlan-idステップ 6

ポートで802.1Qトンネルをディセーブルにします。（任意） switch(config-if)# no switchport mode
dot1q-tunnel

ステップ 7

コンフィグレーションモードを終了します。switch(config-if)# exitステップ 8

dot1q-tunnelモードにあるすべてのポートを表示し
ます。必要に応じて、表示するインターフェイスま

たはインターフェイスの範囲を指定できます。

（任意） switch(config)# show dot1q-tunnel [interface
if-range]

ステップ 9

ポリシーがハードウェアポリシーと一致するイン

ターフェイスおよび VLANのエラーをクリアしま
（任意） switch(config)# no shutdownステップ 10

す。このコマンドにより、ポリシープログラミン

グが続行でき、ポートがアップできます。ポリシー

が対応していない場合は、エラーは error-disabled
ポリシー状態になります。

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） switch(config)# copy running-config
startup-config

ステップ 11

例

次に、802.1Qトンネルポートを作成する例を示します。
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switch# configure terminal
switch(config)# interface ethernet 7/1
switch(config-if)# switchport
switch(config-if)# switchport mode dot1q-tunnel
switch(config-if)# spanning-tree port type edge
switch(config-if)# switchport access vlan vlan 10
switch(config-if)# exit
switch(config)# exit
switch# show dot1q-tunnel

複数プロバイダー VLANで選択的 Q-in-Qを設定する

始める前に

プロバイダー VLANを設定する必要があります。

spanning-tree bpdufilter enableコマンドを使用して、トランクポートでスパニングツリーを無
効にする必要があります。

手順の概要

1. switch# configure terminal
2. switch(config)# interface interface-id

3. switch(config if)# switchport
4. switch(config-if)# switchport mode trunk
5. switch(config-if)# spanning-tree bpdufilter enable
6. switch(config-if)# switchport trunk native vlan vlan-id

7. switch(config-if)# switchport vlan mapping vlan-id-range dot1q-tunnel outer vlan-id

8. switch(config-if)# switchport trunk allowed vlan vlan_list

9. switch(config-if)# exit
10. switch(config-if)# show interfaces interface-id vlan mapping

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

サービスプロバイダネットワークに接続されるイ

ンターフェイスのインターフェイスコンフィギュ

switch(config)# interface interface-idステップ 2

レーションモードを開始します。物理インターフェ

イスまたは EtherChannelポートチャネルを入力で
きます。
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目的コマンドまたはアクション

インターフェイスをレイヤ 2スイッチングポート
として設定します。

switch(config if)# switchportステップ 3

インターフェイスをレイヤ 2トランクポートとし
て設定します。

switch(config-if)# switchport mode trunkステップ 4

このインターフェイスでのスパニングツリーBPDU
の送信と処理を無効にします。

switch(config-if)# spanning-tree bpdufilter enableステップ 5

802.1QトランクのネイティブVLANを設定します。
有効な値は 1～ 4094です。デフォルト値は VLAN
1です。

switch(config-if)# switchport trunk native vlan vlan-idステップ 6

マッピングする VLAN IDを入力します。switch(config-if)# switchport vlan mapping
vlan-id-range dot1q-tunnel outer vlan-id

ステップ 7

• vlan-id-range1：カスタマーネットワークから
スイッチに入るカスタマー VLAN ID
（C-VLAN）の範囲。指定できる範囲は 1～
4094です。VLAN-IDのストリングを入力でき
ます。

• outer vlan-id：サービスプロバイダーネット
ワークの外部VLAN ID（S-VLAN）を入力しま
す。指定できる範囲は 1～ 4094です。

トランクインターフェイスの許可 VLANを設定し
ます。

switch(config-if)# switchport trunk allowed vlan
vlan_list

ステップ 8

コンフィギュレーションモードを終了します。switch(config-if)# exitステップ 9

マッピングの設定の確認switch(config-if)# show interfaces interface-id vlan
mapping

ステップ 10

次の例では、複数のプロバイダー VLANで選択的 Q-in-Qを設定する方法を示します。

例

switch# sh run int e1/1

interface Ethernet1/1
switchport
switchport mode trunk
switchport trunk native vlan 2
switchport vlan mapping 3-400 dot1q-tunnel 400
switchport vlan mapping 401-800 dot1q-tunnel 401
switchport vlan mapping 801-1200 dot1q-tunnel 10
switchport vlan mapping 1201-1600 dot1q-tunnel 1400
switchport vlan mapping 1601-2000 dot1q-tunnel 9
switchport vlan mapping 2001-2400 dot1q-tunnel 3000
switchport vlan mapping 2401-2800 dot1q-tunnel 2099
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switchport vlan mapping 2801-3200 dot1q-tunnel 2800
switchport vlan mapping 3201-3600 dot1q-tunnel 3967
switchport vlan mapping 3601-4000 dot1q-tunnel 600
spanning-tree bpdufilter enable
switchport trunk allowed vlan 2,9-10,400-401,600,1400,2099,2800,3000,3967

switch# show interface e1/1 vlan mapping
Interface Eth1/1:
Original VLAN Translated VLAN
--------------- -----------------
3 400
4 400
5 400
6 400
7 400
8 400
9 400
10 400
11 400
12 400
13 400
14 400
15 400
16 400
17 400
18 400
19 400
20 400

switch# show consistency-checker selective-qinq interface e1/1
Fetching ingressVlanXlate entries from slice:0 HW
Fetching ingressVlanXlate entries from slice:1 HW
Performing port specific checks for intf Eth1/1
Port specific selective QinQ checks for interface Eth1/1 : PASS

Switch#

Q-in-Q用の EtherTypeの変更
スイッチは、802.1Qおよび Q-in-Qカプセル化に 0x8100のデフォルトの EtherTypeを使用しま
す。EtherTypeは、スイッチポートインターフェイスで 0x9100、0x9200、および 0x88a8に設
定できません。

レイヤ 2プロトコルトンネルのイネーブル化
802.1Qトンネルポートでプロトコルのトンネリングをイネーブルにできます。

手順の概要

1. switch# configure terminal
2. switch(config)# interface ethernet slot/port

3. switch(config-if)# switchport
4. switch(config-if)# switchport mode dot1q-tunnel
5. switch(config-if)# l2protocol tunnel [cdp | stp | lacp | lldp |vtp]

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
412

Q-in-Q VLANトンネルの設定

Q-in-Q用の EtherTypeの変更



6. （任意） switch(config-if)# no l2protocol tunnel [cdp | stp | lacp | lldp |vtp]
7. switch(config-if)# exit

8. （任意） switch(config)# no shutdown

9. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

switch(config)# interface ethernet slot/portステップ 2

インターフェイスをレイヤ 2スイッチングポートと
して設定します。

switch(config-if)# switchportステップ 3

ポートに 802.1Qトンネルを作成します。インター
フェイスモードを変更すると、ポートはダウンし、

switch(config-if)# switchport mode dot1q-tunnelステップ 4

再初期化（ポートフラップ）されます。トンネル

インターフェイスでは BPDUフィルタリングがイ
ネーブルになり、CDPがディセーブルになります。

レイヤ 2プロトコルのトンネリングをイネーブルに
します。必要に応じて、CDP、STP、LACP、LLDP
または VTPトンネリングを有効にできます。

switch(config-if)# l2protocol tunnel [cdp | stp | lacp |
lldp |vtp]

ステップ 5

プロトコルのトンネリングをディセーブルにしま

す。

（任意） switch(config-if)# no l2protocol tunnel [cdp |
stp | lacp | lldp |vtp]

ステップ 6

コンフィグレーションモードを終了します。switch(config-if)# exitステップ 7

ポリシーがハードウェアポリシーと一致するイン

ターフェイスおよび VLANのエラーをクリアしま
（任意） switch(config)# no shutdownステップ 8

す。このコマンドにより、ポリシープログラミング

が続行でき、ポートがアップできます。ポリシーが

対応していない場合は、エラーは error-disabledポリ
シー状態になります。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） switch(config)# copy running-config
startup-config

ステップ 9
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例

次に、802.1Qトンネルポートでプロトコルのトンネリングをイネーブルにする例を示
します。

switch# configure terminal
switch(config)# interface ethernet 7/1
switch(config-if)# switchport
switch(config-if)# switchport mode dot1q-tunnel
switch(config-if)# l2protocol tunnel stp
switch(config-if)# exit
switch(config)# exit

L2プロトコルトンネルポートに対するグローバル CoSの設定
トンネルポートの入力 BPDUが指定されたクラスでカプセル化されるように、サービスクラ
ス（CoS）の値をグローバルに指定できます。

手順の概要

1. switch# configure terminal
2. switch(config)# l2protocol tunnel cos value

3. （任意） switch(config)# no l2protocol tunnel cos
4. switch(config)# exit

5. （任意） switch# no shutdown

6. （任意） switch# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

すべてのレイヤ 2プロトコルのトンネリングポート
でグローバルCoS値を指定します。デフォルトCoS
値は 5です。

switch(config)# l2protocol tunnel cos valueステップ 2

グローバル CoS値をデフォルト値に設定します。（任意） switch(config)# no l2protocol tunnel cosステップ 3

コンフィグレーションモードを終了します。switch(config)# exitステップ 4

ポリシーがハードウェアポリシーと一致するイン

ターフェイスおよび VLANのエラーをクリアしま
（任意） switch# no shutdownステップ 5

す。このコマンドにより、ポリシープログラミング

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
414

Q-in-Q VLANトンネルの設定

L2プロトコルトンネルポートに対するグローバル CoSの設定



目的コマンドまたはアクション

が続行でき、ポートがアップできます。ポリシーが

対応していない場合は、エラーは error-disabledポリ
シー状態になります。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） switch# copy running-config startup-configステップ 6

例

次に、レイヤ 2プロトコルのトンネリングのためのグローバル CoS値を指定する例を
示します。

switch# configure terminal
switch(config)# l2protocol tunnel cos 6
switch(config)# exit

レイヤ 2プロトコルトンネルポートのしきい値の設定
レイヤ 2プロトコルのトンネリングポートに対するポートドロップおよびシャットダウン値
を指定できます。

手順の概要

1. switch# configure terminal
2. switch(config)# interface ethernet slot/port

3. switch(config-if)# switchport
4. switch(config-if)# switchport mode dot1q-tunnel
5. switch(config-if)# l2protocol tunnel drop-threshold [cdp | stp | vtp] packets-per-sec

6. （任意） switch(config-if)# no l2protocol tunnel drop-threshold [cdp | stp | vtp]
7. switch(config-if)# l2protocol tunnel shutdown-threshold [cdp | stp | vtp] packets-per-sec

8. （任意） switch(config-if)# no l2protocol tunnel shutdown-threshold [cdp | stp | vtp]
9. switch(config-if)# exit

10. （任意） switch(config)# no shutdown

11. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1
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目的コマンドまたはアクション

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

switch(config)# interface ethernet slot/portステップ 2

インターフェイスをレイヤ 2スイッチングポート
として設定します。

switch(config-if)# switchportステップ 3

ポートに 802.1Qトンネルを作成します。switch(config-if)# switchport mode dot1q-tunnelステップ 4

廃棄される前にインターフェイスで処理できる最大

パケット数を指定します。必要に応じて、CDP、
switch(config-if)# l2protocol tunnel drop-threshold
[cdp | stp | vtp] packets-per-sec

ステップ 5

STP、または VTPを指定できます。パケットの有
効な値は 1～ 4096です。

しきい値を 0にリセットし、ドロップしきい値を
ディセーブルにします。

（任意） switch(config-if)# no l2protocol tunnel
drop-threshold [cdp | stp | vtp]

ステップ 6

インターフェイスで処理できる最大パケット数を指

定します。パケット数が超過すると、ポートは

switch(config-if)# l2protocol tunnel
shutdown-threshold [cdp | stp | vtp] packets-per-sec

ステップ 7

error-disabledステートになります。必要に応じて、
CDP、STP、または VTPを指定できます。パケッ
トの有効な値は 1～ 4096です。

しきい値を0にリセットし、シャットダウンしきい
値をディセーブルにします。

（任意） switch(config-if)# no l2protocol tunnel
shutdown-threshold [cdp | stp | vtp]

ステップ 8

コンフィグレーションモードを終了します。switch(config-if)# exitステップ 9

ポリシーがハードウェアポリシーと一致するイン

ターフェイスおよび VLANのエラーをクリアしま
（任意） switch(config)# no shutdownステップ 10

す。このコマンドにより、ポリシープログラミン

グが続行でき、ポートがアップできます。ポリシー

が対応していない場合は、エラーは error-disabled
ポリシー状態になります。

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） switch(config)# copy running-config
startup-config

ステップ 11

複合アクセスポート機能セットの設定
混合アクセスポートを設定するには、次の手順を実行します。

手順の概要

1. interface interface [port | port-channel | vPC]
2. switchport mode private-vlan trunk secondary
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3. switchport private-vlan trunk native vlan vlan_id

4. switchport private-vlan trunk allowed vlan vlan list

5. switchport private-vlan association trunk primary_vlan_ID secondary_vlan_ID

6. switchport vlan mapping [vlan-id-range | all] dot1q-tunnel outer vlan-id

7. storm-control broadcast level [high level] [ lower level ]
8. storm-control multicast level [high level] [ lower level ]
9. storm-control action [shutdown | trap ]
10. load-interval counter {1 | 2 | 3 }
11. switchport port-security maximum [max-addr ]
12. switchport port-security action [restrict | shutdown | protect]
13. switchport port-security
14. service-policy {input | type {qos input | queuing {input | output}}} policy-map-name

手順の詳細

手順

目的コマンドまたはアクション

指定されたポートチャネルをインターフェイスコ

ンフィギュレーションモードにします。範囲は 1
～ 4096です。

interface interface [port | port-channel | vPC]

例：

switch# interface port-channel 202

ステップ 1

プライベートVLANのセカンダリトランクポート
としてポートを設定します。

switchport mode private-vlan trunk secondary

例：

ステップ 2

switch(config)# switchport mode private-vlan
trunk secondary

PVLANトランクポートに割り当てるネイティブ
VLANを設定します。

switchport private-vlan trunk native vlan vlan_id

例：

ステップ 3

switch(config)# switchport private-vlan trunk
native vlan 4002

PVLANトランクポートで許容される通常のVLAN
のリストを設定します。

switchport private-vlan trunk allowed vlan vlan list

例：

ステップ 4

switch(config)# switchport private-vlan trunk
allowed vlan 1002,4002

PVLANトランクポートでプライマリ VLANおよ
びセカンダリ VKAN間の関連付けを設定します。

switchport private-vlan association trunk
primary_vlan_ID secondary_vlan_ID

例：

ステップ 5

switch(config)# switchport private-vlan
association trunk 4050 4049
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目的コマンドまたはアクション

すべての 4K VLANを含むカスタマー範囲 VLAN
またはキーワード allを入力します。

switchport vlan mapping [vlan-id-range | all]
dot1q-tunnel outer vlan-id

例：

ステップ 6

switch(config-if)# switchport vlan mapping all
dot1q-tunnel 1002

ブロードキャストストーム制御を設定します。ブ

ロードキャストトラフィックの上限しきい値レベ

ルを指定します。

storm-control broadcast level [high level] [ lower level
]

例：

ステップ 7

switch(config-if)# storm-control broadcast level
1.00

インターフェイス上のマルチキャストトラフィッ

クストーム制御をイネーブルにし、トラフィック

storm-control multicast level [high level] [ lower level
]

例：

ステップ 8

ストーム制御レベルを設定し、そのトラフィック

ストーム制御レベルを、インターフェイス上でイswitch(config-if)# storm-control multicast level
1.00 ネーブルにされているすべてのトラフィックストー

ム制御モードに適用します。

トラフィックストームの発生時にトラップを生成

するか、ポートをエラー無効にするようにトラ

フィックストーム制御を設定します。

storm-control action [shutdown | trap ]

例：

switch(config-if)# storm-control action shutdown

ステップ 9

インターフェイスで統計情報をサンプリングする間

隔を指定します。

load-interval counter {1 | 2 | 3 }

例：

ステップ 10

switch(config-if)# load-interval counter 1 5

ポートでセキュアMACアドレスの最大数を設定し
ます。

switchport port-security maximum [max-addr ]

例：

ステップ 11

switch(config-if)# switchport port-security
maximum 3

インターフェイスのセキュリティ違反モードを制限

します。

switchport port-security action [restrict | shutdown |
protect]

例：

ステップ 12

switch(config-if)# switchport port-security
violation restrict

ポートセキュリティのコンフィギュレーション情

報を表示します。

switchport port-security

例：

ステップ 13

switch(config-if)# switchport port-security

ポリシーマップをインターフェイスに付加します。service-policy {input | type {qos input | queuing {input
| output}}} policy-map-name

ステップ 14

例：
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目的コマンドまたはアクション

switch(config-if)# service-policy type qos input
ovh_qos

Q-in-Qダブルタギングの設定
STPおよび CDP BPDUのマルチタギングをイネーブルにします。

手順の概要

1. configure terminal
2. interface interface

3. switchport
4. switchport mode dot1q-tunnel
5. l2protocol tunnel [cdp | stp]

6. （任意） no l2protocol tunnel [cdp | stp]
7. l2protocol tunnel allow-double-tag

8. （任意） no l2protocol tunnel allow-double-tag
9. exit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal

設定するインターフェイスを指定します。interface interface

例：

ステップ 2

switch(config)# interface ethernet 7/1

インターフェイスをレイヤ 2スイッチングポートと
して設定します。

switchport

例：

ステップ 3

switch(config-if)# switchport

ポートに 802.1Qトンネルを作成します。インター
フェイスモードを変更すると、ポートはダウンし、

switchport mode dot1q-tunnel

例：

ステップ 4

再初期化（ポートフラップ）されます。トンネル
switch(config-if)# switchport mode dot1q-tunnel

インターフェイスでは BPDUフィルタリングがイ
ネーブルになり、CDPがディセーブルになります。
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目的コマンドまたはアクション

レイヤ 2プロトコルのトンネリングをイネーブルに
します。必要に応じて、CDPまたはSTPトンネリン
グをイネーブルにできます。

l2protocol tunnel [cdp | stp]

例：

switch(config-if)# l2protocol tunnel cdp

ステップ 5

プロトコルのトンネリングをディセーブルにしま

す。

（任意） no l2protocol tunnel [cdp | stp]

例：

ステップ 6

switch(config-if)# no l2protocol tunnel stp

インターフェイスで STPおよび CDP BPDUのマル
チタギングをイネーブルにします。

l2protocol tunnel allow-double-tag

例：

ステップ 7

switch(config-if)# l2protocol tunnel
allow-double-tag

インターフェイスで STPおよび CDP BPDUのマル
チタギングをディセーブルにします。

（任意） no l2protocol tunnel allow-double-tag

例：

ステップ 8

switch(config-if)# no l2protocol tunnel
allow-double-tag

コンフィグレーションモードを終了します。exit

例：

ステップ 9

switch(config-if)# exit

例

次に、STPおよび CDP BPDUのマルチタギングをイネーブルにする例を示します。
switch# configure terminal
switch(config)# interface ethernet 7/1
switch(config-if)# switchport
switch(config-if)# switchport mode dot1q-tunnel
switch(config-if)# l2protocol tunnel cdp
switch(config-if)# l2protocol tunnel stp
switch(config-if)# l2protocol tunnel allow-double-tag
switch(config-if)# exit
switch(config)# exit
switch#
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Q-in-Q設定の確認
目的コマンド

すべての統計情報カウンタをクリアします。

インターフェイスが指定されていない場合、

すべてのインターフェイスのレイヤ 2プロト
コルトンネル統計情報がクリアされます。

clear l2protocol tunnel counters [interface
if-range]

dot1qトンネルモードのインターフェイス範囲
またはすべてのインターフェイスが表示され

ます。

show dot1q-tunnel [interface if-range]

一定範囲のインターフェイス（特定の VLAN
の一部であるすべての dot1q-tunnelインター
フェイスまたはすべてのインターフェイス）

のレイヤ 2プロトコルトンネル情報を表示し
ます。

show l2protocol tunnel [interface if-range | vlan
vlan-id]

レイヤ 2プロトコルトンネルが設定されてい
るすべてのポートのサマリーを表示します。

show l2protocol tunnel summary

現在のレイヤ 2プロトコルトンネルの実行コ
ンフィギュレーションを表示します。

show running-config l2pt

Q-in-Qおよびレイヤ 2プロトコルのトンネリングの設定
例

次に、イーサネット7/1に着信するトラフィックに対しQ-in-Qを処理するよう設定されている
サービスプロバイダーのスイッチを示します。レイヤ 2プロトコルトンネルが STP BPDUに
対してイネーブルにされます。このカスタマーは VLAN 10（外部 VLANタグ）に割り当てら
れます。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vlan 10
switch(config-vlan)# no shutdown
switch(config-vlan)# no ip igmp snooping
switch(config-vlan)# exit
switch(config)# interface ethernet 7/1
switch(config-if)# switchport
switch(config-if)# switchport mode dot1q-tunnel
switch(config-if)# switchport access vlan 10
switch(config-if)# spanning-tree port type edge
switch(config-if)# l2protocol tunnel stp
switch(config-if)# no shutdown
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switch(config-if)# exit
switch(config)# exit
switch#

VLAN上のポート VLANマッピングの構成

始める前に

• VLAN変換を実装する物理またはポートチャネルがレイヤ 2トランクポートとして設定
されていることを確認します。

•変換先 VLANがスイッチで作成されており、レイヤ 2トランクポートのトランク許可
VLANの vlan-listにも追加されていることを確認します。

ベストプラクティスとして、入力 VLAN IDをインターフェイス
のスイッチポート許可 vlan-listに追加しないでください。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface type/port

例：

switch(config)# interface Ethernet1/1

設定するインターフェイスを指定します。

ステップ 3 [no] switchport vlan mapping enable

例：

switch(config-if)# [no] switchport vlan mapping enable

スイッチポートでの VLAN変換をイネーブルにします。VLAN変換はデフォルトでディセーブルです。

（注）

VLAN変換を無効にするには、このコマンドの no形式を使用します。

ステップ 4 [no] switchport vlan mapping vlan-id translated-vlan-id

例：

switch(config-if)# switchport vlan mapping 10 100
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VLANを他の VLANに変換します。

• vlan-idで指定できる範囲は 1～ 4094です。Translation-vlan-idでは、予約されていない VLAN IDだけ
が許可されます。

•入力（着信）VLANとポートにあるローカル（変換先）VLANとの間での VLAN変換を設定できま
す。VLAN変換が有効にされたインターフェイスに到着するトラフィックにおいて、着信VLANは変
換された VLANにマッピングされます。

トラフィックのルーティングは、変換されたVLANの SVIのコンテキストで行われます。VLAN変換が設
定された発信インターフェイスで、トラフィックは元の VLANに変換されてから出力されます。

（注）

このコマンドの no形式を使用すると、VLANペア間のマッピングがクリアされます。

ステップ 5 [no] switchport vlan mapping all

例：

switch(config-if)# no switchport vlan mapping all

インターフェイスに設定されたすべての VLANのマッピングを削除します。

ステップ 6 copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config

実行コンフィギュレーションを、スタートアップコンフィギュレーションにコピーします。

（注）

VLAN変換の設定は、スイッチポートが動作トランクポートになるまで有効になりません。

ステップ 7 show interface [if-identifier] vlan mapping

例：

switch# show interface ethernet1/1 vlan mapping

インターフェイスの範囲または特定のインターフェイスについて、VLANマッピング情報を表示します。

例

次に、（入力）VLAN 10と（ローカル）VLAN 100間で VLAN変換を設定する例を示
します。show vlan countersコマンド出力は、カスタマー VLANではなく変換先 VLAN
として統計情報カウンタを表示します。

switch# configure terminal
switch(config)# interface ethernet1/1
switch(config-if)# switchport vlan mapping enable
switch(config-if)# switchport vlan mapping 10 100
switch(config-if)# switchport trunk allowed vlan 100
switch(config-if)# show interface ethernet1/1 vlan mapping
Interface eth1/1:

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
423

Q-in-Q VLANトンネルの設定

VLAN上のポート VLANマッピングの構成



Original VLAN Translated VLAN
------------------ ---------------
10 100

switch(config-if)# show vlan counters
Vlan Id :100
Unicast Octets In :292442462
Unicast Packets In :1950525
Multicast Octets In :14619624
Multicast Packets In :91088
Broadcast Octets In :14619624
Broadcast Packets In :91088
Unicast Octets Out :304012656
Unicast Packets Out :2061976
L3 Unicast Octets In :0
L3 Unicast Packets In :0
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第 11 章

VLAN上のポート VLANマッピングの構成

この章で説明する内容は、次のとおりです。

• VLANのポート VLANマッピングについて（着信 VLANの変換）（425ページ）
• VLAN上のポート VLANマッピングに関する注意事項と制限事項（426ページ）
• VLAN上のポート VLANマッピングの構成（428ページ）

VLANのポート VLANマッピングについて（着信 VLANの
変換）

サービスプロバイダーに、同じ VLANカプセル化を使用して同じ物理スイッチに接続してい
る複数の顧客があるものの、それらが同じ Layer 2セグメント上に存在しない場合には、着信
VLANを一意の VLAN/VNIに変換することが、セグメントを拡張する正しい方法です。

Cisco NX-OSリリース 10.3(3)F以降、VXLAN VLAN以外のポートVLANマッピングは、Cisco
Nexus 9300-EX/FX/FX2/FX3/GX/GX2、C9408プラットフォームスイッチ、および9700-EX/FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

次の図では、Blueと Redがカプセル化として VLAN 10を使用してリーフに接続しています。

この例では、Customer Blueの VLAN 10（インターフェイスE1/1）が VLAN 100にマッピング/
変換され、Customer RedのVLAN 10（インターフェイスE1/2）がVLAN 200にマッピングされ
ます。

もう一方のリーフでは、このマッピングが逆に適用されます。着信VLAN 100はインターフェ
イス E1/1の VLAN 10にマッピングされ、VLAN 200はインターフェイス E1/2の VLAN 10に
マッピングされます。
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図 36 :論理的トラフィックフロー

入力（着信）VLANとポートにあるローカル（変換先）VLANとの間での VLAN変換を設定
できます。VLAN変換が有効にされたインターフェイスに到着するトラフィックにおいて、着
信 VLANは変換された VLANにマッピングされます。

アンダーレイ上で、内部 dot1qが削除され、VXLANネットワーク以外に切り替えられます。
VLAN変換が設定された発信インターフェイスで、トラフィックは元の VLANに変換されて
から出力されます。トラフィックカウンタについては、入力 VLANではなく、変換先 VLAN
にある VLANカウンタを参照してください。

VLAN上のポートVLANマッピングに関する注意事項と制
限事項

次に、ポート VLANマッピングに関する注意事項と制限事項を示します。

• Cisco NX-OSリリース 10.3(3)F以降、VLANのポート VLANマッピングは、Cisco Nexus
9300-EX/FX/FX2/FX3/GX/GX2、C9408プラットフォームスイッチ、および 9700-EX/FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降、VLANののポートVLANマッピングはCisco Nexus
9332D-H2Rスイッチでサポートされます。

• Cisco NX-OSリリース 10.4（2）F以降、VLANののポートVLANマッピングはCisco Nexus
93400LD-H1スイッチでサポートされます。

•入力（着信）VLANは、スイッチで VLANとして設定する必要はありません。変換され
た VLANを構成する必要があります。

•すべてのレイヤ 2送信元アドレスの学習およびレイヤ 2 MAC宛先のルックアップは、変
換先 VLANで行われます。入力（着信）VLANではなく、変換先 VLANにある VLANカ
ウンタを参照してください。
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•ポート VLANマッピングルーティングは、変換された VLANでの SVIの設定をサポート
します。

•次に、ローカル VLAN 100にマッピングされる着信 VLAN 10の例を示します。
interface ethernet1/1
switchport vlan mapping 10 100

•次に、PV変換用のオーバーラップ VLANの例を示します。最初のステートメントでは、
VLAN-102は変換されたVLANです。2番目のステートメントでは、VLAN-102はVLAN-103
に変換される VLANです。
interface ethernet1/1
switchport vlan mapping 101 102
switchport vlan mapping 102 103

• forceコマンドを使用して既存のポートチャネルにメンバーを追加する場合、「mapping
enable」設定は一貫している必要があります。次に例を示します。
Int po 101
switchport vlan mapping enable
switchport vlan mapping 101 10
switchport trunk allowed vlan 10

int eth 1/8
/***No configuration***/

switchport VLAN mapping enableコマンドは、ポートモードがトラ
ンクの場合にのみサポートされます。

（注）

• VLANマッピングは、ポートごとにVLANをスコーピングすることで、ポートへのVLAN
のローカリゼーションに役立ちます。一般的な使用例は、サービスプロバイダーのリーフ

スイッチに、重複する VLANを持つ異なるカスタマーがあり、異なるポートに着信する
サービスプロバイダー環境です。たとえば、顧客 Aには Eth 1/1に着信する VLAN 10が
あり、顧客 Bには Eth 2/2に着信する VLAN 10があります。

•ポート VLANマッピングは PVLANと共存しません。

• inherit port-profileコマンドが PVインターフェイスで構成されている場合は、no inherit
port-profile <profile name>コマンドを使用してデタッチしてから、no switchport vlan
mapping allコマンドを実行します。

• system dot1q-tunnel transit vlan provider_vlan_listコマンドがスイッチ上でグローバルに構
成されている場合は、プロバイダVLANをシステム上の他のトランクまたはアクセスポー
トのネイティブまたはアクセスポート VLANとして設定しないでください。システム上
のネイティブ VLAN以外のプロバイダ VLANを選択する必要があります。
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VLAN上のポート VLANマッピングの構成

始める前に

• VLAN変換を実装する物理またはポートチャネルがレイヤ 2トランクポートとして設定
されていることを確認します。

•変換先 VLANがスイッチで作成されており、レイヤ 2トランクポートのトランク許可
VLANの vlan-listにも追加されていることを確認します。

ベストプラクティスとして、入力 VLAN IDをインターフェイス
のスイッチポート許可 vlan-listに追加しないでください。

（注）

手順

ステップ 1 configure terminal

例：

switch# configure terminal

グローバルコンフィギュレーションモードを開始します。

ステップ 2 interface type/port

例：

switch(config)# interface Ethernet1/1

設定するインターフェイスを指定します。

ステップ 3 [no] switchport vlan mapping enable

例：

switch(config-if)# [no] switchport vlan mapping enable

スイッチポートでの VLAN変換をイネーブルにします。VLAN変換はデフォルトでディセーブルです。

（注）

VLAN変換を無効にするには、このコマンドの no形式を使用します。

ステップ 4 [no] switchport vlan mapping vlan-id translated-vlan-id

例：

switch(config-if)# switchport vlan mapping 10 100

VLANを他の VLANに変換します。
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• vlan-idで指定できる範囲は 1～ 4094です。Translation-vlan-idでは、予約されていない VLAN IDだけ
が許可されます。

•入力（着信）VLANとポートにあるローカル（変換先）VLANとの間での VLAN変換を設定できま
す。VLAN変換が有効にされたインターフェイスに到着するトラフィックにおいて、着信VLANは変
換された VLANにマッピングされます。

トラフィックのルーティングは、変換されたVLANの SVIのコンテキストで行われます。VLAN変換が設
定された発信インターフェイスで、トラフィックは元の VLANに変換されてから出力されます。

（注）

このコマンドの no形式を使用すると、VLANペア間のマッピングがクリアされます。

ステップ 5 [no] switchport vlan mapping all

例：

switch(config-if)# no switchport vlan mapping all

インターフェイスに設定されたすべての VLANのマッピングを削除します。

ステップ 6 copy running-config startup-config

例：

switch(config-if)# copy running-config startup-config

実行コンフィギュレーションを、スタートアップコンフィギュレーションにコピーします。

（注）

VLAN変換の設定は、スイッチポートが動作トランクポートになるまで有効になりません。

ステップ 7 show interface [if-identifier] vlan mapping

例：

switch# show interface ethernet1/1 vlan mapping

インターフェイスの範囲または特定のインターフェイスについて、VLANマッピング情報を表示します。

例

次に、（入力）VLAN 10と（ローカル）VLAN 100間で VLAN変換を設定する例を示
します。show vlan countersコマンド出力は、カスタマー VLANではなく変換先 VLAN
として統計情報カウンタを表示します。

switch# configure terminal
switch(config)# interface ethernet1/1
switch(config-if)# switchport vlan mapping enable
switch(config-if)# switchport vlan mapping 10 100
switch(config-if)# switchport trunk allowed vlan 100
switch(config-if)# show interface ethernet1/1 vlan mapping
Interface eth1/1:
Original VLAN Translated VLAN
------------------ ---------------
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10 100

switch(config-if)# show vlan counters
Vlan Id :100
Unicast Octets In :292442462
Unicast Packets In :1950525
Multicast Octets In :14619624
Multicast Packets In :91088
Broadcast Octets In :14619624
Broadcast Packets In :91088
Unicast Octets Out :304012656
Unicast Packets Out :2061976
L3 Unicast Octets In :0
L3 Unicast Packets In :0
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第 12 章

スタティックおよびダイナミック NAT変
換の設定

•ネットワークアドレス変換の概要（431ページ）
•スタティック NATに関する情報（432ページ）
•ダイナミック NATの概要（434ページ）
•タイムアウトメカニズム（434ページ）
• NATの内部アドレスおよび外部アドレス（436ページ）
•ダイナミック NATのプールサポート（437ページ）
•スタティックおよびダイナミック Twice NATの概要（438ページ）
• VRF対応 NAT（438ページ）
•スタティック NATの注意事項および制約事項（440ページ）
•ダイナミック NATの制約事項（442ページ）
•ダイナミック Twice NATの注意事項および制約事項（443ページ）
• TCP認識 NATの注意事項および制約事項（444ページ）
•スタティック NATの設定（444ページ）
•ダイナミック NATの設定（456ページ）

ネットワークアドレス変換の概要
ネットワークアドレス変換（NAT）は、登録されていない IPアドレスを使用してインターネッ
トへ接続するプライベート IPインターネットワークをイネーブルにします。NATはデバイス
（通常、2つのネットワークを接続するもの）で動作し、パケットを別のネットワークに転送
する前に、社内ネットワークの（グローバルに一意のアドレスではなく）プライベート IPア
ドレスを正規の IPアドレスに変換します。NATは、ネットワーク全体に対して 1つの IPアド
レスだけを外部にアドバタイズするように設定できます。この機能により、1つの IPアドレス
の後ろに内部ネットワーク全体を効果的に隠すことで、セキュリティが強化されます。

NATが設定されたデバイスには、内部ネットワークと外部ネットワークのそれぞれに接続す
るインターフェイスが少なくとも 1つずつあります。標準的な環境では、NATはスタブドメ
インとバックボーンの間の出口ルータに設定されます。パケットがドメインから出て行くと

き、NATはローカルで意味のある送信元アドレスをグローバルで一意のアドレスに変換しま
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す。パケットがドメインに入ってくる際は、NATはグローバルに一意な宛先アドレスをロー
カルアドレスに変換します。出口点が複数存在する場合、個々の NATは同じ変換テーブルを
持っている必要があります。

NATは RFC 1631に記述されています。

スタティック NATに関する情報
スタティックネットワークアドレス変換（NAT）を使用すると、ユーザは内部ローカルアド
レスから外部グローバルアドレスへの 1対 1変換を設定することができます。これにより、内
部から外部トラフィックおよび外部から内部トラフィックへの IPアドレスとポート番号の両
方の変換が可能になります。Cisco Nexusデバイスはヒットレス NATをサポートします。これ
は、既存の NATトラフィックフローに影響を与えずに NAT設定で NAT変換を追加または削
除できることを意味します。

スタティックNATでは、プライベートアドレスからパブリックアドレスへの固定変換が作成
されます。スタティックNATでは1対1ベースでアドレスが割り当てられるため、プライベー
トアドレスと同じ数のパブリックアドレスが必要です。スタティックNATでは、パブリック
アドレスは連続する各接続で同じであり、永続的な変換規則が存在するため、宛先ネットワー

クのホストは変換済みのホストへのトラフィックを開始できます（そのトラフィックを許可す

るアクセスリストがある場合）。

ダイナミック NATおよびポートアドレス変換（PAT）では、各ホストは後続する変換ごとに
異なるアドレスまたはポートを使用します。ダイナミック NATとスタティック NATの主な違
いは、スタティック NATではリモートホストが変換済みのホストへの接続を開始でき（それ
を許可するアクセスリストがある場合）、ダイナミック NATでは開始できないという点で
す。

次の図に、一般的なスタティック NATのシナリオを示します。変換は常にアクティブである
ため、変換対象ホストとリモートホストの両方で接続を生成でき、マップアドレスは static
コマンドによって静的に割り当てられます。
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図 37 :スタティック NAT

次に、スタティック NATを理解するのに役立つ主な用語を示します。

• NATの内部インターフェイス：プライベートネットワークに面するレイヤ3インターフェ
イス。

• NATの外部インターフェイス：パブリックネットワークに面するレイヤ 3インターフェ
イス。

•ローカルアドレス：ネットワークの内部（プライベート）部分に表示される任意のアドレ
ス。

•グローバルアドレス：ネットワークの外部（パブリック）部分に表示される任意のアドレ
ス。

•正規の IPアドレス：Network Information Center（NIC）やサービスプロバイダーにより割
り当てられたアドレス。

•内部ローカルアドレス：内部ネットワーク上のホストに割り当てられた IPアドレス。こ
のアドレスは正規の IPアドレスである必要はありません。

•外部ローカルアドレス：内部ネットワークから見た外部ホストの IPアドレス。これは、
内部ネットワークのルーティング可能なアドレス空間から割り当てられるため、正規のア

ドレスである必要はありません。

•内部グローバルアドレス：1つ以上の内部ローカル IPアドレスを外部に対して表すために
使用できる正規の IPアドレス。

•外部グローバルアドレス：ホスト所有者が外部ネットワーク上のホストに割り当てる IP
アドレス。このアドレスは、ルート可能なアドレスまたはネットワーク空間から割り当て

られた正規のアドレスです。
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ダイナミック NATの概要
ダイナミックネットワークアドレス変換（NAT）では、実際のアドレスのグループは、宛先
ネットワーク上でルーティング可能なマッピングアドレスのプールに変換されます。またダイ

ナミック NATでは、未登録の IPアドレスと登録済み IPアドレス間で一対一のマッピング確
立しますが、通信時にプール内で利用可能な登録済みアドレスによって、マッピングは変化し

ます。

ダイナミック NATを設定自動Aすると、使用している内部ネットワークと外部ネットワーク
またはインターネット間に、ファイウォールが構築されます。ダイナミックNATは、スタブド
メイン内で発信された接続のみを許可します。外部ネットワーク上のデバイスは、接続を開始

していない限り、ネットワーク内のデバイスに接続できません。

ダイナミック NATの場合、変換対象のトラフィックデバイスに受信するまでは、NAT変換
テーブルには変換エントリが存在しません。ダイナミック変換は、新しいエントリ用のスペー

スを確保するために使用されていない場合、クリアまたはタイムアウトされます。通常、NAT
変換エントリは、Ternary Content Addressable Memory（TCAM）エントリが制限されるとクリ
アされます。ダイナミックNAT変換のデフォルトの最小タイムアウトは30分です。

この項で説明している ip nat translation sampling-timeoutコマンドはサポートされていません。
統計情報はインストール済みのNATポリシーに 60秒ごとに収集されます。これらの統計情報
はフローがアクティブかまたはアクティブでないかを決定するために使用されます。

（注）

ダイナミックNATは、ポートアドレス変換（PAT）およびアクセスコントロールリスト（ACL）
をサポートします。PAT（暗号化ともいう）、オーバーロードは未登録の複数の IPアドレス
を、さまざまなポートを使うことによって、登録済みの単一の IPアドレスにマッピングする
ダイナミック NATの 1形態です。NAT設定には、同じまたは異なるACLを持つ複数のダイナ
ミックNAT変換を含めることができます。ただし、特定のACLに対して指定できるインター
フェイスは1つだけです。

タイムアウトメカニズム
タイムアウトメカニズムは、特定のNAT変換タイムアウトエントリがクリアまたは期限切れ
になる前に維持される時間を制御する、設定可能なタイマーです。タイマーを設定する前に、

別の TCP- NAT TCAMリージョンを切り分ける必要があります。

TCP- NAT TCAMリージョンは、標準規格の NAT TCAMリージョンから分離されています。（注）

スイッチでは、次のNAT変換タイムアウトタイマーがサポートされています。
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• syn-timeout：TCPデータのパケットタイムアウト値。SYNリクエストを送信後、SYN-ACK
応答を受信するまでの最大待ち時間です。

タイムアウト値の範囲は、1～ 172800秒です。TCP-NAT tcamリージョンが切り分けられ
る場合、デフォルト値は 60秒です。[TCP- NAT TCAMリージョン（TCP - NAT TCAM
region）]が切り分けられていない場合、デフォルト値は neverに設定されます。

syn-timeoutオプションは、Cisco Nexus 9200および 9300-EX、
-FX、-FX2、-FX3、-FXP、-GXプラットフォームスイッチでサ
ポートされています。

（注）

• finrst-timeout：RSTまたは FINパケットの受信によって接続が終了したときのフローエ
ントリのタイムアウト値。RSTパケットとFINパケットの両方の動作を設定するには、同
じキーワードを使用します。

タイムアウト値の範囲は、1～ 172800秒です。TCP-NAT tcamリージョンが切り分けられ
る場合、デフォルト値は 60秒です。[TCP- NAT TCAMリージョン（TCP - NAT TCAM
region）]が切り分けられていない場合、デフォルト値は neverに設定されます。

•接続が確立された後にSYNパケット（SYN-> SYN-ACK-> FIN）が受信されると、finrst
タイマーが開始されます。

•相手側からFIN-ACKを受信すると、変換エントリはすぐにクリアされます。それ以外
の場合は、タイムアウト値の完了後にクリアされます。

タイムアウト値の範囲は、1～ 172800秒です。デフォルト値は 60秒です。

•接続が確立された後にRSTパケットを受信した場合（SYN-->SYN-ACK-->RST）、変
換エントリはすぐにクリアされます。

ダイナミックプールベースの設定を使用し、FIN-ACKを受信した
場合、変換エントリはクリアされません。

（注）

finrst-timeoutオプションは、Cisco Nexus 9200および 9300-EX、
-FX、-FX2、-FX3、-FXP、-GXプラットフォームスイッチでサ
ポートされています。

（注）

• tcp-timeout：TCP変換のタイムアウト値。3ウェイハンドシェイク（SYN、SYN-ACK、
ACK）の後に確立した接続の最大待ち時間です。接続が確立された後にアクティブフロー
が発生しない場合、変換は設定されたタイムアウト値に従って期限切れになります。

タイムアウト値の範囲は、60～ 172800秒です。デフォルト値は 3600秒です。

• udp-timeout：すべての NAT UDPパケットのタイムアウト値。
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タイムアウト値の範囲は、60～ 172800秒です。デフォルト値は 3600秒です。

• timeout：ダイナミック NAT変換のタイムアウト値。

タイムアウト値の範囲は、60～ 172800秒です。デフォルト値は 3600秒です。

• icmp-timeout：ICMPパケットのタイムアウト値。

タイムアウト値の範囲は、60～ 172800秒です。デフォルト値は 3600秒です。

• sampling-timeout：デバイスがダイナミック変換アクティビティをチェックするまでの時
間。

タイムアウト値の範囲は、900～ 172800秒です。

タイマー値を設定するには、「FINRSTおよび SYNタイマーの設定」を参照してください。

エージングに関して設定可能な次の 3つの異なるオプションがあります。

•タイムアウト：すべてのタイプのフロー（TCPおよび UDP両方）に適用可能です。

• TCP TIME-OUT: TCPフローにのみ適用可能です。

• UDP TIME-OUT: UDPフローにのみ適用可能です。

（注）

udp-timeout and the timeout値のタイマーは、ip nat translation sampling-timeout コマンドで設
定されているタイムアウトの期限が切れた後にトリガーされます。

ダイナミック NAT変換を作成した後は、特に TCAMエントリの数が制限されている場合、新
しい変換を作成できるように、使用していないものをクリアする必要があります

設定されたタイムアウトのないダイナミックエントリを作成すると、1時間のデフォルトのタ
イムアウトが使用されます（60秒後）。タイムアウトを設定した後、clear ip nat translations
allコマンドを入力すると、設定されたタイムアウトが有効になります。タイムアウトは、60
～ 172800秒まで設定することができます。

（注）

NATの内部アドレスおよび外部アドレス
NAT内部とは、変換を必要とする組織が所有するネットワークを指します。NATが設定され
ている場合、このネットワーク内のホストは、別の空間（グローバルアドレス空間として知ら

れている）にあるものとしてネットワークの外側に現れる1つ空間（ローカルアドレス空間と
して知られている）内のアドレスを持つことになります。

同様に、NAT外部とは、スタブネットワークが接続するネットワークを指します。通常、組
織の管理下にはありません。外部ネットワーク内のホストを変換の対象にすることもできるた

め、これらのホストもローカルアドレスとグローバルアドレスを持つことができます。
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NATでは、次の定義が使用されます。

•ローカルアドレス：ネットワークの内側部分に表示されるローカルな IPアドレスです。

•グローバルアドレス：ネットワークの外側部分に表示されるグローバルな IPアドレスで
す。

•内部ローカルアドレス：内部ネットワーク上のホストに割り当てられた IPアドレス。こ
のアドレスは、多くの場合、インターネットネットワーク情報センター（InterNIC）や
サービスプロバイダーにより割り当てられた正規の IPアドレスではありません。

•内部グローバルアドレス：外部に向けて、1つ以上の内部ローカル IPアドレスを表現し
た正規の IPアドレス（InterNICまたはサービスプロバイダーにより割り当てられたも
の）。

•外部ローカルアドレス：内部ネットワークから見た外部ホストの IPアドレス。必ずしも
正規のアドレスでありません。内部でルート可能なアドレス空間から割り当てられたもの

です。

•外部グローバルアドレス：外部ネットワークに存在するホストに対して、ホストの所有者
により割り当てられた IPアドレス。このアドレスは、グローバルにルート可能なアドレ
ス、またはネットワーク空間から割り当てられたものです。

ダイナミック NATのプールサポート
Cisco NX-OSは、ダイナミック NATのプールをサポートします。ダイナミック NATを使用す
ると、グローバルアドレスのプールを設定して、新しい変換ごとにプールからグローバルア

ドレスを動的に割り当てることができます。アドレスは、セッションが期限切れになるか、閉

じられた後にプールに返されます。これにより、要件に基づいてアドレスをより効率的に使用

できます。

PATのサポートには、グローバルアドレスプールの使用が含まれます。これにより、IPアド
レスの使用率がさらに最適化されます。PATは、ポート番号を使用して、一度に 1つの IPア
ドレスを使い果たします。ポートが該当グループで見つけられなかった場合や、複数の IPア
ドレスが設定されている場合、PATは次の IPアドレスに移動して、ユーザー定義プールに基
づいて、（ソースポートを無視するか、それを保存しようと試みて）割り当てを取得します。

ダイナミック NATおよび PATでは、各ホストは変換するたびに異なるアドレスまたはポート
を使用します。ダイナミック NATとスタティック NATの主な違いは、スタティック NATで
はリモートホストが変換済みのホストへの接続を開始でき（それを許可するアクセスリスト

がある場合）、ダイナミック NATでは開始できないという点です。

ダイナミック NATが、ローカルで使用できない、またはローカルに設定されていない IPアド
レスのプールを使用するように設定されている場合、アウトツーイントラフィックは DEST
MISSと見なされます。この動作により、show system internal access-list dest-miss stats

コマンドの出力にDEST MISSカウンタの増分が表示されます。DEST MISS統計情報は、Cisco
NX-OSリリース 9.3(5)以降でサポートされます。
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スタティックおよびダイナミック Twice NATの概要
送信元 IPアドレスと宛先 IPアドレスの両方が、ネットワークアドレス変換（NAT）デバイス
を通過する単一のパケットとして変換される場合、Twice NATと呼ばれます。Twice NATは、
スタティックおよびダイナミック変換でサポートされます。

Twice NATでは、2つの NAT変換（1つは内部、もう 1つは変換）を変換グループの一部とし
て設定できます。これらの変換は、NATデバイスを通過する単一のパケットに適用できます。
グループの一部として2つの変換を追加すると、個々の変換と結合された変換の両方が有効に
なります。

NAT内部変換は、パケットが内部から外部に流れるときに送信元 IPアドレスとポート番号を
変更します。パケットが外部から内部に戻るときに、宛先 IPアドレスとポート番号を変更し
ます。NAT外部変換は、パケットが外部から内部に流れるときに送信元 IPアドレスとポート
番号を変更し、パケットが内部から外部に戻るときに宛先 IPアドレスとポート番号を変更し
ます。

Twice NATを使用しない場合、送信元 IPアドレスとポート番号、または宛先 IPアドレスと
ポート番号のいずれか 1つの変換ルールのみがパケットに適用されます。

同じグループに属するスタティック NAT変換は、Twice NAT設定の対象となります。スタ
ティック設定にグループ IDが設定されていない場合、Twice NAT設定は機能しません。グルー
プ IDで識別される単一のグループに属するすべての内部および外部NAT変換は、ペアになっ
て Twice NAT変換を形成します。

ダイナミック Twice NAT変換は、事前定義された ip nat poolまたはインターフェイス過負荷
設定から動的に送信元 IPアドレスとポート番号の情報を選択します。パケットフィルタリン
グはACLの設定によって行われ、トラフィックはダイナミックNAT変換ルールの方向から発
信される必要があります。そのため、送信元変換はダイナミック NATルールを使用して行わ
れます。

ダイナミック Twice NATでは、2つの NAT変換（内部と外部）を変換グループの一部として
設定できます。1つの変換はダイナミックで、他の変換はスタティックである必要があります。
これらの2つの変換が変換のグループの一部である場合、内部から外部または外部から内部の
いずれかで NATデバイスを通過するときに、両方の変換を 1つのパケットに適用できます。

VRF対応 NAT
VRF対応NAT機能により、スイッチはVRF（仮想ルーティングおよび転送インスタンス）のア
ドレス空間を認識し、パケットを変換できます。これにより、NAT機能は2つのVRF間で使用
される重複アドレス空間のトラフィックを変換できます。

VRF対応NATに関する注意事項：

• VRF over NATは 9300-FX3プラットフォームスイッチでサポートされます。
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• VRF対応のNAT機能は、N9K-9408PC-CFP2、N9K-X9564PX、N9K-C9272Q、N9K-C9272Q、
N9K-X9464TX、N9K-X9464TX2、N9K-X9564TX、N9K-X9464PX、N9K-X9536PQ、
N9K-X6963でサポートされています。 N9K-X9432PQ、N9K-C9332PQ、N9K-C9372PX、
N9K-C9372PX-E、N9K-C9372TX、N9K-C9372TX-E、N9K-C93120TX

• Cisco NX-OSリリース 10.4(2)F以降、VRF over NATは、N9K-C93400LD-H1でサポートさ
れます。

• Cisco NX-OSリリース 10.4(1)F以降、VRF over NATは、N9K-C9332D-H2Rでサポートさ
れます。

• VRF対応NAT機能はCisco Nexus 9300-EXプラットフォームスイッチではサポートされて
いません。

これは、Cisco Nexus 9300-EXFXプラットフォームスイッチの
NAT TCAMの制限です。NAT TCAMは VRF対応ではありませ
ん。NATは、Cisco Nexus 9300-EXプラットフォームスイッチで
重複する IPアドレスでは動作しません。

（注）

• Cisco NX-OSリリース 10.2(3)F以降、VRF対応 NATは Cisco Nexus 9300-FX、FX2、GXと
GX2プラットフォームスイッチでサポートされます。Cisco Nexus 9346Cスイッチではサ
ポートされません。

• 1つのnon-default-vrfから別のnon-default-vrfに流れるトラフィックは変換されません。（た
とえば、vrfAからvrfB）。

• VRFからグローバルVRFに流れるトラフィックの場合、nat-outside設定はデフォルト以外
のVRFインターフェイスではサポートされません。

• VRF対応NATは、スタティックおよびダイナミックNAT設定でサポートされます。

•トラフィックが、デフォルト以外の VRF（内部）からデフォルトの VRF（外部）に
流れるように設定されている場合、 match-in-vrf オプション（ ip nat ）の コマン
ドは指定できません。

•トラフィックが、デフォルト以外のVRF（内部）から同じデフォルト以外のVRF（外
部）に流れるように設定されている場合、 match-in-vrf オプション（ ip nat ）の
コマンドを指定する必要があります。

次に設定例を示します。

Switch(config)# ip nat inside source {list <acl-name>} {pool <pool-name> [vrf
<vrf-name> [match-in-vrf]] [overload] | interface <globalAddrInterface> [vrf
<vrf-name> [match-in-vrf]] overload} [group <group-id> dynamic]

Switch(config)#ip nat outside source list <acl-name> pool <pool-name> [vrf
<vrf-name> [match-in-vrf]] [group <group-id> dynamic]}

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
439

スタティックおよびダイナミック NAT変換の設定

VRF対応 NAT



• VRF対応 NATは、フラグメント化されたパケットをサポートしていません。

• VRF対応 NATは、アプリケーション層の変換をサポートしていません。

したがって、レイヤ4およびその他の組み込みIPは変換されず、次のエラーが発生します。

• FTP

• ICMP障害

• IPSec

• HTTPS

• VRF対応NATは、インターフェイス上でNATまたはVACLをサポートします。（ただし、
インターフェイスで両方の機能を同時にサポートすることはできません）。

• VRF対応NATは、NAT変換パケットではなく、元のパケットに適用される出力ACLをサ
ポートします。

• VRF対応NATは、デフォルトのVRFのみをサポートします。

• VRF対応NATはMIBサポートを提供しません。

• VRF対応NATはDCNMサポートを提供しません。

• VRF対応NATは、単一のグローバルVDCのみをサポートします。

• VRF対応NATは、アクティブ/スタンバイスーパーバイザモデルをサポートしません。

•サブネットが重複する VRFは、NATなしで共通の宛先に移動できません。ただし、ダイ
ナミック NATルール設定で VRF間 NATを使用すると、この機能を実現できます。スタ
ティック NAT設定は、重複アドレスではサポートされません。

スタティック NATの注意事項および制約事項
スタティック NAT設定時の注意事項および制約事項は、次のとおりです。

• BroadcomベースのCisco Nexus 9000シリーズスイッチでは、変換デバイス上の内部グロー
バルアドレスへのルートが外部インターフェイスを介して到達可能な場合、外部から内部

へのネットワークアドレス変換フローのパケットは、ネットワークでソフトウェアで転

送、複製、およびループされます。この状況では、このフローの NAT設定の最後に
add-routeCLI引数を入力する必要があります。例えば、ip nat inside source static
192.168.1.1 172.16.1.1 add-routeのようになります。

•キーワードが付いている show コマンドはサポートされていません。 internal

• NATは、スタティック NATとダイナミック NATの両方を含む最大 1024の変換をサポー
トします。

•変換された IPが、外部インターフェイスサブネットの一部である場合、NATの外部イン
ターフェイスで ip proxy-arpコマンドを使用します。Cisco Nexusリリース 9.2(1)以降で
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は、NATエイリアス機能がデフォルトで有効になっています。ip proxy-arp構成を行う必
要はありません。

• NATと Flowは同じポートではサポートされません。

• Cisco Nexusデバイスは、次のインターフェイスタイプで NATをサポートします。

•スイッチ仮想インターフェイス（SVI）

•ルーテッドポート

•レイヤ 3とレイヤ 3サブインターフェイス

• NATはデフォルトの仮想ルーティングおよびフォワーディング（VRF）テーブルのみでサ
ポートされます。

• NATは、IPv4ユニキャストだけでサポートされています。

• Cisco Nexusデバイスは次をサポートしていません。

•ソフトウェアの変換。すべての変換はハードウェアで行われます。

•アプリケーション層の変換。レイヤ 4およびその他の組み込み IPは変換されません
（FTP、ICMPの障害、IPSec、HTTPSなど）。

•インターフェイス上で同時に設定された NATおよび VLANアクセスコントロール
リスト（VACL）。

•フラグメント化された IPパケットの PAT変換。

•ソフトウェア転送パケットの NAT変換。たとえば、IPオプションを持つパケットは
NAT変換されません。

•デフォルトでは、NAT機能にTCAMエントリは割り当てられません。NAT機能にTCAMサ
イズを割り当てるには、他の機能のTCAMサイズを調整します。TCAMは hardware
access-list tcam region nat tcam-sizeコマンドで割り当て可能です。

• HSRPおよび VRRPは NATインターフェイスではサポートされません。

• IPアドレスがスタティック NAT変換または PAT変換に使用される場合、他の目的には使
用できません。たとえば、インターフェイスに割り当てることはできません。

•スタティック NATの場合は、外部グローバル IPアドレスが外部インターフェイス IPア
ドレスと異なる必要があります。

•（100を超える）多数の変換を設定する場合、変換を設定してから NATインターフェイ
スを設定する方が迅速に設定できます。

• NATTCAMが切り分けられている場合、UDFベースの機能が動作しないことがあります。

• ECMP NATは Cisco Nexus 9000スイッチではサポートされません。

• [ ip nat内部（ip nat inside）]または [ip nat外部（ip nat outside）]などの NAT構成は、
ループバックインターフェイスではサポートされていません。
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ダイナミック NATの制約事項
ダイナミックネットワークアドレス変換（NAT）には、次の制約事項が適用されます。

• BroadcomベースのCisco Nexus 9000シリーズスイッチでは、変換デバイス上の内部グロー
バルアドレスへのルートが外部インターフェイスを介して到達可能な場合、外部から内部

へのネットワークアドレス変換フローのパケットは、ネットワークでソフトウェアで転

送、複製、およびループされます。この状況では、このフローの NAT設定の最後に
add-routeCLI引数を入力する必要があります。例えば、ip nat inside source static
192.168.1.1 172.16.1.1 add-routeのようになります。

•キーワードが付いている show コマンドはサポートされていません。 internal

• interface overload option for inside policies オプションは、外部および内部ポリシー両方の
Cisco Nexus 9200、9300-EX、9300-FX、9300-FX2、9300-FX3、9300-FXP、および 9300-GX
プラットフォームスイッチではサポートされていません。

• VXLANルーティングはCisco Nexusデバイスではサポートされません。

•フラグメント化されたパケットはサポートされません。

•アプリケーション層ゲートウェイ（ALG）変換はサポートされていません。ALG、または
アプリケーションレベルゲートウェイは、アプリケーションパケットのペイロード内の

IPアドレス情報を変換するアプリケーションです。

•出力 ACLは、変換されたパケットには適用されません。

•デフォルト以外の仮想ルーティングおよび転送（VRF）インスタンスはサポートされませ
ん。

• MIBはサポートされていません。

• Cisco Data Center Network Manager（DCNM）はサポートされていません。

• Cisco Nexusデバイスでは、複数のグローバル仮想デバイスコンテキスト（VDC）はサポー
トされていません。

•ダイナミックNAT変換は、アクティブデバイスおよびスタンバイデバイスと同期されませ
ん。

•ステートフルNATはサポートされていません。ただし、NATとHot Standby Router Protocol
（HSRP）は共存できます。

•のタイムアウト値は、設定されたタイムアウト+ 119秒までかかります。

•通常、ICMP NATフローは、設定されたサンプリングタイムアウトおよび変換タイムアウ
トの満了後にタイムアウトします。ただし、スイッチに存在するICMP NATフローがアイ
ドル状態になると、設定されたサンプリングタイムアウトの期限が切れた直後にタイムア

ウトします。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
442

スタティックおよびダイナミック NAT変換の設定

ダイナミック NATの制約事項



• Cisco Nexus 9300プラットフォームスイッチの ICMPにハードウェアプログラミングが導
入されました。したがって、ICMPエントリはハードウェアのTCAMリソースを消費しま
す。ICMPはハードウェア内にあるため、Cisco Nexusプラットフォームシリーズスイッ
チのNAT変換の最大制限は 1024に変更されます。リソースを最大限に活用するには、最
大 100 ICMPエントリが許可されます。

• Cisco Nexus 9000シリーズスイッチで新しい変換を作成すると、変換がハードウェアでプ
ログラムされるまでフローがソフトウェア転送されます。これには数秒かかることがあり

ます。この期間中、内部グローバルアドレスの変換エントリはありません。したがって、

リターントラフィックはドロップされます。この制限を克服するには、ループバックイン

ターフェイスを作成し、NATプールに属するIPアドレスを割り当てます。

•ダイナミックNATでは、プールのオーバーロードとインターフェイスのオーバーロードは
外部NATではサポートされません。

• NATオーバーロードは PBR（ポリシーベースルーティング）を使用するため、PBRテー
ブル内の使用可能なネクストホップエントリの最大数によって NATの規模が決まりま
す。NAT内部インターフェイスの数が PBRテーブルで使用可能なネクストホップエント
リの範囲内にある場合、最大 NAT変換スケールは変わりません。そうしないと、サポー
トされる変換の最大数が減少する可能性があります。PBRと NATオーバーロードは相互
に排他的ではありません。相互に制限されています。

• Cisco Nexusデバイスは、インターフェイス上で同時に設定されたNATおよびVLANアク
セスコントロールリスト（VACL）。

• [ ip nat内部（ip nat inside）]または [ip nat外部（ip nat outside）]などの NAT構成は、
ループバックインターフェイスではサポートされていません。

• vPCを介したダイナミック NAT機能はサポートされていません。

•トラフィックがPBR対応インターフェイスに入り、NATエントリがある場合、トラフィッ
クは PBR経由でルーティングされますが、IPアドレスは変換されません。

ダイナミック Twice NATの注意事項および制約事項
Broadcomベースの Cisco Nexus 9000シリーズスイッチでは、変換デバイス上の内部グローバ
ルアドレスへのルートが外部インターフェイスを介して到達可能な場合、外部から内部への

ネットワークアドレス変換フローのパケットは、ネットワークでソフトウェアで転送、複製、

およびループされます。この状況では、このフローのNAT設定の最後に add-route CLI引数を
入力する必要があります。例えば、ip nat inside source static 192.168.1.1
172.16.1.1 add-routeのようになります。

TCP/UDP/ICMPヘッダーのない IPパケットは、ダイナミック NATでは変換されません。

ダイナミック Twice NATでは、スタティック NATのフローを作成する前にダイナミック NAT
のフローが作成されない場合、ダイナミック Twice NATのフローは正しく作成されません。
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空の ACLが作成されると、permit ip any anyのデフォルトのルールが設定されます。最初の
ACLが空白な場合、NAT-ACLは、さらに ACLエントリと一致しません。

TCP認識 NATの注意事項および制約事項
TCP対応 NATには次の制限があります。

• TCP対応 NATは、Cisco Nexus 9500シリーズスイッチではサポートされていません。

TCP対応 NATは、Cisco Nexus 9300-EX、FX、および FX2シリーズスイッチでサポート
されます。

• Cisco NX-OSリリース 9.3(5)以降、TCP対応 NATは Cisco Nexus N9K-C9316D-GX、
N9K-C93600CD-GX、N9K-C9364C-GXスイッチでサポートされます。

• 1つの範囲のアドレスプールに関連付けることができる一致 ACLは 1つだけです。プー
ルを一致 ACLに関連付けると、インターフェイス IPを変更したり、プール範囲を変更し
たりできなくなります。

•ダイナミック NAT設定で設定または使用する前に、プールを定義する必要があります。

•インターフェイスの過負荷の場合にプール範囲またはインターフェイスアドレスが変更さ
れるたびに、ダイナミック NATルールを再設定する必要があります。

スタティック NATの設定

スタティック NATのイネーブル化

手順の概要

1. switch# configure terminal
2. switch(config)# feature nat
3. switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

デバイス上でスタティック NAT機能をイネーブル
にします。

switch(config)# feature natステップ 2
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目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

switch(config)# copy running-config startup-configステップ 3

インターフェイスでのスタティック NATの設定

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# ip nat {inside | outside}
4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 2

内部または外部としてインターフェイスを指定しま

す。

switch(config-if)# ip nat {inside | outside}ステップ 3

（注）

マーク付きインターフェイスに到着したパケットだ

けが変換できます。

ループバックインターフェイスではこの構成がサ

ポートされていません。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、スタティック NATを使用して内部のインターフェイスを設定する例を示しま
す。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
445

スタティックおよびダイナミック NAT変換の設定

インターフェイスでのスタティック NATの設定



switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# ip nat inside

内部送信元アドレスのスタティック NATのイネーブル化
内部送信元変換の場合、トラフィックは内部インターフェイスから外部インターフェイスに流

れます。NATは、内部ローカル IPアドレスを内部グローバル IPアドレスに変換します。リ
ターントラフィックでは、宛先の内部グローバル IPアドレスが内部ローカル IPアドレスに変
換されて戻されます。

が、内部送信元 IPアドレス（Src:ip1）を外部送信元 IPアドレス（newSrc:ip2）に変換するよう
に設定されている場合、は内部宛先 IPアドレス（newDst: ip1）への外部宛先 IPアドレス（Dst:
ip2）の変換をCisco Nexusデバイス暗黙的に追加します。

（注）

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat inside source static local-ip-address global-ip-address [vrf vrf-name]

[match-in-vrf] [group group-id ]
3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

内部グローバルアドレスを内部ローカルアドレス

に、またはその逆に（内部ローカルトラフィックを

switch(config)# ip nat inside source static
local-ip-address global-ip-address [vrf vrf-name]
[match-in-vrf] [group group-id ]

ステップ 2

内部ローカル（local）トラフィックに）変換するよ
うにスタティックNATを設定します。groupを指定
することにより、スタティック Twice NATでこの変
換が属するグループが指定されます。

（注）

Cisco Nexus 9000シリーズスイッチで Twice NAT設
定を実行している間は、異なるVRF間で同じグルー
プ IDを使用できません。一意の Twice NATルール
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目的コマンドまたはアクション

には、一意のグループ IDを使用する必要がありま
す。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、内部送信元アドレスのスタティック NATを設定する例を示します。
switch# configure terminal
switch(config)# ip nat inside source static 1.1.1.1 5.5.5.5
switch(config)# copy running-config startup-config

外部送信元アドレスのスタティック NATのイネーブル化
外部送信元変換の場合、トラフィックは外部インターフェイスから内部インターフェイスに流

れます。NATは、外部グローバル IPアドレスを外部ローカル IPアドレスに変換します。リ
ターントラフィックでは、宛先の外部ローカル IPアドレスが外部グローバル IPアドレスに変
換されて戻されます。

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat outside source static outsideGlobalIP outsideLocalIP [vrf vrf-name

[match-in-vrf] [group group-id] [dynamic] [add-route] ]
3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

外部グローバルアドレスを外部ローカルアドレス

に、またはその逆に（外部ローカルトラフィックを

switch(config)# ip nat outside source static
outsideGlobalIP outsideLocalIP [vrf vrf-name
[match-in-vrf] [group group-id] [dynamic] [add-route]
]

ステップ 2

外部グローバルトラフィックに）変換するようにス

タティックNATを設定します。groupを指定するこ
とにより、スタティック Twice NATでこの変換が属
するグループが指定されます。ポートなしで内部変
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目的コマンドまたはアクション

換が設定されると、暗黙的な追加ルートが実行され

ます。外部変換の設定中、最初の追加ルート機能は

オプションです。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、外部送信元アドレスのスタティック NATを設定する例を示します。
switch# configure terminal
switch(config)# ip nat outside source static 2.2.2.2 6.6.6.6
switch(config)# copy running-config startup-config

内部送信元アドレスのスタティック PATの設定
ポートアドレス変換（PAT）を使用して、特定の内部ホストにサービスをマッピングできま
す。

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat inside source static {inside-local-address inside-global-address | {tcp| udp}

inside-local-address {local-tcp-port | local-udp-port} inside-global-address {global-tcp-port |
global-udp-port}} {vrf vrf-name {match-in-vrf} {group group-id} }

3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スタティック NATを内部ローカルポート、内部グ
ローバルポートにマッピングします。

switch(config)# ip nat inside source static
{inside-local-address inside-global-address | {tcp| udp}
inside-local-address {local-tcp-port | local-udp-port}

ステップ 2

inside-global-address {global-tcp-port | global-udp-port}}
{vrf vrf-name {match-in-vrf} {group group-id} }
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目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、UDPサービスを特定の内部送信元アドレスおよび UDPポートにマッピングす
る例を示します。

switch# configure terminal
switch(config)# ip nat inside source static udp 20.1.9.2 63 35.48.35.48 130
switch(config)# copy running-config startup-config

外部送信元アドレスのスタティック PATの設定
ポートアドレス変換（PAT）を使用して、サービスを特定の外部ホストにマッピングできま
す。

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat outside source static {outside-global-address outside-local-address | {tcp |

udp} outside-global-address {global-tcp-port | global-udp-port} outside-local-address
{global-tcp-port | global-udp-port}} {group group-id} {add-route} {vrf vrf-name {match-in-vrf}}

3. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スタティック NATを、外部グローバルポート、外
部ローカルポートにマッピングします。

switch(config)# ip nat outside source static
{outside-global-address outside-local-address | {tcp | udp}
outside-global-address {global-tcp-port | global-udp-port}

ステップ 2

groupを指定することにより、スタティック Twice
NATでこの変換が属するグループが指定されます。

outside-local-address {global-tcp-port | global-udp-port}}
{group group-id} {add-route} {vrf vrf-name
{match-in-vrf}} ポートなしで内部変換が設定されると、暗黙的な追

加ルートが実行されます。外部変換の設定中、最初

の追加ルート機能はオプションです。
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目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、TCPサービスを特定の外部送信元アドレスおよびTCPポートにマッピングする
例を示します。

switch# configure terminal
switch(config)# ip nat outside source static tcp 20.1.9.2 63 35.48.35.48 130
switch(config)# copy running-config startup-config

スタティック Twice NATの設定
同じグループ内のすべての変換は、スタティックTwice Network Address Translation（NAT）ルー
ルを作成するために考慮されます。

手順の概要

1. enable
2. configure terminal
3. ip nat inside source static inside-local-ip-address inside-global-ip-address [group group-id]

[add-route]
4. ip nat outside source static outside-global-ip-address outside-local-ip-address [group group-id]

[add-route]
5. interface type number

6. ip address ip-address mask

7. ip nat inside
8. exit
9. interface type number

10. ip address ip-address mask

11. ip nat outside
12. end

手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch> enable
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目的コマンドまたはアクション

特権 EXECモードを開始します。configure terminal

例：

ステップ 2

switch# configure terminal

内部ローカルIPアドレスを対応する内部グローバル
IPアドレスに変換するようにスタティックTwice
NATを設定します。

ip nat inside source static inside-local-ip-address
inside-global-ip-address [group group-id] [add-route]

例：

ステップ 3

• group キーワードは、変換が属するグループ
を決定します。

switch(config)# ip nat inside source static
10.1.1.1 192.168.34.4 group 4

スタティックTwice NATを設定して、外部グローバ
ルIPアドレスを対応する外部ローカルIPアドレスに
変換します。

ip nat outside source static outside-global-ip-address
outside-local-ip-address [group group-id] [add-route]

例：

ステップ 4

• group キーワードは、変換が属するグループ
を決定します。

switch(config)# ip nat outside source static
209.165.201.1 10.3.2.42 group 4 add-route

インターフェイスを設定し、インターフェイスコ

ンフィギュレーションモードを開始します。

interface type number

例：

ステップ 5

switch(config)# interface ethernet 1/2

インターフェイスのプライマリ IPアドレスを設定
します。

ip address ip-address mask

例：

ステップ 6

switch(config-if)# ip address 10.2.4.1
255.255.255.0

NATの対象である内部ネットワークにインターフェ
イスを接続します。

ip nat inside

例：

ステップ 7

（注）switch(config-if)# ip nat inside

ループバックインターフェイスでは構成がサポー

トされていません。

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

exit

例：

switch(config-if)# exit

ステップ 8

インターフェイスを設定し、インターフェイスコ

ンフィギュレーションモードを開始します。

interface type number

例：

ステップ 9

switch(config)# interface ethernet 1/1

インターフェイスのプライマリ IPアドレスを設定
します。

ip address ip-address mask

例：

ステップ 10
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目的コマンドまたはアクション

switch(config-if)# ip address 10.5.7.9
255.255.255.0

NATの対象である外部ネットワークにインターフェ
イスを接続します。

ip nat outside

例：

ステップ 11

（注）switch(config-if)# ip nat outside

ループバックインターフェイスでは構成がサポー

トされていません。

インターフェイスコンフィギュレーションモード

を終了し、特権 EXECモードに戻ります。
end

例：

ステップ 12

switch(config-if)# end

no-alias設定の有効化と無効化
NATデバイスは内部グローバル（IG）アドレスと外部ローカル（OL）アドレスを所有し、こ
れらのアドレス宛ての ARP要求に応答します。IG/OLアドレスサブネットがローカルイン
ターフェイスサブネットと一致すると、NATは IPエイリアスと ARPエントリをインストー
ルします。この場合、デバイスは local-proxy-arpを使用して ARP要求に応答します。

no-alias機能は、アドレス範囲が外部インターフェイスの同じサブネットにある場合、特定の
NATプールアドレス範囲からのすべての変換された IPの ARP要求に応答します。

NATが設定されたインターフェイスで no-aliasが有効になっている場合、外部インターフェイ
スはサブネット内の ARP要求に応答しません。no-aliasを無効にすると、外部インターフェイ
スと同じサブネット内の IPに対する ARP要求が処理されます。

この機能をサポートしていない古いリリースにダウングレードすると、no-aliasオプションの
設定が削除されることがあります。

（注）

手順の概要

1. switch# configure terminal
2. switch(config)# feature nat
3. switch(config)# show run nat
4. switch(config)# show ip nat-alias
5. switch(config)# clear ip nat-alias ip address/all
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

デバイス上でスタティック NAT機能をイネーブル
にします。

switch(config)# feature natステップ 2

NATの設定を表示します。switch(config)# show run natステップ 3

エイリアスが作成されたかどうかの情報を表示しま

す。

switch(config)# show ip nat-aliasステップ 4

（注）

デフォルトでは、エイリアスが作成されます。エイ

リアスを無効にするには、no-aliasキーワードをコ
マンドに追加する必要があります。

エイリアスリストからエントリを削除します。特定

のエントリを削除するには、削除する IPアドレスを
switch(config)# clear ip nat-alias ip address/allステップ 5

指定する必要があります。すべてのエントリを削除

するには、すべてのキーワードを使用します。

例

次に、すべてのインターフェイスの情報を表示する例を示します。

switch# configure terminal
switch(config)# show ip int b
IP Interface Status for VRF "default"(1)
Interface IP Address Interface Status
Lo0 100.1.1.1 protocol-up/link-up/admin-up
Eth1/1 7.7.7.1 protocol-up/link-up/admin-up
Eth1/3 8.8.8.1 protocol-up/link-up/admin-up

次に、実行コンフィギュレーションの例を示します。

switch# configure terminal
switch(config)# show running-config nat
!Command: show running-config nat
!Running configuration last done at: Thu Aug 23 11:57:01 2018
!Time: Thu Aug 23 11:58:13 2018

version 9.2(2) Bios:version 07.64
feature nat
interface Ethernet1/1
ip nat inside

interface Ethernet1/3
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ip nat outside
switch(config)#

この例は、エイリアスを設定する例を示します。

switch# configure terminal
switch(config)# ip nat pool p1 7.7.7.2 7.7.7.20 prefix-length 24
switch(config)# ip nat inside source static 1.1.1.2 8.8.8.3
switch(config)# ip nat outside source static 2.2.2.1 7.7.7.3
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

次に、show ip nat-aliasの出力例を示します。デフォルトでは、エイリアスが作成され
ます。

switch# configure terminal
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

この例は、エイリアスを無効にする方法を示します。

switch# configure terminal
switch(config)# ip nat pool p1 7.7.7.2 7.7.7.20 prefix-length 24 no-alias
switch(config)# ip nat inside source static 1.1.1.2 8.8.8.3 no-alias
switch(config)# ip nat outside source static 2.2.2.1 7.7.7.3 no-alias
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

** None of the entry got appended as alias is disabled for above CLIs.
switch(config)#

この例は、エイリアスをクリアする方法を示します。エイリアスリストからエントリ

を削除するには、clear ip nat-aliasを使用します。IPアドレスを指定して 1つのエント
リを削除することも、すべてのエイリアスエントリを削除することもできます。

switch# configure terminal
switch(config)# clear ip nat-alias address 7.7.7.2
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
8.8.8.2 Ethernet1/3
switch(config)#
switch(config)# clear ip nat-alias all
switch(config)# show ip nat-alias
switch(config)#

スタティック NATおよび PATの設定例
次に、スタティック NATの設定例を示します。
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ip nat inside source static 103.1.1.1 11.3.1.1
ip nat inside source static 139.1.1.1 11.39.1.1
ip nat inside source static 141.1.1.1 11.41.1.1
ip nat inside source static 149.1.1.1 95.1.1.1
ip nat inside source static 149.2.1.1 96.1.1.1
ip nat outside source static 95.3.1.1 95.4.1.1
ip nat outside source static 96.3.1.1 96.4.1.1
ip nat outside source static 102.1.2.1 51.1.2.1
ip nat outside source static 104.1.1.1 51.3.1.1
ip nat outside source static 140.1.1.1 51.40.1.1

次に、スタティック PATの設定例を示します。

ip nat inside source static tcp 10.11.1.1 1 210.11.1.1 101
ip nat inside source static tcp 10.11.1.1 2 210.11.1.1 201
ip nat inside source static tcp 10.11.1.1 3 210.11.1.1 301
ip nat inside source static tcp 10.11.1.1 4 210.11.1.1 401
ip nat inside source static tcp 10.11.1.1 5 210.11.1.1 501
ip nat inside source static tcp 10.11.1.1 6 210.11.1.1 601
ip nat inside source static tcp 10.11.1.1 7 210.11.1.1 701
ip nat inside source static tcp 10.11.1.1 8 210.11.1.1 801
ip nat inside source static tcp 10.11.1.1 9 210.11.1.1 901
ip nat inside source static tcp 10.11.1.1 10 210.11.1.1 1001
ip nat inside source static tcp 10.11.1.1 11 210.11.1.1 1101
ip nat inside source static tcp 10.11.1.1 12 210.11.1.1 1201

例：スタティック Twice NATの設定

次に、内部送信元および外部送信元のスタティック双方向NATを設定する例を示しま
す。

Switch> enable
Switch# configure terminal
Switch(config)# ip nat inside source static 10.1.1.1 192.168.34.4 group 4
Switch(config)# ip nat outside source static 209.165.201.1 10.3.2.42 group 4
Switch(config)# interface ethernet 1/2
Switch(config-if)# ip address 10.2.4.1 255.255.255.0
Switch(config-if)# ip nat inside
switch(config-if)# exit
switch(config)# interface ethernet 1/1
switch(config-if)# ip address 10.5.7.9 255.255.255.0
switch(config-if)# ip nat outside
Switch(config-if)# end

静的 NATの構成の確認
静的 NAT構成がアクティブであり、予想どおりに動作していることを確認します。

トラブルシューティングまたは検証のために現在の静的 NATマッピングを表示するには、次
の手順を活用。
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手順

目的コマンドまたはアクション

内部グローバル、内部ローカル、外部ローカル、お

よび外部グローバルの IPアドレスの変換を示しま
す。

IP NAT変換を確認します。

例：

switch# show ip nat translations

ステップ 1

出力には、構成されているすべての NAT変換が示されます。

例

次に、スタティック NATの設定を表示する例を示します。

switch# sh ip nat translations verbose
Pro Inside global Inside local Outside local Outside

global
any --- --- 22.1.1.3 22.1.1.2
Flags:0x200009 time-left(secs):-1 id:0 state:0x0 grp_id:10
any 11.1.1.130 11.1.1.3 --- ---
Flags:0x1 time-left(secs):-1 id:0 state:0x0 grp_id:0
any 11.1.1.133 11.1.1.33 --- ---
Flags:0x1 time-left(secs):-1 id:0 state:0x0 grp_id:10
any 11.1.1.133 11.1.1.33 22.1.1.3 22.1.1.2
Flags:0x200009 time-left(secs):-1 id:0 state:0x0 grp_id:0
tcp 10.1.1.100:64490 10.1.1.2:0 20.1.1.2:0 20.1.1.2:0
Flags:0x82 time-left(secs):43192 id:31 state:0x3 grp_id:0 vrf: default
N9300-1#

ダイナミック NATの設定

ダイナミック変換および変換タイムアウトの設定

手順の概要

1. enable
2. configure terminal
3. ip access-list access-list-name

4. permit protocol source source-wildcard any
5. deny protocol source source-wildcard any
6. exit
7. ip nat inside source list access-list-name interface type number [vrf vrf-name [match-in-vrf]

[add-route] [overload]
8. interface type number

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
456

スタティックおよびダイナミック NAT変換の設定

ダイナミック NATの設定



9. ip address ip-address mask

10. ip nat inside
11. exit
12. interface type number

13. ip address ip-address mask

14. ip nat outside
15. exit
16. ip nat translation max-entries number-of-entries

17. ip nat translation timeout seconds

18. ip nat translation creation-delay seconds

19. ip nat translation icmp-timeout seconds

20. end

手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。Switch> enable

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 2

Switch# configure terminal

アクセスリストを定義し、アクセスリストコン

フィギュレーションモードを開始します。

ip access-list access-list-name

例：

ステップ 3

Switch(config)# ip access-list acl1

条件に一致するトラフィックを許可する条件をIPア
クセスリストに設定します。

permit protocol source source-wildcard any

例：

ステップ 4

Switch(config-acl)# permit ip 10.111.11.0/24 any

ネットワークに入る時に拒否されるパケットの条件

を IPアクセスリストに設定します。
deny protocol source source-wildcard any

例：

ステップ 5

Switch(config-acl)# deny udp 10.111.11.100/32
any

アクセスリストコンフィギュレーションモードを

終了し、グローバルコンフィギュレーションモー

ドに戻ります。

exit

例：

Switch(config-acl)# exit

ステップ 6
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目的コマンドまたはアクション

ステップ3で定義したアクセスリストを指定して、
ダイナミック送信元変換を設定します。

ip nat inside source list access-list-name interface type
number [vrf vrf-name [match-in-vrf] [add-route]
[overload]

ステップ 7

例：

Switch(config)# ip nat inside source list acl1
interface ethernet 1/1 overload

インターフェイスを設定し、インターフェイスコ

ンフィギュレーションモードを開始します。

interface type number

例：

ステップ 8

Switch(config)# interface ethernet 1/4

インターフェイスのプライマリ IPアドレスを設定
します。

ip address ip-address mask

例：

ステップ 9

Switch(config-if)# ip address 10.111.11.39
255.255.255.0

NATの対象である内部ネットワークにインターフェ
イスを接続します。

ip nat inside

例：

ステップ 10

（注）Switch(config-if)# ip nat inside

ループバックインターフェイスでは構成がサポー

トされていません。

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

exit

例：

Switch(config-if)# exit

ステップ 11

インターフェイスを設定し、インターフェイスコ

ンフィギュレーションモードを開始します。

interface type number

例：

ステップ 12

Switch(config)# interface ethernet 1/1

インターフェイスのプライマリ IPアドレスを設定
します。

ip address ip-address mask

例：

ステップ 13

Switch(config-if)# ip address 172.16.232.182
255.255.255.240

インターフェイスを外部ネットワークに接続しま

す。

ip nat outside

例：

ステップ 14

（注）Switch(config-if)# ip nat outside

ループバックインターフェイスでは構成がサポー

トされていません。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
458

スタティックおよびダイナミック NAT変換の設定

ダイナミック変換および変換タイムアウトの設定



目的コマンドまたはアクション

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

exit

例：

Switch(config-if)# exit

ステップ 15

ダイナミックNAT変換の最大数を指定します。エ
ントリの数は1〜1023です。

ip nat translation max-entries number-of-entries

例：

ステップ 16

Switch(config)# ip nat translation max-entries
300

ダイナミックNAT変換のタイムアウト値を指定し
ます。

ip nat translation timeout seconds

例：

ステップ 17

switch(config)# ip nat translation timeout 13000

ダイナミック NAT変換の ICMPタイムアウト値を
指定します。

ip nat translation creation-delay seconds

例：

ステップ 18

（注）switch(config)# ip nat translation creation-delay
250 ハードウェアでのNATエントリのプログラミング

頻度を減らすために、NATは変換を 1秒間バッチ
処理してプログラミングします。ハードウェアの

プログラミングを頻繁に行うとCPUに負荷がかか
りますが、プログラミングを遅らせるとセッショ

ンの確立が遅れます。このコマンドを使用して、

バッチ処理を無効にしたり、作成遅延を短縮した

りできます。作成遅延を 0に設定することは推奨
されません。

ダイナミック NAT変換の ICMPタイムアウト値を
指定します。

ip nat translation icmp-timeout seconds

例：

ステップ 19

switch(config)# ip nat translation icmp-timeout
100

グローバルコンフィギュレーションモードを終了

し、特権 EXECモードに戻ります。
end

例：

ステップ 20

Switch(config)# end

ダイナミック NATプールの設定
単一の ip nat pool コマンドで IPアドレスの範囲を定義することにより、 コマンドを使用す
るか、 ip nat pool を使用します および address コマンドを使用することにより NATプール
を作成できます。
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手順の概要

1. switch# configure terminal
2. switch(config)# feature nat
3. switch(config)# ip nat pool pool-name [startip endip] {prefix prefix-length | netmask network-mask}
4. （任意） switch(config-ipnat-pool)# address startip endip

5. （任意） switch(config)# no ip nat pool pool-name

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

デバイスの NAT機能をイネーブルにします。switch(config)# feature natステップ 2

グローバル IPアドレスの範囲で NATプールを作成
します。IPアドレスは、プレフィックス長または

switch(config)# ip nat pool pool-name [startip endip]
{prefix prefix-length | netmask network-mask}

ステップ 3

ネットワークマスクを使用してフィルタリングされ

ます。

グローバル IPアドレスの範囲を指定します（プール
の作成時に指定していなかった場合）。

（任意） switch(config-ipnat-pool)# address startip
endip

ステップ 4

指定した NATプールを削除します。（任意） switch(config)# no ip nat pool pool-nameステップ 5

例

次に、プレフィックス長を使用して NATプールを作成する例を示します。
switch# configure terminal
switch(config)# ip nat pool pool1 30.1.1.1 30.1.1.2 prefix-length 24
switch(config)#

次に、ネットワークマスクを使用して NATプールを作成する例を示します。
switch# configure terminal
switch(config)# ip nat pool pool5 20.1.1.1 20.1.1.5 netmask 255.0.255.0
switch(config)#

この例では、NATプールを作成し、 ip nat pool を使用してグローバル IPアドレスの
範囲を定義します。 および address コマンドを使用した NATプールの作成およびグ
ローバル IPアドレスの範囲の定義方法を示します。
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switch# configure terminal
switch(config)# ip nat pool pool7 netmask 255.255.0.0
switch(config-ipnat-pool)# address 40.1.1.1 40.1.1.5
switch(config-ipnat-pool)#

次の例は、NATプールの削除方法を示します。
switch# configure terminal
switch(config)# no ip nat pool pool4
switch(config)#

送信元リストの設定

内部インターフェイスと外部インターフェイスのIPアドレスの送信元リストを設定できます。

始める前に

プールの送信元リストを設定する前に、必ずプールを設定してください。

手順の概要

1. switch# configure terminal

2. （任意） switch# ip nat inside source list list-name pool pool-name [overload]
3. （任意） switch# ip nat outside source list list-name pool pool-name [add-route]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

オーバーロードの有無にかかわらず、プールを使用

して NAT内部送信元リストを作成します。
（任意） switch# ip nat inside source list list-name pool
pool-name [overload]

ステップ 2

オーバーロードなしでプールを使用して NAT外部
送信元リストを作成します。

（任意） switch# ip nat outside source list list-name
pool pool-name [add-route]

ステップ 3

例

次に、オーバーロードのないプールを使用してNAT内部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat inside source list list1 pool pool1
switch(config)#
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次に、オーバーロードのあるプールを使用してNAT内部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat inside source list list2 pool pool2 overload
switch(config)#

次に、オーバーロードのないプールを使用してNAT外部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat outside source list list3 pool pool3
switch(config)#

内部送信元アドレスのダイナミック Twice NATの設定
内部送信元変換の場合、トラフィックは内部インターフェイスから外部インターフェイスに流

れます。内部送信元アドレスにはダイナミック双方向 NATを設定できます。

始める前に

スイッチで NATがイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat outside source static outside-global-ip-address outside-local-ip-address |

[tcp | udp] outside-global-ip-address outside-global-port outside-local-ip-address outside-local-port
[group group-id] [dynamic] [add-route]

3. switch(config)# ip nat inside source list access-list-name [interface type slot/port overload | pool
pool-name overload] [group group-id] [dynamic] [add-route]

4. switch(config)# ip nat pool pool-name [startip endip] {prefix prefix-length | netmask network-mask}
5. switch(config)# interface type slot/port

6. switch(config-if)# ip nat outside
7. switch(config-if)# exit
8. switch(config)# interface type slot/port

9. switch(config-if)# ip nat inside
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

外部グローバルアドレスを内部ローカルアドレス

に変換するか、または内部ローカルトラフィックを

switch(config)# ip nat outside source static
outside-global-ip-address outside-local-ip-address | [tcp
| udp] outside-global-ip-address outside-global-port

ステップ 2

内部グローバルトラフィックに変換するようにスタ

ティック NATを設定します。outside-local-ip-address outside-local-port [group
group-id] [dynamic] [add-route]

group キーワードは、変換が属するグループを決定
します。

オーバーロードの有無にかかわらず、プールを使用

して NAT内部ソースリストを作成することによっ
て、ダイナミックソース変換を確立します。

switch(config)# ip nat inside source list access-list-name
[interface type slot/port overload | pool pool-name
overload] [group group-id] [dynamic] [add-route]

ステップ 3

group キーワードは、変換が属するグループを決定
します。

グローバル IPアドレスの範囲で NATプールを作成
します。IPアドレスは、プレフィックス長または

switch(config)# ip nat pool pool-name [startip endip]
{prefix prefix-length | netmask network-mask}

ステップ 4

ネットワークマスクを使用してフィルタリングされ

ます。

インターフェイスを設定し、インターフェイスコン

フィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 5

インターフェイスを外部ネットワークに接続しま

す。

switch(config-if)# ip nat outsideステップ 6

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

switch(config-if)# exitステップ 7

インターフェイスを設定し、インターフェイスコン

フィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 8

NATの対象である内部ネットワークにインターフェ
イスを接続します。

switch(config-if)# ip nat insideステップ 9

例

次に、内部送信元アドレスのダイナミック双方向 NATを設定する例を示します。
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switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ip nat outside source static 2.2.2.2 4.4.4.4 group 20 dynamic
switch(config)# ip nat inside source list acl_1 pool pool_1 overload group 20 dynamic
switch(config)# ip nat pool pool_1 3.3.3.3 3.3.3.10 prefix-length 24
switch(config)# interface Ethernet1/8
switch(config-if)# ip nat outside
switch(config-if)# exit
switch(config)# interface Ethernet1/15
switch(config-if)# ip nat inside

外部送信元アドレスのダイナミック Twice NATの設定
内部送信元変換の場合、トラフィックは外部インターフェイスから内部インターフェイスに流

れます。外部送信元アドレスにダイナミック双方向 NATを設定できます。

始める前に

スイッチで NATがイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. switch(config)# ip nat inside source static inside-local-ip-address inside-global-ip-address | [tcp |

udp] inside-local-ip-address local-port inside-global-ip-address global-port [group group-id]
[dynamic] [add-route]

3. switch(config)# ip nat outside source list access-list-name pool pool-name [group group-id]
dynamic [add-route]

4. switch(config)# ip nat pool pool-name [startip endip] {prefix prefix-length | netmask network-mask}
5. switch(config)# interface type slot/port

6. switch(config-if)# ip nat outside
7. switch(config-if)# exit
8. switch(config)# interface type slot/port

9. switch(config-if)# ip nat inside

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

内部グローバルアドレスを内部ローカルアドレス

に変換するか、または内部ローカルトラフィックを

switch(config)# ip nat inside source static
inside-local-ip-address inside-global-ip-address | [tcp |
udp] inside-local-ip-address local-port

ステップ 2

内部グローバルトラフィックに変換するようにスタ

ティック NATを設定します。inside-global-ip-address global-port [group group-id]
[dynamic] [add-route]
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目的コマンドまたはアクション

group キーワードは、変換が属するグループを決定
します。

オーバーロードの有無にかかわらずプールを使用し

た NAT外部送信元リストを作成することにより、
ダイナミック送信元変換を確立します。

switch(config)# ip nat outside source list access-list-name
pool pool-name [group group-id] dynamic [add-route]

ステップ 3

グローバル IPアドレスの範囲で NATプールを作成
します。IPアドレスは、プレフィックス長または

switch(config)# ip nat pool pool-name [startip endip]
{prefix prefix-length | netmask network-mask}

ステップ 4

ネットワークマスクを使用してフィルタリングされ

ます。

インターフェイスを設定し、インターフェイスコン

フィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 5

インターフェイスを外部ネットワークに接続しま

す。

switch(config-if)# ip nat outsideステップ 6

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

switch(config-if)# exitステップ 7

インターフェイスを設定し、インターフェイスコン

フィギュレーションモードを開始します。

switch(config)# interface type slot/portステップ 8

NATの対象である内部ネットワークにインターフェ
イスを接続します。

switch(config-if)# ip nat insideステップ 9

例

次に、外部送信元アドレスにダイナミック双方向 NATを設定する例を示します。
switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ip nat inside source static 7.7.7.7 5.5.5.5 group 30 dynamic
switch(config)# ip nat outside source list acl_1 pool pool_1 group 30 dynamic
switch(config)# ip nat pool pool_2 4.4.4.4 4.4.4.10 prefix-length 24
switch(config)# interface Ethernet1/6
switch(config-if)# ip nat outside
switch(config-if)# exit
switch(config)# interface Ethernet1/11
switch(config-if)# ip nat inside

FINRSTおよび SYNタイマーの設定
ここでは、FINRSTおよび SYNタイマー値の設定方法について説明します。
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スイッチをリロードする場合、設定された FINRSTや SYNタイマー値の復元または消去は、
TCP TCAMが切り分けられるかどうかによって異なります。TCAMが切り分けられると、ス
イッチは現在設定されている値を復元します。

タイマー値が構成されていない場合、デフォルト値の 60秒が設定されます。TCAMが切り分
けられていない場合、スイッチは現在設定されている値をすべて削除し、デフォルト値をnever
に設定します。これは、TCP TCAMが切り分けられていない場合、TCP AWARE機能がディ
セーブルになるためです。

手順の概要

1. switch# configure terminal
2. switch(config-if)# ip nat translation syn-timeout {seconds | never}
3. switch(config-if)# ip nat translation finrst-timeout {seconds | never}

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

SYN要求を送信するが SYN-ACK応答を受信しない
TCPデータのパケットタイムアウト値を指定しま

switch(config-if)# ip nat translation syn-timeout
{seconds | never}

ステップ 2

す。タイムアウト値の範囲は、1～ 172800秒です。
TCPTCAMが切り分けられる場合、デフォルト値は
60秒です。TCP TCAMが切り分けられていない場
合、デフォルト値は neverです。neverキーワード
は、SYNタイマーを非アクティブにします。

（注）

TCP TCAMが切り分けられていない場合は、SYN
タイマーを設定できません。

終了（FIN）パケットまたはリセット（RST）パケッ
トを受信して接続が終了したときのフローエントリ

switch(config-if)# ip nat translation finrst-timeout
{seconds | never}

ステップ 3

のタイムアウト値を指定します。RSTと FINの両方
の動作を設定する必要があります。タイムアウト値

の範囲は、1～ 172800秒です。TCP TCAMが切り
分けられる場合、デフォルト値は 60秒です。TCP
TCAMが切り分けられていない場合、デフォルト値
は neverです。neverキーワードは、FINまたは RST
タイマーを非アクティブにします。

（注）
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目的コマンドまたはアクション

TCPTCAMが切り分けられていない場合は、FINRST
タイマーを設定できません。

例

次の例は、TCP TCAMが切り分けられるタイミングを示しています。
switch(config)# ip nat translation syn-timeout 20

次の例は、TCP TCAMが切り分けられていない場合を示しています。
switch(config)# ip nat translation syn-timeout 20
Error: SYN TIMER CONFIG FAILED.TCP TCAM NOT CONFIGURED

ダイナミック NAT変換のクリア
ダイナミック変換をクリアするには、次の作業を実行します。

目的コマンド

すべてまたは特定のダイナミックNAT変換を
削除します。

clear ip nat translation [ all | inside
global-ip-address local-ip-address [outside
local-ip-address global-ip-address] | outside
local-ip-address global-ip-address ]

例

次に、すべてのダイナミック変換をクリアする例を示します。

switch# clear ip nat translation all

次に、内部アドレスと外部アドレスのダイナミック変換をクリアする例を示します。

switch# clear ip nat translation inside 2.2.2.2 4.4.4.4 outside 5.5.5.5 7.7.7.7

ダイナミック NATの設定の確認
ダイナミック NATの設定を表示するには、次の作業を行います。

目的コマンド

アクティブなネットワークアドレス変換

（NAT）を表示します。

エントリが作成および使用された日時など、

各変換テーブルエントリの追加情報を表示し

ます。

show ip nat translations

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
467

スタティックおよびダイナミック NAT変換の設定

ダイナミック NAT変換のクリア



目的コマンド

NATの設定を表示します。show run nat

アクティブなネットワークアドレス変換

（NAT）の最大値を表示します。
show ip nat max

NAT統計情報をモニタします。show ip nat statistics

例

次に、IP NAT最大値を表示する例を示します。
switch# show ip nat max

IP NAT Max values
====================
Max Dyn Translations:80
Max all-host:0
No.Static:0
No.Dyn:1
No.Dyn-ICMP:1
====================
Switch(config)#

次に、NAT統計情報を表示する例を示します。
switch# show ip nat statistics

IP NAT Statistics
====================================================
Stats Collected since: Mon Feb 24 18:27:34 2020
----------------------------------------------------
Total active translations: 1
No.Static: 0
No.Dyn: 1
No.Dyn-ICMP: 1
----------------------------------------------------
Total expired Translations: 0
SYN timer expired: 0
FIN-RST timer expired: 0
Inactive timer expired: 0
----------------------------------------------------
Total Hits: 2 Total Misses: 2
In-Out Hits: 0 In-Out Misses: 2
Out-In Hits: 2 Out-In Misses: 0
----------------------------------------------------
Total SW Translated Packets: 2
In-Out SW Translated: 2
Out-In SW Translated: 0
----------------------------------------------------
Total SW Dropped Packets: 0
In-Out SW Dropped: 0
Out-In SW Dropped: 0

Address alloc. failure drop: 0
Port alloc. failure drop: 0
Dyn. Translation max limit drop: 0
ICMP max limit drop: 0
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Allhost max limit drop: 0
----------------------------------------------------
Total TCP session established: 0
Total TCP session closed: 0
----------------------------------------------------
NAT Inside Interfaces: 1
Ethernet1/34

NAT Outside Interfaces: 1
Ethernet1/32
----------------------------------------------------
Inside source list:
++++++++++++++++++++

Access list: T2
RefCount: 1
Pool: T2 Overload
Total addresses: 10
Allocated: 1 percentage: 10%
Missed: 0

Outside source list:
++++++++++++++++++++
----------------------------------------------------
====================================================
Switch(config)#
Switch(config)#

**No.Dyn-ICMP field is to display the no of icmp dynamic translations , its a subset
of "No.Dyn" field.

Cisco NX-OSリリース 9.3(5)以降では、No.Dyn-ICMPフィールドは No.Dynフィール
ドのサブセットであり、ICMPダイナミック変換の数が表示されます。

（注）

次に、NATの実行コンフィギュレーションを表示する例を示します。
switch# show run nat

!Command: show running-config nat
!Time: Wed Apr 23 11:17:43 2014

version 6.0(2)A3(1)
feature nat

ip nat inside source list list1 pool pool1
ip nat inside source list list2 pool pool2 overload
ip nat inside source list list7 pool pool7 overload
ip nat outside source list list3 pool pool3
ip nat pool pool1 30.1.1.1 30.1.1.2 prefix-length 24
ip nat pool pool2 10.1.1.1 10.1.1.2 netmask 255.0.255.0
ip nat pool pool3 30.1.1.1 30.1.1.8 prefix-length 24
ip nat pool pool5 20.1.1.1 20.1.1.5 netmask 255.0.255.0
ip nat pool pool7 netmask 255.255.0.0
address 40.1.1.1 40.1.1.5

次に、アクティブな NAT変換を表示する例を示します。
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オーバーロードのある内部プール

switch# show ip nat translation
Pro Inside global Inside local Outside local Outside global
icmp 20.1.1.3:64762 10.1.1.2:133 20.1.1.1:0 20.1.1.1:0
icmp 20.1.1.3:64763 10.1.1.2:134 20.1.1.1:0 20.1.1.1:0

オーバーロードのない外部プール

switch# show ip nat translation
Pro Inside global Inside local Outside local Outside global
any --- --- 177.7.1.1:0 77.7.1.64:0
any --- --- 40.146.1.1:0 40.46.1.64:0
any --- --- 10.4.146.1:0 10.4.46.64:0

例：ダイナミック変換および変換タイムアウトの設定

次に、アクセスリストを指定してダイナミックオーバーロードネットワークアドレス

変換（NAT）を設定する例を示します。
Switch> enable
Switch# configure terminal
Switch(config)# ip access-list acl1
Switch(config-acl)# permit ip 10.111.11.0/24 any
Switch(config-acl)# deny udp 10.111.11.100/32 any
Switch(config-acl)# exit
Switch(config)# ip nat inside source list acl1 interface ethernet 1/1 overload
Switch(config)# interface ethernet 1/4
Switch(config-if)# ip address 10.111.11.39 255.255.255.0
Switch(config-if)# ip nat inside
Switch(config-if)# exit
Switch(config)# interface ethernet 1/1
Switch(config-if)# ip address 172.16.232.182 255.255.255.240
Switch(config-if)# ip nat outside
Switch(config-if)# exit
Switch(config)# ip nat translation max-entries 300
Switch(config)# ip nat translation timeout 13000
Switch(config)# end
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第 13 章

単一方向イーサネットの設定

この章では、Cisco Nexus 9000シリーズスイッチで双方向イーサネットを設定する方法を説明
します。

•単一方向イーサネット（471ページ）
•単方向イーサネット設定のベストプラクティス（471ページ）
•単一方向イーサネットの構成（473ページ）
• UDEポリサーの構成 （475ページ）

単一方向イーサネット
単方向イーサネット（UDE）は、データの送受信に単一の光ファイバストランドを使用して通
信できるネットワーク技術です。

単方向リンクを使用して、トラフィックビデオストリーミングアプリケーションを送受信で

きます。これらのシナリオでは、ほとんどのトラフィックは確認応答されない一方向ストリー

ムとして送信されます。

単方向リンクを作成するには、トラフィックを一方向に送受信するように、双方向トランシー

バを使用してポートを設定します。

適切な単一方向トランシーバが使用できない場合は、UDEを使用します。送信専用トランシー
バがない場合は、ソフトウェアベース UDEで送信専用リンクを構成する必要があります。

ネットワークの停止を防ぐためにインターフェイスから離れるすべての制御トラフィックをブ

ロックする必要がある場合は、QoSテンプレートを使用して特定のイーサネットポート上のす
べての発信トラフィックをブロックします。

単方向イーサネット設定のベストプラクティス
Nexusスイッチで UDEを設定するには、次のベストプラクティスと推奨事項を活用

• Nexusスイッチの送信専用モードでUDEを構成します。Cisco NX-OSリリース 10.1(2)より
前のリリースでは、UDE受信専用を使用できません。
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•すべてのポートで同時に UDEをイネーブルにできます。

• Cisco NX-OSリリース10.1(1)以降から、UDEのブレークアウトサポートを使用できます。

•ポートでUDEを設定すると、ポートフラップが発生することがあります。UDE設定の有
無にかかわらず、物理インターフェイスをポートチャネルに追加できます。ただし、ポー

トチャネルに送信専用インターフェイスだけを追加してください。

送信専用設定を他のインターフェイスと混在させると、UDEが動作しないことがありま
す。

•ポートチャネルのすべてのメンバーをUDE送信専用として設定すると、ポートチャネル
がパケットを受信できない場合があります。

•特別なコントロールプレーントラフィックプルーニングは、送信専用ポートでは設定さ
れません。

•単一方向ポートでは、次のようにリンクの反対側の終端にあるポートとのネゴシエーショ
ンが必要になる機能またはプロトコルがサポートされません。双方向通信を必要とするす

べての機能をディセーブルにする必要があります。

UDEポリサーの注意事項

Cisco NX-OSリリース 10.3(3)以降、QoSテンプレートベースの UDEを使用できます。UDE
ポリシングの注意事項と制限事項を示します：

•レイヤ2インターフェイスでのみUDEテンプレートをイネーブルにします。ポートをタッ
プアグリゲーションモードに設定します。

•ポリシーマップ default-ndb-out-policyは、システム QoSではサポートされません。この
機能をサポートするには、出力レイヤ 2 QoS TCAMリージョンをカービングします。

リブート時に、スイッチはdefault-ndb-out-policyを構成されたインターフェイスに適用す
るのに時間がかかる場合があります。この期間中に、一部のパケットが転送される可能性

があります。ポリシーが適用された後、スイッチはすべての出力制御トラフィックとフ

ラッドトラフィックをドロップします。

データトラフィックがない場合でも、制御トラフィックプロトコル（ CPUからのCDP、
LLDP、 ARP、 BPDUなど）がACLエントリと一致するためにドロップされます。これに
より、違反数が増加します。この動作は ndb-out-policyを構成されている場合に予想され
るものです。

• QoSテンプレートベースの UDEは、 Cisco Nexus 9300-FX、FX2、FX3、GX、GX2シリー
ズスイッチ、および 9700-FXまたはGXラインカードを搭載したCisco Nexus 9500シリー
ズスイッチで使用できます。

•ポートチャネルでは QoSテンプレートを使用できません。
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Nexusスイッチでの UDEサポート

• UDEサポートは、ネイティブ 10G-LR/10G-LRSトランシーバでのみ使用できます。UDE
は、QSAまたはブレークアウトケーブルでは使用できません。

• Cisco NX-OSリリース 10.1(2)以降、UDEは Cisco Nexusスイッチでサポートされます。

• N9K-X9624D-R2

• N9K-X9636Q-R

• N9K-X9636C-RX

• N9K-X96136YC-R

• N9K-X9624D-R2

• N9K-X9636C-R

•ハードウェアレベルのUDEは、X97160YC-EXラインカードを搭載した Cisco Nexus 9500
スイッチでのみサポートされます。

• Cisco NX-OSリリース 10.1(1)以降、UDEは以下のポートでサポートされます。

• Cisco Nexus 9000 FX、FX2、FX3プラットフォームスイッチ

• N9K-C9336C-FX2

• N9KC93240YC-FX2

• N9K-C93180YC-FX

• N9K-C93360YC-FX2 TORスイッチ

• N9K-X97160YC- EXラインカード。

• Cisco NX-OSリリース 10.1(1)以降、UDEは 10G-SR、10G-AOC、40G-SR、40G-LR、
40G-AOC、100G-SR、100G-LR、および 100G-AOCの各トランシーバをサポートしていま
す。。

単一方向イーサネットの構成
スイッチ上で単方向通信のイーサネットインターフェイスを構成します。インターフェイスを

送信専用モードまたは受信専用モードに設定。

手順

目的コマンドまたはアクション

interface ethernet {type slot /port}コマンドを入力し
て、イーサネットインターフェイスの構成モードを

終了します。

ステップ 1
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目的コマンドまたはアクション

例：

switch(config)# interface ethernet 3/1

unidirectional send-onlyコマンドを使用して送信専
用モードを構成します。

ステップ 2

例：

switch(config-if)# unidirectional send-only

unidirectional receive-only コマンドを使用して、受
信専用モードを構成します。

ステップ 3

例：

switch(config-if)# unidirectional receive-only

exitコマンドを使用してインターフェイスモードを
終了します。

ステップ 4

例：

switch(config)# exit

show running-config interface {type slot /port}コマン
ドを使用して、インターフェイスの実行中の構成を

表示します。

ステップ 5

例：

switch(config)# show running-config interface
ethernet 3/1

copy running-config startup-configコマンドを使用し
て構成を保存します。

ステップ 6

例：

switch(config)# copy running-config startup-config

イーサネットインターフェイスは単方向に動作するように設定されています。

例

この例は、送信専用の単方向通信のイーサネットインターフェイスを設定する方法を

示しています。

switch# configure terminal
switch(config)# interface ethernet 3/1
switch(config-if)# unidirectional send-only
switch(config-if)# exit
switch(config)# exit
switch#

次に、インターフェイスの実行中の構成を表示し、単方向設定を確認して、構成を保

存する例を示します。
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switch# show running-config interface ethernet 3/1
!
interface ethernet 3/1
unidirectional send-only

!

UDEポリサーの構成
単方向イーサネット（UDE）QoSポリシーを使用して、イーサネットポートのすべての出力通
信をブロックまたは制限します。

QoSテンプレートを使用して単一方向イーサネットを構成するには、次のステップを実行しま
す。

手順

ステップ 1 hardware access-list tcam region egr-l2-qos 256 コマンドを使用して、出力レイヤ 2 QoSのTCAM（Ternary
Content Addressable Memory（CAM））リージョンを設定し、リソースを割り当てます。

このリージョンのサイズを 256エントリに設定します。

ステップ 2 copy run start コマンドを使用して実行中の構成（ TCAMリージョンの変更を含む）をパスワード保存し
ます。

変更を保存すると、リロード後も設定は保持されます。

ステップ 3 reloadコマンドを使用してスイッチをリロードし、新しいTCAM構成の変更を適用します。

例：

switch(config)# hardware access-list tcam region egr-l2-qos 256

TCAMリージョンを変更した後、変更を有効にするには、スイッチを再起動する必要があります。

ステップ 4 interface type slot/portコマンドを入力して、イーサネットインターフェイスの構成モードを終了します。

例：

switch(config)# interface Ethernet 1/6
switch(config-if)#

ステップ 5 service-policy type qos output default-ndb-out-policy コマンドを使用して、UDE QoSサービスポリシーをイ
ンターフェイスに適用します。

スイッチは、イーサネットインターフェイス上のすべての出力通信をポリシングします。スイッチは、設

定されたパラメータを満たすトラフィックだけを転送し、違反するトラフィックをドロップします。

接続された QoSポリシーは、イーサネットポート上のすべての出力通信を制限またはブロッ
クします。設定されたポリシングパラメータに適合するトラフィックだけが転送されます。こ

れらのパラメータに違反するすべてのトラフィックがドロップされます。
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次のタスク

show policy-map type qos default-ndb-out-policyコマンドを使用してポリシーのステータスを確
認します。

switch# show policy-map type qos default-ndb-out-policy

Type qos policy-maps
====================
policy-map type qos default-ndb-out-policy
class class-ndb-default
police cir 0 bps conform transmit violate drop

特定のインターフェイスの UDEポリシーの統計情報を確認します。
switch# show policy-map interface Ethernet 1/6 output type qos

Global statistics status : enabled
Ethernet1/6
Service-policy (qos) output: default-ndb-out-policy
SNMP Policy Index: 285213501
Class-map (qos): class-ndb-default (match-any)
Slot 1
61211339 packets 15669992128 bytes
5 minute offered rate 17721223780 bps
Aggregate forwarded :
61211339 packets 110848 bytes
police cir 0 bps
conformed 0 bytes, n/a bps action: transmit
violated 15669881280 bytes, n/a bps action: drop

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
476

単一方向イーサネットの設定

UDEポリサーの構成



第 14 章

レイヤ 2 Data Center Interconnectの設定

このセクションでは、仮想ポートチャネル（vPC）を使用したレイヤ 2データセンター相互接
続（DCI）を設定する方法について説明します。

• Data Center Interconnect（概念）（477ページ）
•レイヤ 2 Data Center Interconnectの例（478ページ）

Data Center Interconnect（概念）
Data Center Interconnect（DCI）は、

• 2つ以上の異なるデータセンター施設を任意の距離でリンクする

•特定の VLANを拡張し、サーバーおよびネットワーク接続ストレージ（NAS）デバイス
にレイヤ 2隣接関係を提供するネットワーキング技術と方法論のセットです。

Cisco Nexus 9000シリーズスイッチは、FHRP分離を使用したDCIをサポートします。ただし、
N9K-X9636C-Rおよび N9K-X9636Q-Rラインカードを搭載した Cisco Nexus 9500スイッチで
は、FHRP分離を使用したDCIはサポートされていません。vPCを使用して複数のサイト間に
単一の論理リンクを作成すると、DCI vPCポートチャネル全体で BPDUフィルタリングを使
用した STP分離の利点を活用できます。この設定では、ブリッジプロトコルデータユニット
（BPDU）はデータセンター間を通過せず、サイト間のSTP障害ドメインを効果的に分離しま
す。

最大 2つのデータセンターを相互接続するには、vPCを使用してください。（注）

Nexusスイッチでの DCIサポート

サポートされているプラットフォームには、N9K-X9636C-R、N9K-X9636Q-R、N9K-X9636C-RX
ラインカードを搭載した Cisco Nexus 9500シリーズスイッチがあります。

（注）
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レイヤ 2 Data Center Interconnectの例
次に、vPCを使用したレイヤ2データセンターインターコネクト（DCI）の設定例を示します。
次の例は、ファーストホップ冗長性プロトコル（FHRP）分離を可能にします。

vPCおよびホットスタンバイルーティングプロトコル（HSRP）はすでに設定されています。（注）

DCIとして機能する Link Aggregation Control Protocol（LACP）を vPCリンクで使用する必要
があります。

（注）

図 38 :デュアルレイヤ 2/レイヤ 3の POD相互接続

この例では、同じ vPCのペアでレイヤ 3（L3）ゲートウェイが設定され、DCIとして機能し
ます。Hot Standby Routing Protocol（HSRPHSRPを分離するには、DCIポートチャネルでポー
トアクセスコントロールリスト（PACL）を設定し、DCIを横断して移動する VLAN用のス
イッチ仮想インターフェイス（SVI）上で HSRP Gratuitous Address Resolution Protocol（ARP）
（GARP）を無効にする必要があります。

ip access-list DENY_HSRP_IP
10 deny udp any 224.0.0.2/32 eq 1985
20 deny udp any 224.0.0.102/32 eq 1985
30 permit ip any any

interface <DCI-Port-Channel>
ip port access-group DENY_HSRP_IP in

interface Vlan <x>
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no ip arp gratuitous hsrp duplicate
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第 15 章

Cisco NX-OSインターフェイスがサポート
する IETF RFC

ここでは、Cisco NX-OSでサポートされているインターフェイスの IETF RFCを示します。

• IPv6の RFC（481ページ）

IPv6の RFC
タイトルRFC

『IP Version 6 Addressing Architecture』RFC 2373

集約可能なグローバルユニキャスト形式RFC 2374

『Internet Protocol, Version 6 (IPv6) Specification』RFC 2460

『IPv6 Stateless Address Autoconfiguration』RFC 2462

イーサネットネットワーク上での IPv6パケットの送信RFC 2464

『Transmission of IPv6 Packets over FDDI Networks』RFC 2467

『IP Version 6 over PPP』RFC 2472

『IPv6 over ATM Networks』RFC 2492

『Transmission of IPv6 Packets over Frame Relay Networks

Specification』

RFC 2590

IPv4 Point-to-Pointリンクでの 31ビットプレフィックスの使

用

RFC 3021

IP6.ARPAの委任RFC 3152

RADIUSおよび IPv6RFC 3162
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タイトルRFC

インターネットプロトコルバージョン 6（IPv6）アドレス指

定アーキテクチャ

RFC 3513

IPバージョン 6への DNS拡張RFC 3596

固有ローカル IPv6ユニキャストアドレスRFC 4193
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第 16 章

Cisco NX-OSインターフェイスの設定制限

設定制限は『Cisco Nexus 9000シリーズ NX-OS検証済みスケーラビリティガイド』にまとめら
れています。
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第 17 章

400Gデジタルコヒーレント光ファイバの
構成

この章では、400Gデジタルコヒーレント QSFP-DD光モジュールとサポートされる構成につ
いて説明します。

• 400Gデジタルコヒーレント光ファイバの概要（486ページ）
• 400Gデジタルコヒーレント光ファイバパラメータ（486ページ）
•トラフィック構成パラメータ（489ページ）
• 400Gデジタルコヒーレント光ファイバの注意事項と制約事項（490ページ）
• ZRモジュールでの 400Gデジタルコヒーレント光ファイバの構成（494ページ）
• ZRPモジュールでの 400Gデジタルコヒーレント光ファイバ（DCO）の構成（497ペー
ジ）

•ブレークアウトの設定（499ページ）
•トランシーバ自動スケルチの構成（500ページ）
•トランシーバーループバックを構成（501ページ）
•トランシーバパフォーマンスモニタリングの構成（502ページ）
•トランシーバアラームの構成（505ページ）
• 400Gデジタルコヒーレント光ファイバの確認（507ページ）
• 400Gコヒーレント光ファイバの構成例（508ページ）
• ZR光ファイバのファームウェアのアップグレード（511ページ）
•光回線システムの概要：QSFP-DDのプラガブルサポート（513ページ）
•メリット（514ページ）
•サポートされるプラットフォーム（514ページ）
•注意事項と制約事項（514ページ）
•増幅器制御モードの構成（531ページ）
•ゲインコントロールモードを構成（532ページ）
•電力制御モードの構成（532ページ）
•電力削減モードを構成（533ページ）
•光安全性リモートインターロック（OSRI）モードの構成（534ページ）
•安全制御モードを構成（534ページ）
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• OLS構成の確認（535ページ）

400Gデジタルコヒーレント光ファイバの概要
振幅のみを使用するPAM4光ファイバ（パルス振幅変調）とは異なり、コヒーレント光ファイ
バは位相と振幅を使用してデータをエンコードします。これにより、コヒーレント光ファイバ

はノイズに対する耐性が向上しており、長距離伝送をサポートできます。

Cisco400Gデジタルコヒーレント光ファイバの詳細については、『Cisco400Gデジタルコヒー
レント光ファイバ QSFP-DD光ファイバモジュールデータシート』を参照してください。

400Gデジタルコヒーレント光ファイバには 2つのバリエーションがあります。

• ZRバリアント：QSFP-DD ZRバリアントは OIF MSAに準拠しており、同じMSA標準に
準拠した同等のコンポーネントとの互換性を提供します。ZR標準の主な用途は、ポイン
トツーポイントトポロジで 400G波長を最大 120 kmの距離まで伝送できるようにするこ
とです。

• ZR Plusバリアント：QSFP-DD OpenZR+モジュールは、OpenZR+ MSAに準拠していま
す。ZR+プラグ可能コヒーレント光ファイバは、エンドポイント間で複数の波長を増幅で
きる複数のサイトを使用することにより、地域内から長距離伝送までをサポートします。

ZR+は、変調方式、シェーピング、およびボーレートに関する複数の構成オプションをサ
ポートしており、さまざまなネットワークトポロジに対応し、他の方式よりも長い伝送距

離（120 km超）を可能にしています。

400Gデジタルコヒーレント光ファイバパラメータ
400Gデジタルコヒーレント光ファイバは構成可能で、光ファイバに関する次のパラメータを
構成できます。構成値の詳細については、表 20 : 400Gデジタルコヒーレント QSFP-DDトラ
フィックの構成値（488ページ）を参照してください。

• [トランスポンダ/マックスポンダモード（Transponder/Muxpondermode）]：このパラメー
タは、メディア回線を 400Gで構成し、ホスト側に最大 4つのクライアントを構成するた
めに使用されます。

• [DACレート（DAC rate）]：デジタルアナログ変換（DAC）パラメータは、オーバーサ
ンプリング（パルス整形の有効化または無効化）とメディア回線モデムを標準（S）また
は拡張（E）に設定するために使用されます。

• [FECモード（FEC mode）]：前方誤り訂正（FEC）は、メディア回線で cFECまたはoFEC
モードをサポートし、データ伝送中のエラーを制御するために使用されます。

• [変調（Modulation）]：このパラメータは、光波を制御して、搬送光波の情報をエンコー
ドするために使用されます。サポートされる変調は、16 QAM、8 QAM、および QPSKで
す。
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• [CD最小/最大（CD min/max）]：波長分散（CD）は、光ファイバ通信において重要な要
素となる現象です。光線が接続先に到達する時間がわずかに異なることで、その色(波長)
に違いが生じることによって発生します。このパラメータは、デバイスが良好な光信号と

周波数を取得する範囲を設定するために使用されます。

最小プロビ

ジョニング可

能な CD低
（ps/nm）

最大プロビ

ジョニング可

能 CD高
（ps/nm）

CDデフォルト
低（ps/nm）

CDデフォルト
高（ps/nm）

マックスポンダ-FEC-変
調

-24002400-24002400400G-400GZR-cFEC-16QAM

-5200052000-1300013,000400G-400GZR-oFEC-16QAM

-100000100000-5000050000200G-200GZR-oFEC-QPSK

-100000100000-2600026000200G-200GZR-oFEC-8QAM

-8500085000-2100021000200G-200GZR-oFEC-16QAM

-160000160000-8000080000100G-100GZR-oFEC-QPSK

• [Txパワー（Tx power）]：送信光ファイバパワーは、光ファイバモジュールの送信端に
ある光源の出力光ファイバパワーを指し、受信光パワーは、光ファイバモジュールの受

信端にある光源の入力光ファイバパワーを指します。

各光モジュールには、独自の送信（TX）電力範囲があります。モジュールの機能に基づ
いて、送信（TX）電力値を変更できます。

光ファイバ送信電力（Tx）値のサポー
トされる範囲（0.1 dBm単位）2

インターバ

ル（Interval
光ファイバ

送信パワー

（Tx）シェ
イピング

トランク速

度
1、3

光ファイバ

モジュール

最大最悪

ケース値

最大標準値最小値

（Minimum
Value）

-100-100-1501いいえ400GQDD-400G-ZR-S

-130-110-1501はい400GQDD-400G-ZRP-S

-105-90-1501はい200GQDD-400G-ZRP-S

-75-59-1501はい100 GQDD-400G-ZRP-S

• [周波数（Frequency）]：光ファイバ通信では、波長分割多重（WDM）は、異なる波長（つ
まり色）のレーザー光を使用して、複数の光キャリア信号を単一の光ファイバに多重化す

る技術です。この技術により、波長分割デュプレックスとも呼ばれる1本の光ファイバを
介した双方向通信と、キャパシティの増加が可能になります。このパラメータは、ITU
C-BANDテーブルの任意の周波数を設定するために使用されます。値の詳細については、
「ITU C-BANDテーブル（545ページ）」セクションを参照してください。
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構成の詳細については、「ZRモジュールでの 400Gデジタルコヒーレント光ファイバの
構成（494ページ）」セクションを参照してください。

次の表に、トランスポンダ（TXP）およびマックスポンダ（MXP）モードでの 400Gデジタル
コヒーレント QSFP-DD光ファイバモジュールの可能なトラフィック構成値を示します。

表 20 : 400Gデジタルコヒーレント QSFP-DDトラフィックの構成値

DACレート変調FEC周波数トランク速度クライアント

速度

QDD-400G-ZR-Sトランスポンダおよびマックスポンダの構成値

1 x 116 QAMcFECCバンド、
196.1～ 191.3
THz

1トランク、
400G

1クライアン
ト、速度400G

QDD-400G-ZRP-Sトランスポンダおよびマックスポンダの構成値

1 x 116 QAMcFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2

1x1.516 QAMcFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2

1x1.2516 QAMoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2

1x216 QAMoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2

1 x 116 QAMoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2
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DACレート変調FEC周波数トランク速度クライアント

速度

1x1.516 QAMoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 400G

1X400GA

UI-8

4X100GA

UI-2

1x1.5QPSKoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 200G

2X100GA

UI-2 1QPSK

1x1.5QPSKoFECCバンド、
196.1～ 191.3
THz

1トランク、
速度 100G

100 G

トラフィック構成パラメータ
次の表に、サポートされているさまざまなトラフィック構成を示します。

DACレートFEC変調トランククライアント

（Client）
TXP/MXP

1x1、1x1.25、
1x1.5および
1x2

oFEC16 QAM1トランク、
速度 400G

1クライアン
ト、速度400G

400G-TXP

1x1、および
1x1.5

cFEC16 QAM1トランク、
速度 400G

1クライアン
ト、速度400G

400G-TXP

1x1、1x1.25、
1x1.5、および
1x2

oFEC16 QAM1トランク、
速度 400G

4クライアン
ト、速度100G

4x100G- MXP

1x1、および
1x1.5

cFEC16 QAM1トランク、
速度 400G

4クライアン
ト、速度100G

4x100G- MXP

1x1、および
1x1.5

oFECQPSK1トランク、
速度 200G

2クライアン
ト、速度100G

2x100G-MXP

1x1.258 QAM

1x1.2516 QAM

1x1.5oFECQPSK1トランク、
速度 100G

1クライアン
ト、速度100G

1x100G-MXP
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• ZRは 1x400Gトランスポンダのみをサポートします。

• ZRは 1x1 DACレートのみをサポートします。

• 4x100および 2x100マックスポンダを構成するには、ZRPを構成する前にインターフェイ
スブレークアウトを実行する必要があります。詳細については、ブレークアウトの設定

（499ページ）の項を参照してください。

（注）

400Gデジタルコヒーレント光ファイバの注意事項と制
約事項

400Gデジタルコヒーレント光ファイバには、次の注意事項と制約事項があります。

• Cisco NX-OSリリース 10.4(1)F以降、400Gデジタルコヒーレント光ファイバ（DCO）サ
ポートは、Cisco Nexus 9300-GX2および 9408プラットフォームスイッチで提供されます。

• Cisco NX-OSリリース 10.4(2)F以降、QDD-400G-ZR-Sおよび QDD-400G-ZRP-S光ファイ
バサポートは、次のスイッチおよびラインカードで提供されます。

• Cisco Nexus 93600CD-GX、9316D-GXスイッチ、および X9716D-GXラインカードを
搭載した Cisco Nexus 9508/9504スイッチ。

• Cisco Nexus X98900CD-A and X9836DM-Aラインカードを搭載した Cisco Nexus
9804/9808スイッチ。

• 1x100Gトランスポンダおよび2x100Gマックスポンダモードは、Cisco Nexus 93600CD-GX、
9316D-GXスイッチ、および Cisco Nexus X98900CD-Aおよび X9836DM-Aラインカード
ではサポートされません。

• QDD-400G-ZR-S光ファイバは、インターフェイスのブレークアウトをサポートしていま
せん。

• QDD-400G-ZRP-S光ファイバは、インターフェイスのブレークアウトをサポートします。
ZRP光ファイバでは、複数のブレークアウトマップがサポートされています。

• 2x100ブレークアウトインターフェイスには、ブレークアウトマップ 100g-2x-pam4オプ
ションを使用します。

•システムの安定性と効率を向上させるために、DCOの頻繁な挿入と取り外しを避けるこ
とをお勧めします。OIRの場合、バックツーバックトランシーバの挿入と取り外しの間に
少なくとも 1分間待つ必要があります。

• ZR/ZRPモジュールの光ファイバの最大リンクアップ時間は最大 180秒です。
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•電力制限のために影響を受けたコヒーレント光ファイバポートまたはMACsecポートを
回復するには、アクティブな ZR/ZRPポートをディセーブルにするか、既存のMACsec
セッションを構成解除して、影響を受けるポートをフラップする必要があります。

N9K-C9332D-H2Rスイッチには、MACSecセッションの数に制限
はありません。

（注）

•一部のプラットフォームでは、ハードウェアの電力制限があり、多数の400Gig-ZR/ZRPト
ランシーバとMACsec構成を同時に使用することが制限されています。

• Cisco NX-OSリリース 10.4(2)F以降、2X100マックスポンダは 8QAMおよび 16QAM変調
をサポートします。

• Cisco NX-OSリリース10.4(3)F以降では、Cisco Nexus C93400LD-H1およびN9K-C9332D-H2R
スイッチで次のトランシーバがサポートされています。

• QDD-400G-ZRP-S

• QDD-400G-ZR-S

N9K-C93400LD-H1、QDD-400G-ZRP-S、および QDD-400G-ZR-S
トランシーバは、奇数番号または偶数番号のポートに挿入できま

す。ただし、N9K-C9332D-H2Rスイッチでは、QDD-400G-ZRP-S
および QDD-400G-ZR-Sトランシーバは奇数番号のポートにのみ
挿入する必要があります。これらのトランシーバを偶数番号の

ポートに挿入すると、ハードウェアの熱制限により、ポートがエ

ラー状態になります。

（注）

• Cisco NX-OSリリース 10.4(3)F以降、これらの追加のコマンドが導入されました。

• zr-Optics frequencyコマンドを使用すると、Cisco Nexus 9000スイッチのZR光モジュー
ルの周波数を設定して、DWDMシステムで最適なパフォーマンスを実現できます。

• tunnel auto-squelchコマンドは、光トランシーバのスケルチ機能を制御することで、
信号整合性を自動的に管理するのに役立ちます。

• transceiver loopbackコマンドでは、Ciscoデバイスの光トランシーバでループバック
モードを構成できます。

• transceiver performance-monitoringは、Ciscoデバイスの光トランシーバのパフォー
マンスモニタリングを可能にします。

• transceiver alarmsコマンドを使用すると、Ciscoデバイスの光トランシーバでアラー
ムを構成できます
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• Cisco NX-OSリリース 10.2（2）F以降、transceiver auto-squelchコマンドは、光トランシー
バのスケルチ機能を制御することで、信号整合性を自動的に管理するのに役立ちます。

• Cisco NX-OSリリース 10.2（2）F以降では、 show interface interface transceiver detailsコ
マンドの出力には、400Gデジタルコヒーレント光ファイバのファームウェアのメジャー
バージョンとマイナーバージョンに関する詳細も含まれます。

• Cisco NX-OSリリース 10.6(1)F以降、パフォーマンスモニタリングデータを使用した
TPMONは、次の Cisco Nexusプラットフォームでサポートされています。

• N9K-C9348D-GX2A

• N9K-C9364D-GX2A

• N9K-C9332D-GX2B

• N9K-C9408

• N9K-C93600CD-GX

• N9K-C9316D-GX

• N9K-C9804、N9K-C9808

パフォーマンスモニタリングデータは、次の光ファイバ/トランシーバタイプでのみサ
ポートされます。

• QSFP-DD-400G-ZR-S

• QSFP-DD-400G-ZRP-S

• DP04QSDD-HE0

•パフォーマンスモニタリングは任意のインターフェイスでイネーブルにできますが、
履歴データは、上記の光ファイバ/トランシーバの場合にのみ収集されます。

•パフォーマンスデータでは、30秒、15分、および 24時間の固定バケット間隔のみが
サポートされます。ユーザー構成可能な間隔はサポートされていません。

• TPMONは、33の 30秒間隔、33の 15分の間隔、2つの 24時間の間隔のパフォーマ
ンスデータを保持します。

•すべてのパフォーマンスモニタリングデータは、TPMONプロセスの再起動時または
スイッチのリロード時に失われます。設定のみがこれらのイベント後に保持されま

す。

•間隔を指定せずに clear counters interface transceiver performance-monitoring history
コマンドを使用して、30秒、15分、および 24時間のバケットのすべての履歴データ
を同時にクリアできます。

• DP04QSDD-HE0の場合
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•リリース 10.4(3)F以降、DP04QSDD-HE0は、GX/GX2プラットフォームおよび
X98900CD-Aおよび X9836DM-Aラインカードの 1x400および 1x100 muxポンダー
モードでのみ、次の DACレートでサポートされます。

• dac_rate 1x1_50（CFECあり）

• dac_rates 1x1_25および OFECモードの 1x1_50

•光学系の最大リンクアップ時間は最大 240秒です。

• Cisco NX-OSリリース 10.5(1)F以降、DP04QSDD-HE0(Bright-ZR)は、GX/GX2プラッ
トフォームおよび X98900CD-Aおよび X9836DM-Aラインカード上の 4x100および
2x100 muxポンダーモードでサポートされます。

•制約事項の概要は次のとおりです。

• Cisco Nexus 9364D-GX2Aの場合：

•システムに9つ以上のMACsecセッションが構成されていて、ZR/ZRPトランシー
バが存在しない場合、ZR/ZRPトランシーバを挿入すると対応するポートが無効
になります。ZR/ZRPトランシーバが存在しない場合、許可されるMACsecセッ
ションの最大数は 16です。

•システムにアクティブ状態のZR/ZRPトランシーバが9つ以上あり、MACsecセッ
ションが存在しない場合、新しいMACsecセッションの起動は失敗します。
MACsecセッションがシステムに存在しない場合、アクティブな ZR/ZRPトラン
シーバの最大数は 13です。14番目の ZR/ZRPトランシーバを挿入すると、対応
するポートが無効になります。

• MACsecセッションとアクティブなZR/ZRPトランシーバの両方が共存する場合、
合計の制限はMACsecセッションが最大 8つ、ZR/ZRPトランシーバが最大 8つ
です。9番目のMACsecセッションを構成するか、9番目のアクティブ ZR/ZRP
を追加すると、対応するポートが無効になります。

• ZR/ZRPトランシーバは、このプラットフォームの奇数番号の前面ポートでのみ
サポートされます。偶数番号の前面ポートに ZR/ZRPトランシーバを挿入する
と、ポートはエラー状態になります。

• Cisco Nexus 9332D-GX2Bの場合：

•システムに 5つ以上のMACsecセッションが構成されていて、アクティブな
ZR/ZRPトランシーバが存在しない場合、ZR/ZRPトランシーバを追加すると対応
するポートが無効になります。アクティブな ZR/ZRPトランシーバが存在しない
場合、許可されるMACsecセッションの最大数は 8です。9番目のMACsecセッ
ションを設定すると、対応するポートが無効になります。

•システムに 5つ以上のアクティブな ZR/ZRPトランシーバが挿入されていて、
MACsecセッションが存在しない場合、新しいMACsecセッションの起動は失敗
します。システムにMACsecセッションが存在しない場合、アクティブなZR/ZRP
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トランシーバの最大数は 8です。9番目の ZR/ZRPトランシーバを挿入すると、
対応するポートが無効になります。

• MACsecセッションとアクティブなZR/ZRPトランシーバの両方が共存する場合、
組み合わせでの制限は最大 4つのMACsecセッションと最大 4つのアクティブな
ZR/ZRPトランシーバです。5番目のMACsecセッションを構成するか、5番目の
ZR/ZRPを挿入すると、対応するポートが無効になります。

• ZR/ZRPトランシーバは、このプラットフォームの前面ポートのいずれかでサポー
トされます。

• Cisco Nexus 9348D-GX2Aの場合：

• ZR/ZRPトランシーバは、このプラットフォームの次の 24個の前面ポートでサ
ポートされます。

• 3、6、9、12、15、18、21、24、27、30、33、36、39、42、45、48、26、29、
32、35、38、41、44、47

上記のリストにない他の前面ポートに ZR/ZRPトランシーバを挿
入すると、ポートがエラー状態になります。

（注）

• Cisco Nexus 9408の場合：

•システムは、MACsec構成が存在するかどうかに関係なく、最大32のアクティブ
な ZR/ZRPトランシーバをサポートできます。

• ZR/ZRPトランシーバは、Cisco Nexus X9400-8Dモジュールでのみサポートされ
ます。

ZRモジュールでの 400Gデジタルコヒーレント光ファイ
バの構成

DACレート、マックスポンダモード、変調、および FECパラメータについて、ZRモジュー
ルのコヒーレント光ファイバを構成できます。

始める前に

DCOの構成時に次の点に注意してください。

• ZR光ファイバを挿入しないと、コヒーレント光ファイバ構成は機能しません。

• ZRPモジュールで特定のzr光ファイバを構成すると、コヒーレント構成は機能しません。
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• ZRモジュールで特定のzrp光ファイバを構成すると、コヒーレント構成は機能しません。

手順の概要

1. configure terminal
2. interface ethernet {type slot/port}
3. [no] zr-optics fec fec_val muxponder mxp_val modulation mod_val dac-rate dr_val

4. （任意） zr-optics cd-min cd_min cd-max cd_max

5. （任意） zr-optics transmit-power tx_pwr

6. （任意） zr-optics dwdm-carrier [ 100MHz-grid frequency freq_100mhz_val | 100GHz-grid
frequency freq_100ghz_val | 50GHz-grid { frequency freq | itu-channel itu-chan | wavelength
wavelen}]

7. （任意） [no] zr-optics frequency frequency-value

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface ethernet {type slot/port}

例：

ステップ 2

switch(config)# interface ethernet 1/3
switch(config-if)#

ZR光ファイバで次のパラメータを構成します。詳
細については、400Gデジタルコヒーレント光ファ

[no] zr-optics fec fec_val muxponder mxp_val
modulation mod_val dac-rate dr_val

例：

ステップ 3

イバパラメータ（486ページ）セクションを参照し
てください。switch(config-if)# zr-optics fec cFEC muxponder

1x400 modulation 16QAM dac-rate 1x1 • FEC

•マックスポンダ

•変調

• DAC

設定された最小値と最大値を使用して、コヒーレン

ト光ファイバの波長分散を構成します。詳細につい

（任意） zr-optics cd-min cd_min cd-max cd_max

例：

ステップ 4

ては、400Gデジタルコヒーレント光ファイバパラ
メータ（486ページ）の項を参照してください。

switch(config-if)# zr-optics cd-min -2300 cd-max
2300
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目的コマンドまたはアクション

（注）

任意のデータレートのCDの最大値と最小値を構成
する場合は、構成された値の最小差が 1000 ps/nm
以上であることを確認します。

光信号の送信電力を設定します。詳細については、

400Gデジタルコヒーレント光ファイバパラメータ
（486ページ）の項を参照してください。

（任意） zr-optics transmit-power tx_pwr

例：

switch(config-if)# zr-optics transmit-power -190

ステップ 5

（注）

Tx電力パラメータは、ユーザー構成をハードウェ
アにプログラムするベストエフォート構成です。

しかし、ZR/ZRPトランシーバファームウェアはこ
れを参照としてのみ使用し、実行時に実際の最適な

Tx電力値を計算します。これはユーザー構成と同
じである場合とそうでない場合があります。

構成された周波数（100MHzグリッド、100GHzグ
リッド、または50GHzグリッド）に基づいて周波数

（任意） zr-optics dwdm-carrier [ 100MHz-grid
frequency freq_100mhz_val | 100GHz-grid frequency
freq_100ghz_val | 50GHz-grid { frequency freq |
itu-channel itu-chan | wavelength wavelen}]

ステップ 6

を構成します。50GHzグリッドは、追加の ITUチャ
ネルまたは波長パラメータを提供します。詳細につ

例： いては、400Gデジタルコヒーレント光ファイバパ
ラメータ（486ページ）の項を参照してください。switch(config-if)# zr-optics dwdm-carrier

100MHz-grid frequency 1913000
（注）

周波数が [50Ghzグリッド波長（50Ghz-grid
wavelength）]または [50 Ghzグリッド ITUチャネ
ル（50Ghz-grid itu-channel）]オプションを使用し
て構成されている場合、システムは特定の波長また

は ITUチャネルの周波数を計算し、それを使用し
てハードウェアをプログラムします。

DWDMグリッド要件に合わせて、ZR光モジュール
の動作周波数を GHz単位で構成します。

（任意） [no] zr-optics frequency frequency-value

例：

ステップ 7

頻度の構成を無効にするには、 no形式を使用しま
す。

switch(config-if)# zr-optics frequency 193500.0
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ZRPモジュールでの400Gデジタルコヒーレント光ファイ
バ（DCO）の構成

DACレート、マックスポンダモード、変調、および FECパラメータについて、ZRPモジュー
ルのコヒーレント光ファイバを構成できます。

始める前に

DCOの構成時には、次の点に注意してください。

• ZRP光ファイバを挿入しないと、コヒーレント光ファイバ構成は機能しません。

• ZRPモジュールで特定のzr光ファイバを構成すると、コヒーレント構成は機能しません。

• ZRモジュールで特定のzrp光ファイバを構成すると、コヒーレント構成は機能しません。

手順の概要

1. configure terminal
2. interface ethernet {type slot/port}
3. [no] zrp-optics fec fec_val muxponder mxp_val modulation mod_val dac-rate dr_val

4. （任意） zrp-optics cd-min cd_min cd-max cd_max

5. （任意） zrp-optics transmit-power tx_pwr

6. （任意） zrp-optics dwdm-carrier [ 100MHz-grid frequency freq_100mhz_val | 100GHz-grid
frequency freq_100ghz_val | 50GHz-grid { frequency freq | itu-channel itu-chan | wavelength
wavelen}]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface ethernet {type slot/port}

例：

ステップ 2

switch(config)# interface ethernet 1/3
switch(config-if)#

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
497

400Gデジタルコヒーレント光ファイバの構成

ZRPモジュールでの 400Gデジタルコヒーレント光ファイバ（DCO）の構成



目的コマンドまたはアクション

ZRP光ファイバで次のパラメータを構成します。詳
細については、400Gデジタルコヒーレント光ファ

[no] zrp-optics fec fec_val muxponder mxp_val
modulation mod_val dac-rate dr_val

例：

ステップ 3

イバパラメータ（486ページ）セクションを参照し
てください。switch(config-if)# zrp-optics fec cFEC muxponder

1x400 modulation 16QAM dac-rate 1x1 • FEC

•マックスポンダ

•変調

• DAC

設定された最小値と最大値を使用して、コヒーレン

ト光ファイバの波長分散を構成します。詳細につい

（任意） zrp-optics cd-min cd_min cd-max cd_max

例：

ステップ 4

ては、400Gデジタルコヒーレント光ファイバパラ
メータ（486ページ）の項を参照してください。

switch(config-if)# zrp-optics cd-min -2400 cd-max
2400

（注）

任意のデータレートの波長分散の最大値と最小値

を構成する場合は、構成された値の最小差が 1000
ps/nm以上であることを確認します。

光信号の送信電力を設定します。詳細については、

400Gデジタルコヒーレント光ファイバパラメータ
（486ページ）の項を参照してください。

（任意） zrp-optics transmit-power tx_pwr

例：

switch(config-if)# zrp-optics transmit-power -190

ステップ 5

（注）
例：

Tx電力パラメータは、ユーザー設定をハードウェ
アにプログラムするベストエフォート設定です。

switch(config-if)# zrp-optics transmit-power -13.5

しかし、ZR/ZRPトランシーバファームウェアはこ
れを参照としてのみ使用し、実行時に実際の最適な

Tx電力値を計算します。これはユーザー構成と同
じである場合とそうでない場合があります。

（注）

zrp-optics transmit-powerコマンドは、10進数形
式と整数形式の両方の値を受け入れるようになりま

した。

構成された周波数（100MHzグリッド、100GHzグ
リッド、または50GHzグリッド）に基づいて周波数

（任意） zrp-optics dwdm-carrier [ 100MHz-grid
frequency freq_100mhz_val | 100GHz-grid frequency
freq_100ghz_val | 50GHz-grid { frequency freq |
itu-channel itu-chan | wavelength wavelen}]

ステップ 6

を構成します。50GHzグリッドは、追加の ITUチャ
ネルまたは波長パラメータを提供します。詳細につ

例： いては、400Gデジタルコヒーレント光ファイバパ
ラメータ（486ページ）の項を参照してください。switch(config-if)# zrp-optics dwdm-carrier

100MHz-grid frequency 1913000
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目的コマンドまたはアクション

（注）

周波数が [50Ghzグリッド波長（50Ghz-grid
wavelength）]または [50 Ghzグリッド ITUチャネ
ル（50Ghz-grid itu-channel）]オプションを使用し
て構成されている場合、システムは特定の波長また

は ITUチャネルの周波数を計算し、それを使用し
てハードウェアをプログラムします。

ブレークアウトの設定
ZRP光ファイバのインターフェイスでブレークアウトを構成できます。

手順の概要

1. configure terminal
2. interface breakout module {slot} port {port_num} map {breakoutmap}
3. interface ethernet {type slot/port/sub-port}
4. [no] zrp-optics fec fec_val muxponder mxp_val modulation mod_val dac-rate dr_val

5. （任意） show running interface ethernet {type slot/port}

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイスブレークアウトを構成しますinterface breakout module {slot} port {port_num} map
{breakoutmap}

ステップ 2

例：

switch(config)# interface breakout module 1
port 3 map 100g-2x-pam4

設定するインターフェイスを指定し、インターフェ

イスコンフィギュレーションモードを開始します。

interface ethernet {type slot/port/sub-port}

例：

ステップ 3

switch(config)# interface ethernet 1/3/1
switch(config-if)#
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目的コマンドまたはアクション

ブレークアウトインターフェイスで ZRPを構成し
ます。

[no] zrp-optics fec fec_val muxponder mxp_val
modulation mod_val dac-rate dr_val

例：

ステップ 4

switch(config-if)# zrp-optics fec oFEC muxponder
2x100 modulation QPSK dac-rate 1x1

ブレークアウトインターフェイスに設定されている

構成情報を表示します。

（任意） show running interface ethernet {type
slot/port}

例：

ステップ 5

switch(config-if)# show running interface
ethernet1/3/1

トランシーバ自動スケルチの構成
光トランシーバのスケルチ機能を使用すると、信号の整合性を自動的に管理し、望ましくない

ノイズを防止し、クリーンな信号伝送を確保できます。

この機能は、信号の完全性が重要な高速光ネットワーク環境で使用します。

手順の概要

1. configure terminal
2. interface ethernet {type slot/port/sub-port}
3. [no] transceiver auto-squelch

手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

構成するインターフェイスを指定し、インターフェ

イス構成モードを開始します。

interface ethernet {type slot/port/sub-port}

例：

ステップ 2

switch(config)# interface ethernet 1/3/1
switch(config-if)#

望ましくないノイズを防ぐために、信号のスケルチ

ングを有効にします。このコマンドは、デフォルト

でイネーブルになっています。

[no] transceiver auto-squelch

例：

switch(config-if)# transceiver auto-squelch

ステップ 3
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目的コマンドまたはアクション

自動スケルチングを無効にするには、 no形式を使
用します。

トランシーバーループバックを構成
ループバックテストを使用して、信号を発信元に再ルーティングすることで、ネットワーク接

続とトランシーバ機能を診断およびトラブルシューティングできます。

手順の概要

1. configure terminal
2. interface ethernet {type slot/port/sub-port}
3. [no] transceiver loopback{internal | line

手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

構成するインターフェイスを指定して、インター

フェイス構成モードを入力します。

interface ethernet {type slot/port/sub-port}

例：

ステップ 2

switch(config)# interface ethernet 1/3/1
switch(config-if)#

トランシーバループバックを有効にします。このコ

マンドは、デフォルトで無効になっています。

[no] transceiver loopback{internal | line

例：

ステップ 3

• [内部（Internal）]：内部ループバックを構成し
て、外部信号なしでトランシーバの内部機能を

検証します。

switch(config-if)# transceiver loopback internal
switch(config-if)# transceiver loopback line
switch(config-if)# no transceiver loopback

• [回線（Line）]：送信された信号をレシーバに
ルーティングするように回線ループバックを構

成します。このモードでは、伝送パス全体をテ

ストし、信号または接続のエラーをチェックし

ます。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
501

400Gデジタルコヒーレント光ファイバの構成

トランシーバーループバックを構成



目的コマンドまたはアクション

トランシーバループバックを無効にするには、 no
形式を使用します。

（注）

サービスを中断することなくループバックテスト

をサポートするようにネットワーク環境が構成され

ていることを確認します。

トランシーバパフォーマンスモニタリングの構成
重要なメトリックを収集して分析することで、最適なパフォーマンスを確保し、潜在的な問題

を迅速に検出できます。

手順の概要

1. configure terminal
2. interface ethernet {type slot/port/sub-port}
3. [no] transceiver performance-monitoring

4. （任意） show interface ethernet {type slot/port}performance-monitoring

5. （任意） show interface ethernet {type slot/port} transceiver performance-monitoring history
bucket_interval {fec | optics} interval interval_value

手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

構成するインターフェイスを指定し、インターフェ

イス構成モードを開始します。

interface ethernet {type slot/port/sub-port}

例：

ステップ 2

switch(config)# interface ethernet 1/25
switch(config-if)#

パフォーマンスモニタリングを構成して、パフォー

マンスをモニターおよび最適化します。

[no] transceiver performance-monitoring

例：

ステップ 3

• [リアルタイムモニタリング（Real-Time
Monitoring）]：光パワーレベル、分散、ビット

switch(config-if)# transceiver
performance-monitoring
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目的コマンドまたはアクション

エラーレートなどのトランシーバメトリック

を観察できます。

•障害検出：トランシーバの問題をプロアクティ
ブに特定して対処し、ネットワークの中断を防

ぐことができます。

• [パフォーマンスの最適化（Performance
Optimization）]：指定されたパラメータ内で動
作するようにトランシーバをモニターして、

ネットワークの効率を維持できます。

トランシーバパフォーマンスモニタリングを無効

にするには、 no形式を使用します。

トランシーバパフォーマンスモニタリング情報を

表示します。

（任意） show interface ethernet {type
slot/port}performance-monitoring

例：

ステップ 4

switch(config-if)# show interface ethernet 1/25
transceiver performance-monitoring current 30-sec
Interface Ethernet1/25

指定したインターフェイスの履歴パフォーマンスモ

ニターリングデータ、バケット間隔、データレイ

ヤ、および間隔値を表示します。

（任意） show interface ethernet {type slot/port}
transceiver performance-monitoring history
bucket_interval {fec | optics} interval interval_value

例：

ステップ 5

• eth_interfaceはクエリされるイーサネットイン
ターフェイスを指定します。switch# show interface ethernet 1/25 transceiver

performance-monitoring history 15-min fec
interval 5 • bucket_intervalはデータバケットの時間間隔

（30秒、15分、または 24時間）を示します。

• fecまたは opticsは FECデータレイヤと光デー
タレイヤを選択します。

• interval_valueは表示する特定の履歴間隔を指定
します。

（注）

この CLIは、Cisco NX-OSリリース 10.6(1)F以降で
サポートされます。

例

トランシーバパフォーマンスモニタリング情報の確認

switch(config-if)# show interface ethernet 1/25 transceiver performance-monitoring current
30-sec

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
503

400Gデジタルコヒーレント光ファイバの構成

トランシーバパフォーマンスモニタリングの構成



Interface Ethernet1/25
--------------------------

Optics in the current interval [21:32:49 Wed Nov 20 2024 - 21:33:00 Wed Nov 20 2024]

Parameter MIN AVG MAX
-----------------------------------------------
CD(Short)[ps/nm] 0.00 0.00 0.00
DGD[ps] 0.47 0.55 0.63
RX PWR[dBm] -9.56 -9.55 -9.54
TX PWR[dBm] -10.00 -9.99 -9.99
OSNR[dB] 28.10 28.10 28.10
RX CHAN PWR[dBm] -9.25 -9.24 -9.22
ESNR[dB] 16.60 16.60 16.60
LASER BIAS[mA] 201.00 201.00 201.00
FREQ OFF[Mhz] -314.00 -303.00 -294.00
SOP RATE[krad/s] 4.00 4.00 4.00
PDL[dB] 0.50 0.50 0.50
SOPMD[ps^2] 1.60 1.79 2.17

FEC in the current interval [21:32:49 Wed Nov 20 2024 - 21:33:00 Wed Nov 20 2024]

EC BITS : 0
UC WORDS : 0

Parameter MIN AVG MAX
--------------------------------------------
PREFEC BER 9.32e-04 9.38e-04 9.43e-04
POSTFEC BER 0.00e+00 0.00e+00 0.00e+00
Q FACTOR[dB] 9.80 9.86 9.89
Q MARGIN[dB] 2.80 2.80 2.80

トランシーバパフォーマンスモニタリング情報のクリア

インターフェイスの 30秒間隔カウンタをクリアするには
clear counters interface ethernet <> transceiver performance-monitoring current 30-sec

インターフェイスの 15分間隔カウンタをクリアするには
clear counters interface ethernet <> transceiver performance-monitoring current 15-min

インターフェイスの 24時間間隔カウンタをクリアするには
clear counters interface ethernet <> transceiver performance-monitoring current 24-hour

すべてのインターフェイス上で 30秒間隔カウンタをクリアするには
clear counters interface transceiver performance-monitoring current 30-sec

すべてのインターフェイス上の 15分間隔カウンタをクリアするには
clear counters interface transceiver performance-monitoring current 15-min

すべてのインターフェイスで 24時間間隔カウンタをクリアするには
clear counters interface transceiver performance-monitoring current 24-hour

履歴トランシーバパフォーマンスモニタリングデータのクリアするには

特定のインターフェイスのすべての履歴パフォーマンスモニターリングデータ（30
秒、15分、および 24時間のバケット）をクリアするには：
clear counters interface ethernet <> transceiver performance-monitoring history
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すべてのインターフェイス上でパフォーマンスモニターリング履歴データをすべてク

リアするには、次の手順を実行します。

clear counters interface transceiver performance-monitoring history

オプションで、1つのタイプのバケット（30秒、15分、または 24時間）のみをクリ
アする場合は、特定の間隔を指定できます。

clear counters interface ethernet <> transceiver performance-monitoring history 30-sec

トランシーバアラームの構成
キーパフォーマンスパラメータのしきい値を設定して、しきい値が事前定義されたしきい値

を超えたときにアラームをトリガーします。

手順

ステップ 1 configure terminalコマンドを使用して、グローバルコンフィギュレーションモードを開始します。

例：

switch# configure terminal
switch(config)#

ステップ 2 インターフェイスを指定して、インターフェイス構成モードを開始する interfaceethernettype slot/port/sub-port
を使用します。

例：

switch(config)# interface ethernet 1/21/1
switch(config-if)#

ステップ 3 [no] transceiver alarms cd| dgd| lbc| osnr| prefec-ber| laser-temperature| temperature| voltage|
rx-power { high-threshold | low-thresholdthreshold-value }を使用してトランシーバアラームのしきい値を設
定します。

例：

switch(config)# interface ethernet 1/21
switch(config-if)# transceiver alarms cd high-threshld 300000
switch(config-if)# transceiver alarms dgd high-threshold 100
switch(config-if)# transceiver alarms esnr high-threshold 25
switch(config-if)# transceiver alarms laser-temperature low-threshold 51.67
switch(config-if)# transceiver alarms laser-temperature high-threshold 40.21
switch(config-if)# transceiver alarms temperature low-threshold 79.00
switch(config-if)# transceiver alarms temperature high-threshold 1.00
switch(config-if)# transceiver alarms voltage low-threshold 6.90
switch(config-if)# transceiver alarms voltage high-threshold 2.67
switch(config-if)# transceiver alarms rx-power low-threshold 46.00
switch(config-if)# transceiver alarms rx-power high-threshold -41.23

アラームをトリガーするために重要なメトリックをモニターするためのしきい値を設定します。

• cd：波長分散の上限しきい値と下限しきい値を設定します。
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• dgd：グループ遅延差の高しきい値と低しきい値を設定します。

• ensr：電気信号対雑音比の高しきい値と低しきい値を設定します。

• lbc：レーザーバイアス電流のパラメータの上限しきい値と下限しきい値を設定します。

• onsr：光信号対雑音比の低しきい値を設定します。

• prefec-ber：前方誤り訂正ビットエラーレートの上限しきい値と下限しきい値を設定します。

• laser-temperature：レーザー温度の上限と下限のしきい値を設定します。

• voltage：上限と下限のしきい値の電圧を設定します。

• rx-power：順方向 rx電力の上限と下限のしきい値を設定します。

トランシーバアラームを無効にするには、 no形式を使用します。

（注）

ネットワーク設計およびパフォーマンス要件のしきい値を決定します。しきい値を定期的に確認して調整

し、ネットワークの状態と目的に合わせます。

ステップ 4 （任意） show running-config interface ethernetコマンドを使用してトランシーバアラームを表示します。

例：

switch(config)# show running-config interface ethernet 1/21
!Command: show running-config interface Ethernet1/21
!No configuration change since last restart
!Time: Mon Mar 24 21:57:21 2025
.
.!
interface Ethernet1/1
transceiver alarms laser-temperature low-threshold 51.67
transceiver alarms laser-temperature high-threshold 40.21
transceiver alarms temperature low-threshold 79.00
transceiver alarms temperature high-threshold 1.00
transceiver alarms voltage low-threshold 6.90
transceiver alarms voltage high-threshold 2.67
transceiver alarms rx-power low-threshold 46.00
transceiver alarms rx-power high-threshold -41.23
no shutdown

トランシーバアラームの表示

switch# show interface ethernet 1/21 transceiver alarms
Interface Ethernet1/21
Current System Time: 08:54:38 Wed Apr 23 2025
Current State Occurrences Last Trigger Last Reset
------------- ----------- ------------ ----------
DEFAULT TRANSCEIVER ALARMS:
---------------------------
.
.
.
CONFIGURATION ALARMS:
---------------------
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FEC Alarms:
Pre Fec BER low alarm ok 0 never

never
Pre Fec BER high alarm ok 0 never

never

Optics Alarms:
CD low alarm ok 0 never

never
CD high alarm ok 0 never

never
DGD high alarm ok 0 never

never
LBC low alarm ok 0 never

never
LBC high alarm ok 0 never

never
OSNR low alarm ok 0 never

never
ESNR low alarm ok 0 never

never
ESNR high alarm ok 0 never
never

Temperature low alarm ok 0 never
never

Temperature high alarm activated 1 01:09:27 Apr 21 2025
never

Voltage low alarm activated 1 19:07:39 Apr 21 2025
never

Voltage high alarm ok 0 never
never

Rx Power low alarm ok 0 never
never

Rx Power high alarm ok 0 never
never

Laser temperature low alarm ok 0 never
never

Laser temperature high alarm ok 0 never
never

トランシーバアラーム情報のクリア

インターフェイスのアラームをクリアするには、clear counters interface ethernet transceiver
alarmsコマンドを使用します。

clear counters interface ethernet 1/21 transceiver alarms

すべてのインターフェイスでアラームをクリアするには、 clear counters interface transceiver
alarmsコマンドを使用します。

clear counters interface transceiver alarms

400Gデジタルコヒーレント光ファイバの確認
400Gデジタルコヒーレント光ファイバ構成情報を確認するには、次のいずれかの作業を行い
ます。
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目的コマンド

コヒーレント ZR/ZRP光ファイバを検証する
ように設定されたインターフェイスの実行コ

ンフィギュレーション情報を表示します。

show running interface ethernet {type slot/port}

インターフェイスのコヒーレント ZR/ZRP光
ファイバ構成情報を表示します。

show interface ethernet {type slot/port}
transceiver details

400Gコヒーレント光ファイバの構成例
次に、ZR/ZRP光ファイバを使用した実行構成の例を示します。
switch(config-if)# show running interface ethernet1/3

!Command: show running-config interface Ethernet1/3
!Running configuration last done at: Mon Aug 28 12:16:40 2023
!Time: Mon Aug 17 12:17:40 2023

version 10.3(2) Bios:version 01.10

interface Ethernet1/3
zr-optics fec cFEC muxponder 1x400 modulation 16QAM dac-rate 1x1
zr-optics cd-min -2400 cd-max 2400
zr-optics transmit-power -190
zr-optics dwdm-carrier 100MHz-grid frequency 1931000
no shutdown

次に、コヒーレント構成を確認する例を示します。

10.5(3)Fから：
switch# show interface ethernet1/3 transceiver details
Ethernet1/3

transceiver is present
type is QSFP-DD-400G-ZR-S
name is CISCO-ACACIA
part number is DP04QSDD-E20-190
revision is A
serial number is ACA254700F0
nominal bitrate is 425000 MBit/sec per channel
cisco id is 0x18
cisco extended id number is 21
cisco part number is 10-3495-01
cisco product id is QDD-400G-ZR-S
cisco version id is V01
firmware version is 61.10
Link length SMF is 12 km
Nominal transmitter wavelength is 1547.70 nm
Wavelength tolerance is 166.550 nm
host lane count is 8
media lane count is 1
max module temperature is 80 deg C
min module temperature is 0 deg C
min operational voltage is 3.12 V
vendor OUI is 0x7cb25c
date code is 211125
clei code is INUIANYEAA
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power class is 8 (>14 W maximum)
max power is 20.00 W
near-end lanes used none
far-end lane code for 8 lanes Undefined
media interface is unknown value 0x10
Advertising code is Optical Interfaces: SMF
Host electrical interface code is 400GAUI-8 C2M (Annex 120E)

Optics Status:
FEC State: cFEC
DWDM carrier Info: Frequency: 0.0000 THz
Wavelength: inf nm
DAC Rate: 1x1
Configured Tx Power: -7.00 dBm
Modulation Type: 16QAM
Muxponder Type: 1x400
Configured CD-MIN: -2400 ps/nm CD-MAX: 2400 ps/nm
Transceiver Squelch Status: Enable
Laser Admin State: Off
Laser Oper State: Off
Loopback Mode: Disabled

Vendor Details:
Optics Type: QSFP-DD-400G-ZR-S
Firmware Version: Major.Minor.Build

Active : 61.20.13
Inactive: 61.20.13

Lane Number:1 Network Lane
----------------------------------------------------------------------------

Current Alarms Warnings
Measurement High Low High Low

----------------------------------------------------------------------------
Temperature 36.00 C 80.00 C -5.00 C 75.00 C 15.00 C
Voltage 3.36 V 3.46 V 3.13 V 3.43 V 3.16 V
Current N/A N/A N/A N/A N/A
Tx Power N/A 0.00 dBm -18.23 dBm -2.00 dBm -16.02 dBm
Rx Power N/A 1.99 dBm -23.01 dBm 0.00 dBm -20.00 dBm
Transmit Fault Count = 0
----------------------------------------------------------------------------
Note: ++ high-alarm; + high-warning; -- low-alarm; - low-warning

10.5(2)Fまで：
switch# show int e1/3 transceiver details
Ethernet1/3

transceiver is present
type is QSFP-DD-400G-ZR-S
name is CISCO-ACACIA
part number is DP04QSDD-E20-190
revision is A
serial number is ACA2524000V
nominal bitrate is 425000 MBit/sec per channel
cisco id is 24
cisco extended id number is 21
cisco part number is 10-3495-01
cisco product id is QDD-400G-ZR-S
cisco version id is V01
firmware version is 61.22
Link length SMF is 12 km
Nominal transmitter wavelength is 1547.70 nm
Wavelength tolerance is 166.550 nm
host lane count is 8
media lane count is 1
max module temperature is 80 deg C
min module temperature is 0 deg C
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min operational voltage is 3.12 V
vendor OUI is 0x7cb25c
date code is 210614
clei code is INUIANYEAA
power class is 8 (>14 W maximum)
max power is 20.00 W
near-end lanes used none
far-end lane code for 8 lanes Undefined
media interface is C-band tunable laser
Advertising code is Optical Interfaces: SMF
Host electrical interface code is 400GAUI-8 C2M (Annex 120E)

Optics Status:
FEC State: cFEC
DWDM carrier Info: Frequency: 193.1000 THz

Wavelength: 1552.524 nm
DAC Rate: 1x1
Configured Tx Power: -10.00 dBm
Modulation Type: 16QAM
Muxponder Type: 1x400
Configured CD-MIN: -2400 ps/nm CD-MAX: 2400 ps/nm
Transceiver Squelch Status: Enable
Laser Admin State: On
Laser Oper State: On
Loopback Mode: Disabled

Vendor Details:
Optics Type: QSFP-DD-400G-ZR-S
Firmware Version: Major.Minor.Build

Active : 61.22.21
Inactive: 61.10.12

Lane Number:1 Network Lane
-------------------------------------------------------------------------------------

Current Alarms Warnings
Measurement High Low High Low

-------------------------------------------------------------------------------------
Temperature 46.00 C 80.00 C -5.00 C 75.00 C 15.00
C
Voltage 3.26 V 3.46 V 3.13 V 3.43 V 3.16
V
Current N/A N/A N/A N/A N/A

Tx Power -10.00 dBm 0.00 dBm -18.23 dBm -2.00 dBm -16.02
dBm
Rx Power -9.70 dBm 7.99 dBm -23.01 dBm 7.99 dBm -21.54
dBm
Laser temperature 47.13 C N/A N/A N/A N/A

RX Channel Power -9.57 dbm 3.00 dbm -23.50 dbm 0.00 dbm -20.00
dbm
Pre-FEC BER 8.13e-04 N/A N/A N/A N/A

Post-FEC BER 0.00e+00 N/A N/A N/A N/A

CD (Short Link) 0.00 ps/nm N/A N/A N/A N/A

CD (Long Link) 0.00 ps/nm N/A N/A N/A N/A

Diff. group delay 3.00 ps N/A N/A N/A N/A

SOPMD 33.00 ps^2 N/A N/A N/A N/A

PDL 0.50 dB N/A N/A N/A N/A
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OSNR 36.40 dB N/A N/A N/A N/A

ESNR 18.00 dB N/A N/A N/A N/A

Carrier freq off -391.00 MHz N/A N/A N/A N/A

SOP Rate of Chg 0.00 krad/s N/A N/A N/A N/A

Laser bias 210.00 mA N/A N/A N/A N/A

RX Q factor 9.89 dB N/A N/A N/A N/A

RX Q margin 2.70 dB N/A N/A N/A N/A

SOPMD LO GR 33.00 ps^2 N/A N/A N/A N/A

Tx modulator bias 34.93 % N/A N/A N/A N/A

Transmit Fault Count = 0
----------------------------------------------------------------------------
Note: ++ high-alarm; + high-warning; -- low-alarm; - low-warning

次の例は、ブレークアウトインターフェイスでブレークアウト構成を構成する方法を示してい

ます。

switch(config)# interface ethernet 1/3/1
switch(config-if)# zrp-optics fec ofec muxponder 2x100 modulation QPSK dac-rate 1x1

switch (config-if)# show running interface ethernet1/3/1

interface Ethernet1/3/1
zrp-optics fec oFEC muxponder 2x100 modulation QPSK dac-rate 1x1
zrp-optics cd-min -50000 cd-max 50000
zrp-optics transmit-power -190
zrp-optics dwdm-carrier 100MHz-grid frequency 1913000
no shutdown

ZR光ファイバのファームウェアのアップグレード
このタスクを活用、N9K-C9332D-H2Rの ZR光ファイバのファームウェアをアップグレードし
ます。

始める前に

ファームウェアアップグレードのガイドラインをお読みください。

•一度に 1つのインターフェイスでファームウェアのダウンロードとアクティブ化を実行
し、信頼性の高いの高い集中的なアップグレードプロセスを確保します。

•アップグレードプロセス中のインターフェイス構成の変更を一時停止して、スムーズなエ
クスペリエンスを確保します。

リンクの安定性に影響を与える可能性のあるピアポートでの操作は、慎重に行ってくださ

い。これにより、意図しない動作を防ぎ、アップグレード中の不要なポート再プログラミ

ングを回避できます。
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•の機能（DOMフェッチなど）に影響を与える可能性があるため、ファームウェアのダウ
ングレードは避けてください。

をダウングレード必要がある場合は、トランシーバを手動で再度装着するか、システムの

リロードを実行して回復を支援してください。

手順

ステップ 1 install transceiver interface ethernetinterfacedownloadコマンドを使用して、トランシーバにファームウェア
をインストールします。

例：

Switch# install transceiver interface ethernet 1/31 download
bootflash:560-0101-37_Rev_71_110_25_gl2qsdd.ackit
Transceiver firmware download started
Switch#

2025 Apr 20 20:38:53 Switch %USER-SLOT1-2-SYSTEM_MSG: Firmware Download for transceiver on interface
eth1/31 is completed, proceed with activation process.

show install transceiverコマンドを使用して、トランシーバのダウンロードステータスを確認します。

Switch# show install transceiver interface ethernet 1/1 status

Downloading is in progress [45/100 Completed]

ステップ 2 install transceiver interface ethernetinterfaceactivate | disruptiveコマンドを使用して、トランシーバでファー
ムウェアのインストールをアクティブ化します。

ファームウェアをスイッチにインストールします。

• activate：ファームウェアのインストールをアクティブ化。

• disruptive：中断を伴うファームウェアのインストールをアクティブ化。

例：

Switch# install transceiver interface ethernet 1/31 activate
Firmware activation is started
Switch#

2025 Apr 20 20:40:10 Switch %USER-SLOT1-2-SYSTEM_MSG: Firmware Activation for transceiver on interface
eth1/31 is completed.

ステップ 3 show install transceiver interface ethernetinterfaceinfo | statusを使用して、トランシーバのファームウェアの
バージョンとステータスを確認します。

例：

Switch# show install transceiver interface ethernet 1/31 info
Firmware Version:
Active : 71.110.25
Passive : 71.120.8
Switch#

Switch# show install transceiver interface ethernet 1/31 status
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No transceiver firmware upgrade is in process.
Switch#

光回線システムの概要：QSFP-DDのプラガブルサポート
QDD光回線システム（OLS）は、限られた数のコヒーレント光チャネルでトラフィックおよ
び

•シングルスパンのポイントツーポイントリンクとして送信する場合

•の2台のルータまたはスイッチ間の接続を可能にするプラガブル光増幅器です。

OLSは、追加の光ハードウェアユニットなしで 8または 16の光チャネルを転送するのに役立
ちます。

OLSトポロジは次のように表示されます：

図 39 : OLSトポロジ
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メリット
ルータまたはスイッチのポートに接続されたQSFP-DDモジュールには、増幅機能があります。
OLSを使用する利点は次のとおりです。

•増幅用のコンパクトなソリューションを提供し、

•拡張されたリーチを提供し、

•ファイバ帯域幅の増加、および

•消費電力を低減します。

シスコが提供するコヒーレントオプティクスのZRおよびZR PlusバリアントのQSFP-DD OLS
のプラガブル形式のソリューションは、

•機器、ラックスペース、電力の削減、

•外部アンプやマルチプレクサの使用を避け、

•光ファイバ仕様、チャネル数、および信号のラインレートに応じて、400G QSFP-DD ZR
または、ZRプラスリンクの到達距離を 40 kmから 130 km以上に拡張、および

•光ファイバ仕様、チャネル数、および信号のラインレートに応じて、400G Bright QSFP-DD
ZRまたは、ZR +リンクの到達距離を 80 kmから 130 km以上に拡張することに役立ちま
す。

サポートされるプラットフォーム
• Cisco Nexus 9300シリーズスイッチ

• N9K-C9364D-GX2A

• N9K-C9332D-GX2B

• N9K-C9348D-GX2A

• Cisco Nexus 9400シリーズスイッチ（N9K-X9400-8D LEM搭載 N9K-C9408）

注意事項と制約事項

OLS動作モードの注意事項

次に、OLS動作モードの設定に関するガイドラインを示します。

• OLS構成をアクティブにして適用するには、インターフェイスで no shutdownコマンドを
使用します。
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•自動電力制御モードでは、入力信号強度に関係なく、増幅器の出力電力が一定に保たれま
す。

•手動制御モードでは、利得値はピア OLSの RXと送信 OLSの TXの間の損失に基づいて
決まります。リンク損失を活用 COMおよび回線側で適切なゲインを構成し、重要なアプ
リケーションで高い信号対雑音比率を実現します。

利得値は、ピアOLSのRXと送信OLSの TX間の損失に基づいて決まります。2つのOLS
（ols Aと ols B）間のリンク損失は A -> Bで、ols Aの tx_powerから ols Bの rx_powerを
引いたものです。損失は、ols Bの利得によって補正されます。

たとえば、リンク損失が 10dbで、ols-Aの tx powerが 0dbの場合、ols Bの rx_powerは 0
-10で、-10dbmになります。この 10dbmの利得を、COM（受信）側で補正するために ols
Bに適用します。

光安全リモートインターロック（OSRI）の注意事項

OSRIが有効になっている場合、最大出力電力は入力電力に基づいて -15dBmになります。

OLS安全制御モード

•安全制御モードは、回線側でのみ有効になります。

•安全制御モードが有効で、回線RXで LOSが検出された場合。回線 TXは、信号出力電力
を8 dBmに正規化し、回線増幅器を自動電力削減（APR）にします。これにより、オープ
ン回線での高レベルの光パワーの放出が防止されます。

• APR（自動電力削減）は、安全制御が有効になっており、rx-losが検出された場合に、ア
ンプを安全な状態に保ち、既知の電力レベル（8dbm）に固定する一時的な状態です。ト
ラブルシューティングの場合には、APRを永続的に（リンク接続によって独立して）強制
できます。

•リンク接続が確認されると、増幅器は最終的な動作状態（利得制御または電力制御）に移
行します。

波長と周波数に関する推奨事項

OLSでコヒーレント光学系を使用する場合は、固有の周波数があることを確認します。（注）
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周波数（THz）波長（nm）総帯域幅チャネル間隔

契約開始契約開始

192.775192.3751558.41539.119.2 nm8チャネル
（200 GHz間
隔）

2.4 THz16チャネル
（100 GHz間
隔）

8チャネルシステムの推奨事項

波長（nm）周波数（THz）ITU XRチャネル

1542.94194.337

1544.53194.141

1546.12193.945

1547.72193.749

1549.32193.553

1550.92193.357

1552.52193.161

1554.13192.965

16チャネルシステムの推奨事項

波長（nm）周波数（THz）ITU XRチャネル

1542.94194.337

1543.73194.239

1544.53194.141

1545.32194.043

1546.12193.945

1546.92193.847

1547.72193.749

1548.51193.651

1549.32193.553
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波長（nm）周波数（THz）ITU XRチャネル

1550.12193.455

1550.92193.357

1551.72193.259

1552.52193.161

1553.33193.063

1554.13192.965

1554.94192.867

QDD-ZRのリンク損失

保証されたリンク損失

範囲 (dB)
TX電力設定トラフィックモードの

設定

Line Rate

0～19デフォルト400ZR-CFEC-16QAm-0-S400G

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3220

231
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

4242

53

64

75

86

97

108

119

1210

1311

1412

1513

1614

1715

1816

1917

2018

2119

222420

232421

該当なしN/A22

該当なしN/A23

該当なしN/A24

該当なしN/A25

該当なしN/A26

該当なしN/A27

該当なしN/A28

該当なしN/A29

該当なしN/A30

該当なしN/A31
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

該当なしN/A32

該当なしN/A33

QDD-ZRPのリンク損失

保証されたリンク損失

範囲 (dB)
TX電力設定トラフィックモードの

設定

Line Rate

0～23デフォルト400ZR-oFEC-16QAM-1-E400G

0～ 26デフォルト300ZR-oFEC-8QAM-1-E300 G

0～ 29デフォルト200ZR-oFEC-16QPSK-0-S200G
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QDD-ZRP 400Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3220

231

242

43

54

65

76

87

98

109

1110

1211

1312

1413

1514

1615

1716

1817

1918

2019

2120

2221

2322

2423

242424

242425

該当なしN/A26

該当なしN/A27

該当なしN/A28

該当なしN/A29
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

該当なしN/A30

該当なしN/A31

該当なしN/A32

該当なしN/A33
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QDD-ZRP 300Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3220

231

242

43

54

65

76

87

98

109

1110

1211

1312

1413

1514

1615

1716

1817

1918

2019

2120

2221

2322

2423

24

25

26

242427

242428

該当なしN/A29
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

該当なしN/A30

該当なしN/A31

該当なしN/A32

該当なしN/A33
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QDD-ZRP 200Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3210

221

232

243

44

55

66

77

88

99

1010

1111

1212

1313

1414

1515

1616

1717

1818

1919

2020

2121

2222

2323

2424

25

26

27

28

29
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

242430

該当なしN/A31

該当なしN/A32

該当なしN/A33

Bright-ZRPのリンク損失

保証されたリンク損失

範囲 (dB)
TX電力設定トラフィックモードの

設定

Line Rate

0～ 28デフォルト400ZR-oFEC-16QAM-1-E400G

0～ 29デフォルト300ZR-oFEC-8QAM-1-E300 G

0～ 29デフォルト300ZR-oFEC-8QAM-1-E200G
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Bright-ZRP 400Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3130

141

152

163

44

55

66

77

88

99

1010

1111

1212

1313

1414

1515

1616

1717

1818

1919

2020

2121

2222

2323

2424

25

26

27

28

241729
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

241730

該当なしN/A31

該当なしN/A32

該当なしN/A33
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QDD-ZRP 300Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3130

141

152

163

44

55

66

77

88

99

1010

1111

1212

1313

1414

1515

1616

1717

1818

1919

2020

2121

2222

2323

2424

25

26

27

28

29
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

241730

241731

該当なしN/A32

該当なしN/A33
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QDD-ZRP 200Gのリンク損失

QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

3130

141

152

163

44

55

66

77

88

99

1010

1111

1212

1313

1414

1515

1616

1717

1818

1919

2020

2121

2222

2323

2424

25

26

27

28

29
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QDD-OLS設定リンク損失

EDFA-RXゲイン（dB）EDFA-TXゲイン（dB）

241730

241731

該当なしN/A32

該当なしN/A33

増幅器制御モードの構成
OLSには 2つのアンプがあります。

• COM増幅器は、

伝送のためにファイバネットワークから接続されたコヒーレントオプティクスへの着信

信号をブーストします。

•回線増幅器は、

コヒーレントオプティクスからの信号をブーストして、ファイバを介して送信します。

手順の概要

1. グローバル構成モードを開始します。

2. 回線および comの増幅器制御モードを有効または無効にします。

•出力制御の手動。

•出力制御の powermode

手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] ols { com | line } egress control <mode>回線およびcomの増幅器制御モードを有効または無
効にします。

ステップ 2

デフォルトのモードは手動です。パラメータ設定は

次の表で定義されています。•出力制御の手動。
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目的コマンドまたはアクション

最大最小デフォルト側面•出力制御の powermode

手動power手動com例：

switch(config)# ols com egress control manual
手動power手動ライン

ゲインコントロールモードを構成

手順の概要

1. グローバル構成モードを開始します。

2. 回線と COMの OLSプラガブルの目的のゲイン値を構成します。

手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] { ols com egress <com_gain> | line egress gain
<line_gain> }

回線とCOMのOLSプラガブルの目的のゲイン値を
構成します。

ステップ 2

例： ゲインの単位は 0.1 dBmです。パラメータ設定は次
の表で定義されています。switch(config)# ols com egress gain 200

最大最小デフォルト側面

25030200com

25070210ライン

電力制御モードの構成

手順の概要

1. グローバル構成モードを開始します。

2. 回線と COMの OLSプラガブルの目的の出力電力（TX）を構成します。
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手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] ols { com egress power <com_power> | line egress
power <line_power> }

回線と COMの OLSプラガブルの目的の出力電力
（TX）を構成します。

ステップ 2

例： 電力の単位はdBmです。パラメータ設定は次の表で
定義されています。switch(config)# ols com egress power 20

最大最小デフォルト側面

1701080com

170080ライン

電力削減モードを構成

手順の概要

1. グローバル構成モードを開始します。

2. 電力削減モードを有効または無効化にします。

手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] ols { com | line } egress force power-reduction電力削減モードを有効または無効化にします。ステップ 2

例： 最大最小デフォルト側面
switch(config)# ols com egress force
power-reduction オフオンオフcom

オフオンオフライン
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光安全性リモートインターロック（OSRI）モードの構成
増幅器をシャットダウンするには、光安全性リモートインターロック（OSRI）構成を使用し
ます。プラガブルのメンテナンスのため、および OLSプラガブルが動作していない場合は、
構成を使用します。

手順の概要

1. グローバル構成モードを開始します。

2. 電力削減モードを有効または無効にします。

手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] ols { com | line } egress force power-reduction電力削減モードを有効または無効にします。ステップ 2

例： デフォルトモードは、オフです。パラメータ設定は

次の表で定義されています。switch(config)# ols com egress force
power-reduction

最大最小デフォルト側面

オフオンオフcom

オフオンオフライン

安全制御モードを構成

手順の概要

1. グローバル構成モードを開始します。

2. 安全制御モードを有効または無効にします。

•自動または

•無効
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手順の詳細

手順

目的コマンドまたはアクション

configure terminalグローバル構成モードを開始します。

例：

ステップ 1

switch# configure terminal

[no] ols line egress safety-control安全制御モードを有効または無効にします。ステップ 2

デフォルトモードは、自動です。•自動または

•無効

例：

switch(config)# ols ols line egress safety-control

OLS構成の確認

OLS詳細情報を表示します。

詳細な OLS情報を確認するには、 show interface ethernet traffic detailsコマンドを使用しま
す。

switch# show interface ethernet 1/2 transceiver details
Ethernet1/2

transceiver is present
type is ONS-QDD-OLS
name is CISCO-ACCELINK
part number is EDFA-211917-QDD
revision is 27
serial number is ACW2723Z007
nominal bitrate is 425000 MBit/sec per channel
cisco id is 24
cisco extended id number is 237
cisco part number is 1010045801
cisco product id is ONS-QDD-OLS
cisco version id is V01
firmware version is 2.7
host lane count is 0
media lane count is 0
max module temperature is 0 deg C
min module temperature is 0 deg C
min operational voltage is 0.00 V
vendor OUI is 0x000000
date code is 23070401
clei code is WMOGAT2MAA
power class is 2 (3.5 W maximum)
max power is 3.50 W
near-end lanes used none
far-end lane code for 8 lanes Undefined
media interface is others
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Advertising code is Optical Interfaces: SMF
Host electrical interface code is Undefined
media interface advertising code is Undefined
Operational Parameters:
---------------------

COM Side:
Total Tx Power = -327.68 dBm
Rx Signal Power = -327.68 dBm
Tx Signal Power = -327.68 dBm
Egress Ampli Gain = 0.0 dBm
Egress Ampli OSRI = ON
Egress Force APR = ON

Line Side:
Total Tx Power = -327.68 dBm
Rx Signal Power = -327.68 dBm
Tx Signal Power = -327.68 dBm
Egress Ampli Gain = 0.0 dBm
Egress Ampli Safety Control mode = disabled
Egress Ampli OSRI = ON
Egress Force APR = ON

Configured Parameters:
----------------------

COM Side:
Egress Ampli Gain = 20.0 dBm
Egress Ampli Power = 17.0 dBm
Egress Ampli OSRI = ON
Ampli Control mode = Power
Rx Low Threshold = -300.0 dBm
Tx Low Threshold = -50.0 dBm
Egress Force APR = ON

Line Side:
Egress Ampli Gain = 20.0 dBm
Egress Ampli Power = 17.0 dBm
Egress Ampli Safety Control mode = disabled
Egress Ampli OSRI = ON
Ampli Control mode = Power
Rx Low Threshold = -300.0 dBm
Tx Low Threshold = -50.0 dBm
Egress Force APR = ON

Temperature = 19.70 Celsius
Voltage = 3.34 V

簡易 OLS情報の表示

OLS情報を簡単に確認するには、 show interface ethernet briefコマンドを使用します。

switch# show interface e1/2 brief

--------------------------------------------------------------------------------
Ethernet VLAN Type Mode Status Reason Speed Port
Interface Ch #
--------------------------------------------------------------------------------
Eth1/2 -- eth routed down olsInserted auto(D) --

光ファイバのステータスを表示します。

show interface statusコマンドを使用して、オプティクのステータスを確認します。

switch# show interface e1/2 status

--------------------------------------------------------------------------------
Port Name Status Vlan Duplex Speed Type
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--------------------------------------------------------------------------------
Eth1/2 -- olsInsert routed auto auto ONS-QDD-OLS

実行構成を表示します

OLSの実行構成を表示するには、 show running-config interface ethernetコマンドを使用しま
す。

switch# show running-config interface ethernet1/2
!Command: show running-config interface Ethernet1/2
!Running configuration last done at: Mon Feb 26 12:39:24 2024
!Time: Mon Feb 26 13:03:34 2024
version 10.4(3) Bios:version 01.07
interface Ethernet1/2
ols com egress control power
ols com egress osri
ols com egress power 170
ols line egress control power
ols line egress osri
ols line egress gain 200
ols line egress power 170
no ols line egress safety-control
ols com egress force power-reduction
ols line egress force power-reduction
no shutdown
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第 18 章

光ファイバの多用途診断モニタリング

Cisco NX-OSリリース 10.6(1)F以降では、多目的診断モニタリング（VDM）を使用して Cisco
N9364E-SG2-Qスイッチの着脱可能な光モジュールをモニタできます。

Cisco NX-OSリリース 10.6(1)Fは、対応する光モジュールでの VDM機能のサポートが導入さ
れます。ただし、機能はモジュールのベンダーとその特定のファームウェアバージョンによっ

て異なります。

•この機能により、従来のデジタルオプティカルモニタリング（DOM）（DOM）を超える
標準規格のパフォーマンスと診断モニタリング機能が拡張されます。

• VDMを使用すると、信号対雑音比率、Pre-FECビットエラーレート、レーザーエージン
グなどの高度なデータパラメータにアクセスできます。

•より効果的な能動的なメンテナンスを実行し、複雑な問題をトラブルシュート、長期的な
光モジュールの実行可能性を評価することができます。

VDMを活用、光リンクの状態とパフォーマンスをより詳細にインサイトします。詳細なパラ
メータを追跡することで、エスカレーションされる前に潜在的な問題を特定し、能動的なメン

テナンスを改善できます。

主要パラメータ（VDMオブザーバブル）

モジュールに応じて、VDMで一連のオブザーバブルタイプをモニタできます。次の表に、主
要なパラメータ、そのデータ型、および単位を示します。

表 21 :主要なパラメータ（VDMオブザーバブル）

ユニット

（Units）
インスタンスタイプ観測可能型

%基本[Laser Age (Data Path)]：サポート開始（BOL）か
らサポート終了（EOL）までのパーセンテージ。
数字が大きいほど、EOLに近いことを意味しま
す。

Cisco Nexus 9000シリーズ NX-OSインターフェイス構成ガイド、リリース 10.6(x)
539



ユニット

（Units）
インスタンスタイプ観測可能型

%基本[TEC電流（モジュール）（TEC Current
(Module)）]：冷却レーザーの熱電気冷却器
（TEC）に流れる電流の量

MHz基本[Laser Frequency Error (Media Lane)]：ターゲッ
ト中心周波数と実際の現在の中心周波数の差。

°C基本レーザー温度（メディアレーン）：冷却レーザー

のターゲットレーザー温度と実際の温度の温度差。

dB基本eSNRメディア入力（メディアレーン）：入力光
レーンの電気信号対雑音比。

dB基本eSNRホスト入力（レーン）

dB基本PAM4 Level Transition Parameter Media Input（メ
ディアレーン）：電気レベルスライサーノイズ

を測定します。

dB基本PAM4レベル遷移パラメータホスト入力（レー
ン）

—統計Pre-FECBER最小メディア入力（データパス）：
観察された最小の前方誤り訂正ビットエラー率

—統計Pre-FEC BER最小ホスト入力（データパス）

—統計Pre-FEC BER最大メディア入力（データパス）

—統計Pre-FEC BER最大ホスト入力（データパス）

—統計Pre-FEC BER平均メディア入力（データパス）

—統計Pre-FEC BER平均ホスト入力（データパス）

—基本Pre-FEC BER現在の値メディア入力（データパ
ス）

—基本Pre-FEC BER現在値ホスト入力（データパス）

—統計[FERC Minimum Media Input (Data Path)]：フレー
ムエラー数。修正不可能な FECフレームの数。

—統計FERC最小ホスト入力（データパス）

—統計FERC最大メディア入力（データパス）

—統計FERC最大ホスト入力（データパス）

—統計FERC平均メディア入力（データパス）
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ユニット

（Units）
インスタンスタイプ観測可能型

—統計FERC平均ホスト入力（データパス）

—基本FERC現在値メディア入力（データパス）

—基本FERC現在値ホスト入力（データパス）

表示される正確な形式と特定の VDMパラメータは、モジュールタイプおよびシステムソフ
トウェアバージョンによって異なる場合があります。

（注）

トランシーバの VDM情報を表示します

サポート対象のトランシーバのVDM情報を表示するには、 show interface ethernet interface_id
transceivervdmコマンドを使用してトランシーバ診断を表示します。コマンド出力には、VDM
パラメータが含まれます。

switch# show interface ethernet 1/4/1 transceiver vdm
Ethernet1/4/1

transceiver is present
type is OSFP-8x100G-DR
name is FINISAR CORP.
part number is FTCE4517E1PCM
revision is A0
serial number is XCNCGZ2
nominal bitrate is 425000 MBit/sec per channel
cisco id is 25
cisco extended id number is 0
firmware version is 3.5
Link length SMF is 0.5 km
Nominal transmitter wavelength is 1311.00 nm
Wavelength tolerance is 6.500 nm
host lane count is 4
media lane count is 4
max module temperature is 70 deg C
min module temperature is 0 deg C
min operational voltage is 3.14 V
vendor OUI is 0x009065
date code is 241226
power class is 8 (>14 W maximum)
max power is 16.00 W
near-end lanes used none
far-end lane code for 8 lanes Undefined
media interface is 1310 nm EML
Advertising code is Optical Interfaces: SMF
media interface advertising code is 400GBASE-DR4 (Cl 124)

Lane Number:1 Network Lane
Current temperature : 28.75 C
Temperature high alarm : Off
Temperature low alarm : Off
Temperature high warning : Off
Temperature low warning : Off
Temperature high alarm threshold : 75.00 C
Temperature low alarm threshold : -5.00 C
Temperature high warning threshold : 72.00 C
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Temperature low warning threshold : -2.00 C
Current voltage : 3.34 V
Voltage high alarm : Off
Voltage low alarm : Off
Voltage high warning : Off
Voltage low warning : Off
Voltage high alarm threshold : 3.63 V
Voltage low alarm threshold : 2.97 V
Voltage high warning threshold : 3.46 V
Voltage low warning threshold : 3.13 V
Current current : N/A
Current high alarm : Off
Current low alarm : Off
Current high warning : Off
Current low warning : Off
Current high alarm threshold : 125.00 mA
Current low alarm threshold : 25.00 mA
Current high warning threshold : 120.00 mA
Current low warning threshold : 30.00 mA
Current Tx Power : N/A
Tx power high alarm : Off
Tx power low alarm : Off
Tx power high warning : Off
Tx power low warning : Off
Tx power high alarm threshold : 7.39 dBm
Tx power low alarm threshold : -3.30 dBm
Tx power high warning threshold : 5.39 dBm
Tx power low warning threshold : -1.30 dBm
Current Rx power : 0.66 dBm
Rx power high alarm : Off
Rx power low alarm : Off
Rx power high warning : Off
Rx power low warning : Off
Rx power high alarm threshold : 6.19 dBm
Rx power low alarm threshold : -11.24 dBm
Rx power high warnings threshold : 4.19 dBm
Rx power low warnings threshold : -9.20 dBm
Transmit Fault Count : 0
Laser age : 0.00
TEC current : 9637.00
Laser frequency error : not valid
Laser temperature : 10.00
eSNR media input : 0.00
eSNR host input : 6110.00
PAM4 level transition parameter media input: 0.00
PAM4 level transition parameter host input: 65535.00
Pre-FEC BER minimum media input : 0.00
Pre-FEC BER minimum host input : 0.00
Pre-FEC BER maximum media input : 0.00
Pre-FEC BER maximum host input : 0.00
Pre-FEC BER average media input : 0.00
Pre-FEC BER average host input : 0.00
Pre-FEC BER current media input : 0.00
Pre-FEC BER current host input : 0.00
FERC minimum media input : 0.00
FERC minimum host input : 0.00
FERC maximum media input : 0.00
FERC maximum host input : 0.00
FERC average media input : 0.00
FERC average host input : 0.00
FERC current value media input : 0.00
FERC current value host input : 0.00
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VDM DMEセンサー

VDMは DMEで利用できます。詳細については、[Cisco Nexus NX-APIリファレンス（Cisco
Nexus NX-API References）]を参照してください。
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付録 A
ITU C-BANDテーブル

波長周波数（GHz）ITUチャネル

1528773196101

1529163196052

1529553196003

1529944195954

1530334195905

1530725195856

1531116195807

1531507195758

1531898195709

15322901956510

15326811956011

15330731955512

15334651955013

15338581954514

15342501954015

15346431953516

15350361953017

15354291952518

15358221952019

15362161951520

15366091951021

15370031950522

15373971950023
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波長周波数（GHz）ITUチャネル

15377921949524

15381861949025

15385811948526

15389761948027

15393711947536

15397661947029

15401621946530

15405571946031

15409531945532

15413491945033

15417461944534

15421421944035

15425391943536

15429361943037

15433331942538

15437301942039

15441281941540

15445261941041

15449241940542

15453221940043

15457201939544

15461191939045

15465181938546

15469171938047

15473161937548

15477151937049

15481151936550

15485151936051

15489151935552

15493151935053

15497151934554

15501161934055
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波長周波数（GHz）ITUチャネル

15505171933556

15509181933057

15513191932558

15517211932059

15521221931560

15525241931061

15529261930562

15533291930063

15537311929564

15541341929065

15545371928566

15549401928067

15553431927568

15557471927069

15561511926570

15565551926071

15569591925572

15573631925073

15577681924574

15581731924075

15585781923576

15589831923077

15593891922578

15597941922079

15602001921580

15606061921081

15610131920582

15614191920083

15618261919584

15622331919085

15626401918586

15630471918087
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波長周波数（GHz）ITUチャネル

15634551917588

15638631917089

15642711916590

15646791916091

15650871915592

15654961915093

15659051914594

15663141914095

15667231913596

15671331913097
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A

address 459–460
auto-recovery 326, 363
autonomous-system 198

B

bandwidth 70, 255
bfd 198–201, 216–217
bfd authentication keyed-sha1 keyid 183, 185, 216–217
bfd echo 187
bfd echo-interface loopbackに使用するインターフェイスを構成し

ます 182
bfd interval 181, 183, 185, 208–211, 216–217
bfd multihop interval 215–216
bfd per-link 185
bfd slow-timer 181
bfd slow-timerコマンドを使用して 186
broadcast 145

C

channel-group 251–254, 267–268
checkpoint 125
clear counters interface 96, 134
clear counters interface port-channel 294
clear ip nat translation 467
clear ip route 175
clear ipv6 route 175
clear l2protocol tunnel counters 421
clear lacp counters 294
config t 149–150
copy 51

D

default interface 124–125
delay 72, 255–256
delay restore 324, 327
deny 456–457
description 53
duplex 259–260
duplex auto 259–260

duplex full 259–260
duplex half 259–260

E

encapsulation dot1Q 146–147
end 457, 459
errdisable detect cause 24, 56
errdisable detect cause acl-exception 56
errdisable detect cause link-flap 56
errdisable detect cause loopback 56
errdisable detect causeall 56
errdisable recovery cause 25, 58
errdisable recovery cause all 58
errdisable recovery cause bpduguard 58
errdisable recovery cause failed-port-state 58
errdisable recovery cause link-flap 58
errdisable recovery cause loopback 58
errdisable recovery cause miscabling 58
errdisable recovery cause psecure-violation 58
errdisable recovery cause security-violation 58
errdisable recovery cause storm-control 58
errdisable recovery cause udld 58
errdisable recovery cause vpc-peerlink 58
errdisable recovery interval 25, 59
ethernet 52

F

feature bfd 180
feature eigrp 71
feature interface-vlan 127–128, 147–148
feature lacp 266
feature nat 444, 460
feature tunnel 383–384
feature vpc 344

G

graceful consistency-check 354–355

H

hardware access-list tcam region nat 441
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hsrp bfd 203
hsrp bfd all-interfaces 203

I

include bfd 180
interface 69, 73
interface ethernet 54, 68, 70–71, 79, 95, 114, 116, 120, 123–124, 144, 146, 

149–150, 159–160, 408–409, 412–413, 415–416
interface loopback 151
interface port-channel 120, 123–124, 149–150, 185, 208–211, 249, 255–

260, 269–270, 277–282, 285, 350, 352
interface tunnel 385–389, 391
interface vlan 127–128, 148–150
interfaces-vlan 324, 327
ip access-list 456–457
ip address 144, 146, 148, 151, 158–159, 210, 391, 450–451, 457–458
ip arp synchronize 320
ip eigrp 198, 208
ip load-sharing address 288, 292
ip nat 439
ip nat inside 445, 450–451, 457–458, 462–465
ip nat inside source list 456, 458, 461–463
ip nat inside source static 446, 448, 450–451, 464
ip nat outside 445, 450, 452, 457–458, 462–465
ip nat outside source list 461, 464–465
ip nat outside source static 447, 449–451, 462–463
ip nat pool 438, 459–460, 462–465
ip nat translation creation-delay 457, 459
ip nat translation icmp-timeout 457, 459
ip nat translation mas-entries 457, 459
ip nat translation sampling-timeout 434, 436
ip nat translation timeout 457, 459
ip ospf bfd 199–200, 208–211
ip ospf bfd disable 208
ip pim bfd 205–206
ip pim bfd-instance 205–206
ip pim pre-build-spt 323
ip pim spt-threshold infinity 322
ip pim use-shared-tree-only 322
ip route 207
ip route static bfd 207
ipv6 nd synchronize 320
ipv6アドレス 144, 146, 148, 151
isis bfd 201–202
isis bfd disable 208

L

l2protocol tunnel 412–413
l2protocol tunnel cos 414
l2protocol tunnel drop-threshold 415–416
l2protocol tunnel shutdown-threshold 415–416
lacp graceful-convergence 241, 278
lacp max-bundle 270

lacp min-links 269
lacp mode delay 282
lacp port-priority 274
lacp rate 271
lacp rate fast 272
lacp suspend-individual 279, 281
lacp system-priority 273
link debounce link-up 79
link debounce time 79
load- interval 134, 166, 294–295
load-interval counters 95

M

mac-address 149–150
match-in-vrf 439
medium 145
medium broadcast 145
medium p2p 145
mgmt0 53
mtu 68–69, 385, 387–388

N

negotiate auto 42, 92–93
negotiate auto 25000 92
neighbor 196–197, 216–217

P

p2p 145
peer-gateway 319, 356
peer-gateway exclude-vlan 319
peer-keepalive destination 348–349
peer-switch 357
permit 456–457
permit ip any any 444
port-channel load-balance 231, 261–262

R

role priority 370
router bgp 196, 216–217
router eigrp 198
router isis 201
router ospf 199–200

S

show 145
show bfd 213
show bfd neighbors 213
show cdp all 94
show cfs application 325
show dot1q-tunnel 408–409, 421
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show feature 180, 293, 344–346, 372, 383–384
show hsrp detail 202
show interface 53, 73, 94–96, 114–119, 124–125, 149–150, 251–254
show interface brief 94, 132–133
show interface capabilities 134
show interface counters 134, 295
show interface counters detailed 134, 295
show interface counters errors 134, 295
show interface eth 53, 147
show interface ethernet 55, 70, 133, 149–150, 164, 166
show interface ethernet errors 166
show interface fec 16
show interface loopback 151, 165–166
show interface mgmt 54
show interface port-channel 149–150, 165–166, 255–260, 293
show interface status err-disabled 57–59, 94
show interface switchport 133
show interface transceivers 40
show interface trunk 133
show interface tunnel 392
show interface vlan 148–150, 165, 167
show interfaces 146–147
show interfaces tunnel 385–390
show ip eigrp 198–199
show ip load-sharing 288, 293
show ip nat max 468
show ip nat statistics 468
show ip nat translations 467
show ip ospf 199–200
show ip route static 207
show isis 201–202
show l2protocol tunnel 421
show l2protocol tunnel summary 421
show lacp 294
show lacp counters 295
show lacp system-identifier 273
show mac address-table 325
show port-channel capacity 372
show port-channel compatibility-parameters 229, 294
show port-channel database 294
show port-channel load-balance 261–262, 294
show port-channel summary 249–250, 267–268, 294
show port-channel traffic 294
show port-channel usage 294
show run nat 468
show running config 145
show running-config 126–127, 134
show running-config bfd 182, 184–187, 213
show running-config bgp 196–197
show running-config hsrp 203
show running-config interface ethernet 134
show running-config interface port-channel 123–124, 134, 270–271
show running-config interface vlan 127–128, 134
show running-config l2pt 421
show running-config pim 205–206
show running-config vpc 363–364, 372

show running-config vrrp 204–205
show spanning-tree 318
show spanning-tree summary 357–358
show startup-config bfd 213
show startup-config interface vlan 127–128
show udld 76, 94
show udld global 94
show vlan 120–121
show vpc brief 311, 318, 346–347, 350–356, 361–362, 372
show vpc consistency-parameters 309–311, 353–354, 372
show vpc consistency-parameters global 353–354
show vpc consistency-parameters interface port-channel 353–354, 

363–364
show vpc orphan-ports 359
show vpc peer-keepalive 372
show vpc role 367–370, 372
show vpc statistics 348–349, 372–373
show vrf 158–159, 391
show vrrp detail 204
shutdown 25
shutdownコマンドを使用して 73
spanning-tree vlan 357–358
speed 10 259–260
speed 100 259–260
speed 1000 259–260
speed auto 41, 259–260
speed-group 97
speed-group 10000 35
switchport 40, 100, 145, 251, 408–409, 412–413, 415–416
switchport access vlan 114–115
switchport host 116–117
switchport isolated 123–124
switchport mode 106, 114, 118
switchport mode dot1q-tunnel 408–409, 412–413, 415–416
switchport mode trunk 249, 251, 350
switchport trunk 251
switchport trunk allowed vlan 119–120, 251, 350–351
switchport trunk native 251
system default interface-vlan autostate 126
system default switchport 100, 132
system default switchport shutdown 132
system jumbomtu 69
system-mac 367
system-priority 368–369

T

terminal dont-ask 119
track 361
tunnel destination 385–386
tunnel mode gre ip 385–386, 389
tunnel mode ipip 385–388
tunnel path-mtu discovery 390
tunnel path-mtu discovery age-timer 390
tunnel path-mtu discovery min-mtu 390
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tunnel source 385–386
tunnel ttl 385
tunnel use-vrf 385–386

U

udld 76
udld aggressive 75
udld message-time 75
update-source 196–197, 216–217

V

vlan dot1q tag native 398
vpc 352
vpc domain 346–348, 354–357, 361, 363, 367–370
vpc orphan-ports suspend 332, 359
vpc peer-link 350–351
vrf context 207
vrf member 158–159, 391
vrrp 204–205
vrrp bfd 204–205

い

イネーブル化 450, 456–457
インターフェイス 52, 149–150, 158, 183, 359, 445, 450–451, 456–458, 

462–465
インターフェイス過負荷 438

さ

サンプリングタイムアウト 436

し

シャットダウン 256–257, 277–281, 303

す

スタティック 432

と

トンネルモード 385–386
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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