
サービスレベル高可用性

この章では、サービスレベル高可用性（HA）のための Cisco NX-OSサービスの再起動につい
て説明します。この章の内容は次のとおりです：

• Cisco NX-OSサービスの再起動について（1ページ）
•再始動性インフラストラクチャ（2ページ）
•プロセス再起動可能性（4ページ）
•スタンバイスーパーバイザサービスでの再起動（6ページ）
•スイッチングモジュールサービスでの再起動（7ページ）
•再起動のトラブルシューティング（7ページ）
•サービスレベル高可用性に関する追加情報（8ページ）

Cisco NX-OSサービスの再起動について
Cisco NX-OSサービス再起動機能を使用すると、スーパーバイザを再起動せずに障害が発生し
たサービスを再起動して、プロセスレベルの障害がシステムレベルの障害を引き起こすのを防

ぐことができます。現在のエラー、障害状況、およびサービスの高可用性ポリシーに応じて、

サービスを再起動できます。サービスは、ステートフルまたはステートレスのいずれかの再起

動を実行できます。CiscoNX-OSサービスは、ステートフルリスタートの実行時の状態情報と
メッセージを保存できます。ステートフルリスタートでは、サービスはこの保存された状態情

報を取得し、最後のチェックポイントサービス状態から動作を再開できます。ステートレス再

起動では、サービスは、以前の状態なしで開始されたかのように初期化および実行できます。

すべてのサービスがステートフルリスタート用に設計されているわけではありません。たとえ

ば、 Cisco NX-OSには、レイヤ 3ルーティングプロトコル（Open Shortest Path First（OSPF）
や Routing Information Protocol（RIP）など）の実行時の状態情報は保存されません。設定は再
起動後も保持されますが、これらのプロトコルは、ネイバールータから取得した情報を使用し

て動作状態を再構築するように構成されています。

この章では、プロセスとサービスを同じ意味で参照しています。プロセスは、サービスの実行

インスタンスと見なされます。

（注）
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再始動性インフラストラクチャ
CiscoNX-OSほとんどのプロセスとサービスのステートフルリスタートを許可します。プラッ
トフォーム内のプロセス、サービス、およびアプリケーションのバックエンド管理とオーケス

トレーションは、一連の高レベルのシステム制御サービスによって処理されます。

システムマネージャ

システムマネージャは、システム全体の機能、サービス管理、およびシステムヘルスモニタ

リングを指示し、高可用性ポリシーを適用します。システムマネージャは、サービスの起動、

停止、モニタリング、および再起動を行い、ステートフルスイッチオーバーのサービス状態と

スーパーバイザ状態の同期を開始および管理します。

永続ストレージサービス

Cisco NX-OSサービスは、永続ストレージサービス（PSS）を使用して、運用ランタイム情報
を保存および管理します。PSSコンポーネントは、システムサービスと連携して、サービスの
再起動時に状態を回復します。PSSは、状態およびランタイム情報のデータベースとして機能
します。これにより、サービスは必要に応じて状態情報のチェックポイントを作成できます。

サービスを再起動すると、障害発生前の最後の既知の動作状態を回復できます。これにより、

ステートフルな再起動が可能になります。

PSSを使用する各サービスは、保存されている情報をプライベート（そのサービスのみが読み
取ることができる）または共有（他のサービスが情報を読み取ることができる）として定義で

きます。情報が共有されている場合、サービスはローカル（情報は同じスーパーバイザ上の

サービスのみが読み取ることができる）またはグローバル（スーパーバイザまたはモジュール

上のサービスが読み取ることができる）を指定できます。たとえば、サービスのPSS情報が共
有およびグローバルとして定義されている場合、他のモジュール上のサービスは、現用系スー

パーバイザで実行されているサービスの PSS情報と同期できます。

メッセージとトランザクションサービス

Message and Transaction Service（MTS）は、高可用性セマンティクスに特化した高性能なプロ
セス間通信（IPC）メッセージブローカです。MTSは、モジュール上のサービス間、および
スーパーバイザ間のメッセージルーティングとキューイングを処理します。MTSは、システ
ムサービスとシステムコンポーネント間のイベント通知、同期、メッセージの永続化などの

メッセージの交換を容易にします。MTSは、サービスの再起動後でもアクセスできるように、
永続的なメッセージとログに記録されたメッセージをキューに保持できます。

MTSしきい値構成の構成
Cisco NX-OSリリース 10.5（2）F以降では、サービスアクセスポイント（SAP）または SAP
の範囲に対してMTS遅延しきい値を構成できます。NX-OSはSAPを使用してメッセージを送
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受信します。この機能は、ユーザがメッセージ処理の遅延を特定するのに役立ちます。この機

能を使用すると、しきい値をミリ秒単位で構成できます。NX-OSは、遅延がしきい値を超え
ると、インスタンスをログに記録します。この機能は、すべての N9Kプラットフォームでサ
ポートされています。

手順の概要

1. configure terminal
2. [no] mts latency threshold {{sup | lc} [sap <range-of-sap> ] <threshold-value-in-msecs>}
3. [no] mts latency threshold <log syslog>

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

サービスアクセスポイント（SAP）または SAPの
範囲のMTS遅延しきい値を構成します。範囲は 2
～2047で、SAPごとのデフォルト値はありません。

[no] mts latency threshold {{sup | lc} [sap
<range-of-sap> ] <threshold-value-in-msecs>}

例：

ステップ 2

このコマンドの no形式を使用すると、値がグロー
バルなデフォルトに復元されるか、SAP固有のしき

switch(config)# configure terminal

い値が削除されます。デフォルト復元値は、300000
ミリ秒（5分）です。

• sup：SUP論理ノードにしきい値を適用します。

• lc：すべての物理スロットのラインカード論理
ノードにしきい値を適用します。

syslogへの遅延のロギングを有効にします。この設
定はグローバル構成であり、構成されたしきい値を

[no] mts latency threshold <log syslog>

例：

ステップ 3

超えるすべての SAPおよび loges遅延に適用されま
す。

switch(config)# mts latency threshold log syslog

このコマンドの no形式は、構成を削除します。

HAポリシー
Cisco NX-OS各サービスに、障害が発生したサービスの再起動方法を定義する一連の内部 HA
ポリシーを関連付けることができます。各サービスには、2つのスーパーバイザが存在する場
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合のプライマリポリシーとセカンダリポリシーと、スーパーバイザが 1つだけ存在する場合
のプライマリポリシーとセカンダリポリシーの 4つの定義済みポリシーを含めることができ
ます。サービスに対してHAポリシーが定義されていない場合、サービス障害時に実行される
デフォルトの HAポリシーは、2つのスーパーバイザが存在する場合はスイッチオーバー、1
つのスーパーバイザが存在する場合はスーパーバイザのリセットです。

各 HAポリシーは、次の 3つのパラメータを指定します：

•システムマネージャによって実行されるアクション：

•ステートフルリスタート

•ステートレスリスタート

•スーパーバイザのスイッチオーバー（または再起動）

• [最大再試行回数（Maximum retries）]：システムマネージャが実行する再起動の試行回数
を指定します。この回数の試行後にサービスが正常に再起動しなかった場合、HAポリシー
は失敗したと見なされ、次の HAポリシーが使用されます。他の HAポリシーが存在しな
い場合は、デフォルトポリシーが適用され、スーパーバイザのスイッチオーバーまたは再

起動が行われます。

•最小ライフタイム：再起動の試行が成功したと見なすために、再起動の試行後にサービス
を実行する必要がある時間を指定します。最小ライフタイムは 4分以上です。

プロセス再起動可能性
プロセスの再起動性により、データプレーンやその他のサービスを中断することなく、障害が

発生したサービスが回復して動作を再開できます。サービスHAポリシー、以前の再起動の失
敗、および同じスーパーバイザで実行されている他のサービスの正常性に応じて、システムマ

ネージャは、サービスが失敗したときに実行するアクションを決定します。

次の表に、さまざまな障害状態に対して System Managerが実行するアクションを示します。

表 1 :さまざまな障害ケースに対するシステムマネージャのアクション

エラー

サービスの再起動サービス/プロセスの例外

サービスの再起動サービス/プロセスのクラッシュ

サービスの再起動応答しないサービス/プロセス

スーパーバイザのリセット（シングル）または

スイッチオーバー（デュアル）

繰り返されるサービス障害

スーパーバイザのリセット（シングル）または

スイッチオーバー（デュアル）

応答しないシステムマネージャ
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エラー

スーパーバイザのリセット（シングル）または

スイッチオーバー（デュアル）

スーパーバイザハードウェア障害

スーパーバイザのリセット（シングル）または

スイッチオーバー（デュアル）

カーネル障害

スーパーバイザのリセット（シングル）または

スイッチオーバー（デュアル）

ウォッチドッグタイムアウト

プロセスリスタート

障害が発生したサービスは、サービスの HA実装と HAポリシーに応じて、このセクションで
説明されているいずれかの方法で再起動されます。

ステートフルリスタート

再起動可能なサービスに障害が発生すると、同じスーパーバイザで再起動されます。サービス

の新しいインスタンスが、前のインスタンスがオペレーティングシステムによって異常終了し

たと判断した場合、サービスは永続的なコンテキストが存在するかどうかを判断します。新し

いインスタンスの初期化では、永続コンテキストを読み取って、新しいインスタンスを以前の

インスタンスのように表示するランタイムコンテキストを構築しようとします。初期化が完了

すると、サービスは停止時に実行していたタスクを再開します。新しいインスタンスの再起動

および初期化中、他のサービスはサービスの障害を認識しません。他のサービスから障害が発

生したサービスに送信されたメッセージは、サービスの再開時にMTSから利用できます。

新しいインスタンスがステートフル初期化後も存続するかどうかは、前のインスタンスの障害

の原因によって異なります。サービスがその後数回の再起動試行に耐えられない場合、再起動

は失敗したと見なされます。この場合、SystemManagerはサービスのHAポリシーで指定され
たアクションを実行し、ステートレス再起動、再起動なし、またはスーパーバイザのスイッチ

オーバーまたはリセットを強制します。

正常なステートフルリスタートでは、システムが一貫した状態に到達するまでの遅延はありま

せん。ステートフルリスタートにより、障害発生後のシステム回復時間が短縮されます。

ステートフルリスタートの前、最中、および後のイベントは次のとおりです。

1. 実行中のサービスは、PSSに対する実行時の状態情報のチェックポイントを作成します。

2. システムマネージャは、ハートビートを使用する実行中のサービスの正常性をモニタしま
す。

3. システムマネージャは、サービスがクラッシュまたはハングするとすぐに再起動します。

4. 再起動後、サービスはPSSから状態情報を回復し、保留中のすべてのトランザクションを
再開します。
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5. 複数回の再起動後にサービスが安定した動作を再開しない場合、System Managerはスー
パーバイザのリセットまたはスイッチオーバーを開始します。

6. CiscoNX-OSは、デバッグ目的でプロセススタックとコアを収集し、コアファイルをリモー
トロケーションに転送するオプションを使用します。

ステートフルリスタートが発生すると、 Cisco NX-OSはレベル LOG_ERRの syslogメッセー
ジを送信します。SNMPトラップがイネーブルになっている場合、SNMPエージェントはト
ラップを送信します。SmartCallHomeサービスが有効になっている場合、サービスはイベント
メッセージを送信します。

ステートレスリスタート

CiscoNX-OSインフラストラクチャコンポーネントは、ステートレス再起動を管理します。ス
テートレス再起動中に、SystemManagerは失敗したプロセスを特定し、新しいプロセスに置き
換えます。失敗したサービスは、再起動時に実行時の状態を維持しません。サービスは、実行

構成からランタイム状態を構築するか、必要に応じて他のサービスと情報を交換してランタイ

ム状態を構築できます。

ステートレスリスタートが発生すると、 Cisco NX-OSはレベル LOG_ERRの syslogメッセー
ジを送信します。SNMPトラップがイネーブルになっている場合、SNMPエージェントはト
ラップを送信します。SmartCallHomeサービスが有効になっている場合、サービスはイベント
メッセージを送信します。

スイッチオーバー

スタンバイスーパーバイザが使用可能な場合、 Cisco NX-OSは、複数の障害が同時に発生す
るたびに、スーパーバイザの再起動ではなくスーパーバイザのスイッチオーバーを実行しま

す。これらのケースは同じスーパーバイザでは回復不能と見なされるためです。たとえば、複

数の HAアプリケーションに障害が発生した場合、それは回復不能な障害と見なされます。

スタンバイスーパーバイザサービスでの再起動
スタンバイ状態のスーパーバイザでサービスに障害が発生した場合、SystemManagerはHAポ
リシーを適用せず、30秒の遅延の後にサービスを再起動します。この遅延により、スタンバイ
サービスの障害と同期の繰り返しによってアクティブスーパーバイザが過負荷になることがな

くなります。再起動するサービスがアクティブスーパーバイザ上のサービスと同期する必要が

ある場合、スタンバイスーパーバイザは、サービスが再起動されて同期されるまで、ホット

スタンバイモードを終了します。再起動できないサービスにより、スタンバイスーパーバイ

ザがリセットされます。

スタンバイサービスの再起動が発生すると、 Cisco NX-OSはレベル LOG_ERRの syslogメッ
セージを送信します。SNMPトラップがイネーブルになっている場合、SNMPエージェントは
トラップを送信します。SmartCallHomeサービスが有効になっている場合、サービスはイベン
トメッセージを送信します。

サービスレベル高可用性

6

サービスレベル高可用性

ステートレスリスタート



スイッチングモジュールサービスでの再起動
スイッチングモジュールまたは別の非スーパーバイザモジュールでサービスに障害が発生し

た場合、リカバリアクションはそれらのサービスの HAポリシーによって決定されます。非
スーパーバイザモジュールサービスでのサービス障害はスーパーバイザのスイッチオーバー

を必要としないため、回復オプションはステートフルリスタート、ステートレスリスタート、

またはモジュールリセットです。モジュールが中断のないアップグレードに対応している場合

は、中断のない再起動も可能です。

非スーパーバイザモジュールサービスの再起動が発生すると、CiscoNX-OSはレベルLOG_ERR
の syslogメッセージを送信します。SNMPトラップがイネーブルになっている場合、SNMP
エージェントはトラップを送信します。Smart Call Homeサービスが有効になっている場合、
サービスはイベントメッセージを送信します。

再起動のトラブルシューティング
サービスで障害が発生すると、システムは障害の原因を判定するために使用できる情報を生成

します。次の情報ソースが使用可能です。

•サービスの再起動によって、LOG_ERRレベルの Syslogメッセージが生成されます。

• Smart Call Homeサービスがイネーブルになっている場合は、サービスの再起動によって
Smart Call Homeイベントが生成されます。

• SNMPトラップがイネーブルになっている場合、サービスが再起動されると、SNMPエー
ジェントはトラップを送信します。

•サービスの障害がローカルモジュール上で発生した場合は、そのモジュール内で show
processes logコマンドを入力することで、イベントのログを表示できます。プロセスのロ
グは、スーパーバイザのスイッチオーバーまたはリセット後も保持されます。

•サービスの障害が発生すると、システムのコアイメージファイルが生成されます。最新
のコアイメージを表示するには、現用系なスーパーバイザ上でshowcoresコマンドを使用
します。スーパーバイザのスイッチオーバーおよびリセットが生じると、コアファイルは

保持されません。ただし、Trivial File Transfer Protocol（TFTP）のようなのファイル転送
ユーティリティを使用して、コアファイルを外部サーバへエクスポートするようシステム

を構成できます。

• CISCO-SYSTEM-EXT-MIBには、コアのテーブルが含まれています（cseSwCoresTable）。

サービス障害に関連して生成された情報の収集と使用については、『 Cisco Nexus 9000シリー
ズ NX-OSトラブルシューティングガイド』を参照してください。
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サービスレベル高可用性に関する追加情報
ここでは、サービスレベルの高可用性に関連する追加情報について説明します。

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 9000 Series NX-OS Troubleshooting Guide』トラブルシューティング

『CiscoNexus 9000 SeriesNX-OSFundamentals ConfigurationGuide』Cisco NX-OSの基礎

『Cisco NX-OS Licensing Guide』ライセンス

MIB
MIBのリンクMIB

MIBの詳細と最新のMIBリンクからのMIBのダウンロードに
ついては、 Cisco Nexus 7000シリーズと 9000シリーズ NX-OS
MIBクイックリファレンスを参照します。

サービスレベルの高可用性に関連するMIB
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http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/troubleshooting/guide/b_Cisco_Nexus_9000_Series_NX-OS_Troubleshooting_Guide_7x.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/fundamentals/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_Fundamentals_Configuration_Guide_7x.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/mib/quickreference/cisco-nexus-7000-series-and-9000-series-nx-os-mib-quick-reference.html#con_67262
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/mib/quickreference/cisco-nexus-7000-series-and-9000-series-nx-os-mib-quick-reference.html#con_67262


翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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