ePBR L3 D&

ZDFETIL, Cisco NX-OS 7 /31 AT HEIRFARY o —_X—Z UX A L7 k (ePBR) %Rk
T 5 HECON TR L £,

«ePBR L3 (CHT D HH (1 ~—2)

* ePBR L3 OIEE I L UMK FH (6 ~—)

« ePBR L3 OffRpk (12 X—2)

« ePBR L3 OS] (25 ~—7)

« ZOMDOBEEE (34 X—)

ePBR L3 2B 9 5 1H#R

Elastic Services Re-direction (ESR) @ Enhanced Policy-based Redirect (ePBR) (%, &~V 3 —~—
ADVEA LI NIV a—varEZEHTH2L T NX-OXBLOT7 77V w7 bR IR
KTChT T4 w7 VEALL I M —ERF=— U ZARRICLET, RO~y X —&Bng
T —ERF ==V ZARRIC L, RO~y X —ZEHT 2RO A [EkE L £ 7,

ePBR(X, 77V r—vay R—=ADN—FT 4 T HAREIZL, TV r—3 O~ 7 45—
YA 52D 2 L FHTT AL RUEAFLIRVR Y = _X=2D Y XA L7 |
VY a—varERELET, PBRYV—E R 7u—2iF, ROX A7 NEENET,

T4 REH

CiscoNX-OS ZEIES T 2121E, HEEL 7T v N7 4 — L2 OBt > TR T A o A%
BEL, A VA=A TBELERLY T,

o JEA (Essential) 7A B AET RAUVITA AN, SEIFEMELy MUEHATE
i‘a—c

T4 AT, WEBIOEAAS TS g 06 T, KRS, —Bf), 3 HO b
ORHY £9,

EEHSEEZ T 221X, AT A B RAUSDBINOEET A & ARKETT,
« WMERMEREEZ T 211X, BRI AU ADSNDBINT A & ANRKETT,

ePBR L3 D& Rk
|



ePBRL3 DAL |
B oersry—cxesys—nmm

s T4 ADMALERIL., TARAADaAaT L RTIA AF—T =14 A (CLI) 4L
TIThbihvET,

TARVAZAT A VA RN—VOFEOFGEMIZONTIE, [CiscoNX-OST7 1t 7
HAR] BEXO [CiscoNX-OST Ao 7 7 var A4 K] 28BLTL7EE0,

ePBRYH—E X &R O—DHERK

FT, =AU NRA U FNOBEEEZERT 2 ePBRVP—ERXEERT 2 HLERH VD £,
P—ERAZ RARA Y ME, AL v TFICEEMTDZENTEE 774 T U4 —/b, IPSTRE
DY —CERATTFIAT AT, £/, Y—ERA U RRA L FORELZENRT L 0 —7
EEHFRLIEY, PTFT 747 RV —NEHEINDLZ 7T — R A X —7 A AL reverse A
VH—T 2 A AEEFRTHIEHLTEET, F/-ePBRIF, V—EATF ==t bizr—F
NG TH Y R—MLET, ePBREMHT L, —EAERO—HE L THED Y —
A = RRA v bR TEET,

P — B REKORENBE LG A, MENRELEZY A RERAL U MU XA LT B
SNTWEERNT T 4 v 7%, ePBRYV—E R THERKINZMOBLERRERY —E X = RARA
YMIVEFA VY NERET, BILIOHDH Ny v 2t EEOY—E Ry RARA U TR
BASAL7ZePBR—E A D= RARA » MNEERICH R — F S ET, HITHEO—ERX =
VRRA VMU AL FENTWE N T T 4 v 7%, AL —EAOMOY—E R K
RA LV P THEENBELIELGETH, FILT A R EE VLAV FERET,

CiscoNX-0S U U —A 102()F LI, F=—2NOTXTOY—EAD VRF i, —ETHD
M, FERIZFE—THhHRENRH Y £9, FP—ERIZERINTE—EAZ RARA > hEA
VE—=T oA AX, BB RITER SN VRFICEHET XL ERH D 7,

BEFEDIPVAPBR AR Y o — %Ko —E A = RARA v b A & —T = A AL, IPv4ePBR ¥ —
EANTIIHEHCTE A, AR, BEFEO ipv6 PBR R U > —% oV —BE R = RARA
A H—=T x4 AT, IPV6ePBR U —E AN TIHFEHATE £ A,

ePBR H—E A Z{ER L7256, ePBR AR Y U —ZAERT 208N H Y £7°, ePBRA Y v —%1ff
A+T5L, b7 49 7DFR, —E R RRBA U b~DRT T 47DV EAL LT b,
BLO=Y R ARA v FOEFEHEREICET 5 S £ JF7¢ fail-action A W = A LA EHRTEE
T, HFAa 7T/ ha—L = bY (ACE) %272 IP access-list =2 K iR A o Zfifi
ALT, BT80N T 74 v 7 2EHR L, WUIRT 7Y a v a2FfTTEET,

ePBRA Y v —i%, BHOACL—BEXRLIFR—PLET, —HKiTE, v —F v 2AFFITE-
TEFATT TE A F 2 — BB OI—EAEZEDHENTEET, ZCEY, BH—o
Y= A RV v —=TF ==~ NOERZZKIZEN, A, BLOELETEET, $TD
Y= R = AT, Ray 7, Gk, NARNZAREORKEOT 7 ay Ay REE
KTEET, ePBRAVV—%MHTLE, NTFTT7 4 v 7 OFEMen— R AT 75T
eIz, BEILELIFEREN—ADa— KA NF o T ey NIERETEET,

. ePBR L3 D&KL


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/nx-os/licensing/guide/b_Cisco_NX-OS_Licensing_Guide.html
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/licensing-options/cisco-nexus-licensing-options-guide.html

| ePBRL3D#5:
ePBROA 5 —7 x4 2~0EA [

ePBRDA U2 —T x4 A~DEHH

ePBR AU S —HAERE L2, A v Z—T =2 A RCRY > —Z2EATHLERHY £, Zh
W2k, FT7T7 4 v 7NX-0S £/l Nexus 77 7V v 7 ICADA v X —T 2 AR TEFT
TFET, JEHFMEHFROEGIZARY o—2@HTHZ LB TEET, A ¥ —7 oA R
S5 IPvA/IPve AR Y > —1%, N7 & W5 mo 2 7210 TF,

CiscoNX-0S U U —R 102(1)F A&, ePBRIZL A Y 3R —hF ¥R T A Z—T = A A
TORY =T 7V r—varahR— L THET

CiscoNX-OS U U — R 102(1)F LAfE, ePBRA Y v —2lH SN A v X —T = A AT, F=—
YHOY—ERAD VRF LT85 VRFIZHLHGERH Y £,

ePBRIPV4 R U > —i%, IPV4PBR ARV > —N T TICHEA I N TWAEA V H—T = A AL
TExFHA, ePBRIPV6 R Y > —iF. IPV6PBRAY > —NIT ClIZHm SN WA A L F—T =
A AT HCTE FH A,

Ny FOERBLUOO—FK NSV VY
ePBRI%, F=z—0WNTH—E R RKRA Vv FORFRREAZFHFOV—E A HESNWT R T T 4 v
Ny NOKEHELET, a— K RXTF R Ny R EERT AEASITERNICTH-TL
IV, ePBRIZIZFFEILCIPBIOEHGELEIP D — R ANT v TR R— s LETRN, L4 —
ADFETELITER OO — R XT3y 7 A Yy Ridd AR —F L TWEHA,

ePBRY—ERX TV RSV MTFTORFTH—ER

ePBRY—E R U RRA U FDOT UM AT P—EREREIZIZ, = KR A FEah—ER
MO —FFMICHIBRT 247 v a v BbVET, RO2OOFEEZFEH LT, = RFAAL V%
TN AT RIBITTEET,

1. [BE7Y b+ TH—ERX (Administrative Out-of-Service) | : ZDH¥EIX, AT F A
WEZET v 77— Rz, =R RRA o b —FRIER & 0 R EBICAT
L. /= F~D 7747 OFRELEERELRNS, b—EAPOFR T FRA VB
TNARAELELTYH—ERA DV RRAS Y FEHEFFT 272D EINET,

Fo, AT FURAFIEDET#IT, CiscoNX-OS AA v F TH—E AT RRA v b
AP —ERZETHEEDLETT, I, SHOEROe— RRT U TEHIND
FEYERIAS T,

2. [BE7Y A+ TH—EX (AutoOut-of-Service) | : Z Dk, EERAEROT Y RRA

Y N OEE I Siu, ePBRIZFFMHEN. S = > RARA > b OBFEAREMEZ BRI L.,
Ja—% 7y b/ —RZUVXAL L7 bLEDELET,
T, FFEOR Yy NU—7 RN ENRTY RRA V hOREE L BEICIHER S 555 TH,
Bt R\, B A TN L TV DY RARA U R ERET 20 ERNH D56, &A1
MIxzy RY—x= v REEZ 2RmIFWILES, 20X H7%/—F&27 U M7 H—E R
THZENLELWEGERHY T,

ePBR L3 D& Rk
|



ePBRL3 DAL |

B oersrAoozsot FSuRLY ALREZS Y LY. HEU Fail-Action

ePBR A7

Fail-Action

b FS9X2T NLREZZYDT, BKUD

ePBR (X, V—EATH N7 0 —T X4 FIZHESWTSLABXO NI vy A7V
kN &ERL L, ICMP, TCP, UDP, DNS, HITP 2 DO X X7 u—T L ¥ f ~v—%HPR—
FLET, ePBRIZZ—VEHRDO T v 7 LR —FLTEY, ePBRICEHT IV T 1 —
TreEIFIERNRTA—LTIT v 7 2ERTEET,

ePBR 7' — 7 AT 55 A . ePBRIZIPSLA Vn—7 4 7nbeya=r7452 L1
IV RFRA LV MOEFEEE=4 L, £7Y=7 b& +7 v 7 LTIPSLA OXIZERGEM:
v LET,

P—E RANT. FRITEEEE 2 reverse DT RiRA > MANTIZ, ePBR7 2 —7 47 3
CERERTAHZ ENARETY, /o, IPSLA® v a v OEETLIPIEATEA LY, #
B, XA LT TN, HITOT v T Ay hNEeEX T BT b, BROEETAL—T Ny T
A VB =T 2 AEERTEEST, VNIAT v T E IO ML, BE7Y T & B
EADUOMRERET HHEEOFRELE LTHEASINET, Y—EAx 2 KKRA 2 MBRRIIC
fEEEZIIEEE LTRIBESND L. VAT AIZINLORBREOmM T I Zh b0 A X2 M
KL ET, [EEOXATDNT v 7 E2EFRL, BHMEILHF TR RARA > MIBEfT
F22ENRTEET, AU v 7 A7 V=27 M, RUePBRY—ERZ{HHT 5T XTO
AU —IZHFHAINET,

N7y 7 ZEBNCER L, ePBROZS—ER U RHRA U M hT v/ IDZEV S THE
ENTEET, 2=V EZDO N T v 7 H2TL RIRA 2 MIEID Y TRWEA, ePBRIZTTZV K
KA bOTa—T7 Ay REFEHALTN 7 v 7 2k LET, = RARA > b LV TE
HINTWLT =T AV RRRWEGE, P—ERXALXLTHERISNL S0 —T AV v R
A CTEET,

ePBR 1Z., HEDOY—EAF = —r D —4 2 A TRD fail-action A =X LZEHR—FLE
7

o« A IRA

e Fuvw A4 7xAb

o BiRi%
P —E R = ADNNA NRL, BUED S —r o ATHEENEELTEEAIC, VT 74970
IRDOY—E R = AV EA LT NENDMERHLZ LR L TWET,
HPf—bE R —HF L AD Ry F T 2A NI, F—EADTRTOYF—E A RRA 2 b
NEFBERREL DGR, T 74073 Fuy 7 ENHIVERNDHDZEERLTHVET,
LT 74V bOA T arTHY, BEOY—ERCEENBELEZSGE., bT7 7497
WTEEON—T 4 7 T—TNEHATANERSDZ AR LET, ZHUET 72/ D
fail-action A = X AT,

. ePBR L3 D&KL



| ePBRL3D#5:
ePBR v ¥ 3 UR—X DR .

\)

GE) RN HERF S LD DI, fail-action /XA RARY—EAF = — 2 NOTXTOY—E R AT
ICHER S35 T, F OO fail-action T U A TlE, 1 DFE7-IXFNLL EOMER S —
EANEET DA, Ik E -1 reverse 7 2 — CTOXFMEITMF I EE A,

ePBRt v 3 o R—XDIER

ePBRE Y gk, ROP—EANDT A7 hOHP—E R EITZRY —oB0, #l
B, ZEMNAREICR D 3, Y—EARNEIX, TI7T 4T A F—T oA ZAFERY —I|Z
BHENTWARY —IcEft b= —t R&2R L, 72T 47 A F—T = A LT
EHIND, BIEEREHAOY—EREZRLET,

A UH =T 2 A ABIOT BT Eff 2T —E AT KARA b
sreverse T2 RARA V FB LT v —7

«ARY =T

s —HIHELI-DOAMGEA Y v R

o —Fo—74 A F LU fail-action

\)

GE) ePBREyIa T, ALy arNTIOOP—EZANLBOY— R, v H—T = A
Z2EBETAZ LIITEXEHA, 1 OO —EZMLLBOY—ERZA v Z—T =4 A& BH)
AL, ROFIEHEZITNET,

1 FTHDIC, BIFOY—ERNnb A v Z—T oA Z&HIRT D200 1 DHOE Yy v a
EFEITLET,

2. BEFOV—FB RS v X —T =2 AZBMTHEDD2 By a vy E2FEITLET,

ePBR Y I/LFHY A +

Cisco NX-0S U U —2 10.2(1)F LA, VXLAN <A FHA k 777V v 7 TOHF—ERF = —
R, ROBREBLI R MR Y A RIA4 2 FEHA L THEITXET,

e —EARNDTY RARA v FEFIFF=—rNOY—E 2T, RUYA NEFRITERELD S
A FNOERLRD ) —T AL v FIZHEINDIHERH D I,

s TRTOYV—E AL, ePBRAV —NEHINDTF L FVRFa» T A b L3RRS
—EB DO VRFIZHDHIVLENH Y £,

B DHTF U NVRF D NT 7 w7 EHSEET I, —ERITHEH S5 VLAN %43
BEL, LW —E R ERY —2TERTHILERHY 77,

ePBR L3 D& Rk
|



ePBRL3 DAL |
B acruovea

¢« 7 FVRFIL— KL, V—EREFRAFTBETXTDY —T AL v FOEK Y —E XAVRF
V=273 BUERBDET, ZHIZEYD, T 74 IR —ERTF=2—ORETT
F > VRE WO L —T 4 v 7 ESND L 912720 97,

s VNI, EFEIFRY—T AL v FBIOYA MIAFRBNTEID B THXLERH D £,

«ePBRARY > —i%, EHENTWAHY—ERAVRF DT _XTHOLA¥—3VNI, +—bE 2%
RARLTNBETRTOY =T A, vTF BIOALTH A FDORT Ty bELTHERE
LTCWAHEEEFER—F— V=T FEdAR— =T~ T oA A v T THMMIT D HE
N E9,

e —ERF 2= W1 ODY A MIERIIDEESI, T 74 v NI EZIERYA bn
LEBTDIHAENDLVET, 20T F IV AIE I — AT AL A VTF A Mz sE
FNFEEAN, R—F—F— b U2 FHEIAR—F— ) —T7 LDV —EAVRFO LA ¥ —
3VNIIZ, ~LvFHA Kb hTo Py bELTORE I LERHY, ePBRKRY U —%F 1
DICHEHTAOMNENHY F3, ePBRAV—iE, b T 74 v I BREEFETDHVE— IV A
FOFBRANERZETF U MIE LA V2 —T =2 A AZHBEHATIVLENRNDH Y £97,

ACLY) JLwia

ePBREvya > ACLY 7Ly =a|lZlh, =—¥FMNAS L7z ACL BACE #fEfl L TER,
BN, FRITHIBRESNDGEIC, ACLEAKT DRI —%2HHTHIENTEXDHEIHITRD
94, VZ7Lbvyia b T— T\ﬂBR@:@%EKiOT%@%ﬁﬁéﬁUV*%%EL\
ZNHDORY —[FIZ ACL AT 537 > &R, HIFR, F/3ERLET,

ePBR D A 7 — VHKIZ DWW TIE,  [Cisco Nexus 9000 Series NX-OS Verified Scalability Guide] %
ZRLTIIZEN,

ePBRL3 DFEEIEL L UHIKNEIR

ePBR 21T, ROTEEFIEEAFIRFE HY £7,

« L3 ePBR HREDNIE L < HERET 5 1T1X. 14372 ing-racl TCAM2S 8T, BIfED TCAM
H— Y 7 E R 5 I2iE. show hardwareaccess-list tcamregion =~ > RZ2#Hff L £,
Y72 TCAM A ZA3EFI D HTHATWRWEGAIL, hardware access-list tcam region
ing-racl 256 DfEH DY A4 X a~v RE/MH LT, #@t)7e TCAM YA X&E 0 Y TEF,

« Cisco Nexus NX-OS U U —Z 10.1(2) LAF%, IPv4 3 L OV IPv6 ZffiH] L 7= ePBR I
N9K-C93108TC-FX3P A A » F CTHR— kI ET,

* CiscoNX-0OS U U —A 10.1(1) LAFE, ePBR AR Y 2 —DK—HAT—h A NI, VH AL
7k, Fay 7 BIXOBHIDIDT 7 av ZA T eHR—FsTEEST, RU—T
LIc Ry ZPERIIBRAO—BAT — M A bR 1O FRETE 4, EFmB LW
ﬁﬁf@%itiFm;i#é%%ﬁ%éh974/&®Aawwﬂ»i PR E 2L R
Oy OT7 I aryTMEAENS match 7 782 Y 2 MZFEEHTEMTHHLERH Y F

. ePBR L3 D&KL


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/scalability/guide-934/cisco-nexus-9000-series-nx-os-verified-scalability-guide-934.html

| ePBRL3D#5:

ePBRUBOxEHEs L UHKEE

7, exclude 3 L WM drop match 7 7 & A2 U A s OFFHERIZIEX, W HBEO ST 7 4 v 7
bty N BT UERKRRINDIGERDD T,

¢«ePBRARY =i, VEA LI T varto—En1bnalty 1 o>0ETT,

* CiscoNX-0S U U —210.1 (1) LI, IPv4, IPv6, B ILTU'VXLAN L ePBR Z i L7z
ePBR X, RO T v b7+ —25b AA v FTHAR—F SN FET : NOK-C9316D-GX,

NIK-C93600CD-GX, NIK-C9364C-GX, NIK-C93180YC FX3S, NIK-C93360YC-FX3 &
NI9K-C93108TC-FX3P,

e fail-action NV TNDD—FHAT — F AL FTIHREENTWAEE., 7 r—7 13 HKRNIC
TFELTWAZ ENNUNEAETT,

cOTM FF v 7 ODEBENRHHBEEITFHIC, RRM OB a5 I 72k ePBR #Hatn U
Ty hENFET,

* ePBRIERNOBEE D —H AT — A PR TR L2 —FEFRACL 234G L2V TL 72
T,

e N T T 4w 7 ORI HERF S D DX, fail-action 231 XA D ePBR Y — B A [A] 1 IR
INEEEOARTT, Y—ERF =— U NOEEE/ Ka v 772 EDZ OO fail-action D
A, b7 T4 v DIEFmEHHFHO T a0 —OMFMEITHEREINERA,

» match access-list DEFHRICHES T I T 7 4 v IV IMEEDEETLIP B L OsEEHLIP & —81
DN H Y . VXLANBRBEIZOBENTT N, A2 XA L7 N H0ERH DA,
—BDOLA YA4REE LB LIOmER— T A =X —E T 4 VX IFRTETHLENDHY
F4, EHmENHFROWST T, £RITV T —ATF R, ZH2 N L TH—EZXF = — 1 &
nNEI,

o F%BE ePBR B L OMERE ITD IXRI U A A v X — T = A R LI TEEH A,

* JLAEF A ePBR 5% ClX, nofeatureepbr=~ > K AT ARNHIHA Y —ZHIRT 5 Z
ERHERENTVET,

T —7 5T T 4w 7 EHOCOPP 7 T AT A ERHERENTVET, O LR
We, a—7 "I 74w T 74N FDCoPP Y T AL, Ru vy XD ARENE
NHO, 7a—7 877 4 v 7 DIPSLANY U ANRFAELET, CoPP HEKIZ OV TEE
L< %, TIPSLA 3% > F® CoPP O] ML T IZ&EW,

+ ePBR 3. EX, FX. BLOFX2 71 »H— R%&1H Z 7= Cisco Nexus 9500 33 & OY Cisco Nexus
9300 7’7 v 7+ —L AA v F THR—FENTWVET,

* Cisco NX-OS U U — 2 9.3(5) LAF%, Catena HEREITFE L 4L E LTz,

« VAT LPGHIBRS AR — B F v RS S FL72 ePBR —E A2 RARA b 2l
BRI 2%mE. WOFIEEZFATLTIZE N,

1. BEfFD ePBR ARV o —ZHIBR L £,
2. BEfFD ePBR — b 2 ZHIK L £,
3. ePBRYV—E R T FRA LV FEXLERR— N F ¥ RVICEHRLET,

ePBR L3 DAL .


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/ip-sla/configuration/guide/b-nexus-9000-series-nx-os-ip-slas-configuration-guide-93x/b-nexus-9000-series-nx-os-ip-slas-configuration-guide-93x_chapter_0101.html#concept_F5023DAB0E52483BAC63E01469CF1EFA

ePBRL3 DR |
B creruorEsEsLUHINEE

« Tepbr_| LWOAHITTIE D, BIHITIER S 4172 ePBR @ access-list =2~ U ITZEH L 72
WTL7ZE, T DD access-lists L ePBR PNERE FH AT 12 PRI AT,
S

G INoDOTVT 47 ALTFINEEET DHE ePBR M IE L < #EHE
B9, ISSUICEL E 2 DAREMERH D £,

e L—H ACLIZ, ¥ R—FEINTWBLAF¥IA X —T A ATLAFY3ePBRAY > —
Ll bIcABNCTEE T, ZORIBOZEMICOWVWTIE, [CiscoNexus9000 & 1) — X NX-0S
AZX YA M IL—T 4 VTEBEAAR] © RV —R—=2 L—F 4 T OEZHD

[RY—=_R=Z2 V=T 4 T OEEFHEHRFHE] 22 LT ZIN,

Cisco Nexus N9K-C9316D-GX. N9K-C93600CD-GX. I J ¥ NIK-C9364C-GX A A v F T
L. CiscoNX-0S, U VU —R 102 DY V=251 J—2Z10.1 ~D ISSD #FEIT73 5
B2, ePBRAY —Z2EHIL T, XU T —FREFITLET,

ePBR RV —EHIL, JEFRB IO HHTYHR—- SN TWBAS o H—T A A HFA
TOBRKRBEDOA L H—T oA AZHWHATEET,

CiscoNX-0OS U U—2 104 (1) F LI, ePBR |Z. Cisco Nexus 9300-FX2/FX3/GX/GX2 7
TR T =B AL v FTOO—=RRT U T EAL VLT arD=HIZ, GRE B
JOIPIP bV A2 —T 2 A ATIPVEBLORIPv6 RY > —% P R—FLET :

CiscoNX-OS UV U —2 104 (1) F LAF%. ePBR IZ. Cisco Nexus 9300-FX2/FX3/GX/GX2 7
Ty T7d—b AL vFDIPIPBIUGRE b A v Z—T oA A%J L CHIER]
BRLAYITZ U RRA L b~DVEA VI arFEiidn— RT3y v TP R— |k
LET,

GE) ¢« ePBRIPV6 R Y o —(%, IP-IP ho RV A U H—T = A ATIE
PR—FINFEH A,

« BI{E, ePBRIZ. IP-IP3 L UNGRE ko /% L CHIEATHE
BT NAANDY—ERAF =— 2P R—FLTHEEA,

R DT — LNy 7 LEREDERIL, ePBRARY —NA ¥ —7 = A ZZEEM T B
TELT, ePBRT—ERAEREDEGEILREE X —F v NREDW ST DT 77 4 772 ePBR
AU —THEHIN T RWERICORYR—FSnEd, =720, Blkor—1y 7
OB TIE, N v—t A ¥ —T oA ADOEHEAHT I X OB E A T fEERIT R —
FESNEHA,

TRIvI TyFT— b el T s e, LVESDTCAM Y Y — A% ePBRA Y v —
THEATEZLCRDETH, R —OfRERY, 23— RxAxr RAA b
D7 2 ANF ==L UBNRNYHRIZ, 8T T 47 FEORKRE 2D AREMERH Y 7,

FEMIZ DWW T, CiscoNexus9000 ) — A NX-OSt X =2 U T A REHA FOFT RIvsH
ACL BHFaZ2MR L T 7E&0,

. ePBR L3 D&KL



| ePBRL3D#5:

ePBRUBOxEHEs L UHKEE

«ePBR RV V=N ESNTWNDETRTOA U F—T oA AIH LT, —BORY —NN
ERRENET, IHIZ, ePBRAY —NT—HTDHEL I IRz —EATF = —
NORDH—EAERBIZ N T 7 4 v 7 ZF8T 00 ERNH LT XTOY—E R A 7 —
T RIKLT, —EORY —bAESES, AR —FILHEPBRA Y > —0DH]
X, PBRARY O —D Y AT A THHAARER ACL 7-UIZ K> TR G518 H Y £,
ACL T~V A XDOFEMIC-OVW T, CiscoNexus 9000 3 U — XA NX-OSt & = U 7 ¢ ##
KAA ROACL B4 TTHR—FESNDIRRIRNILY A XDEESHRL T EEN,

A END ePBRY—EREIIZ Y RRA V MEZHZ A ~—1T, fEATFOTa—7 (b
Ty I7BIPIPSLA) OHERBLORZA LT U NEHBERHAVLERHD T, i1
Wk, EEAZRHNICRETE T,

T AT NT =L TNRAADT T —RK T —LE U N—Z T —LDx KiRA L ~DOIRHE
X, BEMICEEI SN EE A, TUBBERGAEIT, 74V — KT —ALE U= T —
LATRILTB—7 FF v VMR ERT 2 BERH Y T, = FRA v MlCRESH
-7a—7 oo JiF, ALV RRAL U MO T7 V=R 7T —AL U R—X T —2DH
THETEETN, ALV —ERAELEFERIV—E RO RAKRA v M T T
FHA,

*« CiscoNX-0S U U —2 10.5()F LIETIX, Vo T —AL P —ERAFTRA ADY NR—ZIPT

N LA ZPRENIHER T D423 <RV E L, =R 2 FRA 2 MZY =2
IP7 RLAREID B TOHNTWRWES, DT —AT A AL L THbN, FT77 4>
ZVFNES A & WO TRICIP 7 RUAIZY A L7 hSLET,

e — bR Fu—FICEEM T SN TWAL—F RNy 7 A HZ—T =2 ADIPT KL AN
EHERINEZHEIZ, Y—EREZBRT IR —Lar 7 F2HIRLCHEMT L%
EWRH Y ET,

* CiscoNX-0S U U — R 10.5(2)F LA, ePBR I, Cisco Nexus 9300-FX2, FX3, GX. GX2,
H2R, BLUOHI v =X AL v FOIEESNIZVRE A LV AZ A& LTy M
VEA VY b5 setvif a~vwy REYR—NLETHR, ROFIERHY 5 :

. source-vrf 35 X UV destination-vrf (%, ePBRE v a v 2N L TEEFE - I13H8IBT5 2
LiIxTEEEA,

e set-vrf IZVXLAN [ ePBR Tl A— FEHTWEHA,
esat-vrf X, Fuy7BXOWA T 7 47D VREF ZEIDHEZEHA,

ROFEFEER L ORIFSFEAZ VXLAN [ TO ePBR MBEICE M L £,

cVXLAN 77 7V v 7 TiZ, AU VLANHRDOT R, 225 LT —ERF = — 0 2 FE(TT
EFEHA, TRTDOT /NS RT, E@BID VLAN ICHEET A HERH Y £,

« Fx—UNOFTRTOH—EAMNE L VRF IZH 54, ePBR (X VXLAN v /LF 41 |k
777V v OE—F A N TORFR—FENET,

¢« Fx—YHOTRTOHY—EZRAE L VRFIZH BHEE :

ePBR L3 DAL .



ePBRL3 DR |
B creruorEsEsLUHINEE

T IT A TIAZ LN, Fz—20F, HIBOZZN2 2O —E R /) — RTHR— K&
NEJ,

¢« Fx— NIZ3DLU LDV —E R ) —RNBHBET VT 4 T/AR A F=— 2Tl
FILY—ER YV —TDERICHEZA TORLB2O50 ) — RiINEDHY A,

cVXLAN 777U w7 TlE, V—T7HD1 OOV —EZRNLD NG T 4 v I E ATy
FLT, BTRILU—ZIZE-TL B LT TEEHA,

A

GE) Fz—rHNOTRTOY—EARERBVRFI L THF A MIHD
o, 2o OfIBRITEH S EH A,

e —E R T RRA L PN VXLAN BREE £ 721X VPC ETIZH0BENTWAEA, —F
ATy RIRA LV MITRTDOAL v F CTRICIEF CHERT A LERH Y £7,

« VXLAN B SHENTZY—E AT KiRA v FOFE, —BEDEEITLIPZIPSLA®Y v
/a/_ﬁﬂﬂf’éécl:o ., =T DEETN—T R I A E—T o AERIET D
VN H Y F9,

«ePBR RV o —I%, HANTHEICARA NERIZT T Ml LA v Z—T = A AICEAT
HUEERHYFET, ePBRANY >—I%, F TV Yy b A HZ—T A RELTDOHR, TF
VMNERITIV—EAVRFICHEETALAYIVNIA VX —T =4 AZHEATHH0END
nET,

FEED VREF DY RIRA V MIERTDHNT 74 v 7 OHRM, ZO VRFIZE#HT 5 LA
YIVNIA v X —T = AZHEHINDIR) —Zk>TUV XA LY FEanET, LAY
3VM4V& T2 A ADKRY —Z—T D NT T 1 v OffEHERIL. ePBR statistics
a<wy RTIEERRINEFA,

* CiscoNX-OS U U —210.3 (3) FLLFE TiL. CiscoNexus9300-FX, 9300-FX2. 9300-FX3.
9300-GX. B X1U9300-GX2 7T v b7+ —b AL vF, OFLWLIVNIA V' F—T = A
AIZePBR LA V3R —Z@HTxEd,

WOFEEFER L ORI EIE LY — 3 ACL #§REICEH L £ 7,

e permit A v K& FFDACE DA M ACL THAR— hILET, DL (deny F 72 13 remark
72E) O ACE ITERINET,

+ 1 DD ACL TH K 256 DFFF] ACE ¥R — F S ET,

CEETRTA—HFFETNISRNRTA—=FDONTNNTT KL R T —751FFR— 1 7
N—TE LTHREINE-F TV =7 N IV —"7%2F> ACEIZV R—FEhEHA,

* CiscoNX-0OS U U —210.4 (1) F LA TliX. matchaccess-list /L —/L®D L A ¥ 4 78— ~#ilH
BLOZOMOR—FMEE ( TELI W . [TEOREW] | TED/hEN) 728)
. XY T IV RBRAVRANND NI 7497 DT7 4 VE ) IR ENET,

. ePBR L3 D&KL



ePBR L3 D&k
ePBRUBOxEHEs L UHKEE

T IV BAVANTUATX 4R — NAXVL—F LS, TCAM ACE O HER % ik
W9 A0, Z D%k hardware access-list lou resour ce threshold % i 9~ 2 433 8 V)
9, Zoawr ROFEMIZHOWTIX, [CiscoNexus9000 > U — X NX-OSE ¥ =2V 7 ¢
WRATA R] © TIPACL D#R] OtZ v a 2SR TIZEN,

WDHTA KT A EHIREEN VREF OV —ERAF = — @A EINE T,

* CiscoNX-0OS 10.2(1)F U UV — & LIfE, = —2NOTXTOY—E AL, [A U VRF 7213
SERIZ—ED VRF IZFET 2R H D 7,

e N—=T a3 102()F TIE, T2 —rAOTRXTOHF—EAN—EOD VRFIZFET D55,
fail-action 77 > a o NANRA A=A ATV R—FEInFEHA,

* CiscoNX-OS 102(Q2)F V U —2Z 6, Fx—rHNOHP—EZAN—FED VRF IZH DA
fail-action 77 ¥ 3 & NANRARNYFR— M EINFET,

e P—E R, ePBRAY U—NEHEINEZA VX —T 2 ADVRF I TX Ak EITR
HVREIZHLHBE. 2—FE. 7T FA— bR T_XRTOPF—EZAVREFIZY —27 &N T
WAZLHEHERLT, N7 4 v IR —ERF =— 2 OREIZHATF > N VRFIZL—
FNy 7 TEDLEICTDHHLERDHY £,

* CiscoNX-OS U U —Z 10.2(2)F LA, PBR Tlix, 7225 VRFIZBHE T 2B 7T v
T AT ARy TN — b vy = AITHERTEET, 2k Y, ePBR I,
5 VRE ICBHET 2 —E 2055 VRF ~O fail-action /X1 7S 2 & N BB H T
HT ENTEET,

* Cisco NX-OS U U —R 102(3)F LIfE, = R4 > OB, $—E R > —F ADE
m, BIBRBLOEEDE Yy v a VEETD N T 7 4 v 7 OFWiER/RIZT 7201, F
ANZ 2 — RANZ 27y RO EZITV., B— RXT U AR A~OE L 2 [ahEd 5 2 &
PHERES N TOWE S, 7= RAT VAT ISR SN ATy FOBD, F=—rNOK
= VAT O —ERATHER SN RRA U FOBEIVZL< b Lo LT
W,

HEEITLIPX—ADa— R RT3 7 &R LT ePBR 2 L= HA 13, IROFEEFHE
HIBRFIE A S AL E T
*ACE DHETLIPVA DT LT 4 v 7 ARH 3212T 5 Z LT TEERA
*ACE DXEILIPV6 7 RLAD T VT 4 v 7 AR%a 12812F 5 Z LITTEEHA
cEEILT RLRADH TRy NI, BRENTAT Y NEBENR S D LERH Y 7,

BEERIPRXR—ADu— K RT3 72 L TePBR 2 LIZGAIE, ROEEFHELE
HIPRSEIE W S E

«ACE DXERIPVA DT VT 4 v 7 ARH 3212752 LI TEERA
* ACE DIXEHIPV6 7 RLAD T LT 4 v 7 AR&E /N128ICTHZ LITTEEHA
CEEHRT RLADOT TRy MI, Sz 7y M ERBRERH DVERH D £,

ePBR L3 DAL .



ePBRL3 DAL |
B crsruonm

ePBR YV —E R T RARA L DT U bF T —E ZEREEER L TWAHEAIE., ROEES
H IR FENEWA S NET,

eePBR UV —E R RIRA v " DT U AT P — 1 Z2HEREIL. Cisco Nexus
9300-FX/FX2/FX3/GX/GX23 L T} X97160YC-EX., 9700-FX/GX T A + H— R&##E L7~
isco Nexus 9500 A A v F DL A ¥ 3P —ERXATHR—FINFET,

«ePBR7 YU A TH—ERX (P NETUERITIR—ARETY) TlE, = RERA
R~ EEFT—ERALLDOWTININT, T2 RRA > M a—T7 /3 5 058
NHH F9,

e —EART I T4 TR = o THEHENTWDEE, ePBRT U A7 H—E
A (Vv NETUERIIFR—IVRX DY) X, epbr sessionsD A%l H L TERET D4
B ET,

FEILIPRX—ADE— R ANT U TR INERD T R h~Da— K ANF v
N7 4o 7 BT AEEE. ROTA RTA 2 EHIBEENEHINET,
» match access-list N ACE OFEEIC IPvA 7 R > b = A7 % /32, F 7-1% match access-list
WOEEITLIPV6 7 RLADY T Xy b ~ A7 % /128125 Z LI TE A,

« match access-list N0 ACE D#5i5C IPv4 V7 % v b <~ A7 % /32, F 721 match access-list
WNOEETIPV6 7T RLADY TRy b A7 % /1281052 LT TEEHA,

eI — RNRZ U T Ay RIZHESL, —ET 78R XA NNOEETLT FLUAETIH
BT RLADOY T Xy h~A 7%, —BFEHINLG—EADT RARA o MR

DE, BT DL LTSN ATy N ERERYEA RO BBy ML B
ERFODPLENRDH Y £7,

ePBR L3 D&k

[ZC®H BRI
ePBR HEBEZHER T D RMIC., IPSLA BLONPBRIEFEENMIER SN TWA Z 2R L TLEE
AN

ePBRY—EX, R —DERBLUVA 3 —T 24 A~NDEESS
(+

WD v 3Tk, ePBRY—E X, ePBRAY —Offik, BLOAS V¥ —T = A A~DHK
U > — DTN TR LT,

FIRDEE

1. configureterminal
2. epbr service service-name

. ePBR L3 D&KL



| ePBRL3D#5:

ePBRH—E R, KU L—DHEBH LU 28— x4 2~0BEMHT [J]

3. [no] probe {icmp | |4-proto port-number [control status] | http get [url-name [version ver] | dns
hosthost-name ctp} [frequency freg-num | timeout seconds | retry-down-count down-count |
retry-up-count up-count | source-inter face src-intf | rever se rev-src-intf]

4. vrf vrf-name
5. service-endpoint {ip ipv4 address|ipv6 ipv6 address} [inter faceinterface-nameinterface-number]
6. probetrack track ID
7 reverseip ip address inter face interface-name interface-number
8. exit
9. epbr policy policy-name
10. match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] } [redirect | drop | exclude]
11.  [no] load-balance[ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position
position-value]
12. sequence-number set service service-name [ fail-action { bypass| drop | forward}]
13. interfaceinterface-name interface-number
14. epbr {ip|ipv6} policy policy-name [rever se]
15. exit
F gD 48
FIE
AR RFEREFT7TIVa Y =[]
RTw 71 |configureterminal a7 4Fa2lb—varE—RICADET,
1 -
switch# configure terminal
switch (config) #
RTFwF2 |epbr service service-name H LW ePBR —E A& ERR L £7,
i
switch (config)# epbr service firewall
X5 w73 |[no] probe {icmp |l4-proto port-number [control status] | ePBR H—E A D 7 a0 —7 2k LE T, FHE—k

| http get [url-name [version ver] | dns hosthost-name
ctp} [frequency freg-num | timeout seconds|
retry-down-count down-count | retry-up-count up-count
| sour ce-interface src-intf | rever se rev-src-intf]

1 -

switch (config)# probe icmp

Shb7ua—7 %A 7%, ICMP. TCP. UDP,

DNS. B X WHTTP., CTP T,

7 a IO EREY T,
B . T —T OREEZEATIEELET,
EOHPHIL 1 ~ 604800 T,
CHRITY U T = RRF YL
LT =N Lo TEITENDIH/AI TV b
ODEERELET, HETX HHPHILI~5T
TO

ePBR L3 DAL .



B PRy —Ex. KU —DHREELUA VB8 —T T4 AOBLEN

ePBRL3 DAL |

ARV FFEREETIVa Yy

S

HRITT T AT =B EIR L&
T —TRETTEIEI T NOBETEE
LET, HECTX2&AIZ1 ~57TT,

e BALT Tk AA LT NI AR A T
ELET, EOHFBIL 1 ~ 604800 TY,

2Ty 74 |vrfvrf-name ePBR #—E 2D VRF Z45E L £7,
11
switch(config)# vrf tenant A
ZFw 5 |service-endpoint {ip ipv4 address|ipv6 ipv6 address} | ePBR H— E ZDH— 1 2T RAA o kAR L
[interface interface-name interface-number] £,
B FhE2 ~5 %4V LT, BIO ePBR H— & %
switch (config-vrf)# service-endpoint ip Eﬁjfgfjiir
172.16.1.200 interface VLAN100 ¢
RTwv 76 |probetrack track D N7 w7 Z@BICER L, ePBROKI—E R T
Bl - RARA > MIBEFD 7 v 7 ID 2% HTES,
switch (config-vrf)# probe track 30 BT RRA My 7 IDZEIDYCHZ L
DTEET,
25w F1 |reverseip ip addressinterface interface-name 774y WY —EH SN D reverse IP & A
interface-number VR —T o f AEERLET,
£l GE)
switch (config-vrf)# reverse ip 172.16.30.200 CiscoNX-0OS U U — & 10.5(1)F ETIX, Vo7 —
interface VLAN201 A ‘H“—‘L’:‘X 55/{/], 2D U SNR—ZIP T ]\I/X%}fﬁﬂ
TRENTAERL T A BT D E Lz, —E R
TV RARA Y MZUNR—=RIPT KL ARNE Y 4T
LTV RNWGEE, VT —AL T 2L LTH
P T T 4y ZI3NETT A &5 R O T CR]
CIP7 FLRIZY XA LT FESNET,
25w F8 | exit VRF 2> 7 4Xal—3 a3y F— REKLETLT,
Bl - Jua—)ary7 4 X¥al—i gy ET— K20tk
switch (config-vrf)# exit LET.
25w 79 |epbrpolicy policy-name ePBR R U > — & L £,

1

switch (config) # epbr policy Tenant A-Redirect

. ePBR L3 D&KL



| ePBRL3D#5:

ePBRH—E R, KU L—DHEBH LU 28— x4 2~0BEMHT [J]

ARV FFEREETIVa Yy

E:)

Z7 v 710 |match {[ip addressipv4 acl-name] | [ipv6 addressipvé | [Pv4 £ 72(3 IPv6 7 F L 2% IP, F 7213 IPv6 ACL
acl-name] } [redirect | drop | exclude] LA LET. VAALZ M BN T T4 v
i - DFT7HN N TIvarcty, Fuy 7k, #E
switch(config)# match ip address WEB /r ‘/57%73:/( AT }\ ? A 7 % F‘El ‘)707%)%\
ERD DGR ENET, BAAT v a Ui,
EEA B —T A ADY—EAF = — L D ERE
DKTFT 4y 7 w2BT DTS ET,
ZOFNEEAREY KL T, BRSO THEE D ACL
A SEb I ENRTEET,
X7 w711 |[no] load-balance[ method { src-ip | dst-ip}] [ buckets| ePBR H— B A CEH LA R — RRF 2 X Vv
sequence-number] [mask-position position-value] RENby NEEELET,
i - CiscoNX-08 U U —2 103 (3) F L TIH, =—
swiifh (C(.)E.fig)i load-balance method src-ip —H—%ﬁ% ACL T — ]\“/i‘ﬁ V‘:/V&ﬂ:{ﬁﬁﬁ éﬂé
A B k&38R 5 mask-position 47 g AR
SNTWET, 774V MEIZO TY,
mask-position 3MERKL SV TW DA, 7— KT
A By NI X 72 mask-position 20 HAEE Y F
To MERNT y FOEIZESNT, K EfiE Y b
WZmnoT, K0ZEL DOy him— KT v
YT Ny NEERT DI S E T,
GE)
2 —PF—EFKD ACL ND ACE TlE, v — K 7
YT Ny FOERIE SN E Y B
A—P—FEROV TRy FEEHLTWDL5E,
ACE O~ A7 frEIINEINIC 012 By hEShvE
—640
R 7w 712 |sequence-number set service service-name [ fail-action | fail-action A 7 = X A% 2HE L F 9,
{ bypass| drop | forward}]
£l
switch (config)# set service firewall fail-action
drop
R w 713 |interfaceinterface-name interface-number AR —T oA RARBEL, A F—T A2

1 -

switch(config)# interface vlan 2010

switch(config)# interface vni500001

V74X al—aryE—REEEBLET,

GE)
CiscoNX-0S U U —2%10.3 (3) FLLETIZ, HL
WL3VNI A > % —7 = A AT ePBRL3 KR > —%
WHTEET,

ePBR L3 DAL .



B erertyasERLEY—EROZE

ePBRL3 DAL |

ARV FFEREETIVa Yy

S

ATy 714

epbr {ip|ipv6} policy policy-name [rever se]
1 :

switch (config-if)# epbr ip policy
Tenant A-Redirect

A B —T A AL, WOTHRD 1 OLL FIZBIHE
i3z EmTcEEd,

< JIEF R IPVA R Y o —
< WO IPvd R Y o —
< JIEF 10 0D IPv6 7R U 2 —

o« WD IPv6 R Y —

ATy T15

exit
51

switch (config-if)# end

Ao B =Tz ARAaryT 4 Fal—arF—FK
PRTL, ZJe—ary74Xal—3i g F—
RIZEY ££9°,

ePBRty 3 VEFERALEY—ERXDEE

WOFIETIX, ePBREY Y a VAFH LT —EAZEFT T 5 HEEHAL TCOET,

FIEDHE
1. epbr session
2. epbr service service-name
3. [no] service-endpoint {ip ipv4 address | ipv6 ipv6 address} [interface interface-name
interface-number ]
4. service-endpoint {ip ipv4 address|ipv6 ipv6 address} [interfaceinterface-nameinterface-number]
5. reverseip ip addressinterface interface-name interface-number
6. commit
7. abort
=3[k 2t
FIE
ARV RFERIETY Va3 Y B#Y
ATy 71 |epbr session ePBR £ v 3 v £— NIZAV %7,
{5
switch (config)# epbr session
AT 72 |epbr service service-name ePBR &> g F— FTHKT 5 ePBR #—E X
1 - EHRELET,
switch (config-epbr-sess)# epbr service
TCP_OPTIMIZER

. ePBR L3 D&KL



| ePBRL3D#5:
PBRE v 3o E@ALERY v —0zE [

ARV RFERETI Va3 B#)

R v 7 3 |[no] service-endpoint {ip ipv4 address | ipv6 ipv6 ePBR H— b R AT ICHERR S - — B Ry R
address} [interface interface-name interface-number ] Sy N ERESICLUET,
1 -

switch (config-epbr-sess-svc)# no service-end-point
ip 172.16.20.200 interface VLAN200

R Fw 7 4 |service-endpoint {ip ipv4 address| ipv6 ipv6 address} | —v 2T RRA > FEZH L, ePBR H—E 2
[inter face interface-name interface-number] DIP ZEZHXET,
il -

switch (config-epbr-sess-svc) #service-end-point ip|
172.16.25.200 interface VLAN200

ZFw 75 |reverseip ip address inter face interface-name 774y RY =M S D reverse IP & A
interface-number VH—T A A ERLET,
il -

switch (config-epbr-sess-svc-ep)# reverse ip
172.16.30.200 interface VLAN201

Z 5w 7 6 | commit ePBRE v a V& L7 ePBR YV —EADZEH %
15“ : %Tbi—a‘o
switch (config-epbr-sess)# commit GE)
TDAT v FDFETHIZePBRE v 3 A EHERE)
l./\gz—a—O
AT 77 |abort tyvarvEapiL, By va rOBRIEOHKE 7
i - V7ERFYVEeEy FLET, Iy M= T—F

73R — R ER TRV TR S =58
2, BITEO® v v a UIEREIRIET D12, o=
< REFEHALET,

GE)

D%, BIE LT A L TH LV ePBRE ¥
varamELET,

switch (config-epbr-sess) # abort

ePBRty I a ExFRHL-R)O—DER

ROFIETIE, ePBRE Y a VEAMEHLTRY =2 EHF 2 HECHOWNTHBLET,

FIEDHE
1. epbr session
2. epbr policy policy-name
3. [no]match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] [12 addressipv6 acl-name]}
vlan {vlan | vlan range| all} [redirect | drop | exclude] }

ePBR L3 D& Rk
|



B errevsaszmmALERY —0E

F IR D

ePBRL3 DAL |

4. match {[ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] [I2 address ipv6 acl-name]}
vlan {vlan | vlan range| all} [redirect | drop | exclude] }

5. seguence-number set service service-name [ fail-action { bypass| drop | forward}]

6. [no] load-balance [ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position

position-value]
7. commit
8. end

FIE

ARV RFERERTI VI Y

E]:)

AT 71| epbr session ePBR v g F— RIZAD ET,
fi
switch (config)# epbr session
R T 72| epbr policy policy-name ePBR ¥ v 5 T— N THEKT 5 ePBR AR Y o —
1 - EIRELET
switch (config-epbr-sess)# epbr policy
Tenant A-Redirect
R T 73| [no] match { [ip addressipv4 acl-name] | [ipv6 address | Ip & 72| IPv6 ACL IZ%4 5 IP 7 K L A DA &
ipv6 acl-name] [I2 addressipv6 acl-namel} vian {vlan | | 7= £ 4,
vlan range| all} [redirect | drop | exclude] }
1
switch (config-epbr-sess-pol) # no match ip address
WEB
R T 7 4 |match { [ip addressipv4 acl-name] | [ipv6 addressipvé | [P & 72| IPv6 ACL IZx4 5 IP 7 R L 2ADMRAE 2
acl-name] [12 addressipv6 acl-name]} vlan {vlan |vlan | & | %4
range| all} [redirect | drop | exclude] }
1
switch (config-epbr-sess-pol) # match ip address HR|
R T 75 | sequence-number set service service-name | fail-action { | —$4-2% > —/7 v 2 &80, £H, EEHIRT S
bypass| drop | forward}] D, BEfED S —4 o A D fail-action 7 7 ¥ 5 v &L
15'] . E Lij‘o
switch (config-epbr-sess-pol-match) # set service
firewall fail-action drop
R Fw 76 |[no] load-balance [ method { src-ip | dst-ip}] [ bucketS|ePBR — B A CERH &N AT — RS U R 2V

sequence-number] [mask-position position-value]

1

switch (config-epbr-sess-pol-match)# load-balance
method src-ip mask-position 3

. ePBR L3 D&KL

RENTy MEEHELET,

GE)
BFEO—HDOYV—EAF 2= BT+ 5 L &I,
tyviararTXANCIOERAEAKTD L,



| ePBRL3D#5:

ePBR R 1) L —IZ & A SN B Access-list DEFH .

AU RFERETIVa Y

B8

—H D — RRF U AN T 7+ Mz By b
SNFET,

CiscoNX-OS UV —=2 103 (3) FLKETIZ, =—

P —EFACL Tr— KR Z o7l ESNS
vy b &3R4 D mask-position 47> 3 AR S
nTnEd, 7744 MEIZO TY,

mask-position MEK SN TWNDGHE, =— KT
A ¥y NI S 72 mask-position 2> HAAE Y F
To MRy FOFITESNT, & EZE Y |k
IZMpoT, L0EL Dy hBr—RKARZ vy
Ty bRAERT DO S ET,

(6=3))
Z—P—EFED ACL ND ACE Tlx, u— K 7
YTy NOARIERASNSE Yy Mi3—
P—EZOY T Xy NEEHLTWDEA, ACE
D~ AZNBEIINEEIC 0y bEanE1,

2T 77| commit ePBRE v 3 v &l L72ePBRY—EADEH %
15“ : %T Lij‘o
switch (config-epbr-sess) fcommit

ATFwv 78 |end ePBREY gy E—REKTLET,
1 -

switch (config-epbr-sess) #end

ePBRR') o —IZ &k B8 H N 5 Access-list D EH

WOFNETIL, ePBRANY o — A &5 access-list 2 FHT 2 HIEZOWTHHAL 9,

FIRDEE

1. epbr session access-list acl-name refresh

2. end

ePBR L3 DAL .



B oerery—Ex T RRAD R 7Y R ETY—EREMR

ePBRL3 DAL |

FE D
FIR
AU RFERET7TIV3 Y B#
AT 71 |epbr session access-list acl-namerefresh RY =2 Lo TAER SN ACL ZHH £7213Y
{gu . 71/*)“/.1 Lij—o
switch (config)# epbr session access-list WEB
refresh
25w 72 |end Ju—r )L ary 7 4 Fal—ary ET— REKT
15“ : L/ij‘o
switch (config)# end

ePBRY—ERXR IV RRAV N TY A TH—EREHER

ZIZTH, ePBRYV—ERZURRAS U N T U METH—EADREICOWVTMBALET,

FIEDHE
1. configureterminal
2. epbr service service-name
3. [no] shut
4. service-endpoint [interface interface-name interface-number]
5. [no] hold-down threshold count threshold count time threshold time
FIED %
FIR
ARV FFEREET7TOVa Y B#
Z 5 71 |configureterminal a7 4 Xalb—rary ET—RIAD T,
1 -
switch# configure terminal
switch (confiqg) #
R T 72| epbr service service-name Ml Sn7eh—E2AZE L £,
{5
switch(config)# epbr service sl
R T 7 3|[no] shut TURRA UMYXy RETLTT U AT
i FoERETS

. ePBR L3 D&KL
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ePBR 1) > — ePBR Set-VRF i [

AU RFERETIVa Y

B8

switch (config)# shut

Zoa<wr s RFonERIL. J —FKE vy v bED
VLT RARA MY —ERIZELET,

R T 7 4 | service-endpoint [interface interface-name ePBR —E ZADH—E AT RFEA 2 AR L
interface-number ] o
B FNE2 ~5 Z4VIEL T, B0 ePBR —E X &4
switch (config-epbr-svc)# service-end-point ip EQTF%fSE?VO
1.1.1.1

Z 5w 75 |[no] hold-down threshold count threshold counttime |3, =2 RBRA > F LA FEH T —E R L~UL

threshold time
I

switch (config)# hold-down threshold count 2 time
5

DLEVMEF A v—EEED T M ERHRKLET,
Fnldlzoy RRA U b LU DRT A—H T,
P—E R LD RT A —Z % FEELET,
LEVMEI T PR 1 K0 REWEA, XA ~—IZ
VABETT, LEWVMEIT Y PR 1 OBE. 24 ~—
TR E I ESR SN E T,

ePBR 7<) < —@) ePBR Set-VRF M4k

Cisco NX-OS U U —2Z 10.5(2)F LAK&, ePBR (£ ePBRL3 AR U o —0 set-vrf 2~ > K&HHR— k

LET, ZOMREIRIZL Y,
MY —I WAL/ £7,

set-vrf HREIT.

set-vrf =< NI,

ePBR VRF B DR CTH A F VRF /»H P —E & VRF ~D/)L—

N—FY) =272 LT, "ARVRFIVTHFANTIA—TFT 4 T ENHREED
Ry TMmED NI 7 4 v 7 BT LET,

ePBRAY o— L UL EL T —H LUV THRETE E7, MFNERIN
TWAEA, BB SN ET,

set-vif ZHERCT BT, RORT v FEFITLET:

1R BHEIIZ

e AU H—T A AZePBRAY —% AT HENI, FARVRFZUTFXFA NI EIZID
DEHHAR—FF ¥R A B —T 2 A AL 1ODR—F F¥ NPT AL B —T (A

ERERRT D RERH Y £,
wIZ,

source-vrf (vrf551) & destination-vrf (vrfS55) OO R— b F ¥ R LR —

FFY NPT =T = AR T DB R L E T,

int port-channel 1
no shut

int el/1
channel-group 1
link loopback
no shut

int port-channel 1.1
encapsulation dotlg 10
vrf member vrf551

ePBR L3 DAL .
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ip forward

ePBRL3 DAL |

ipvé address use-link-local-only

ipv6 nd dad attempts O

ipv6 nd prefix default no-advertise

ipvé nd suppress-ra
mtu 9216
no shut

int port-channel 1.2
encapsulation dotlg 11
vrf member vrf555
ip forward

ipvé address use-link-local-only

ipv6 nd dad attempts O

ipv6 nd prefix default no-advertise

ipvé nd suppress-ra
mtu 9216
no shut

e F7-. ePBRAY > —ZEATHEIC, VREF 227 % 2 TR RPM Rk 2 BT

DWENDH Y £,

WIZ, VRF 27 % A MEREERT 262 RLET,

vrf context vrf551

pbr set-vrf recirc interface port-channell.l

vrf context vrf555

pbr set-vrf recirc interface port-channell.2

({£&) match { [ip addressipv4 acl-name] | [ipv6 addressipvé acl-name] } source-vrf

FIEDOHE
1. configureterminal
2. epbr policy A8 U > —44-IPv4 |78 U > —44-1Pv6
3. (&) sourcevrf source-vrf-name destination-vrf destination-vrf-name
4.,

source-vrf-name destination-vr f destination-vrf-name
FIEDEFHM
Fig

AV RFEEETIa Y

S]]

R w 71 | configureterminal

i) :
switch# configure terminal
switch (config) #

ary 74 Fal—varE—KRIAYET,

AT 72 |epbr policy R Y > —44-IPv4 |78 U 3 —44-IPv6
{5
IPV4 D4

switch (config) # epbr policy p v4
switch (config-epbr-policy)#

. ePBR L3 D&KL
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ePBRShow 27> ]

ARV RFERFTIVaY =)

IPV6 DL -

switch (config-epbr-policy)# epbr policy p v6

ATvT3

(f£&) source-vrf source-vrf-name destination-vrf | JIE 5 A DA 1E destination-vre, R DOEGHEIL
destination-vrf-name source-vrf ZXE LET,
51 -

switch (config-epbr-policy)# source-vrf vrf551
destination-vrf vrf555

ATv74

(&) match { [ip addressipv4 acl-name] | [ipv6 | $57E L 722408 ok K OE#ESE VRF @ IPv4 F 7213
addressipve acl-name] } source-vrf source-vrf-name IPv6 ACL #FRA LE 9,
destination-vrf destination-vrf-name

1 -
IPv4 DIE -

switch (config-epbr-policy)# match ip address acll
source-vrf vrf551 destination-vrf vrf555

IPV6 DA

switch (config-epbr-policy)# match ipv6 address
acll source-vrf vrf551 destination-vrf vrf555

ePBR Show a7 > K

WDV A MZ, ePBRICE#ET S show =2~ FERLET,

FIEDHEE
1. show epbr policy policy-name [rever sg
2. show epbr statistics policy-name [rever se]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr
FIIE D
FIE
ARV KRFERETY a3 Y BH#Y
R T 71 |show epbr policy policy-name [rever se] JE7 1A % 72 13 G @ £ 405 ePBR AR Y 2 —IT
Bl - T e RR LET
switch# show epbr policy Tenant A-Redirect

ePBR L3 DAL .
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ePBRL3 DAL |

ARV RFERETIVa Y

ATv T2

show epbr statistics policy-name [rever sej
1 -

switch# show ePBR statistics policy pol2

ePBR R Y v —HitEF£RLET,

ATvT3

show tech-support epbr
fl

switch# show tech-support epbr

ePBR DT 7 =H /)L R— MEHRAEFERLET,

ATvT4

show running-config epbr

1

switch# show running-config epbr

ePBR D FEfTHERE KRR L E T,

ATy Th

show startup-config epbr
i) :

switch# show startup-config epbr

ePBR DAX — T v I TR LET,

ePBR #E R D HEER

ePBR #E R &2 HER T B 7200121, ko< REHALET,

avwU kR

B8

show ip/ipv6 poalicy vrf <context>

Y—ERAFz—PRNEHINDIA X —T =
AABIOY—EAF =—rDOF#ET 5T
RRA Y AU H—Txf AT, LA¥3

ePBR 7R U > —FIZ1ER & 472 IPv4/IPv6 /L—
h~y 7 R o—%F£RLET,

show route-map dynamic <route-map name>

P—ERAF == DT RTCORA L N THT
T4 EEETHEDIERSND ., FFE
DTy NTIZEAVANDODINI 7 w7
AV v a IR ENTZR T AN KRy
TrERRLET,

dynamic

show ip/ipv6 access-list <access-list name>

Nry " TIRAVAMD NI 7 4 v —%
WAL RLET,

show ip da configuration dynamic

Fu—TRNEIN o TV BESIT, Fo—
VHNDOY—E R KIRA M2 L TePBR
2L o> TARENT- IP SLA A Fr L=
ﬁ‘o

. ePBR L3 D&KL
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erBRL3 DiERH ]

avw vk Br

show track dynamic T =T NEIR S THBIEAIT, Fe—
YO —E R RARA Mk L TePBR
WX TERENTZ N v 7 2RI LET,

ePBR L3 D& & {5l

5l - ePBR NX-OS # 7%

WD FARu D1, ePBRNX-OS kA2~ L TWET,
[ 1: ePBR NX-0S D&

) Forward Flow

Firewall Firewall Web TCP
O Reverse Fiow _ cache optimizer
1611.2 20.112|f {01122
20113 201123
17112 20114 201124

r

[Vian 10| | Vian 11||Vian 12| | Vian 13| | Vian 16

Vian 17| |[Vlan 20| | Vian 20|

Y ¥
Web-traffic

Ein1/8 Nexus 9000

Hosts

¥ : X
[= |
Eth118 -==—=
-

503153

Bl: A—R7—R  EABRDHFDWeD bT T4 v IDH—ERF—2EERT S
WORERFNE., NEHFBE DD Web 8T 7 4 v 7 DY —EAF = — 0 ZET 5 HiEE R LT

I/\ivé—o

IP access list web_traffic
10 permit tcp any any eq www

ePBR service FWl
service-end-point ip 10.1.1.2 interface VlanlO
reverse interface Vlanll

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlanl2
reverse interface V1anl3

ePBR service Web cache
service-end-point ip 16.1.1.2 interface Vlanlé
reverse interface Vlanl?7

ePBR policy tenant 1
match ip address web-traffic
10 set service FWl
20 set service FW2
30 set service Web_cache

ePBR L3 D& .
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ePBR L3 (O A1

interface Ethl/8
ePBR ip policy tenant 1

WOHNE. NEFEDO Web 857 4 v 7 O —ERF = — L NVER O & RT3 HEE 7 L
TWEJ,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service FW1l, sequence 10, fail-action No fail-action
IpP 10.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2
service Web cache, sequence 30, fail-action No fail-action
IP 16.1.1.2
Policy Interfaces:
Ethl/8

Bl : A—RH5—R : EARNOHTePBR Z2FHALTTCP bS5 74 v O ZERTHET S

WORERENL., NEHF DI TePBRZFEMALTTICP hT 7 4 v 7 ZAMSET 5 HEZRLT
WET,

IP access list tcp_traffic
10 permit tcp any any

ePBR service TCP_Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
service-end-point ip 20.1.1.3
service-end-point ip 20.1.1.4

ePBR policy tenant 1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Ethl/8
ePBR ip policy tenant 1

WORFNE, NESFH T EPBR Z i H L CTAMETCP b7 7 1 v 7 Ok & i3 5 HikEmR
LTCWET,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4
Policy Interfaces:
Ethl/8

Bl: A—RH5—R : WABDWeb bS5 T4vIDY—ERFz—2%ERT S

WORERAFNE., NEHEE W HFBROm T TWeb hT7 7 4 v 7 DY —EAF =2 — 0 Z/EKT 5 T7
EEARLTWET,

. ePBR L3 D&KL
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IP access list web_traffic
10 permit tcp any any eq www

ePBR service FW1
service-end-point ip 10.1.1.2 interface VlanlO
reverse ip 11.1.1.2 interface Vlanll

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlanl2
reverse ip 13.1.1.2 interface Vl1anl3

ePBR service Web cache
service-end-point ip 16.1.1.2 interface Vlanlé
reverse ip 17.1.1.2 interface Vlanl?7

ePBR policy tenant 1
match ip address web-traffic
10 set service FWl
20 set service FW2
30 set service Web_ cache

interface Ethl/8
ePBR ip policy tenant 1

interface Ethl/18
ePBR ip policy tenant 1 reverse

WOFENZ, NEFME RO ITD Web T 7 4 v 7 DY —E ZF = — NERR DRERL & TR
T B HEEZRLTWET,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service FW1l, sequence 10, fail-action No fail-action
IpP 10.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2
service Web cache, sequence 30, fail-action No fail-action
IP 16.1.1.2
Policy Interfaces:
Ethl/8

switch# show ePBR policy tenant 1 reverse

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service Web cache, sequence 30, fail-action No fail-action
IP 17.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 13.1.1.2
service FW1l, sequence 10, fail-action No fail-action
IP 11.1.1.2
Policy Interfaces:
Ethl/18

Bl : 2—R475—X :ePBRZ#=FRHLTHARTTICP 574 v U BT S

ePBR L3 DAL .
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ePBRL3 DAL |

WORERAIIL, ePBR 2 L TIEH M EHHFROMIFTTCP bT 7 4 v 7 RIS D
EERLTWET,

ePBR service TCP Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
reverse ip 20.1.1.22
service-end-point ip 20.1.1.3
reverse ip 20.1.1.23
service-end-point ip 20.1.1.4
reverse ip 20.1.1.24

ePBR policy tenant 1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Ethl/8
ePBR ip policy tenant 1

interface Ethl/18
ePBR ip policy tenant 1 reverse

WDFNL, ePBR 2 H L THITROARELTCP 7 7 4 v 7 O EHERT 2 7EE R L
TWET,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4
Policy Interfaces:
Ethl/8

switch# show ePBR policy tenant 1 reverse

Policy-map : tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.22
IP 20.1.1.23
IP 20.1.1.24
Policy Interfaces:
Ethl1/18

Bl : VXLAN 27 Y w o &ERA L= ePBRARY —DIERK
wOF R ARa 1L, VXLAN 77 7Y v 7 ETePBR #1545 HEEZ R L TCWET,

. ePBR L3 D&KL
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erBRL3 DiERH ]

B 2:VXLAN 77 7)o LD ePBR DR

Nexus Fabric

O Forward fvReverse Traffic Flow/statistics

Spine switch
(O VNI interface forward and Reverse traffic flows
_AARRE
A N
H’/’ F \\\. \\\'\.
o A ~
// K ‘\. \\\
- A ! .,
/’ F/ ,\‘ \\
f/// .:,f \.\\ \\\\
rd Vi ) % o,
P _ / Service . Service )
Boarder -~ Service / VPC \ VPC . Service Services
Vian 30 Leaf &« Leaft ¥ v Leaf2 Leaf2 “a Leaf3 Vian 40
By o - Bl N

R [ ] ¥ ————»
Vian 130 T Vian 140
Vian 410 Vlan 450 = —— -
Vian 10/ |Vlan 50 Vian 310 ™ |Vlan 350 Vlan 120
81 . S3 54 g
Firewall Firewall Web cache TCP optimizer 2

ip access-list acll

10 permit ip 30.1.1.0/25 40.1.1.0/25

20 permit ip 30.1.1.128/25 40.1.1.128/25
ip access-list acl?2

10 permit ip 130.1.1.0/25 140.1.1.0/25

20 permit ip 130.1.1.128/25 140.1.1.128/25

epbr service sl
vrf vrf sl
service-end-point ip 10.1.1.2 interface Vl1anlO
probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2 source-interface
loopback9
reverse ip 50.1.1.2 interface V1an50

probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2
source-interface loopbackl0

epbr service s2
vrf vrf s2
service-end-point ip 41.1.1.2 interface V1an4lo0
probe icmp source-interface loopbackll
reverse ip 45.1.1.2 interface V1an450

probe icmp source-interface loopbackl?2

epbr service s3
vrf vrf s3
service-end-point ip 31.1.1.2 interface V1an310
probe http get index.html source-interface loopbackl3
reverse ip 35.1.1.2 interface V1an350

probe http get index.html source-interface loopbackl4

ePBR L3 D#& Rk .
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epbr service s4
service-interface V1anl20
vrf vrf s4
probe udp 6900 control enable source-interface loopbackl5
service-end-point ip 120.1.1.2

reverse ip 120.1.1.2

epbr policy pl

statistics

match ip address acll
load-balance buckets 16 method src-ip
10 set service sl fail-action drop
20 set service s2 fail-action drop
30 set service s4 fail-action bypass

match ip address acl2
load-balance buckets 8 method dst-ip
10 set service sl fail-action drop
20 set service s3 fail-action forward
30 set service s4 fail-action bypass

! VXLAN L3 VNI interface for vrf sl, vrf s2, vrf s3, vrf s4 to which the policy is applied
on all service leafs

interface vlan 100

epbr ip policy pl

epbr ip policy pl reverse

interface vlan 101
epbr ip policy pl
epbr ip policy pl reverse

interface vlan 102
epbr ip policy pl
epbr ip policy pl reverse

interface vlan 103
epbr ip policy pl
epbr ip policy pl reverse

Apply forward policy on ingress interface in border leaf where traffic coming in needs
to be service-chained:

interface Vlan 30 - Traffic matching acll
epbr ip policy pl
int vlan 130 - Traffic matching acl2

epbr ip policy pl

Apply the reverse policy On leaf connected to server if reverse traffic flow needs to

be enabled:

int vlan 40 - Traffic matching reverse flow for acll
epbr ip policy pl rev

int vlan 140 - Traffic matching reverse flow for acll

epbr ip policy pl rev
fl : ePBR H—E X DHEK
ROBIL, ePBR —EAZMET 5 HEE R LET,

epbr service FIREWALL
probe icmp
vrf TENANT A
service-endpoint ip 172.16.1.200 interface VLAN100
reverse ip 172.16.2.200 interface VLAN1O1

. ePBR L3 D&KL
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service-endpoint ip 172.16.1.201 interface VLAN100
reverse ip 172.16.2.201 interface VLAN1Ol

epbr service TCP_Optimizer
probe icmp
vrf TENANT_ A
service-endpoint ip 172.16.20.200 interface VLAN200
reverse ip 172.16.30.200 interface VLAN201

5l - ePBR 7R 1) —DHERL
WOFIL, ePBR ANV —% MR T 5 HEERLET,

epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.1 interface Ethernetl/1l
reverse ip 1.1.1.2 interface Ethernetl/2
epbr service TCP_Optimizer
probe icmp
service-end-point ip 1.1.1.1 interface Ethernetl/3
reverse ip 1.1.1.4 interface Ethernetl/4
epbr policy Tenant A-Redirect
match ip address WEB
load-balance method src-ip
10 set service FIREWALL fail-action drop
20 set service TCP_Optimizer fail-action bypass
match ip address APP
10 set service FIREWALL fail-action drop
match ip address exclude acl exclude
match ip address drop acl drop

OB, fail-action drop {5 % 7 e show ePBR Policy =~ RO R L TWET,

switch (config-if)# show epbr policy Tenant A-Redirect

Policy-map : Tenant A-Redirect
Match clause:
ip address (access-lists): WEB
action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]
service TCP_Optimizer, sequence 20, fail-action Bypass
IP 1.1.1.1 track 2 [INACTIVE]
Match clause:
ip address (access-lists): APP
action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]
Match clause:
ip address (access-lists): exclude acl
action:Deny
Match clause:
ip address (access-lists): drop_acl
action:Drop
Policy Interfaces:
Ethl/4

Bl : 4B —T A4 RE ePBRARY —DEEEST T
WOFNL, ePBR RV o —2HE 4 5 7EE2 R LET,

interface vlan 2010
epbr ip policy Tenant A-Redirect
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interface vlan 2011
epbr ip policy Tenant A-Redirect reverse

Bl IEARIZER SN % ePBR AR & —
WOFENT, EHFMCEAENLERY) —oH% o P2 R L TOWET,

show epbr policy Tenant A-Redirect
policy-map Tenant A-Redirect
Match clause:
ip address (access-lists): WEB
Service chain:

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]
service TCP_Optimizer, sequence 20 , fail-action bypass
ip 172.16.20.200 track 12 [ UP] ]

Match clause:
ip address (access-lists): APP
Service chain:
service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]

Policy Interfaces:
Vlan 2010

Bl : reverse AMIICERA SN S ePBR R & —
WOHIL, reverse FANZEAH I NDARY —DH o FAVHNERLTWET,

show epbr policy Tenant A-Redirect reverse
policy-map Tenant A-Redirect
Match clause:

ip address (access-lists): WEB

Service chain:
service TCP Optimizer, sequence 20 , fail-action bypass
ip 172.16.30.200 track 15 [ UP] ]

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Match clause:
ip address (access-lists): APP

Service chain:

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Policy Interfaces:
Vlan 2011

Bl A—HYEELSVY
WOBNL, F= RARA L M F T v 7 IDZEI0 LB THHEEZRLTOHVET,

epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.2 interface Ethernetl/21
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| ePBRL3D#5:

ePBRL3 DR ]

probe track 30
reverse ip 1.1.1.3 interface Ethernetl/22
probe track 40
service-end-point ip 1.1.1.4 interface Ethernetl/23
reverse ip 1.1.1.5 interface Ethernetl/24

Bl :ePBREYY a3V &ERALI-ePBRY—ERDERE

WOFL, ePBRYV—ERXADIP 2EXH#Z, BIOP—ER = KKRA LV FEBINT55ES
ARLTWVWET,

switch (config) #epbr session
switch (config-epbr-sess) #epbr service TCP _OPTIMIZER
switch (config-epbr-sess-svc)# no service-end-point ip 172.16.20.200 interface VLAN200

switch (config-epbr-sess-svc) #service-end-point ip 172.16.25.200 interface VLAN200
switch (config-epbr-sess-svc-ep) # reverse ip 172.16.30.200 interface VLAN201
switch (config-epbr-sess) #commit

Bl :EPBRtEv a3 v&ERAL-ePBRARY —DEER

WOFIE, ePBRAY —DIPEEE#HZ, BRINEZRI O — I T7 4 v 7OV —EAF =—
VEBMT A HEEZRLTHVET,

switch (config) #epbr session

switch (config-epbr-sess) #epbr policy Tenant A-Redirect

switch (config-epbr-sess-pol)# no match ip address WEB

switch (config-epbr-sess-pol) #match ip address WEB

switch (config-epbr-sess-pol-match)# 10 set service Web-FW fail-action drop load-balance
method src-ip

switch (config-epbr-sess-pol-match)# 20 set service TCP Optimizer fail-action bypass
switch (config-epbr-sess-pol) #match ip address HR

switch (config-epbr-sess-pol-match)# 10 set service Web-FW

switch (config-epbr-sess-pol-match)# 20 set service TCP Optimizer

switch (config-epbr-sess) #commit

{5l : ePBR #f&tR 1) L —DxRTR
WOBNE, ePBR HatHR U o —%HKRT 5 HEEZRLTNET,
switch# show epbr statistics policy pol2
Policy-map pol2, match testvéacl
Bucket count: 2

traffic match : epbr pol2 1 fwd bucket 1

two : O
traffic match : epbr pol2 1 fwd bucket 2
two : O

{5 : mask-position DFEFHEDR T
IZ. mask-position O FHFIZ 7~ L £,

IP access list acll
10 permit tcp 10.0.0.0/24 any
epbr policy 13 Pol
statistics match ip address acll
load-balance buckets 4 mask-position 5
10 set service sl 13
switch# show ip access-list dynamic
IP access list epbr 13 Pol 1 fwd bucket 1
10 permit tcp 10.0.0.0 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 2

ePBR L3 DAL .
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10 permit tcp 10.0.0.32 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 3
10 permit tcp 10.0.0.64 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 4
10 permit tcp 10.0.0.96 0.0.0.159 any

T DDSE &R

ePBRL3 DAL |
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