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ePBR L2に関する情報
ElasticServicesRe-direction（ESR）の強化されたポリシーベースのリダイレクトレイヤ2（ePBR）
は、ポートACLとVLAN変換を利用して、レイヤ 1/レイヤ 2サービスアプライアンスの透過
的なサービスリダイレクトとサービスチェーンを提供します。このアクションは、余分なヘッ

ダーを追加することなくサービスチェーンと負荷分散機能を実現し、余分なヘッダーを使用す

る際の遅延を回避するのに役立ちます。

ePBRは、アプリケーションベースのルーティングを可能にし、アプリケーションのパフォー
マンスに影響を与えることなく、柔軟でデバイスに依存しないポリシーベースのリダイレクト

ソリューションを提供します。ePBRサービスフローには、次のタスクが含まれます。

ePBRサービスとポリシーの構成
まず、サービスエンドポイントの属性を定義するePBRサービスを作成する必要があります。
サービスエンドポイントは、スイッチに関連付けることができるファイアウォール、IPSなど
のサービスアプライアンスです。また、サービスエンドポイントの状態を監視するプローブ

を定義したり、トラフィックポリシーが適用されるフォワードインターフェイスと reverseイ
ンターフェイスを定義したりすることもできます。 ePBRは、サービスチェーンとともにロー
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ドバランシングもサポートします。 ePBRを使用すると、サービス構成の一部として複数の
サービスエンドポイントを構成できます。

ePBRサービスを作成したら、ePBRポリシーを作成する必要があります。ePBRポリシーを使
用すると、トラフィックの選択、サービスエンドポイントへのトラフィックのリダイレクト、

およびエンドポイントの正常性障害に関するさまざまな fail-actionメカニズムを定義できま
す。許可アクセスコントロールエントリ（ACE）を備えた IP access-listエンドポイントを使
用して、一致する対象のトラフィックを定義し、適切なアクションを実行できます。

ePBRポリシーは、複数のACL一致定義をサポートします。一致には、シーケンス番号によっ
て順序付けできるチェーンに複数のサービスを含めることができます。これにより、単一の

サービスポリシーでチェーン内の要素を柔軟に追加、挿入、および変更できます。すべての

サービスシーケンスで、ドロップ、転送、バイパスなどの失敗時のアクションメソッドを定

義できます。ePBRポリシーを使用すると、トラフィックの詳細なロードバランシングを行う
ために、送信元または接続先ベースのロードバランシングとバケット数を指定できます。

ePBRの L2インターフェイスへの適用
ePBRポリシーを作成したら、インターフェイスにポリシーを適用する必要があります。これ
により、トラフィックが NX-OSスイッチに入力するインターフェイスと、トラフィックがリ
ダイレクションまたはサービスチェーンの後にスイッチから出力される必要があるインター

フェイスを定義できます。NX-OSスイッチに順方向と逆方向の両方でポリシーを適用するこ
ともできます。

アクセスポートとしてのプロダクションインターフェイスの有効化

サービスチェーンするスイッチがトラフィックのリダイレクト向けの 2つの L3ルータ間に挿
入されている場合、実稼働インターフェイスがアクセスポートとして有効になります。以下の

制限があります。

•一致構成の一部としてポートの VLANを使用する必要があります。

•これは、mac-learn無効モードに制限されます。

トランクポートとしてのプロダクションインターフェイスの有効化

プロダクションインターフェイスはトランクポートとして構成できます。インターフェイス

によってトランクされるサービスチェーンする必要がある着信トラフィックの VLANは、一
致構成の一部として構成する必要があります。

または、一致構成で「vlan all」を使用すると、インターフェイス上の着信VLANに関連するす
べてのトラフィックが一致し、サービスチェーンされます。
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バケットの作成およびロードバランシング

ePBRは、チェーン内でサービスエンドポイントの最大数を持つサービスに基づいてトラフィッ
クバケットの数を計算します。ロードバランスバケットを構成する場合は事前に行ってくだ

さい。ePBRは送信元 IPおよび接続先 IPのロードバランシングをサポートしますが、L4ベー
スの送信元または接続先のロードバランシングメソッドはサポートしていません。

ePBRオブジェクトトラッキング、ヘルスモニタリング、および
Fail-Action

レイヤ 2 ePBRは、デフォルトでサービスエンドポイントのリンクステートモニタリングを
実行します。サービスでサポートされている場合、ユーザはさらにCTP（構成テスト支援プロ
トコル）を有効にすることができます。

サービス向け、または転送または reverseの各エンドポイント向けに、ePBRプローブオプショ
ンを構成することが可能です。頻度、タイムアウト、および再試行のアップカウントとダウン

カウントを構成することもできます。同じトラックオブジェクトが、同じ ePBRサービスを使
用するすべてのポリシーに再利用されます。

エンドポイントレベルで定義されているプローブメソッドがない場合、サービスレベルで構

成されるプローブメソッドを使用できます。

ePBRは、自身のサービスチェーンのシーケンスで次の fail-actionメカニズムをサポートしま
す。

•バイパス

•ドロップオンフェイル

•転送

サービスシーケンスのバイパスは、現在のシーケンスで障害が発生した場合に、トラフィック

は次のサービスシーケンスにリダイレクトされる必要があることを示しています。

サービスシーケンスのドロップオンフェイルは、サービスのすべてのサービスエンドポイント

が到達不能となる場合に、トラフィックはドロップされる必要があることを示しています。

転送はデフォルトのオプションであり、現在のサービスに障害が発生した場合、トラフィック

は出力インターフェイスに転送する必要があることを示します。これはデフォルトの fail-action
メカニズムです。

対称性が維持されるのは、fail-actionバイパスがサービスチェーン内のすべてのサービス向け
に構成された場合です。その他の fail-actionシナリオでは、1つまたはそれ以上の機能不全サー
ビスが存在する場合、転送または reverseフローでの対称性は維持されません。

（注）

Cisco NX-OSリリース 10.4(1)F以降、ePBR L2 fail-action機能は、ノードの障害によって現在影
響を受けている ACEのみを変更するように最適化されています。ただし、fail-action最適化
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は、ユーザーが ePBR matchステートメントで load-balance bucketsを構成したサービスチェー
ンに対してのみ有効になります。

fail-actionの最適化は、CiscoNexus 9300-FX/FX2/FX3/GX/GX2およびX97160YC-EX、9700-FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

ePBRセッションベースの構成
ePBRセッションにより、次のサービス内のアスペクトのサービスまたはポリシーの追加、削
除、変更が可能になります。サービス内とは、アクティブインターフェイスまたはポリシーに

適用されているポリシーに関連付けられたサービスを示し、アクティブインターフェイス上で

変更される、現在構成済みのサービスを示します。

•インターフェイスおよびプローブを備えたサービスエンドポイント

• reverseエンドポイントおよびプローブ

•ポリシーで一致

•一致させるための負荷分散メソッド

•一致シーケンスおよび fail-action

ePBRセッションで、同じセッション内で 1つのサービスから別のサービスにインターフェイ
スを移動することはできません。1つのサービスから別のサービスにインターフェイスを移動
させるには、次の手順を行います。

1. まず初めに、既存のサービスからインターフェイスを削除するための 1つ目のセッション
を実行します。

2. 既存のサービスにインターフェイスを追加するための 2つ目のセッションを実行します。

（注）

ACLリフレッシュ
ePBRセッション ACLリフレッシュにより、ユーザが入力した ACLがACEを使用して変更、
追加、または削除される場合に、ACLを生成するポリシーを更新することができるようになり
ます。リフレッシュトリガーで、ePBRはこの変更によって影響を受けるポリシーを特定し、
それらのポリシー向けに ACLを生成するバケットを作成、削除、または変更します。

ePBRのスケール数については、『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』を
参照してください。

ePBR L2の注意事項および制約事項
ePBRには、次の注意事項と制限事項があります。
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• fail-actionがいずれかの一致ステートメントで指定されている場合、プローブは構成内に
存在していることが必須です。

•スイッチでMACラーニングを無効化するには、mac-learn disableコマンドを使用します。

• ePBR構成内の複数の一致ステートメント全体で同じユーザ定義ACLを共有しないでくだ
さい。

•トラフィックの対称性が維持されるのは、fail-actionバイパスが ePBRサービス向けに構成
されたときのみです。サービスチェーン内の転送/ドロップなどのその他の fail-actionの場
合、トラフィックの順方向と逆方向のフローの対称性は維持されません。

•機能 ePBRおよび機能 ITDは同じ入力インターフェイスと共存できません。

•拡張済み ePBR構成では、no feature epbrコマンドを使用する前にポリシーを削除するこ
とが推奨されています。

• VXLAN上の ePBRv6は、CiscoNexus 9500シリーズスイッチでサポートされていません。

•システムから削除されたポートチャネルに構成された ePBRサービスエンドポイントを削
除する場合、次の手順を実行してください。

1. 既存の ePBRポリシーを削除します。

2. 既存の ePBRサービスを削除します。

3. ePBRサービスエンドポイントを必要なポートチャネルに再構成します。

•「epbr_」という名前で始まる、動的に作成された ePBRの access-listエントリは変更しな
いでください。これらの access-listsは ePBR内部使用向けに予約済みです。

これらのプレフィックス文字列を変更すると ePBRが正しく機能
せず、ISSUに影響を与える可能性があります。

（注）

•すべてのリダイレクションルールは、ing-ifaclリージョンを使用して ACL TCAMでプロ
グラムされます。このリージョンは、ePBRL2ポリシーを適用する前に分割して割り当て
る必要があります。

TCAMリージョンの分割方法の手順については、「Cisco Nexus

9000シリーズ NX-OSセキュリティ構成ガイド」の [IP ACLの構
成（Configuring IP ACLs）]セクションを参照してください。

（注）

• ePBRポリシーには、リダイレクトアクションとの一致が少なくとも 1つ必要です。

• ePBR L2では、VLAN変換と Q-in-Q用に VLAN範囲を予約する必要があります。この範
囲は、トラフィックの一致構成に使用される VLANと重複しないようにすることが推奨
されています。
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• ePBRの「インフラ」VLANは、ePBRレイヤ 2ポリシーを適用する前に予約済みにする必
要があります。

•トランクポートとして構成された本番インターフェイスの場合、ePBR「infra vlan」範囲
で指定された VLANに対してのみ VLANトランキングを有効にします。

•トランク許可 VLANのリストにネイティブ VLANを追加する必要があります。これは、
選択的 QinQや選択的 Q-in-VNIなどの使用可能なアクセス機能と一致しています。

• ePBRL2は、VLANヘッダーを変更または削除せずに、パケットをそのまま転送するよう
にサービスアプライアンスが構成されていることを想定しています。

• ePBRL2ポリシーの各一致には、トランクインターフェイスに適用される場合、一意の一
致 VLANまたは一意の VLAN範囲が必要です。トランクインターフェイスに適用される
ポリシーには、「vlan all」との一致が 1つだけ存在できます。

• ePBRL2ポリシー定義は、順方向および逆方向でサポートされているインターフェイスタ
イプの最大 32個のインターフェイスに適用できます。

• Cisco NX-OSリリース 10.3(1)F以降、同じ EPBR L2ポリシー内の複数の一致は、同じ
VLANまたはVLAN範囲を共有するか、トランクインターフェイスに適用されるポリシー
で「vlan all」で構成される場合があります。

同じアドレスファミリ（IPv4、ipv6、または L2）の複数の一致
ACLがポリシー内の同じ VLANを共有する場合、構成された一
致 ACL全体の ACLフィルタが一意であり、重複していないこと
を確認してください。

（注）

•実稼働ポートペアの場合、順方向のインターフェイスとその逆方向の reverseインターフェ
イスに適用されるポリシーは、一致するもので構成され、同一のmatch-vlanまたはVLAN
範囲に個別にマッピングされます。

•複数のサービスデバイス間の負荷分散を行い、CTPヘルスチェックを介してこれらのデ
バイスの障害を一意に検出するには、各サービスデバイスを ePBRサービスの一意のエン
ドポイントとして定義する必要があります。

•バケットベースの負荷分散は、ePBRポリシーのレイヤ 2一致ではサポートされていませ
ん。

•ネイバー探索など、IPv6トラフィックをサービスチェーンに送る、またはリダイレクトす
るには、プロトコルタイプが ND-NAおよび ND-NSである ICMPv6 ACEを、ユーザー定
義の一致アクセスリストで明示的に定義する必要があります。

• ARP（0x806）、VNタグ（0x8926）、FCOE（0x8906）、MPLSユニキャスト（0x8847）、
MPLSマルチキャスト（0x8848）などのプロトコルで、レイヤ 2トラフィックをサービス
チェーンに送る、またはリダイレクトするには、プロトコル情報をユーザー定義の一致ア

クセスリスト内の ACEに明示的に追加する必要があります。
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• Cisco NX-OSリリース 10.4(1)F以降、ePBR L2は、ePBRポリシーに一致するすべての制
御トラフィックのリダイレクションをサポートします。詳細については、「制御トラフィッ

クのリダイレクションとドロップの適用（15ページ）」の項を参照してください。

•意図しない動作を防ぐために、使用中のePBR実稼働インターフェイスおよび/またはサー
ビスインターフェイスのデフォルト設定は避ける必要があります。

• Cisco NX-OSリリース 10.3(1)F以降、ePBR L2は、Cisco Nexus 9300-GXプラットフォーム
スイッチの L2制御パケットのリダイレクションのみをサポートします。サービスチェー
ンは Cisco Nexus 9300-GXプラットフォームスイッチではサポートされません。

• CiscoNX-OSリリース 10.4(1)F以降、ePBRには、CiscoNexus 9300-FX/FX2/FX3/GX/GX2、
および Nexus X97160YC-EX、9700-FX/GXラインカードを搭載した Cisco Nexus 9500プ
ラットフォームスイッチで、IPv4または IPv6一致のユーザー定義 ACLにおいてロード
バランシングに使用されるビットを選択する、mask-positionオプションが用意されていま
す。

•構成のロールバックと設定の置換は、ePBRポリシーがインターフェイスに関連付けられ
ておらず、ePBRサービス定義が送信元設定とターゲット設定の両方のアクティブなePBR
ポリシーで使用されていない場合にのみサポートされます。ただし、構成のロールバック

と構成の置換では、ポリシーとインターフェイスの関連付けおよび関連付け解除はサポー

トされません。

次の注意事項および制約事項を一致 ACL機能に適用します。

• permitメソッドを持つACEのみがACLでサポートされます。他の方法（denyまたは remark
など）の ACEは無視されます。

• 1つの ACLで最大 256の許可 ACEがサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降では、match access-listルールのレイヤ 4ポート範囲
およびその他のポート操作（「等しくない」、「より大きい」、「より小さい」など）

は、バケットアクセスリスト内のトラフィックのフィルタリングに使用されます。

•アクセスリストでレイヤ 4ポートオペレータを使用しながら、TCAM ACEの使用率を最
適化するには、この構成 hardware access-list lou resource thresholdを使用する必要があり
ます。このコマンドの詳細については、『Cisco Nexus 9000シリーズ NX-OSセキュリティ

構成ガイド』の「IP ACLの構成」のセクションを参照してください。

次のガイドラインと制限事項が VRF間のサービスチェーンに適用されます。

• Cisco NX-OSリリース 10.2(3)F以降、エンドポイントの追加、サービスシーケンスの追
加、削除および変更のセッション操作中のトラフィックの中断を最小限にするために、事

前にロードバランスバケットの構成を行い、ロードバランス構成への変更を回避すること

が推奨されています。ロードバランス向けに構成されたバケットの数が、チェーン内の各

シーケンス向けのサービスで構成されたエンドポイントの数より多くなるようにしてくだ

さい。

送信元 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます。
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• ACEの送信元 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信元 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信元アドレスのサブネットは、構成されたバケットと互換性がある必要があります。

送信先 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます：

• ACEの送信先 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信先 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信先アドレスのサブネットは、構成されたバケットと互換性がある必要があります。

ePBRサービス、ポリシーの構成およびインターフェイス
への関連付け

次のセクションでは、ePBRサービス、ePBRポリシーの構成、およびインターフェイスへのポ
リシーの関連付けについて説明します。

手順の概要

1. configure terminal
2. [no] epbr infra vlans [vlan range]

3. epbr service service-name type l2

4. mode [full duplex | half duplex]
5. probe {ctp} [frequency seconds] [timeout seconds] [retry-down-count count] retry-up-count

count]
6. service-endpoint [interface interface-name interface-number]
7. reverse interface interface-name interface-number

8. exit
9. epbr policy policy-name

10. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | [l2 address l2 acl-name]}
{drop | exclude | redirect | vlan{vlan | vlan range | all}}

11. [no] load-balance [ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
12. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
13. interface interface-name interface-number

14. epbr {l2} policy policy-name egress-interface interface-name [reverse]
15. exit

ePBR L2の構成
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

VLAN範囲は、サービスデバイスへのリダイレク
ト中に選択的な dot1q変換用に予約された VLAN
を示すために使用されています。

[no] epbr infra vlans [vlan range]ステップ 2

新しい ePBR L2サービスを作成します。epbr service service-name type l2

例：

ステップ 3

switch(config)# epbr service firewall type l2

サービスを半二重または全二重モードに構成しま

す。

mode [full duplex | half duplex]ステップ 4

ePBRサービスのプローブを構成します。probe {ctp} [frequency seconds] [timeout seconds]
[retry-down-count count] retry-up-count count]

ステップ 5

オプションは次のとおりです。
例：

•頻度：プローブの頻度を秒単位で指定します。
値の範囲は 1～ 604800です。

switch(config)# probe icmp

•再試行ダウンカウント：ノードがダウンした
ときにプローブによって実行される再カウント

の数を指定します。指定できる範囲は1～5で
す。

•再試行アップカウント：ノードが復帰したと
きにプローブが実行する再カウントの数を指定

します。指定できる範囲は 1～ 5です。

•タイムアウト：タイムアウト期間を秒単位で指
定します。値の範囲は 1～ 604800です。

ePBRサービスのサービスエンドポイントを構成し
ます。

service-endpoint [interface interface-name
interface-number]

例：

ステップ 6

手順 2～ 5を繰り返して、別の ePBRサービスを構
成できます。switch(config-epbr-svc)# service-end-point

interface Ethernet1/3

トラフィックポリシーが適用される reverseイン
ターフェイスを定義します。

reverse interface interface-name interface-number

例：

ステップ 7

ePBR L2の構成
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目的コマンドまたはアクション

switch(config-epbr-fwd-svc)# reverse interface
Ethernet1/4

ePBRサービス構成モードを終了し、グローバルコ
ンフィギュレーションモードを開始します。

exit

例：

ステップ 8

switch(config-epbr-reverse-svc)# exit
switch(config-epbr-fwd-svc)# exit
switch(config-epbr-svc)# exit
switch(config)#

ePBRポリシーを構成します。epbr policy policy-name

例：

ステップ 9

switch(config)# epbr policy Tenant_A-Redirect

IPv4または IPv6アドレス、またはMACアドレス
を IP、IPv6、またはMAC ACLと照合します。リ

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] | [l2 address l2 acl-name]} {drop | exclude |
redirect | vlan{vlan | vlan range | all}}

ステップ 10

ダイレクトは、一致トラフィックのデフォルトア

例： クションです。ドロップは、着信インターフェイス

でトラフィックをドロップする必要がある場合に使switch (config) # match ip address WEB vlan 10

用されます。除外オプションは、着信インターフェ

イスのサービスチェーンから特定のトラフィックを

除外するために使用されます。

この手順を繰り返して、要件に基づいて複数のACL
を一致させることができます。

ePBRサービスで使用されるロードバランスメソッ
ドとバケット数を計算します。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
count] [mask-position position-value]

例：

ステップ 11

CiscoNX-OSリリース 10.4(1)F以降では、IPv4また
は IPv6マッチでのユーザー定義 ACLでロードバswitch(config)# load-balance method src-ip

mask-position 3
ランシングに使用されるビットを選択する、

mask-position オプションが提供されています。デ
フォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

または最下位ビットのどちらが選択されたかに応

じ、より多くのビットがロードバランシングバケッ

トを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットが

ユーザー定義のサブネットと重複している場合、

ACEのマスク位置は内部的に 0にリセットされま
す。

ePBR L2の構成
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目的コマンドまたはアクション

fail-actionメカニズムを構成します。sequence-number set service service-name [ fail-action
{ bypass | drop | forward}]

ステップ 12

例：

switch(config)# set service firewall fail-action
drop

インターフェイス構成モードを開始します。interface interface-name interface-number

例：

ステップ 13

switch(config)# interface Ethernet1/1

インターフェイスは、いつでも次の1つの順方向の
ポリシーと1つの逆方向のポリシーに関連付けるこ
とができます。

epbr {l2} policy policy-name egress-interface
interface-name [reverse]

例：

ステップ 14

•順方向の IPV4ポリシーepbr l2 policy Tenant_A_Redirect egress-interface
Ethernet1/2

•逆方向の IPv4ポリシー

•順方向の IPv6ポリシー

•逆方向の IPv6ポリシー

•順方向の l2ポリシー

•逆方向の l2ポリシー

ポリシー構成モードを終了し、グローバルモード

に戻ります。

exit

例：

ステップ 15

switch(config-if)# end

ePBRセッションを使用したサービスの変更
次の手順では、ePBRセッションを使用してサービスを変更する方法を説明しています。

手順の概要

1. epbr session
2. epbr service service-name type l2

3. [no] service-endpoint [interface interface-name]
4. service-endpoint [interface interface-name]
5. reverse [interface interface-name]
6. commit
7. abort

ePBR L2の構成
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手順の詳細

手順

目的コマンドまたはアクション

ePBRセッションモードに入ります。epbr session

例：

ステップ 1

switch(config)# epbr session

ePBRセッションモードで構成する ePBRサービス
を指定します。

epbr service service-name type l2

例：

ステップ 2

switch(config-epbr-sess)# epbr service
TCP_OPTIMIZER

ePBRサービス向けに構成されたサービスエンドポ
イントを無効にします。

[no] service-endpoint [interface interface-name]

例：

ステップ 3

switch(config-epbr-sess-svc)# no service-end-point
interface ethernet 1/3

サービスにサービスエンドポイントを追加します。service-endpoint [interface interface-name]

例：

ステップ 4

switch(config-epbr-sess-svc)# service-end-point
interface ethernet 1/15

トラフィックポリシーが適用される reverseインター
フェイスを定義します。

reverse [interface interface-name]

例：

ステップ 5

switch(config-epbr-sess-fwd-svc)# reverse
interface ethernet 1/4

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 6

（注）switch(config-epbr-sess)#commit

このステップの完了後に ePBRセッションを再起動
します。

セッションを中止し、セッションの現在の構成をク

リアまたはリセットします。コミット中にエラーま

abort

例：

ステップ 7

たはサポートされていない構成が識別された場合switch(config-epbr-sess)# abort
に、現在のセッション構成を破棄するには、このコ

マンドを使用します。

（注）

その後、修正した構成を使用して新しい ePBRセッ
ションを再開します。

ePBR L2の構成
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ePBRセッションを使用したポリシーの変更
次の手順では、ePBRセッションを使用してポリシーを変更する方法について説明します。

手順の概要

1. epbr session
2. epbr policy policy-name

3. [no]match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | l2 address mac acl-name]}
vlan {all | vlan-id | vlan-id-range

4. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | l2 address mac acl-name]}
vlan {all | vlan-id | vlan-id-range]

5. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
6. [no] load-balance [ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
7. commit
8. end

手順の詳細

手順

目的コマンドまたはアクション

epbr sessionステップ 1

ePBRセッションモードで構成する ePBRポリシー
を指定します。

epbr policy policy-name

例：

ステップ 2

switch(config-epbr-sess)# epbr policy
Tenant_A-Redirect

IP、IPv6、または L2 ACLに対する一致を無効にし
ます。

[no] match { [ip address ipv4 acl-name] | [ipv6 address
ipv6 acl-name] | l2 address mac acl-name]} vlan {all |
vlan-id | vlan-id-range

ステップ 3

例：

switch(config-epbr-sess-pol)# no match ip address
WEB

IP、IPv6、または L2 ACLに対する一致を変更しま
す。

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] | l2 address mac acl-name]} vlan {all | vlan-id
| vlan-id-range]

ステップ 4

例：

switch(config-epbr-sess-pol)# match ip address HR

fail-actionメカニズムを構成します。sequence-number set service service-name [ fail-action {
bypass | drop | forward}]

ステップ 5

例：

ePBR L2の構成
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目的コマンドまたはアクション

switch(config-epbr-sess-pol-match)# set service
firewall fail-action drop

一致のロードバランスメソッドとバケットを構成し

ます。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
count] [mask-position position-value]

例：

ステップ 6

（注）

既存の一致のサービスチェーンを変更するときに、

セッションコンテキストでこの構成を省略すると、

switch(config)# load-balance method src-ip
mask-position 3

一致のロードバランス構成がデフォルトにリセット

されます。

Cisco NX-OSリリース 10.4(1)F以降では、IPv4また
は IPv6マッチでのユーザー定義ACLでロードバラ
ンシングに使用されるビットを選択する、

mask-position オプションが提供されています。デ
フォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

または最下位ビットのどちらが選択されたかに応

じ、より多くのビットがロードバランシングバケッ

トを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットがユー

ザー定義のサブネットと重複している場合、ACE
のマスク位置は内部的に 0にリセットされます。

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 7

switch(config-epbr-sess)#commit

ePBRセッションモードを終了します。end

例：

ステップ 8

switch(config-epbr-sess)#end

ePBRポリシーによる使用される Access-listの更新
次の手順では、ePBRポリシーで使用される access-listを更新する方法について説明します。

ePBR L2の構成
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手順の概要

1. epbr session access-list acl-name refresh
2. end

手順の詳細

手順

目的コマンドまたはアクション

ポリシーによって生成された ACLを更新またはリ
フレッシュします。

epbr session access-list acl-name refresh

例：

ステップ 1

switch(config)# epbr session access-list WEB
refresh

グローバルコンフィギュレーションモードを終了

します。

end

例：

ステップ 2

switch(config)# end

制御トラフィックのリダイレクションとドロップの適用
Cisco NX-OSリリース 10.4(1)F以降では、次の構成オプションを使用して、ePBR L2ポリシー
を介して制御トラフィックのリダイレクションおよびドロップ動作を制御できます。

all構成オプションは、ACEに最も高いプライオリティが必要であることを示すため、ePBRの
ユーザー定義のmatch access-listのACE内で使用されます。この構成の詳細については、Cisco

Nexus 9000シリーズ NX-OSセキュリティ構成ガイドの、SUPルールに対する IP ACLルール
の優先順位の適用またはSUPルールに対するMAC ACLルールの優先順位の適用のセクショ
ンを参照してください。

allオプションを使用すると、次の動作が観察されます。

• redirectionまたは excludeアクションと一致した場合、ePBRは対応するリダイレクション
ACEを生成して、それぞれ指定されたサービスデバイスまたは出力インターフェイスへ
の制御トラフィックを含む、一致するすべてのトラフィックのリダイレクションを適用し

ます。

• dropアクションと一致した場合、ePBRは拒否 ACEを生成して、制御トラフィックを含
むすべての一致トラフィックを強制的にドロップします。このオプションが構成どおりに

検出されなった場合、通常は Cisco NX-OS 9000シリーズスイッチのスーパーバイザにコ
ピーまたはリダイレクトされる制御トラフィックが、ePBRレイヤ 2ポリシー定義に一致
する場合でも、引き続きコピーされる可能性があります。

allオプションは、matchアクセスリストが ePBRレイヤ 3ポリシー内で使用されている場合は
効果がありません。

ePBR L2の構成
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default-traffic-action redirect-all構成オプションは、ePBRレイヤ 2ポリシー内で使用され、リ
ダイレクト、除外、またはドロップ一致に一致しないトラフィック（制御トラフィックを含

む）を、指定された出力インターフェイスにリダイレクトする必要があることを指定します。

このオプションが構成されていない場合、ポリシー内のアクセスリストに一致せず、通常、

Cisco NX-OS 9000シリーズスイッチのスーパーバイザにコピーまたはリダイレクトされる制
御トラフィックは（出力インターフェイスにリダイレクトされのではなく）引き続き同様に処

理されます。

次のコマンドを使用して、ポリシーレベルでデフォルトの catch-allトラフィック動作を構成で
きます。

手順の概要

1. configure terminal
2. epbr policy policy-name

3. default-traffic-action [redirect | redirect-all]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ePBRポリシーを構成します。epbr policy policy-name

例：

ステップ 2

switch(config)# epbr policy p3

ePBRポリシーのデフォルトの catch-all動作を設定
します。

default-traffic-action [redirect | redirect-all]

例：

ステップ 3

• redirect：データトラフィックをリダイレクトし
ます。redirectはデフォルトのオプションです。

switch(config-epbr-policy)# default-traffic-action
redirect-all

• redirect-all：すべてのトラフィックをリダイレ
クトします。

（注）

•このオプションは、レイヤ 3 ePBRポリシー内
ではサポートされません。

•このオプションは ePBRセッション内では変更
できないため、ポリシーを無効にして再構成

し、再度適用する必要があります。

ePBR L2の構成
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ePBR Showコマンド
次のリストに、ePBRに関連する showコマンドを示します。

手順の概要

1. show epbr policy policy-name [reverse]
2. show epbr statistics policy-name [reverse]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr

手順の詳細

手順

目的コマンドまたはアクション

順方向または逆方向に適用される ePBRポリシーに
関する情報を表示します。

show epbr policy policy-name [reverse]

例：

ステップ 1

switch# show epbr policy Tenant_A-Redirect

ePBRポリシー統計を表示します。show epbr statistics policy-name [reverse]

例：

ステップ 2

switch# show ePBR statistics policy pol2

ePBRのテクニカルサポート情報を表示します。show tech-support epbr

例：

ステップ 3

switch# show tech-support epbr

ePBRの実行構成を表示します。show running-config epbr

例：

ステップ 4

switch# show running-config epbr

ePBRのスタートアップ構成を表示します。show startup-config epbr

例：

ステップ 5

switch# show startup-config epbr

ePBR構成の確認
ePBR構成を確認するためには、次のコマンドを使用します。

ePBR L2の構成
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目的コマンド

バケットアクセスリストのトラフィック一致

基準を表示します。

show ip access-list <access-list name> dynamic

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成された IP SLA構成を表示しま
す。

show ip sla configuration dynamic

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成されたトラックを表示します。

show track dynamic

バケットアクセスリストのトラフィック一致

基準のサマリを表示します。

show ip access-list summary

一致基準のダイナミックエントリを表示しま

す。

show [ip | ipv6 | mac ] access-lists dynamic

ePBRの構成例
例：ePBR NX-OS構成

次のトポロジは、ePBR NX-OS構成を示しています。

図 1 : ePBR NX-OSの構成

例：アクセスポートおよびトランクポートのサービス構成

次の構成例は、アクセスポートとトランクポートのサービス構成を実行する方法を示してい

ます。

epbr infra vlans 100-200

epbr service app_1 type l2
service-end-point interface Ethernet1/3

ePBR L2の構成
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reverse interface Ethernet1/4

epbr service app_2 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channel10
reverse interface port-channel11

epbr service app_3 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface Ethernet1/9
reverse interface Ethernet1/10

epbr service app_4 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channel12
reverse interface port-channel13

例：アクセスポートの構成

次の例では、アクセスポートを構成する方法を示します。

epbr policy p1
statistics
match ipv6 address flow2 vlan 10
load-balance buckets 2
10 set service app_1
20 set service app_3
25 set service app_4
30 set service app_2

match l2 address flow3 vlan 10
20 set service app_2
25 set service app_4
50 set service app_3

match ip address flow1 vlan 10
10 set service app_1
15 set service app_3
20 set service app_2

interface Ethernet1/1
switchport
switchport access vlan 10
no shutdown
epbr l2 policy p1 egress-interface Ethernet1/2

interface Ethernet1/2
switchport
switchport access vlan 10
no shutdown
epbr l2 policy p1 egress-interface Ethernet1/1 reverse

例：トランクポートの構成

次の構成例は、トランクポートを構成する方法を示します。

epbr policy p3
statistics
match ip address flow1 vlan 10
load-balance buckets 2
10 set service app_1
20 set service app_2

match ipv6 address flow2 vlan 20
load-balance buckets 2
10 set service app_3
20 set service app_4

match l2 address flow3 vlan 30
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10 set service app_1
20 set service app_2

interface Ethernet1/27
switchport
switchport mode trunk
no shutdown
epbr l2 policy p3 egress-interface Ethernet1/28

interface Ethernet1/28
switchport
switchport mode trunk
no shutdown
epbr l2 policy p3 egress-interface Ethernet1/27 reverse

Collecting statistics

統計の収集：

itd-san-2# show epbr statistics policy p1

Policy-map p1, match flow2

Bucket count: 2

traffic match : bucket 1
app_1 : 8986 (Redirect)
app_3 : 8679 (Redirect)
app_4 : 8710 (Redirect)
app_2 : 8725 (Redirect)

traffic match : bucket 2
app_1 : 8696 (Redirect)
app_3 : 8680 (Redirect)
app_4 : 8711 (Redirect)
app_2 : 8725 (Redirect)

Policy-map p1, match flow3

Bucket count: 1

traffic match : bucket 1
app_2 : 17401 (Redirect)
app_4 : 17489 (Redirect)
app_3 : 17461 (Redirect)

Policy-map p1, match flow1

Bucket count: 1

traffic match : bucket 1
app_1 : 17382 (Redirect)
app_3 : 17348 (Redirect)
app_2 : 17411 (Redirect)

例：ePBRポリシーの表示

次の例では、ePBRポリシーを表示する方法を示します。
show epbr policy p3

Policy-map : p3
Match clause:
ip address (access-lists): flow1
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action:Redirect
service app_1, sequence 10, fail-action No fail-action
Ethernet1/3 track 4 [UP]
service app_2, sequence 20, fail-action No fail-action
port-channel10 track 10 [UP]
Match clause:
ipv6 address (access-lists): flow2
action:Redirect
service app_3, sequence 10, fail-action No fail-action
Ethernet1/9 track 13 [UP]
service app_4, sequence 20, fail-action No fail-action
port-channel12 track 3 [UP]
Match clause:
layer-2 address (access-lists): flow3
action:Redirect
service app_1, sequence 10, fail-action No fail-action
Ethernet1/3 track 4 [UP]
service app_2, sequence 20, fail-action No fail-action
port-channel10 track 10 [UP]
Policy Interfaces:
egress-interface Eth1/28

例：mask-positionの使用方法の表示

次に、mask-positionの使用例を示します。
ip access-list acl1

10 permit tcp 10.1.1.0/24 any
epbr service s1_l2 type l2
service-end-point interface Ethernet1/2
reverse interface Ethernet1/3

epbr policy l2_pol
statistics
match ip address acl1 vlan all
load-balance buckets 4 mask-position 5
10 set service s1_l2

interface Ethernet1/18
epbr l2 policy l2_pol egress-interface Ethernet1/19

switch(config-if)# show access-lists epbr_Ethernet1_18_ip dyn

IP access list epbr_Ethernet1_18_ip
statistics per-entry
200001 permit tcp 10.1.1.0 0.0.0.159 any vlan 100 redirect Ethernet1/2 [

match=0]
200002 permit tcp 10.1.1.32 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
200003 permit tcp 10.1.1.64 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
200004 permit tcp 10.1.1.96 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
4294967295 permit ip any any redirect Ethernet1/19 [match=0]
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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