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b FS9X2T NLREZZYDT, BKUD

ePBR (X, V—EATH N7 0 —T X4 FIZHESWTSLABXO NI vy A7V
kN &ERL L, ICMP, TCP, UDP, DNS, HITP 2 DO X X7 u—T L ¥ f ~v—%HPR—
FLET, ePBRIZZ—VEHRDO T v 7 LR —FLTEY, ePBRICEHT IV T 1 —
TreEIFIERNRTA—LTIT v 7 2ERTEET,

ePBR 7' — 7 AT 55 A . ePBRIZIPSLA Vn—7 4 7nbeya=r7452 L1
IV RFRA LV MOEFEEE=4 L, £7Y=7 b& +7 v 7 LTIPSLA OXIZERGEM:
v LET,

P—E RANT. FRITEEEE 2 reverse DT RiRA > MANTIZ, ePBR7 2 —7 47 3
CERERTAHZ ENARETY, /o, IPSLA® v a v OEETLIPIEATEA LY, #
B, XA LT N BRITOT v AN U b BEORETA—T RNy T
A VB =T 2 AEERTEEST, VNIAT v T E IO ML, BE7Y T & B
EADUOMRERET HHEEOFRELE LTHEASINET, Y—EAx 2 KKRA 2 MBRRIIC
PEEFIIEEE L TREEIND &, VAT AT DOMREON THRIZZNLDA X ME
KL ET, [EEOXATDNT v 7 E2EFRL, BHMEILHF TR RARA > MIBEfT
F22ENRTEET, AU v 7 A7 V=27 M, RUePBRY—ERZ{HHT 5T XTO
AU —IZHFHAINET,

N7y 7 ZEBNCER L, ePBROZS—ER U RHRA U M hT v/ IDZEV S THE
ENTEFET, 2—PEEDO T v 7 E2T 2 RRA 2 MTEID B TRWEA, ePBRIZT VN
KA bOTa—T7 Ay REFEHALTN 7 v 7 2k LET, = RARA > b LV TE
HINTWLT =T AV RRRWEGE, P—ERXALXLTHERISNL S0 —T AV v R
A CTEET,

ePBR Z. BHDOHY —ERF =z —2 DI —4 2 A TKRD fail-action A H =X L% VPR —FLF
—g—O

o« A IRA

e Fuvw A4 7xAb

o BiRi%
P —E R = ADNNA NRL, BUED S —r o ATHEENEELTEEAIC, VT 74970
IRDOY—E R = AV EA LT NENDMERHLZ LR L TWET,
HPf—bE R —HF L AD Ry F T 2A NI, F—EADTRTOYF—E A RRA 2 b
NEFBERREL DGR, T 74073 Fuy 7 ENHIVERNDHDZEERLTHVET,
LT 74V bOA T arTHY, BEOY—ERCEENBELEZSGE., bT7 7497
WTEEON—T 4 7 T—TNEHATANERSDZ AR LET, ZHUET 72/ D
fail-action A = X AT,
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GE) RN HERF S LD DI, fail-action /XA RARY—EAF = — 2 NOTXTOY—E R AT
ICHER S35 T, F OO fail-action T U A TlE, 1 DFE7-IXFNLL EOMER S —
EANEET DA, Ik E -1 reverse 7 2 — CTOXFMEITMF I EE A,

ePBRt v 3 o R—XDIER

ePBRE Y gk, ROP—EANDT A7 hOHP—E R EITZRY —oB0, #l
B, ZEMNAREICR D 3, Y—EARNEIX, TI7T 4T A F—T oA ZAFERY —I|Z
BHENTWARY —IcEft b= —t R&2R L, 72T 47 A F—T = A LT
EHIND, BIEEREHAOY—EREZRLET,

A UH =T 2 A ABIOT BT Eff 2T —E AT KARA b
sreverse T2 RARA V FB LT v —7

«ARY =T

s —HIHELI-DOAMGEA Y v R

o —Fo—74 A F LU fail-action
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GE) ePBREyIa T, ALy arNTIOOP—EZANLBOY— R, v H—T = A
Z2EBETAZ LIITEXEHA, 1 OO —EZMLLBOY—ERZA v Z—T =4 A& BH)
AL, ROFIEHEZITNET,

1 FTHDIC, BIFOY—ERNnb A v Z—T oA Z&HIRT D200 1 DHOE Yy v a
EFEITLET,

2. BEFOV—FB RS v X —T =2 AZBMTHEDD2 By a vy E2FEITLET,

ePBR Y I/LFHY A +

Cisco NX-0S U U —2 10.2(1)F LA, VXLAN <A FHA k 777V v 7 TOHF—ERF = —
R, ROBREBLI R MR Y A RIA4 2 FEHA L THEITXET,

e —EARNDTY RARA v FEFIFF=—rNOY—E 2T, RUYA NEFRITERELD S
A FNOERLRD ) —T AL v FIZHEINDIHERH D I,

s TRTOYV—E AL, ePBRAV —NEHINDTF L FVRFa» T A b L3RRS
—EB DO VRFIZHDHIVLENH Y £,

B DHTF U NVRF D NT 7 w7 EHSEET I, —ERITHEH S5 VLAN %43
BEL, LW —E R ERY —2TERTHILERHY 77,
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¢« 7 FVRFIL— KL, V—EREFRAFTBETXTDY —T AL v FOEK Y —E XAVRF
V=273 BUERBDET, ZHIZEYD, T 74 IR —ERTF=2—ORETT
F > VRE WO L —T 4 v 7 ESND L 912720 97,

s VNI, EFEIFRY—T AL v FBIOYA MIAFRBNTEID B THXLERH D £,

«ePBRARY > —i%, EHENTWAHY—ERAVRF DT _XTHOLA¥—3VNI, +—bE 2%
RARLTNBETRTOY =T A, vTF BIOALTH A FDORT Ty bELTHERE
LTCWAHEEEFER—F— V=T FEdAR— =T~ T oA A v T THMMIT D HE
N E9,

e —ERF 2= W1 ODY A MIERIIDEESI, T 74 v NI EZIERYA bn
LEBTDIHAENDLVET, 20T F IV AIE I — AT AL A VTF A Mz sE
FNFEEAN, R—F—F— b U2 FHEIAR—F— ) —T7 LDV —EAVRFO LA ¥ —
3VNIIZ, ~LvFHA Kb hTo Py bELTORE I LERHY, ePBRKRY U —%F 1
DICHEHTAOMNENHY F3, ePBRAV—iE, b T 74 v I BREEFETDHVE— IV A
FOFBRANERZETF U MIE LA V2 —T =2 A AZHBEHATIVLENRNDH Y £97,

ACLY) JLwia

ePBREvya > ACLY 7Ly =a|lZlh, =—¥FMNAS L7z ACL BACE #fEfl L TER,
BN, FRITHIBRESNDGEIC, ACLEAKT DRI —%2HHTHIENTEXDHEIHITRD
94, VZ7Lbvyia b T— T\ﬂBR@:@%EKiOT%@%ﬁﬁéﬁUV*%%EL\
ZNHDORY —[FIZ ACL AT 537 > &R, HIFR, F/3ERLET,

ePBR D A 7 — VHKIZ DWW TIE,  [Cisco Nexus 9000 Series NX-OS Verified Scalability Guide] %
ZRLTIIZEN,

ePBRL3 DFEEIEL L UHIKNEIR

ePBR 21T, ROTEEFIEEAFIRFE HY £7,

« L3 ePBR HREDNIE L < HERET 5 1T1X. 14372 ing-racl TCAM2S 8T, BIfED TCAM
H— Y 7 E R 5 I2iE. show hardwareaccess-list tcamregion =~ > RZ2#Hff L £,
Y72 TCAM A ZA3EFI D HTHATWRWEGAIL, hardware access-list tcam region
ing-racl 256 DfEH DY A4 X a~v RE/MH LT, #@t)7e TCAM YA X&E 0 Y TEF,

« Cisco Nexus NX-OS U U —Z 10.1(2) LAF%, IPv4 3 L OV IPv6 ZffiH] L 7= ePBR I
N9K-C93108TC-FX3P A A » F CTHR— kI ET,

* CiscoNX-0OS U U —A 10.1(1) LAFE, ePBR AR Y 2 —DK—HAT—h A NI, VH AL
7k, Fay 7 BIXOBHIDIDT 7 av ZA T eHR—FsTEEST, RU—T
LIc Ry ZPERIIBRAO—BAT — M A bR 1O FRETE 4, EFmB LW
ﬁﬁf@%itiFm;i#é%%ﬁ%éh974/&®Aawwﬂ»i PR E 2L R
Oy OT7 I aryTMEAENS match 7 782 Y 2 MZFEEHTEMTHHLERH Y F
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bty N BT UERKRRINDIGERDD T,

¢«ePBRARY =i, VEA LI T varto—En1bnalty 1 o>0ETT,

* CiscoNX-0S U U —210.1 (1) LI, IPv4, IPv6, B ILTU'VXLAN L ePBR Z i L7z
ePBR X, RO T v b7+ —25b AA v FTHAR—F SN FET : NOK-C9316D-GX,

NIK-C93600CD-GX, NIK-C9364C-GX, NIK-C93180YC FX3S, NIK-C93360YC-FX3 &
NI9K-C93108TC-FX3P,

e fail-action NV TNDD—FHAT — F AL FTIHREENTWAEE., 7 r—7 13 HKRNIC
TFELTWAZ ENNUNEAETT,

cOTM FF v 7 ODEBENRHHBEEITFHIC, RRM OB a5 I 72k ePBR #Hatn U
Ty hENFET,

* ePBRIERNOBEE D —H AT — A PR TR L2 —FEFRACL 234G L2V TL 72
T,

o NT T 4 w7 OXFMEDRKERF SN D DI, fail-action /XA /XA )8 ePBR H— B R AT ITHE K
ENTZEEZDOHRTT, P—EAF = —2NOEEE/ Fr v 77 D% DOMO fail-action D
B, T T4y DONEFHFREWFRO T a0 — O NEITHERF S E A,

» match access-list DEFRIIHES TR T 7 4 v 7 DEBEOEETIP B L OsEHELIP & —# T
LENRDY . VXLANBREIZ B ENTT A R XA Lo M H0BERH L5613,
—BOLAV4EE LB IO R— T A= —H T A VHHRETLHHERH D
£, LB EWHBEOM ST, £330 T —ATF A 22 LT —EAF =2 — &
ET,

« HAE ePBR 3 X UMERE ITD XA U AN A v 5 —7 = A R EHFTE EH A,

* JLAEF A ePBR 5% ClX, nofeatureepbr=~ > K AT ARNHIHA Y —ZHIRT 5 Z
ERHERENTVET,

T —7 5T T 4w 7 EHOCOPP 7 T AT A ERHERENTVET, O LR
We, a—7 "I 74w T 74N FDCoPP Y T AL, Ru vy XD ARENE
NHO, 7a—7 877 4 v 7 DIPSLANY U ANRFAELET, CoPP HEKIZ OV TEE
L< %, TIPSLA 3% > F® CoPP O] ML T IZ&EW,

+ ePBR 3. EX, FX. BLOFX2 71 »H— R%&1H Z 7= Cisco Nexus 9500 33 & OY Cisco Nexus
9300 7’7 v 7+ —L AA v F THR—FENTWVET,

* Cisco NX-OS U U — 2 9.3(5) LAF%, Catena HEREITFE L 4L E LTz,

« VAT LPGHIBRS AR — B F v RS S FL72 ePBR —E A2 RARA b 2l
BRI 2%mE. WOFIEEZFATLTIZE N,

1. BEfFD ePBR ARV o —ZHIBR L £,
2. BEfFD ePBR — b 2 ZHIK L £,
3. ePBRYV—E R T FRA LV FEXLERR— N F ¥ RVICEHRLET,
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« lepbr | L WO ARITIHE D, BFJIZIERL 4172 ePBR @ access-list = b U [TZEH L7z
WTL7ZEV, 245 D access-lists 1L ePBR PNERE A A1 T (2 FHRIFE A T,
S

G INoDOTVT 47 ALTFINEEET DHE ePBR M IE L < #EHE
B9, ISSUICEL E 2 DAREMERH D £,

e L—H ACLIZ, ¥ R—FEINTWBLAF¥IA X —T A ATLAFY3ePBRAY > —
Ll bIcABNCTEE T, ZORIBOZEMICOWVWTIE, [CiscoNexus9000 & 1) — X NX-0S
AZX YA M IL—T 4 VTEBEAAR] © RV —R—=2 L—F 4 T OEZHD

[RY—=_R=Z2 V=T 4 T OEEFHEHRFHE] 22 LT ZIN,

Cisco Nexus N9K-C9316D-GX. N9K-C93600CD-GX. I J ¥ NIK-C9364C-GX A A v F T
L. CiscoNX-0S, U VU —R 102 DY V=251 J—2Z10.1 ~D ISSD #FEIT73 5
B2, ePBRAY —Z2EHIL T, XU T —FREFITLET,

ePBR RV —EHIL, JEFRB IO HHTYHR—- SN TWBAS o H—T A A HFA
TOBRKRBEDOA L H—T oA AZHWHATEET,

CiscoNX-0OS U U—2 104 (1) F LI, ePBR |Z. Cisco Nexus 9300-FX2/FX3/GX/GX2 7
TR T =B AL v FTOO—=RRT U T EAL VLT arD=HIZ, GRE B
JOIPIP bV A2 —T 2 A ATIPVEBLORIPv6 RY > —% P R—FLET :

CiscoNX-OS UV U —2 104 (1) F LAF%. ePBR IZ. Cisco Nexus 9300-FX2/FX3/GX/GX2 7
Ty T7d—b AL vFDIPIPBIUGRE b A v Z—T oA A%J L CHIER]
BRLAYITZ U RRA L b~DVEA VI arFEiidn— RT3y v TP R— |k
LET,

GE) ¢« ePBRIPV6 R Y o —(%, IP-IP ho RV A U H—T = A ATIE
PR—FINFEH A,

« BI{E, ePBRIZ. IP-IP3 L UNGRE ko /% L CHIEATHE
BT NAANDY—ERAF =— 2P R—FLTHEEA,

R DT — LNy 7 LEREDERIL, ePBRARY —NA ¥ —7 = A ZZEEM T B
TELT, ePBRT—ERAEREDEGEILREE X —F v NREDW ST DT 77 4 772 ePBR
AU —THEHIN T RWERICORYR—FSnEd, =720, Blkor—1y 7
OB TIE, N v—t A ¥ —T oA ADOEHEAHT I X OB E A T fEERIT R —
FESNEHA,

TRIvI TyFT— b el T s e, LVESDTCAM Y Y — A% ePBRA Y v —
THEATEZLCRDETH, R —OfRERY, 23— RxAxr RAA b
D7 2 ANF ==L UBNRNYHRIZ, 8T T 47 FEORKRE 2D AREMERH Y 7,

FEMIZ DWW T, CiscoNexus9000 ) — A NX-OSt X =2 U T A REHA FOFT RIvsH
ACL BHFaZ2MR L T 7E&0,
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ePBRUBOxEHEs L UHKEE

«ePBR RV V=N ESNTWNDETRTOA U F—T oA AIH LT, —BORY —NN
ERRENET, IHIZ, ePBRAY —NT—HTDHEL I IRz —EATF = —
NORDH—EAERBIZ N T 7 4 v 7 ZF8T 00 ERNH LT XTOY—E R A 7 —
T RIKLT, —EORY —bAESES, AR —FILHEPBRA Y > —0DH]
X, PBRARY O —D Y AT A THHAARER ACL 7-UIZ K> TR G518 H Y £,
ACL T~V A XDOFEMIC-OVW T, CiscoNexus 9000 3 U — XA NX-OSt & = U 7 ¢ ##
KAA ROACL B4 TTHR—FESNDIRRIRNILY A XDEESHRL T EEN,

A END ePBRY—EREIIZ Y RRA V MEZHZ A ~—1T, fEATFOTa—7 (b
Ty I7BIPIPSLA) OHERBLORZA LT U NEHBERHAVLERHD T, i1
Wk, EEAZRHNICRETE T,

T AT NT =L TNRAADT T —RK T —LE U N—Z T —LDx KiRA L ~DOIRHE
X, BEMICEEI SN EE A, TUBBERGAEIT, 74V — KT —ALE U= T —
LATRILTB—7 FF v VMR ERT 2 BERH Y T, = FRA v MlCRESH
-7a—7 oo JiF, ALV RRAL U MO T7 V=R 7T —AL U R—X T —2DH
THETEETN, ALV —ERAELEFERIV—E RO RAKRA v M T T
FHA,

*« CiscoNX-0S U U —2 10.5()F LIETIX, Vo T —AL P —ERAFTRA ADY NR—ZIPT

N LA ZPRENIHER T D423 <RV E L, =R 2 FRA 2 MZY =2
IP7 RLAREID B TOHNTWRWES, DT —AT A AL L THbN, FT77 4>
ZVFNES A & WO TRICIP 7 RUAIZY A L7 hSLET,

e — bR Fu—FICEEM T SN TWAL—F RNy 7 A HZ—T =2 ADIPT KL AN
EHERINEZHEIZ, Y—EREZBRT IR —Lar 7 F2HIRLCHEMT L%
EWRH Y ET,

* CiscoNX-0S U U — R 10.5(2)F LA, ePBR I, Cisco Nexus 9300-FX2, FX3, GX. GX2,
H2R, BLUOHI v =X AL v FOIEESNIZVRE A LV AZ A& LTy M
VEA VY b5 setvif a~vwy REYR—NLETHR, ROFIERHY 5 :

. source-vrf 35 X UV destination-vrf (%, ePBRE v a v 2N L TEEFE - I13H8IBT5 2
LiIxTEEEA,

e set-vrf IZVXLAN [ ePBR Tl A— FEHTWEHA,
esat-vrf X, Fuy7BXOWA T 7 47D VREF ZEIDHEZEHA,

ROFEFEER L ORIFSFEAZ VXLAN [ TO ePBR MBEICE M L £,

cVXLAN 77 7V v 7 TiZ, AU VLANHRDOT R, 225 LT —ERF = — 0 2 FE(TT
EFEHA, TRTDOT /NS RT, E@BID VLAN ICHEET A HERH Y £,

« Fx—UNOFTRTOH—EAMNE L VRF IZH 54, ePBR (X VXLAN v /LF 41 |k
777V v OE—F A N TORFR—FENET,

¢« Fx—YHOTRTOHY—EZRAE L VRFIZH BHEE :
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T IT A TIAZ LN, Fz—20F, HIBOZZN2 2O —E R /) — RTHR— K&
NEJ,

¢« Fx— NIZ3DLU LDV —E R ) —RNBHBET VT 4 T/AR A F=— 2Tl
FILY—ER YV —TDERICHEZA TORLB2O50 ) — RiINEDHY A,

cVXLAN 777U w7 TlE, V—T7HD1 OOV —EZRNLD NG T 4 v I E ATy
FLT, BTRILU—ZIZE-TL B LT TEEHA,

A

GE) Fz—rHNOTRTOY—EARERBVRFI L THF A MIHD
o, 2o OfIBRITEH S EH A,

e —E R T RRA L PN VXLAN BREE £ 721X VPC ETIZH0BENTWAEA, —F
ATy RIRA LV MITRTDOAL v F CTRICIEF CHERT A LERH Y £7,

« VXLAN B SHENTZY—E AT KiRA v FOFE, —BEDEEITLIPZIPSLA®Y v
/a/_ﬁﬂﬂf’éécl:o ., =T DEETN—T R I A E—T o AERIET D
VN H Y F9,

«ePBR RV o —I%, HANTHEICARA NERIZT T Ml LA v Z—T = A AICEAT
HUEERHYFET, ePBRANY >—I%, F TV Yy b A HZ—T A RELTDOHR, TF
VMNERITIV—EAVRFICHEETALAYIVNIA VX —T =4 AZHEATHH0END
nET,

FEED VREF DY RIRA V MIERTDHNT 74 v 7 OHRM, ZO VRFIZE#HT 5 LA
YIVNIA v X —T = AZHEHINDIR) —Zk>TUV XA LY FEanET, LAY
3VM4V& T2 A ADKRY —Z—T D NT T 1 v OffEHERIL. ePBR statistics
a<wy RTIEERRINEFA,

* CiscoNX-OS U U —210.3 (3) FLLFE TiL. CiscoNexus9300-FX, 9300-FX2. 9300-FX3.
9300-GX. B X1U9300-GX2 7T v b7+ —b AL vF, OFLWLIVNIA V' F—T = A
AIZePBR LA V3R —Z@HTxEd,

WOFEEFER L ORI EIE LY — 3 ACL #§REICEH L £ 7,

e permit A v K& FFDACE DA M ACL THAR— hILET, DL (deny F 72 13 remark
72E) O ACE ITERINET,

+ 1 DD ACL TH K 256 DFFF] ACE ¥R — F S ET,

CEETRTA—HFFETNISRNRTA—=FDONTNNTT KL R T —751FFR— 1 7
N—TE LTHREINE-F TV =7 N IV —"7%2F> ACEIZV R—FEhEHA,

* CiscoNX-0OS U U —210.4 (1) F LA TliX. matchaccess-list /L —/L®D L A ¥ 4 78— ~#ilH
BLOZOMOR—FMEE ( TELI W . [TEOREW] | TED/hEN) 728)
. XY T IV RBRAVRANND NI 7497 DT7 4 VE ) IR ENET,
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T IV BAVANTUATX 4R — NAXVL—F LS, TCAM ACE O HER % ik
W9 A0, Z D%k hardware access-list lou resour ce threshold % i 9~ 2 433 8 V)
9, Zoawr ROFEMIZHOWTIX, [CiscoNexus9000 > U — X NX-OSE ¥ =2V 7 ¢
WRATA R] © TIPACL D#R] OtZ v a 2SR TIZEN,

WDHTA KT A EHIREEN VREF OV —ERAF = — @A EINE T,

* CiscoNX-0OS 10.2(1)F U UV — & LIfE, = —2NOTXTOY—E AL, [A U VRF 7213
SERIZ—ED VRF IZFET 2R H D 7,

e N—=T a3 102()F TIE, T2 —rAOTRXTOHF—EAN—EOD VRFIZFET D55,
fail-action 77 > a o NANRA A=A ATV R—FEInFEHA,

* CiscoNX-OS 102(Q2)F V U —2Z 6, Fx—rHNOHP—EZAN—FED VRF IZH DA
fail-action 77 ¥ 3 & NANRARNYFR— M EINFET,

e P—E R, ePBRAY U—NEHEINEZA VX —T 2 ADVRF I TX Ak EITR
HVREIZHLHBE. 2—FE. 7T FA— bR T_XRTOPF—EZAVREFIZY —27 &N T
WAZLHEHERLT, N7 4 v IR —ERF =— 2 OREIZHATF > N VRFIZL—
FNy 7 TEDLEICTDHHLERDHY £,

* CiscoNX-OS U U —Z 10.2(2)F LA, PBR Tlix, 7225 VRFIZBHE T 2B 7T v
T AT ARy TN — b vy = AITHERTEET, 2k Y, ePBR I,
5 VRE ICBHET 2 —E 2055 VRF ~O fail-action /X1 7S 2 & N BB H T
HT ENTEET,

* Cisco NX-OS U U —R 102(3)F LIfE, = R4 > OB, $—E R > —F ADE
m, BIBRBLOEEDE Yy v a VEETD N T 7 4 v 7 OFWiER/RIZT 7201, F
ANZ 2 — RANZ 27y RO EZITV., B— RXT U AR A~OE L 2 [ahEd 5 2 &
PHERES N TOWE S, 7= RAT VAT ISR SN ATy FOBD, F=—rNOK
= VAT O —ERATHER SN RRA U FOBEIVZL< b Lo LT
W,

HEEITLIPX—ADa— R RT3 7 &R LT ePBR 2 L= HA 13, IROFEEFHE
HIBRFIE A S AL E T
*ACE DHETLIPVA DT LT 4 v 7 ARH 3212T 5 Z LT TEERA
*ACE DXEILIPV6 7 RLAD T VT 4 v 7 AR%a 12812F 5 Z LITTEEHA
cEEILT RLRADH TRy NI, BRENTAT Y NEBENR S D LERH Y 7,

BEERIPRXR—ADu— K RT3 72 L TePBR 2 LIZGAIE, ROEEFHELE
HIPRSEIE W S E

«ACE DXERIPVA DT VT 4 v 7 ARH 3212752 LI TEERA
* ACE DIXEHIPV6 7 RLAD T LT 4 v 7 AR&E /N128ICTHZ LITTEEHA
CEEHRT RLADOT TRy MI, Sz 7y M ERBRERH DVERH D £,
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ePBR YV —E R T RARA L DT U bF T —E ZEREEER L TWAHEAIE., ROEES
H IR FENEWA S NET,

eePBR UV —E R RIRA v " DT U AT P — 1 Z2HEREIL. Cisco Nexus
9300-FX/FX2/FX3/GX/GX23 L T} X97160YC-EX., 9700-FX/GX T A + H— R&##E L7~
isco Nexus 9500 A A v F DL A ¥ 3P —ERXATHR—FINFET,

«ePBR7 YU A TH—ERX (P NETUERITIR—ARETY) TlE, = RERA
R~ EEFT—ERALLDOWTININT, T2 RRA > M a—T7 /3 5 058
NHH F9,

e —EART I T4 TR = o THEHENTWDEE, ePBRT U A7 H—E
A (Vv NETUERIIFR—IVRX DY) X, epbr sessionsD A%l H L TERET D4
B ET,

FEILIPRX—ADE— R ANT U TR INERD T R h~Da— K ANF v
N7 4o 7 BT AEEE. ROTA RTA 2 EHIBEENEHINET,
» match access-list N ACE OFEEIC IPvA 7 R > b = A7 % /32, F 7-1% match access-list
WOEEITLIPV6 7 RLADY T Xy b ~ A7 % /128125 Z LI TE A,

« match access-list N0 ACE D#5i5C IPv4 V7 % v b <~ A7 % /32, F 721 match access-list
WNOEETIPV6 7T RLADY TRy b A7 % /1281052 LT TEEHA,

eI — RNRZ U T Ay RIZHESL, —ET 78R XA NNOEETLT FLUAETIH
BT RLADOY T Xy h~A 7%, —BFEHINLG—EADT RARA o MR

DE, BT DL LTSN ATy N ERERYEA RO BBy ML B
ERFODPLENRDH Y £7,

ePBR L3 D&k

[ZC®H BRI
ePBR HEBEZHER T D RMIC., IPSLA BLONPBRIEFEENMIER SN TWA Z 2R L TLEE
AN

ePBRY—EX, R —DERBLUVA 3 —T 24 A~NDEESS
(+

WD v 3Tk, ePBRY—E X, ePBRAY —Offik, BLOAS V¥ —T = A A~DHK
U > — DTN TR LT,

FIRDEE

1. configureterminal
2. epbr service service-name
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| ePBRL3D#5:

F IR D

ePBRH—E R, KU L—DHEBH LU 28— x4 2~0BEMHT [J]

3. [no] probe {icmp | |4-proto port-number [control status] | http get [url-name [version ver] | dns
hosthost-name ctp} [frequency freg-num | timeout seconds | retry-down-count down-count |
retry-up-count up-count | source-inter face src-intf | rever se rev-src-intf]

vrf vrf-name

service-endpoint {ip ipv4 address|ipv6 ipv6 address} [inter faceinterface-nameinterface-number]

probetrack track ID

reverseip ip address inter face interface-name interface-number

exit

epbr policy policy-name

10. match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] } [redirect | drop | exclude]

11. [no] load-balance[ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position
position-value]

12. sequence-number set service service-name [ fail-action { bypass| drop | forward}]

13. interfaceinterface-name interface-number

14. epbr {ip|ipv6} policy policy-name [rever se]

15. exit

© o No oA

FIE

AR RFEREFT7TIVa Y S

ATy T

configureterminal a7 4 X2l —varyE—RICAD ET,
11

switch# configure terminal
switch (config) #

ATy T2

epbr service service-name B L ePBR h—E A ZERL L £,
i -

switch (config)# epbr service firewall

ATvT3

[no] probe {icmp | [4-proto port-number [control status] | ePBR — 2D v —7 2K LE T, R — b
| http get [url-name [version ver] | dnshosthost-name | x4, 72—~ % ¢ 7|3, ICMP. TCP. UDP.

ctp} [frequency freg-num | timeout seconds| DNS. 3t (NHTTP. CTP T,
retry-down-count down-count | retry-up-count up-count

| sour ce-inter face src-intf | rever se rev-src-intf] T aEFROEEY T,
i HE T —T ORE AR THRELE T,
switch (config)# probe icmp 1@@%ﬁﬂi 1 ~ 604800 /C“jqo

= e Sy AV TRy AV NERE N iy A DY il
LT =T Lo TCHEITENDH AU b
ODEERELET, HETX HHPHILI~5T
TO
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B PRy —Ex. KU —DHREELUA VB8 —T T4 AOBLEN

ePBRL3 DAL |

ARV FFEREETIVa Yy

S

HRITT T AT =B EIR L&
T —TRETTEIEI T NOBETEE
LET, HECTX2&AIZ1 ~57TT,

e BALT Tk AA LT NI AR A T
ELET, EOHFBIL 1 ~ 604800 TY,

2Ty 74 |vrfvrf-name ePBR #—E 2D VRF Z45E L £7,
11
switch(config)# vrf tenant A
ZFw 5 |service-endpoint {ip ipv4 address|ipv6 ipv6 address} | ePBR H— E ZDH— 1 2T RAA o kAR L
[interface interface-name interface-number] £,
B FhE2 ~5 %4V LT, BIO ePBR H— & %
switch (config-vrf)# service-endpoint ip Eﬁjfgfjiir
172.16.1.200 interface VLAN100 ¢
RTwv 76 |probetrack track D N7 w7 Z@BICER L, ePBROKI—E R T
Bl - RARA > MIBEFD 7 v 7 ID 2% HTES,
switch (config-vrf)# probe track 30 BT RRA My 7 IDZEIDYCHZ L
DTEET,
25w F1 |reverseip ip addressinterface interface-name 774y WY —EH SN D reverse IP & A
interface-number VR —T o f AEERLET,
£l GE)
switch (config-vrf)# reverse ip 172.16.30.200 CiscoNX-0OS U U — & 10.5(1)F ETIX, Vo7 —
interface VLAN201 A ‘H“—‘L’:‘X 55/{/], 2D U SNR—ZIP T ]\I/X%}fﬁﬂ
TRENTAERL T A BT D E Lz, —E R
TV RARA Y MZUNR—=RIPT KL ARNE Y 4T
LTV RNWGEE, VT —AL T 2L LTH
P T T 4y ZI3NETT A &5 R O T CR]
CIP7 FLRIZY XA LT FESNET,
25w F8 | exit VRF 2> 7 4Xal—3 a3y F— REKLETLT,
Bl - Jua—)ary7 4 X¥al—i gy ET— K20tk
switch (config-vrf)# exit LET.
25w 79 |epbrpolicy policy-name ePBR R U > — & L £,

1

switch (config) # epbr policy Tenant A-Redirect
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ePBRH—E R, KU L—DHEBH LU 28— x4 2~0BEMHT [J]

ARV FFEREETIVa Yy

E:)

Z7 v 710 |match {[ip addressipv4 acl-name] | [ipv6 addressipvé | [Pv4 £ 72(3 IPv6 7 F L 2% IP, F 7213 IPv6 ACL
acl-name] } [redirect | drop | exclude] LA LET. VAALZ M BN T T4 v
i - DFT7HN N TIvarcty, Fuy 7k, #E
switch(config)# match ip address WEB /r ‘/57%73:/( AT }\ ? A 7 % F‘El ‘)707%)%\
ERD DGR ENET, BAAT v a Ui,
EEA B —T A ADY—EAF = — L D ERE
DKTFT 4y 7 w2BT DTS ET,
ZOFNEEAREY KL T, BRSO THEE D ACL
A SEb I ENRTEET,
X7 w711 |[no] load-balance[ method { src-ip | dst-ip}] [ buckets| ePBR H— B A CEH LA R — RRF 2 X Vv
sequence-number] [mask-position position-value] RENby NEEELET,
i - CiscoNX-08 U U —2 103 (3) F L TIH, =—
swiifh (C(.)E.fig)i load-balance method src-ip —H—%ﬁ% ACL T — ]\“/i‘ﬁ V‘:/V&ﬂ:{ﬁﬁﬁ éﬂé
A B k&38R 5 mask-position 47 g AR
SNTWET, 774V MEIZO TY,
mask-position 3MERKL SV TW DA, 7— KT
A By NI X 72 mask-position 20 HAEE Y F
To MERNT y FOEIZESNT, K EfiE Y b
WZmnoT, K0ZEL DOy him— KT v
YT Ny NEERT DI S E T,
GE)
2 —PF—EFKD ACL ND ACE TlE, v — K 7
YT Ny FOERIE SN E Y B
A—P—FEROV TRy FEEHLTWDL5E,
ACE O~ A7 frEIINEINIC 012 By hEShvE
—640
R 7w 712 |sequence-number set service service-name [ fail-action | fail-action A 7 = X A% 2HE L F 9,
{ bypass| drop | forward}]
£l
switch (config)# set service firewall fail-action
drop
R w 713 |interfaceinterface-name interface-number AR —T oA RARBEL, A F—T A2

1 -

switch(config)# interface vlan 2010

switch(config)# interface vni500001

V74X al—aryE—REEEBLET,

GE)
CiscoNX-0S U U —2%10.3 (3) FLLETIZ, HL
WL3VNI A > % —7 = A AT ePBRL3 KR > —%
WHTEET,

Cisco Nexus 9000 < ') — X NX-0S ePBR#£5{H 1 F. U ')—X 10.6(x) .



B erertyasERLEY—EROZE

ePBRL3 DAL |

ARV FFEREETIVa Yy

S

RTw 714 |epbr {ip|ipv6} policy policy-name [rever se] LB —T A AE, WO THKD 1oL, Iz BE
Bl HiF5 e RTEET,
switch (config-if)# epbr ip policy JIEJF D IPV4A IR Y o —
Tenant A-Redirect
« WiJFTAI D IPv4 R Y > —
< IEFHF B D IPve R Y o —
« WiSF[A1 D IPV6 R U 3 —
AT w15 |exit Ao B =Tz Af A A7 4F¥alb—ar F—F
- PKRTL, Za—ar 74 ¥al—g L E—

switch (config-if)# end

RIZEY ££9°,

ePBRty 3 VEFERALEY—ERXDEE

WOFIETIX, ePBREY Y a VAFH LT —EAZEFT T 5 HEEHAL TCOET,

FIEDHE
1. epbr session
2. epbr service service-name
3. [no] service-endpoint {ip ipv4 address | ipv6 ipv6 address} [interface interface-name
interface-number ]
4. service-endpoint {ip ipv4 address|ipv6 ipv6 address} [interfaceinterface-nameinterface-number]
5. reverseip ip addressinterface interface-name interface-number
6. commit
7. abort
=3[k 2t
FIE
ARV RFERIETY Va3 Y B#Y
ATy 71 |epbr session ePBR & v g E— RIZAV ET,
{5
switch (config)# epbr session
AT 72| epbr service service-name ePBR &> g F— FTHKT 5 ePBR #—E X

1

switch (config-epbr-sess)# epbr service
TCP_OPTIMIZER

ERELET,
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| ePBRL3D#5:
PBRE v 3o E@ALERY v —0zE [

ARV RFERETI Va3 B#)

R v 7 3 |[no] service-endpoint {ip ipv4 address | ipv6 ipv6 ePBR H— b R AT ICHERR S - — B Ry R
address} [interface interface-name interface-number ] Sy N ERESICLUET,
1 -

switch (config-epbr-sess-svc)# no service-end-point
ip 172.16.20.200 interface VLAN200

R Fw 7 4 |service-endpoint {ip ipv4 address| ipv6 ipv6 address} | —v 2T RRA > FEZH L, ePBR H—E 2
[inter face interface-name interface-number] DIP ZEZHXET,
il -

switch (config-epbr-sess-svc) #service-end-point ip|
172.16.25.200 interface VLAN200

ZFw 75 |reverseip ip address inter face interface-name 774y RY =M S D reverse IP & A
interface-number VH—T A A ERLET,
il -

switch (config-epbr-sess-svc-ep)# reverse ip
172.16.30.200 interface VLAN201

Z 5w 7 6 | commit ePBRE v a V& L7 ePBR YV —EADZEH %
15“ : %Tbi—a‘o
switch (config-epbr-sess)# commit GE)
TDAT v FDFETHIZePBRE v 3 A EHERE)
l./\gz—a—O
AT 77 |abort tyvarvEapiL, By va rOBRIEOHKE 7
i - V7ERFYVEeEy FLET, Iy M= T—F

73R — R ER TRV TR S =58
2, BITEO® v v a UIEREIRIET D12, o=
< REFEHALET,

GE)

D%, BIE LT A L TH LV ePBRE ¥
varamELET,

switch (config-epbr-sess) # abort

ePBRty I a ExFRHL-R)O—DER

ROFIETIE, ePBRE Y a VEAMEHLTRY =2 EHF 2 HECHOWNTHBLET,

FIEDHE
1. epbr session
2. epbr policy policy-name
3. [no]match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] [12 addressipv6 acl-name]}
vlan {vlan | vlan range| all} [redirect | drop | exclude] }
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B errevsaszmmALERY —0E

F IR D

ePBRL3 DAL |

4. match {[ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] [I2 address ipv6 acl-name]}
vlan {vlan | vlan range| all} [redirect | drop | exclude] }

5. seguence-number set service service-name [ fail-action { bypass| drop | forward}]

6. [no] load-balance [ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position

position-value]
7. commit
8. end

FIE

ARV RFERERTI VI Y

E]:)

AT 71| epbr session ePBR v g F— RIZAD ET,
fi
switch (config)# epbr session
R T 72| epbr policy policy-name ePBR ¥ v 5 T— N THEKT 5 ePBR AR Y o —
1 - EIRELET
switch (config-epbr-sess)# epbr policy
Tenant A-Redirect
R T 73| [no] match { [ip addressipv4 acl-name] | [ipv6 address | Ip & 72| IPv6 ACL IZ%4 5 IP 7 K L A DA &
ipv6 acl-name] [I2 addressipv6 acl-namel} vian {vlan | | 7= £ 4,
vlan range| all} [redirect | drop | exclude] }
1
switch (config-epbr-sess-pol) # no match ip address
WEB
R T 7 4 |match { [ip addressipv4 acl-name] | [ipv6 addressipvé | [P & 72| IPv6 ACL IZx4 5 IP 7 R L 2ADMRAE 2
acl-name] [12 addressipv6 acl-name]} vlan {vlan |vlan | & | %4
range| all} [redirect | drop | exclude] }
1
switch (config-epbr-sess-pol) # match ip address HR|
R T 75 | sequence-number set service service-name | fail-action { | —$4-2% > —/7 v 2 &80, £H, EEHIRT S
bypass| drop | forward}] D, BEfED S —4 o A D fail-action 7 7 ¥ 5 v &L
15'] . E Lij‘o
switch (config-epbr-sess-pol-match) # set service
firewall fail-action drop
R Fw 76 |[no] load-balance [ method { src-ip | dst-ip}] [ bucketS|ePBR — B A CERH &N AT — RS U R 2V

sequence-number] [mask-position position-value]

1

switch (config-epbr-sess-pol-match)# load-balance
method src-ip mask-position 3

RENTy MEEHELET,

GE)
BFEO—HDOYV—EAF 2= BT+ 5 L &I,
tyviararTXANCIOERAEAKTD L,
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ePBR R 1) L —IZ & A SN B Access-list DEFH .

AU RFERETIVa Y

B8

—H D — RRF U AN T 7+ Mz By b
SNFET,

CiscoNX-OS UV —=2 103 (3) FLKETIZ, =—

P —EFACL Tr— KR Z o7l ESNS
vy b &3R4 D mask-position 47> 3 AR S
nTnEd, 7744 MEIZO TY,

mask-position MEK SN TWNDGHE, =— KT
A ¥y NI S 72 mask-position 2> HAAE Y F
To MRy FOFITESNT, & EZE Y |k
IZMpoT, L0EL Dy hBr—RKARZ vy
Ty bRAERT DO S ET,

(6=3))
Z—P—EFED ACL ND ACE Tlx, u— K 7
YTy NOARIERASNSE Yy Mi3—
P—EZOY T Xy NEEHLTWDEA, ACE
D~ AZNBEIINEEIC 0y bEanE1,

2T 77| commit ePBRE v 3 v &l L72ePBRY—EADEH %
15“ : %T Lij‘o
switch (config-epbr-sess) fcommit

ATFwv 78 |end ePBREY gy E—REKTLET,
1 -

switch (config-epbr-sess) #end

ePBRR') o —IZ &k B8 H N 5 Access-list D EH

WOFNETIL, ePBRANY o — A &5 access-list 2 FHT 2 HIEZOWTHHAL 9,

FIRDEE

1. epbr session access-list acl-name refresh

2. end
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B oerery—Ex T RRAD R 7Y R ETY—EREMR

ePBRL3 DAL |

FE D
FIR
AU RFERET7TIV3 Y B#
AT 71 |epbr session access-list acl-namerefresh RY =2 Lo TAER SN ACL ZHH £7213Y
{gu . 71/*)“/.1 Lij—o
switch (config)# epbr session access-list WEB
refresh
25w 72 |end Ju—r )L ary 7 4 Fal—ary ET— REKT
15“ : L/ij‘o
switch (config)# end

ePBRY—ERXR IV RRAV N TY A TH—EREHER

ZIZTH, ePBRYV—ERZURRAS U N T U METH—EADREICOWVTMBALET,

FIEDHE
1. configureterminal
2. epbr service service-name
3. [no] shut
4. service-endpoint [interface interface-name interface-number]
5. [no] hold-down threshold count threshold count time threshold time
FIED %
FIR
ARV FFEREET7TOVa Y B#
Z 5 71 |configureterminal a7 4 Xalb—rary ET—RIAD T,
1 -
switch# configure terminal
switch (confiqg) #
R T 72| epbr service service-name Ml Sn7eh—E2AZE L £,
{5
switch(config)# epbr service sl
R T 7 3|[no] shut TURRA UMYXy RETLTT U AT
i FoERETS
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ePBR 1) > — ePBR Set-VRF i [

AU RFERETIVa Y

B8

switch (config)# shut

Zoa<wr s RFonERIL. J —FKE vy v bED
VLT RARA MY —ERIZELET,

R T 7 4 | service-endpoint [interface interface-name ePBR —E ZADH—E AT RFEA 2 AR L
interface-number ] o
B FNE2 ~5 Z4VIEL T, B0 ePBR —E X &4
switch (config-epbr-svc)# service-end-point ip EQTF%fSE?VO
1.1.1.1

Z 5w 75 |[no] hold-down threshold count threshold counttime |3, =2 RBRA > F LA FEH T —E R L~UL

threshold time
I

switch (config)# hold-down threshold count 2 time
5

DLEVMEF A v—EEED T M ERHRKLET,
Fnldlzoy RRA U b LU DRT A—H T,
P—E R LD RT A —Z % FEELET,
LEVMEI T PR 1 K0 REWEA, XA ~—IZ
VABETT, LEWVMEIT Y PR 1 OBE. 24 ~—
TR E I ESR SN E T,

ePBR 7<) < —@) ePBR Set-VRF M4k

Cisco NX-OS U U —2Z 10.5(2)F LAK&, ePBR (£ ePBRL3 AR U o —0 set-vrf 2~ > K&HHR— k

LET, ZOMREIRIZL Y,
MY —I WAL/ £7,

set-vrf HREIT.

set-vrf =< NI,

ePBR VRF B DR CTH A F VRF /»H P —E & VRF ~D/)L—

N—FY) =272 LT, "ARVRFIVTHFANTIA—TFT 4 T ENHREED
Ry TMmED NI 7 4 v 7 BT LET,

ePBRAY o— L UL EL T —H LUV THRETE E7, MFNERIN
TWAEA, BB SN ET,

set-vif ZHERCT BT, RORT v FEFITLET:

1R BHEIIZ

e AU H—T A AZePBRAY —% AT HENI, FARVRFZUTFXFA NI EIZID
DEHHAR—FF ¥R A B —T 2 A AL 1ODR—F F¥ NPT AL B —T (A

ERERRT D RERH Y £,
wIZ,

source-vrf (vrf551) & destination-vrf (vrfS55) OO R— b F ¥ R LR —

FFY NPT =T = AR T DB R L E T,

int port-channel 1
no shut

int el/1
channel-group 1
link loopback
no shut

int port-channel 1.1
encapsulation dotlg 10
vrf member vrf551
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ip forward

ePBRL3 DAL |

ipvé address use-link-local-only

ipv6 nd dad attempts O

ipv6 nd prefix default no-advertise

ipvé nd suppress-ra
mtu 9216
no shut

int port-channel 1.2
encapsulation dotlg 11
vrf member vrf555
ip forward

ipvé address use-link-local-only

ipv6 nd dad attempts O

ipv6 nd prefix default no-advertise

ipvé nd suppress-ra
mtu 9216
no shut

e F7-. ePBRAY > —ZEATHEIC, VREF 227 % 2 TR RPM Rk 2 BT

DWENDH Y £,

WIZ, VRF 27 % A MEREERT 262 RLET,

vrf context vrf551

pbr set-vrf recirc interface port-channell.l

vrf context vrf555

pbr set-vrf recirc interface port-channell.2

FIEDOHE
1. configureterminal
2. epbr policy A8 U > —44-IPv4 |78 U > —44-1Pv6
3. (&) sourcevrf source-vrf-name destination-vrf destination-vrf-name
4. (fE) match {[ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] } source-vrf
source-vrf-name destination-vr f destination-vrf-name
FIEDEFHM
FE
AV RFEEETIa Y BRI
Z 5w 71 | configureterminal a7 4 Fal—arET—RIAYET,
B
switch# configure terminal
switch (config) #
AT 72 |epbr policy R Y > —44-IPv4 |78 U 3 —44-IPv6 ePBRAY v — %M L, ePBRAY —HERLE— N

1
IPV4 DA

switch (config) # epbr policy p v4
switch (config-epbr-policy)#

PR L £,
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| ePBRL3D#5:
ePBRShow 27> ]

aAvYRFERET7IOIY BRI
IPV6 DL -

switch (config-epbr-policy)# epbr policy p v6

AFvF3| (IEE) sourcevrf source-vrf-namedestination-vrf | JIEJ7 [ D413 destination-vee., WFMOEAIT
destination-vrf-name source-vrf ZXE LET,
1 -

switch (config-epbr-policy)# source-vrf vrf551
destination-vrf vrf555

ATy 4| ({EE) match { [ip addressipv4 acl-name] | [ipv6 | FiE L7=36(5 08 L UMkt St VRF O IPv4 £7-1%
addressipve acl-name] } source-vrf source-vrf-name IPv6 ACL #FRA LE 9,
destination-vrf destination-vrf-name

1 -
IPv4 DIE -

switch (config-epbr-policy)# match ip address acll
source-vrf vrf551 destination-vrf vrf555

IPV6 DA

switch (config-epbr-policy)# match ipv6 address
acll source-vrf vrf551 destination-vrf vrf555

ePBR Show 2<% > K
DY A KMZ, ePBRIZBE#ET 2 show 2~ RERLET,

FIEDHEE
1. show epbr policy policy-name [rever sg
2. show epbr statistics policy-name [rever se]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr
FIIE D
FIE
ARV KRFERETY a3 Y BH#Y
R T 71 |show epbr policy policy-name [rever se] JE7 1A % 72 13 G @ £ 405 ePBR AR Y 2 —IT
Bl - T e RR LET
switch# show epbr policy Tenant A-Redirect
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ePBRL3 DAL |

ARV RFERETIVa Y

ATv T2

show epbr statistics policy-name [rever sej
1 -

switch# show ePBR statistics policy pol2

ePBR R Y v —HitEF£RLET,

ATvT3

show tech-support epbr
fl

switch# show tech-support epbr

ePBR DT 7 =H /)L R— MEHRAEFERLET,

ATvT4

show running-config epbr

1

switch# show running-config epbr

ePBR D FEfTHERE KRR L E T,

ATy Th

show startup-config epbr
i) :

switch# show startup-config epbr

ePBR DAX — T v I TR LET,

ePBR #E R D HEER

ePBR #E R &2 HER T B 7200121, ko< REHALET,
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show ip/ipv6 poalicy vrf <context>

Y—ERAFz—PRNEHINDIA X —T =
AABIOY—EAF =—rDOF#ET 5T
RRA Y AU H—Txf AT, LA¥3

ePBR 7R U > —FIZ1ER & 472 IPv4/IPv6 /L—
h~y 7 R o—%F£RLET,

show route-map dynamic <route-map name>

P—ERAF == DT RTCORA L N THT
T4 EEETHEDIERSND ., FFE
DTy NTIZEAVANDODINI 7 w7
AV v a IR ENTZR T AN KRy
TrERRLET,

dynamic

show ip/ipv6 access-list <access-list name>

Nry " TIRAVAMD NI 7 4 v —%
WAL RLET,

show ip da configuration dynamic

Fu—TRNEIN o TV BESIT, Fo—
VHNDOY—E R KIRA M2 L TePBR
2L o> TARENT- IP SLA A Fr L=
ﬁ‘o




| ePBRL3D#5:

erBRL3 DiERH ]

avw vk Br

show track dynamic T =T NEIR S THBIEAIT, Fe—
YO —E R RARA Mk L TePBR
WX TERENTZ N v 7 2RI LET,

ePBR L3 D& & {5l

5l - ePBR NX-OS # 7%

WD FARu D1, ePBRNX-OS kA2~ L TWET,
[ 1: ePBR NX-0S D&

) Forward Flow

O Reverse Fiow Firewall Firewall Web TCP

cache optimizer

16112 20112|| 201122
20113 201123
20114 201124

~

[Vian 10| | Vian 11|[Vian 12| | Vian 13||Vlan 16| |Vlan17| |Vian 20| | Vian 20|
Y 4 Y

Web-traffic p—
i - T H.
>
Bl : A—R7—X  JEAADAHDWeb FZ T4 v I DY —ERFz—VEERT S
WORERBNL, NEHFDOIHRD Web 8T 7 4 v 7 DY —EAF = — U BAERRT 5 FiEER LT
I/\i‘é—o

IP access list web_traffic
10 permit tcp any any eq www

Hosts

503153

ePBR service FWl
service-end-point ip 10.1.1.2 interface VlanlO
reverse interface Vlanll

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlanl2
reverse interface V1anl3

ePBR service Web cache
service-end-point ip 16.1.1.2 interface Vlanlé
reverse interface Vlanl?7

ePBR policy tenant 1
match ip address web-traffic
10 set service FWl
20 set service FW2
30 set service Web_cache
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interface Ethl/8
ePBR ip policy tenant 1

WOHNE. NEFEDO Web 857 4 v 7 O —ERF = — L NVER O & RT3 HEE 7 L
TWEJ,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service FW1l, sequence 10, fail-action No fail-action
IpP 10.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2
service Web cache, sequence 30, fail-action No fail-action
IP 16.1.1.2
Policy Interfaces:
Ethl/8

Bl : A—RH5—R : EARNOHTePBR Z2FHALTTCP bS5 74 v O ZERTHET S

WORERENL., NEHF DI TePBRZFEMALTTICP hT 7 4 v 7 ZAMSET 5 HEZRLT
WET,

IP access list tcp_traffic
10 permit tcp any any

ePBR service TCP_Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
service-end-point ip 20.1.1.3
service-end-point ip 20.1.1.4

ePBR policy tenant 1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Ethl/8
ePBR ip policy tenant 1

WORFNE, NESFH T EPBR Z i H L CTAMETCP b7 7 1 v 7 Ok & i3 5 HikEmR
LTCWET,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4
Policy Interfaces:
Ethl/8

Bl: A—RH5—R : WABDWeb bS5 T4vIDY—ERFz—2%ERT S

WORERAFNE., NEHEE W HFBROm T TWeb hT7 7 4 v 7 DY —EAF =2 — 0 Z/EKT 5 T7
EEARLTWET,
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IP access list web_traffic
10 permit tcp any any eq www

ePBR service FW1
service-end-point ip 10.1.1.2 interface VlanlO
reverse ip 11.1.1.2 interface Vlanll

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlanl2
reverse ip 13.1.1.2 interface Vl1anl3

ePBR service Web cache
service-end-point ip 16.1.1.2 interface Vlanlé
reverse ip 17.1.1.2 interface Vlanl?7

ePBR policy tenant 1
match ip address web-traffic
10 set service FWl
20 set service FW2
30 set service Web_ cache

interface Ethl/8
ePBR ip policy tenant 1

interface Ethl/18
ePBR ip policy tenant 1 reverse

WOFNE, NEFF1R] &R DM D Web b7 7 4 v 7 DY —ERF = — AR OMERL & 7R
FTLHEER L TOET,

switch# show ePBR policy tenant 1

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service FW1l, sequence 10, fail-action No fail-action
IpP 10.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2
service Web cache, sequence 30, fail-action No fail-action
IP 16.1.1.2
Policy Interfaces:
Ethl/8

switch# show ePBR policy tenant 1 reverse

Policy-map : tenant 1
Match clause:
ip address (access-lists): web-traffic
Service chain:
service Web cache, sequence 30, fail-action No fail-action
IP 17.1.1.2
service FW2, sequence 20, fail-action No fail-action
IP 13.1.1.2
service FW1l, sequence 10, fail-action No fail-action
IP 11.1.1.2
Policy Interfaces:
Ethl/18

Bl : 2—R475—X :ePBRZ#=FRHLTHARTTICP 574 v U BT S
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WORERAIIL, ePBR 2 L TIEH M EHHFROMIFTTCP bT 7 4 v 7 RIS D
EERLTWET,

ePBR service TCP Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
reverse ip 20.1.1.22
service-end-point ip 20.1.1.3
reverse ip 20.1.1.23
service-end-point ip 20.1.1.4
reverse ip 20.1.1.24

ePBR policy tenant 1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Ethl/8
ePBR ip policy tenant 1

interface Ethl/18
ePBR ip policy tenant 1 reverse

WDFNL, ePBR 2 H L THITROARELTCP 7 7 4 v 7 O EHERT 2 7EE R L
TWET,

switch# show ePBR policy tenant 1

Policy-map tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4
Policy Interfaces:
Ethl/8

switch# show ePBR policy tenant 1 reverse

Policy-map tenant 1
Match clause:
ip address (access-lists): tcp traffic
Service chain:
service TCP Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.22
IP 20.1.1.23
IP 20.1.1.24
Policy Interfaces:
Ethl/18

Bl : VXLAN 27 Y w o &ERA L= ePBRARY —DIERK
wOF R ARa 1L, VXLAN 77 7Y v 7 ETePBR #1545 HEEZ R L TCWET,
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B 2:VXLAN 77 7)o LD ePBR DR

Nexus Fabric

O Forward fvReverse Traffic Flow/statistics

Spine switch
(O VNI interface forward and Reverse traffic flows
AN,
f// “\ ™
,.»f N -
- .f i}
/ L
,/I ‘\‘.\ N
//, ' Y \\\
/ Service Service .
Boarder - Service | VPC VPC
Leaf &~ Leaft ¥ v Leaf2 Leaf2
Vlan 30
—————
————— L J—
Vian 130

Firewall

ip access-list acll

Vian 410 Vian 450 = -
Vian 310

Firewall

10 permit ip 30.1.1.0/25 40.1.1.0/25
20 permit ip 30.1.1.128/25 40.1.1.128/25

ip access-list acl?2
10 permit ip 130.1.1.0/25 140.1.1.0

20 permit ip 130.1.1.128/25 140.1.1.128/25

epbr service sl
vrf vrf sl

/25

service-end-point ip 10.1.1.2 interface Vl1anlO
probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2 source-interface

loopback9
reverse ip 50.1.1.2 interface V1an50

probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2

source-interface loopbackl0

epbr service s2
vrf vrf s2

service-end-point ip 41.1.1.2 interface V1an4lo0

probe icmp source-interface loopbackll
reverse ip 45.1.1.2 interface V1an450

probe icmp source-interface loopbackl?2

epbr service s3
vrf vrf s3

service-end-point ip 31.1.1.2 interface V1an310
probe http get index.html source-interface loopbackl3

reverse ip 35.1.1.2 interface V1an350

probe http get index.html source-interface loopbackl4

\\

\\

erBRL3 DiERH ]

Service
“y Leaf3

Vlan 40
—————

—————&
Vian 140

\;Ian 350 Vlan 120
S3 sS4
Web cache TCP optimizer

Services

503152
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epbr service s4
service-interface V1anl20
vrf vrf s4
probe udp 6900 control enable source-interface loopbackl5
service-end-point ip 120.1.1.2

reverse ip 120.1.1.2

epbr policy pl

statistics

match ip address acll
load-balance buckets 16 method src-ip
10 set service sl fail-action drop
20 set service s2 fail-action drop
30 set service s4 fail-action bypass

match ip address acl2
load-balance buckets 8 method dst-ip
10 set service sl fail-action drop
20 set service s3 fail-action forward
30 set service s4 fail-action bypass

! VXLAN L3 VNI interface for vrf sl, vrf s2, vrf s3, vrf s4 to which the policy is applied
on all service leafs

interface vlan 100

epbr ip policy pl

epbr ip policy pl reverse

interface vlan 101
epbr ip policy pl
epbr ip policy pl reverse

interface vlan 102
epbr ip policy pl
epbr ip policy pl reverse

interface vlan 103
epbr ip policy pl
epbr ip policy pl reverse

Apply forward policy on ingress interface in border leaf where traffic coming in needs
to be service-chained:

interface Vlan 30 - Traffic matching acll
epbr ip policy pl
int vlan 130 - Traffic matching acl2

epbr ip policy pl

Apply the reverse policy On leaf connected to server if reverse traffic flow needs to

be enabled:

int vlan 40 - Traffic matching reverse flow for acll
epbr ip policy pl rev

int vlan 140 - Traffic matching reverse flow for acll

epbr ip policy pl rev
fl : ePBR H—E X DHEK
ROBIL, ePBR —EAZMET 5 HEE R LET,

epbr service FIREWALL
probe icmp
vrf TENANT A
service-endpoint ip 172.16.1.200 interface VLAN100
reverse ip 172.16.2.200 interface VLAN1O1
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service-endpoint ip 172.16.1.201 interface VLAN100
reverse ip 172.16.2.201 interface VLAN1Ol

epbr service TCP_Optimizer
probe icmp
vrf TENANT_ A
service-endpoint ip 172.16.20.200 interface VLAN200
reverse ip 172.16.30.200 interface VLAN201

5l - ePBR 7R 1) —DHERL
WOFIL, ePBR ANV —% MR T 5 HEERLET,

epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.1 interface Ethernetl/1l
reverse ip 1.1.1.2 interface Ethernetl/2
epbr service TCP_Optimizer
probe icmp
service-end-point ip 1.1.1.1 interface Ethernetl/3
reverse ip 1.1.1.4 interface Ethernetl/4
epbr policy Tenant A-Redirect
match ip address WEB
load-balance method src-ip
10 set service FIREWALL fail-action drop
20 set service TCP_Optimizer fail-action bypass
match ip address APP
10 set service FIREWALL fail-action drop
match ip address exclude acl exclude
match ip address drop acl drop

OB, fail-action drop {5 % 7 e show ePBR Policy =~ RO R L TWET,

switch (config-if)# show epbr policy Tenant A-Redirect

Policy-map : Tenant A-Redirect
Match clause:
ip address (access-lists): WEB
action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]
service TCP_Optimizer, sequence 20, fail-action Bypass
IP 1.1.1.1 track 2 [INACTIVE]
Match clause:
ip address (access-lists): APP
action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]
Match clause:
ip address (access-lists): exclude acl
action:Deny
Match clause:
ip address (access-lists): drop_acl
action:Drop
Policy Interfaces:
Ethl/4

Bl : 4B —T A4 RE ePBRARY —DEEEST T
WOFNL, ePBR RV o —2HE 4 5 7EE2 R LET,

interface vlan 2010
epbr ip policy Tenant A-Redirect
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interface vlan 2011
epbr ip policy Tenant A-Redirect reverse

Bl IEARIZER SN % ePBR AR & —
WOFENT, EHFMCEAENLERY) —oH% o P2 R L TOWET,

show epbr policy Tenant A-Redirect
policy-map Tenant A-Redirect
Match clause:
ip address (access-lists): WEB
Service chain:

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]
service TCP_Optimizer, sequence 20 , fail-action bypass
ip 172.16.20.200 track 12 [ UP] ]

Match clause:
ip address (access-lists): APP
Service chain:
service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]

Policy Interfaces:
Vlan 2010

Bl : reverse AMIICERA SN S ePBR R & —
WOHIL, reverse FANZEAH I NDARY —DH o FAVHNERLTWET,

show epbr policy Tenant A-Redirect reverse
policy-map Tenant A-Redirect
Match clause:

ip address (access-lists): WEB

Service chain:
service TCP Optimizer, sequence 20 , fail-action bypass
ip 172.16.30.200 track 15 [ UP] ]

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Match clause:
ip address (access-lists): APP

Service chain:

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Policy Interfaces:
Vlan 2011

Bl A—HYEELSVY
WOBNL, F= RARA L M F T v 7 IDZEI0 LB THHEEZRLTOHVET,

epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.2 interface Ethernetl/21
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ePBRL3 DR ]

probe track 30
reverse ip 1.1.1.3 interface Ethernetl/22
probe track 40
service-end-point ip 1.1.1.4 interface Ethernetl/23
reverse ip 1.1.1.5 interface Ethernetl/24

Bl :ePBREYY a3V &ERALI-ePBRY—ERDERE

WOFL, ePBRYV—ERXADIP 2EXH#Z, BIOP—ER = KKRA LV FEBINT55ES
ARLTWVWET,

switch (config) #epbr session
switch (config-epbr-sess) #epbr service TCP _OPTIMIZER
switch (config-epbr-sess-svc)# no service-end-point ip 172.16.20.200 interface VLAN200

switch (config-epbr-sess-svc) #service-end-point ip 172.16.25.200 interface VLAN200
switch (config-epbr-sess-svc-ep) # reverse ip 172.16.30.200 interface VLAN201
switch (config-epbr-sess) #commit

Bl :EPBRtEv a3 v&ERAL-ePBRARY —DEER

WOFIE, ePBRAY —DIPEEE#HZ, BRINEZRI O — I T7 4 v 7OV —EAF =—
VEBMT A HEEZRLTHVET,

switch (config) #epbr session

switch (config-epbr-sess) #epbr policy Tenant A-Redirect

switch (config-epbr-sess-pol)# no match ip address WEB

switch (config-epbr-sess-pol) #match ip address WEB

switch (config-epbr-sess-pol-match)# 10 set service Web-FW fail-action drop load-balance
method src-ip

switch (config-epbr-sess-pol-match)# 20 set service TCP Optimizer fail-action bypass
switch (config-epbr-sess-pol) #match ip address HR

switch (config-epbr-sess-pol-match)# 10 set service Web-FW

switch (config-epbr-sess-pol-match)# 20 set service TCP Optimizer

switch (config-epbr-sess) #commit

{5l : ePBR #f&tR 1) L —DxRTR
WOBNE, ePBR HatHR U o —%HKRT 5 HEEZRLTNET,
switch# show epbr statistics policy pol2
Policy-map pol2, match testvéacl
Bucket count: 2

traffic match : epbr pol2 1 fwd bucket 1

two : O
traffic match : epbr pol2 1 fwd bucket 2
two : O

{5 : mask-position DFEFHEDR T
IZ. mask-position O FHFIZ 7~ L £,

IP access list acll
10 permit tcp 10.0.0.0/24 any
epbr policy 13 Pol
statistics match ip address acll
load-balance buckets 4 mask-position 5
10 set service sl 13
switch# show ip access-list dynamic
IP access list epbr 13 Pol 1 fwd bucket 1
10 permit tcp 10.0.0.0 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 2
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10 permit tcp 10.0.0.32 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 3
10 permit tcp 10.0.0.64 0.0.0.159 any
IP access list epbr 13 Pol 1 fwd bucket 4
10 permit tcp 10.0.0.96 0.0.0.159 any

T DDSE &R

ePBR OFERLDFEIC DWW TIX, ROFEZ v a v 2SR TLIEIN,

BEIEE YZaTFIL AL ML
IP SLA /X% > 0 CoPP DAk Cisco Nexus 9000 ¥ U — X NX-OSIP SLA A A R
9.3(x)

ePBR 7 1 &R ['Cisco NX-OS Licensing Guidel

ePBR A7 — /U ['Cisco Nexus 9000 Series NX-OS Verified Scalability Gi
124

ZOMEETYR— FSNDFHOEEETLIIERE SNTEEZIH Y A, £, BFEOEED IR — |

NTWERA,
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«ePBR L2 IZBHT 5 1F# (39 ~—)

« ePBR L2 OFEHFHB L OHFE (42 ~—)

«ePBR ' —E &, R —DHEEBLOA vV H—T = f ZA~OFERMIT (46 <—)
«ePBREt v g EZHALEY—ERADOET (49 X—)

*ePBREZv v a A LEZRY —DEHE (51 X—)

+ePBR RV > —IZ KD 4D Access-list O FH (52 _X—7)

HENT T 4DV EAL VLT ark Ray TomA (53 S—)

* ¢PBR Show =< K (55 X—)

* ePBR HEALDHERR (55 X—2)

« ePBR OS] (56 ~—2)

ePBR L2 [ZB§ 9 %R

Elastic Services Re-direction (ESR) DiffbXiizAR Y o —~_"—ZADY XA L7 s LA 2 (ePBR)
3. A— M ACL & VLANZ#AEZFHL T, LAY VLA V2 —ER T T I3 7 ADFEIE
R —E AV F A LT e —EAF 2= AR LEST, 2077303 Ko~y
H—%BNT 5 LR —ERATF=— CLAMIBIEREL FEBL L, R~y ¥ —2H+
L EROFEIE 2 [BIkES D DI B E5,

ePBRIZ., 77V r— a3y R—2ADN—FT 4 7 %ARRICL, 77XV r— g3 O 7 —
TR BEE 252 FITT AL AEFELBRWVWER Y = _—=2D Y XA L b
VU a—a vt LES, ePBRY—E R 70— (213, IROFZRAIZPREENET,

ePBRYH—E X &R O—DIERR

EFT. PR RRA v NOBEEEZEFRT D ePBRYT—E XA ZAERLT HXENH Y £,
P—ERAZ RARA Y ME, AL v TFICEHEMTDZENTEDE 774 T U —/b, IPSTRE
DY —CERATTFIAT AT, £/, Y—ER U RRA L FORELZENRT L 0 —7
EEHFRLIEY, PT 747 RU—DNEHEINDZ 7T — R A X —7 A AL reverse A
VHE—T A AFEERLIENVTHIELTEET, ePBRIF, —bERF=z—2 Lt bliu—
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B ersro o s—7rq 20

RARZ v 7Y R—bFLET, ePBREZMHAT S E, —E 2RO & LTHEED
P—ERA T KRS bEFERTEET,

ePBR —ERAZ/ER L7=5, ePBRAY U —ZET A2 E N H Y £7, ePBR AR Y o —%Aff
H3zL, FI774 0 7DFIR, —ERAZ U RKRA U A~D ST T4 7DV EA LT b,
BLOZY R ARA v MOIEFEREICET 5 S F I E 7 fail-action A W= A LA EHRTE

I, Fe TR arba—/ = bY (ACE) %1 %72 IP access-list T2 K i"A > h%&ff
HALT, —EFT28D0 N7 74 v 7 2 ERL, W@URT 7 a 237 ET,

ePBRARY v —i%, HEDOACL —HEHZLVR—FLET, B, v—Frr2F Lo
TNEFfT CE DT = — VBB O—ERAZEDHZENTEET, ZHIED, BH—0
Y= A RV ¥ =TF == NOERZFKITEM, A, BLOLETEET, $~TD
P—BER = AT, Ray 7 Bk ANANRNRREORBGEOT 7 a s AV y REE
FCEXET, ePBRAV V—2MHTIE, VT 74 v 7 O5EMIra— R AT T 51T H
72D, BEITELIFERLER—ADu— K RXT v Ty MIERETEET,

ePBRD L2123 —T x4 A~DEMA

ePBR AR Y S —Z{ER LT, A v F—T 2 A ARV —5E@ATHILERHY T, 2
IZ&kV, R 749D NX-OS AA v FIZANTDHA L E—T A RE, NTFTT 47 RY
AV a v E I — AT 2=V DRICAAL TN SN ERHHA 22—
T A AETERTEET, NX-08 A4 v FIZNESH M EFHROW ST THRY —%@HT 252
EHLTEET,

TFOERBAR—rELTOTAFT I3V AV 3—T 4 ADEME

Y=t RF 2=V TEAL TN T T4 7 DIVEAL LY REFTD 250 L3 b—& BIZfE
AENTWEEE, EBBA L F—T oA ART IV EBAR—FE LTHEMIRD 3, UTD
HIR2ZH D F97,

o —ERERE D L L TAR— h D VLAN 2T 20BN H Y £4,
o 21X, mac-learn fEZNE— NIZHIRS N E T,

SO R—bELTOTREI L3V A3 —T 4 ADENIL

Tgusvars A E—T A AT T R—FE LTHERTEET, /X —T (R
WEoThR IV 7 ENDZY—ERTF 2=V THDMERHDLEENT 747 D VLAN L, —
BAERO—EE L THERTA2LENDH Y £77,

F70X, —EAEK T Tvlanalll Z2fEHT 2 E, A v ¥ —T = A A EDEEFE VLANICEET 59
RTDRT T4 I N—FHL, Y—ERFz—rENFT,
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Ny COERBLUO—K NSV

ePBRIX, = — L NTH—E Ry RKRA V NOFRREER O —ERZHESNT RN T T 1 v
Ry NOBEFHAELET, u— R RF02 Nry M EERT S5 ITERNIITo T
&Y, ePBRIZEGFTLIP B L OEELIP D — R RT3 v 7P R—FLETH, L4 —
ADFE I EITEF IO — R XT o7 Ay R R—FLTHERA,

ePBRA T zIU b FSYyXIT . AILREZZYDYT, KU

Fail-Action

LA4£¥2ePBRIZ, 774V T —ER U RKRA b DY T AT —h =X T %
FITLET, Y—EATHER—FINTWDEEHE, 2—FIXILIZCTP LT A N ET =
o) ZHEBCT L ENTEET,

P— U AMIT. EIFEEE 2 idreverse DFZ L RiRA > MATIZ, ePBR7 2 —T7 473
VERERT A EMNARETT, HE, A LT UM, BIXUOHERITOT Yy AU AT
BT NEERTHZELTEET, UM v A7V =7 hX, R CePBRY—E A& ff
HT 5T _XToORY > —I2HMAINET,

TURFRA R LNLTEREINTNAE TR —T XYy RRRWEES, —E X L~UL Tl
HEnd7Ta—7 XYy RefffTc&E 4,

ePBR 1. HEDOY—ERAF =z —0 D> —4 2 A TR fail-action A =X L%HHR—FLE
7,

o« XA IRA

e Fuvw A 7xAb

o BiR3%
P—E R —H L ADNNANAL, BIEDY— 4V ATREENRE LSS, NT 74y 7
ROV —E R = RV EA LT FENAMERHALZ LR L TWET,
P —t R = 2AD Ry FF 7oA NE, P—ERADTRTOY—E A RikA 2k
NRFBERREL DGR, NI 74073 Ry 7SNV ENDLDZEERLTHVET,
RRIET 740V DA T arTHY, BEOY—EREENREAELEZSLES, T 740070
WA v —T 2 A ATHRETDASLENH D Z 2R LET, ZHULT 7 4V kD fail-action
AH=ALNTT,

\}

GE)

EANFET DS, W5 F 71T reverse 7 2 — CTOXFMEITHER SN EH A,

STRPEDSHERE S U5 DX, fail-action /XA NARY—E A F =2 — 2 NOTXTOY—E AT
IR SN T, F OO fail-action U ATl 1 DF 2 E Ll EoOEER &Y —

CiscoNX-OS U U — 2 10.4(1)F LI, ePBR L2 fail-action $§AEIX. / — RO[EEIC L - THAER
BEZITTWD ACE DAL EEHETH I ) IThRELSNTWET, 7272 L., fail-action FiE 1l
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ePBRL2 DR |
B oersrtvsar—zomm

X, == —%—7» ePBR match A7 — k X | T load-balancebuckets Z# sk L7z — B A F = —
NZXF L TORFADI/R Y F£5,

fail-action D biL. Cisco Nexus 9300-FX/FX2/FX3/GX/GX2E L TN X97160YC-EX, 9700-FX/GX
A v H— R&##E L7- Cisco Nexus 9500 A1 v F CTHHR—FENET,

ePBRt v 3 o R—XDHER

ePBRE v g ik, ROV —ERANDT A7 OV —E RAE TR > —oEin,
bR, ZBENABEICRD FT, P—ERARNEIE, 77T 47 A FZ—T A AEZEFRY —IZ
BHENTWDERY —IZEf i oYy —EREZR L, 77747 A X —T = ALT
ERIND, BIEHRE RO — A EZRLET,

A UH =T 2 A ABINT 0 —T EFxch— A FARA > b
sreverse T KA > B LT mr—7

« KU v—T—%

s —HIHLTDOAMGEA Y v R

s —F T —/r v 2 $ L fail-action

)

GE)  ePBREyarT, ALty yarNTIOOY—EANLHOY —E RIS o F—T =A
2EBENTAHAZLITTEERA, 1 OO —EZMBRIOY—E R |ZA v F—T = A A% BH)
SHLHITIE, WOFIEZITNET,

1. FTUDIC, BEFEOV—EANL A v H—T =2 A A&HIBRT 50D 1 2HOE Yy g v
EFEITLET,
2. BEfFOY—ERIIA VF—T 2 A ZAEBMTHT2DD2DHOE Yy a vy 2 FITLET,

ACL') DO Lwv>a

ePBREY 3V ACLY 7Ly v allk ), =—¥2RAJ) L7 ACL BACE A EH L TEH,
BN, FITHIBRS DG AIS, ACLEAERT HARY U—2HEHTHIENTEH L IR
9, V7L vz hUA—T, ePBRIZZDEF|IZ L > THEBLZZITHIRY) O —2HE L,
ZNHDORY —FIZ ACL 24T 537 » h&ERRL, HIFR, /3L HELET,

ePBR D A r— V22T IE,  [Cisco Nexus 9000 Series NX-OS Verified Scalability Guide] %
ZRLTZEN,

ePBR L2 DEESFIEL K U HIFIEIE

ePBR [ZI%, IROFEFHELFHIRFE LY £,
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| ePBRL2 D#ER:

ePBRL OxEEEs L UHKEE

« fail-action NWNVT D —FH AT —F AL b THRESHTWAES., 7o —7 1 3HEANIC
FAELTWA Z ERUETT,

e A4 vFTMAC 7 —= 7 N+ 5121, maclearndisablez~ > R&MH L £,

* ePBRIERNOBEE D B AT — b AV PR TR L2 —FEFKZACL A L2 TL 72
W,

c NI T 4w 7 ORIFREDSHER SN D DT, fail-action /S 2$Z A3 ePBR #— B A AT I AERL
EINTEEDOHRTYT, P—EAF == NOEEE/ Fu v 7 7g KD DM fail-action D
A, N7 4w 7 OIEHRE RO T a—O5 IR S ER A,

o BEHE ePBR B L OMEREITD IZRI CANNA  F —T = A A LIFTE EHA,

« JE3EF 7~ ePBR 5K TlE, nofeatureepbr 2~ R AT HANIRY —%HIBRT 5 2
ERHEREI N TVET,

« VXLAN | ePBRv6 I, CiscoNexus9500 >V — &2 A A v F CTHR—FINTHERA,

o VAT ADBHIBRIS TR — BTy RV ST ePBR P —E A2 RiRA 2 b & Hl
BRI D56, WOFNEEZFEITLTITIEI N,

1. BEfF® ePBR RV o —ZHIBB L £,
2. BEfED ePBR — b A Z MR L £9°,
3. ePBRYV—E A TV RAKRA LV FELBERAR— N v RVICEH#ERLET,

« Tepbr | LWOARITIHE D, BRYICTIERL 472 ePBR @ access-list = b U (T2 L 72
WTL7ZEVY, 25D access-lists 1L ePBR NEM#E B AT 2 FHIFE AT,
N

GE)  ZhbDF VLT 4y 7 ALFES AT T2 L ePBR 23 IE L < Hfe
B9, ISSU IS 5.2 HalfetEn s 0 £,

T RTOY XA VLI v ay b—/VE, ing-ifacl U —> 3 VZfH L TACLTCAM CT7/'H
TIRENET, 2DV —V3 0%, ePBRL2ARY —Z2 BT HENICHEI L TEIY 4T
HVENDH D F£7,

N

GE)  TCAM VU —v a3 v O4EIFIEDOFIAIZ DWW TIL,  [Cisco Nexus
9000 >V — A NX-OStFx = U T 4 #H A K] ®[IPACL DI
B (ConfiguringIPACLS) | 7 > a L 2B T EE,

eePBRARV L —IZiE, VEA LI N T o varto—ERnbha<td 1 DRETT,

«ePBR L2 Tl%. VLAN Z#i Ll Q-in-Q HIC VLAN #ilHZ TR 2 0LENH Y £, ZDH
P, N7 74 v 7 O—BRERICHH SN S VLAN EEHELARWE HI2T 5 2 &2 HELE
INTWET,
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ePBRL2 DR |

B creruorEsEsLUHINEE

A\

«ePBR® [ 75 ] VLANIZ. ePBR L' A V2R > —Z AT BRI THREHATT B4
B ET,

e T R—FE LU THERENT-AREA v Z—T = A ZAD4 . ePBR [infra vlan] #iJH
THE SN/ VLAN I LTDOHR VLAN b7 % 72/ LET,

« NT U IR VLAN O U X MZRA T (7 VLAN ZBINT A3 0ERH D 9, ik,
HEIRA QinQ RIEINAY Q-in-VNI 72 E O A E/R T 7 & AtEREL — K L TV T,

*ePBRL2 %, VLAN~» ¥ —%EEFITHIRETIC, Xy b 2ZF0FFEETH L)
WY —ERTTIAT VAP EINTNDEZEEHEL TWET,

«ePBRL2ARY > —DEK—FIZIE, "I A F—T oA RAZEAENIIBE., —BED—
B VLAN £7213—E O VLAN @i MEBETT, M T 7 A X —T oA RTINS
AU —i2iZ, (vianall] & O—FN 1 SFTHFEETXET,

«ePBRL2AFY v —EFEIL, TAHFMB LW HFHTHR—FENTWDEA X —T = A A X
A TORRKRBEDOA L Z—T 2 A AZEWATEET,

* Cisco NX-08 U U —2 10.3(1)F LAK%, [R U EPBRL2 7R U > —NOBEEO—EIX, [FL
VLAN £ 721X VLAN#EPHAZ G20, bTo 7 A v F—T = A ATHEAEINDKRY »—
T [vlanall] THRINDLERH Y £T,

GE)

. Cisco Nexus

FMUC7 KLA 773U (IPv4, ipv6, F£721X L2) OO —E
ACL 3R ) 3 —ND[E U VLAN Z 345854, kshiz—
HACL 2AD ACL 7 4 VAN —EThHY, EEL T\ &
R LTSI,

s EBRMAR— N XTOEAE. EHMOA v H—T A AL ZDOHWHHDreverse { X —7 =
A ZCEBAENARY >—iF, —FT 5 DO THER S, [F—® match-vlan F 721X VLAN
FAIZENIC~ y B T ENET,

EHOY—E R TS A OARSEEITVD, CTP ~NVAF = 7 2L TIRbDT
A ZADfEEZ —BICRHT 21213, Y —E AT A& ePBRYP—ERAD—FDOT
RARA L P ELTERTOIRENDY £,

« Ny b= ZOARSEIE, PBR A =D LA Y2 —HTEY AR - S THEE
hoo

o XA NR—ERIPE, IPV6 N T T 4 v 7 Y —EAF =2 — kD, £TVEFA LY T
5%, Fa haj XA 7B ND-NA B LOIND-NS Th 5 ICMPv6 ACE %, —H%—7F
BO—HT 7R VA NTHRYIZERTAVLERHY 97,

« ARP (0x806) . VN % 2 (0x8926) . FCOE (0x8906) . MPLS .= v A k (0x8847) .
MPLS ¥/ FF% ¥ 2 b (0x8848) 72X D7 ha/LT, LA ¥2 774 v 758V —EX
Fz—NZkD, FRIEV XA LT FTHICE, 7 r haERE——ERO—KT
7 A UJARMND ACE IZHIRIIZENT 20BN H VD 7,
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| ePBRL2 D#ER:

ePBRL OxEEEs L UHKEE

* Cisco NX-OS U U —Z 10.4(1)F LAK., ePBRL2 [Z. ePBR ARV ¥ —(Z—ET 5T T O
WMEI7 747DV EAL V7 arEdR—FLET, >N, TH#EsT 7 0
JDYVEA VI varyk Ry 7ol (53—) | OEEZEZRLTIIZIN,

c B L WENEZ T T- 10, T O ePBREB# A > ¥ — 7 = A4 AB I WE-ITH—
BA A =T oA ADT 7 /L MR EITRET DLERH Y £,

* CiscoNX-0OS U U — & 10.3(1)F LAF, ePBRL2 %, CiscoNexus 9300-GX 77 v k7 4 — A
AL v FOL2HE Ny hOVEA VLI arDheYR—FLET, Y—ERF=—
21X Cisco Nexus 9300-GX 77 v 74— AA v F TETFR—FENEHA,

* CiscoNX-OS U U —Z 10.4(1)F LA, ePBRIZi%. CiscoNexus 9300-FX/FX2/FX3/GX/GX2,
F LU Nexus X97160YC-EX, 9700-FX/GX 7 A > #— K& #5#{ L 7= Cisco Nexus 9500 ~°
Ty b7 —h AL vF T, IPvd F721LIPv6 — B D=2 —H—EFK ACL IZEB N Tr— R
NI IR SN Ey FERIRT 5, mask-position 47> a UAHESILTWE
R

DT — Ny 7 LERIEDERRIL, ePBR AR V=0 U H —T = A RTHERT B
TELT, ePBRY—ERAEEDIEGFEILREE X —F v NREDOW ST DT 77 4 772 ePBR
AU —THEHSNTOWRWERICORYR—FESnET, =20, #lRoa—1y 7
ERERRDBEHTIT, RY —o A v F—7 = A ZADOMEEN T B L OB AT AR TR —
FERERA,

ROPEFFES L ORI SEHZ — B ACLHEREIZEM L £ 7,

e permit A ¥ v R%&FFDACE DA M ACL THAR— hILET, D5k (deny F 72 13 remark
72E) @O ACE IZER SN ET,

+ 1 DD ACL THK 256 DFFF] ACE ¥R — F S ET,

« CiscoNX-0S U U —2 104 (1) FLL¥%TiX. matchaccess-list L —/L D L A ¥ 4 78— k&[]
BIXOZFOMODR—FRE ( THLI 2w . T REwW |, TEo/h&Ewn] pd)
. ANy KT IRV ARNNDO N T 747 DT 4 VE Y IR INET,

T EAVANTULATYA4AR— ARV —FZMH L7235, TCAM ACE Offi FI3: % &
WbT 511, Z DORERL hardware access-list lou resour ce threshold & 8 -9~ 2 WA B3 3 V)
F9, ZDavy ROFEMIZOWTIL, [CiscoNexus9000 &V — A NX-OSt ¥ = U 7 o
R A R @ TIPACL MR Ot7 v a a2 L TIIZEN,

WDHTA KT A2 EHIREEN VREF OV —E2AF = — @A SN E 7,

* Cisco NX-OS U U —2Z 102Q3)F LARE, =2 RAA > RO, —E R > —F v ZADiHE
m, BB LOEEDEy v a VEERDO N T 7 4 v 7 ORIl ER/ARIZT 57012, F
ANZ R — RART 2Ty FORERREITV, B— RANT U AR~ DL E 2 [alEd 5 2 &
DRI N TOWET, B— RAT U RAMITFICHER SN AT v hOER, Fo—NO%
=V ABIT OV —ERATHER SN RRA LV FOBEVZL Dk oI LT
S0,

EETIPRXR—AO0— R RT3 7% LT ePBR 2# L2 B A%, ROTEEFIHEE
HIFRFEEWH I E T,
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ePBRL2 DR |

B PRy —Ex. KU —DHREELUA VB8 —T T4 AOBLEN

cACEDEETIPVA DT VT 4 v 7 AR 3212752 LI TExEHEA
¢« ACE DIXEILIPV6 7 RLAD T L7 4 v 7 AR&E /12812 THZ LITTEEHA
cEETLT RLADT TRy MI, Sz "7y M ERBEERH DVERH D 9,

BELXIPRXR—200— RN XT3 7 5#EH L TePBR 2k L7285 A1E. ROTEEFIHEL
HIBREIE W S E

cACE DIRERIPVA DT VT 4 v 7 ARH 3212752 LI TExEHEA
* ACE DEEHIPV6 7 RLAD T L7 4 v 7 AR&E/N28I1ICTHZ LIXTEERA
CEERT FLADY T xRy ME, WK ENT= 7y MEHBMERHHVLERH Y £,

ePBRYU—EX, R —DERE LV E2—T (4R

~DEEST T

FIEDOHE

WD¥ 7 g Tk, ePBRYP—EZ, ePBRARY > —DH, BLOA v F—T = A A~DR
U — DTz OWTEHA L E9,

configureterminal

[no] epbr infravlans[vian range]
epbr service service-nametype |2
mode [full duplex | half duplex]

probe {ctp} [frequency seconds] [timeout seconds] [retry-down-count count] retry-up-count
count]

service-endpoint [interface interface-name interface-number]

rever se inter face interface-name interface-number

exit

epbr policy policy-name

match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] | [I2 address 12 acl-name]}
{drop | exclude | redirect | vlan{vlan | vlan range| all } }

[no] load-balance [ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
sequence-number set service service-name [ fail-action { bypass| drop | forward}]

inter face interface-name interface-number

epbr {12} poalicy policy-name egress-interface interface-name [rever sej

exit
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| ePBRL2 D#ER:

ePBRH—E R, KU L—DHEBH LU 28— x4 2~0BEMHT [J]

FED FH 4
Fig
ARV EEEET7Ia Y B#)
RTw 71 |configureterminal a7 4Fa2lb—varE—RICAYET,
1 -
switch# configure terminal
switch (config) #
25w F2 |[no] epbr infravians[vian range] VLAN fiI. H—E 2 F5A 2D Y FA L
N I IRA 7e dotlq ZHLHIZ T4 472 VLAN
EARTTEOIEHINTHET,
RTwF3 |epbrservice service-nametypel2 B LW ePBRL2 —E 2 &/ER L7,
1 -
switch (config)# epbr service firewall type 12
RTw 74 |mode[full duplex|half duplex] P REETEELIIE T EHET - NICHERLE
‘a‘o
ZFw 75 |probe {ctp} [frequency seconds] [timeout seconds] | ePBR #— b 2D~ 1 —7 %4k L £,
[retry-down-count count] retry-up-count count] i
1 F 7 aFROELEY T,
51 -
. . . ML T —T OREEEM THRELE T,
switch (config)# probe icmp
EOFFHIL 1 ~ 604800 T3,
RN Y VA N /A O
X —TIL Lo TEfTEINH IV b
D EEELET, FHETE HHMHIE1I~5T
‘a‘o
cHRITT v T W J— KRN EIRLIZE
T =T NETT /A T NOBERIE
LET, FEETE DHMIT 1 ~5TT,
c BALT T A LT AR EAL TR
ELET, EOHPIL 1 ~ 604800 TI,
25w 76 |service-endpoint [interfaceinterface-name ePBR Y —EZADH —E 2Ty RBA LV FEHERR L
interface-number] E
2K FIE2 ~5 2V L T, B0 ePBR ¥ — b 2 &H
switch (config-epbr-svc)# service-end-point Eﬁjfg;jijAo
interface Ethernetl/3
AT wJ7 |reverseinterfaceinterface-name interface-number cNS 7497 BY T —MEEHIILA reverse A >
i) - H—T oA A EFZLET,
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B PRy —Ex. KU —DHREELUA VB8 —T T4 AOBLEN

ePBRL2 DR |

ARV FFEREETIVa Yy

S

switch (config-epbr-fwd-svc)# reverse interface
Ethernetl/4

ATy S8 |exit ePBR Y —EAREKE— FEKT L, Zu— 3L =
B - V74X alb—varE— RERBLET,
switch (config-epbr-reverse-svc) # exit
switch (config-epbr-fwd-svc) # exit
switch (config-epbr-svc)# exit
switch (config) #

A7 w79 |epbr policy policy-name ePBR R U v —Z Ak L £ 4,

1
switch (config)# epbr policy Tenant A-Redirect

A7 710 |match {[ip addressipv4 acl-name] | [ipv6 addressipv6 | [Pv4 721X IPv6 7 KL A, £72IZMAC 7 KL 2
acl—_name] | [I2address|2 acl-name]} {drop |exclude| | z 1p_ 1py6. F7-1Z MACACL A LES. U
redirect | vlan{vlan | vlan range| all}} FALY MR, KT T4 I DFT AR T
41 - 7varTd, Fay7ix, HRAvVE—T=zA A
switch (config) # match ip address WEB vlan 10 ThrT77 4 v % Rn 770#5%‘%:b§&)5%/ﬁ\&:{§

RAanEd, B A7y a g, FRAVv4—7=
AADY—EAF ==V DORED NT T 4 v T %
BRA D=l & E T,
COFNEEMEDEL T, EFZIHESOTHEED ACL
B SED I LR TEET,

Z5wJ 11 |[no]load-balance[ method { src-ip | dst-ip}] [ buckets| cPBR #— b % CHil S L% 7 — K/8F 2% A

count] [mask-position position-value]

&1

switch (config)# load-balance method src-ip
mask-position 3

Rersyry MR LET,

CiscoNX-0S U U — A 10.4(1)F LAF& Ti%, IPv4 £7=
IXIPV6 ¥ v F TCOL—H—EFK ACL Ta— R N
TV TIERENS Yy NEEIRT S,
mask-position 47> a URREE TV ET, T
74V MEIX 0 T,

mask-position 3ERL S AV TWAIGHE, B — AT
A By MIHERL Z 72 mask-position 20 HAEFE Y F
o MBIy FOEITESNT, & By B
FLFRTAE Yy O EL LIRS NI

U, J0ZDOE Y MBRr—RARZ v 7 N\ ry
NEERT DI S E T,

GE)
Z—P—TFFED ACL ND ACE TiX, m— R XF
YU ANy ROARBITHER SRS By RS
a—P—FEZOV TRy NEEBELTWDIEA,
ACE O~ A Z LB IFNERIIZ 012 By b SivE
7,
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| ePBRL2 D#ER:

ePBREy s avaEALEY—E20ZE ]

AT RERETIVa Y

E:)

T w712 |seguence-number set service service-name [ fail-action | fail-action A 7 = X A&k L F 9,
{ bypass| drop | forward}]
1 :
switch(config)# set service firewall fail-action
drop
Z 5w 713 |interfaceinterface-name interface-number A =T = A AT — REBE L ET,
&1
switch (config)# interface Ethernetl/1
R7 v 714 |epbr {12} policy policy-name egress-interface A B =T A AL, WO THRD 1-DDNEST D
interface-name [rever se] AU =L 1 OO HHORY > —IZBERMIT 5 Z
1) ENRTEET,
epbr 12 policy Tenant A Redirect egress-interface .mgjfﬁﬂg)lp\ulﬂflji/w_
Ethernetl/2 o
« WiJFIA D IPvA IR Y 2—
« IES5 I D IPv6 7R U 2—
o WiJFIAI D IPV6 7R U 2—
JJEHmD R AN —
WD 12 R Y v—
ATy T 15 |exit AU —RE—REKTL, Z7e— UL E—FK
{;IJ : &:E D i—g—o

switch (config-if)# end

ePBRtY >3 VEERALEY—EXDER

WOFIETIE, ePBREy v a v EHALTCH—ERAEZEFTHIHEEZHRALTOOVET,

FIRDEE

epbr session
epbr service service-name type |2

rever se [interface interface-name]
commit
abort

NOOAWN

[no] service-endpoint [interface interface-name]
service-endpoint [interface interface-name]
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B erertyasERLEY—EROZE

F IR D

FIE

ePBRL2 DR |

ARV RFERFTIaY

=)

ATy T

epbr session

1

switch (config)# epbr session

ePBREY I g EF— RICAD ET,

ATvT2

epbr service service-name type 12

1

switch (config-epbr-sess)# epbr service
TCP_OPTIMIZER

ePBR v a v & — FTHKT 2D ePBR —E A
FRELET,

ATvT3

[no] service-endpoint [interface interface-name]

1 -

switch (config-epbr-sess-svc) # no service-end-point
interface ethernet 1/3

ePBR H— B ATk S v — B A KR
A v M EEHZLET,

ATy T4

service-endpoint [interface interface-name]

1 -

switch (config-epbr-sess-svc) # service-end-point
interface ethernet 1/15

HF—E R —E R RRA 2 NEEMLET,

ATy TH

rever se [inter face interface-name]

1

switch (config-epbr-sess-fwd-svc)# reverse
interface ethernet 1/4

FoZ 74w 7 RY =03 I 5 reverse f X —
Tz A EHELET,

ATvT6

commit

1

switch (config-epbr-sess) #fcommit

ePBRE > g & L7ZePBRYV—E 2ADLEF %
T LET,

GE)

ZTDAT Y FDETHIZePBRE v a v A EEE)
L\i‘a—o

ATy T1

abort
1 -

switch (config-epbr-sess) # abort

tyvarveafikL, vy v a VOBEOHERE
V7ERFVEYy FLET, a2y MIZE=T—F
TAE Y R — F EN TV ARVER DR Sz e
2, BUEDO® v v a VAR IEEET 121X, 2 o=
~ U REHEHALET,

GE)
Z D%, EIE LMk 2R L TH L ePBR & »
varEmEiLET,
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| ePBRL2 D#5:

ePBREy s avaEALEKRY v—0ZE

ePBRty L a ALK O —DER

ROFINETIE,

ePBRE Y a ZERALTRY —2LET 5 HEICHOWNTEHHLET,

FIEDHE
1. epbr session
2. epbr policy policy-name
3. [no]match { [ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] | |2 addr ess mac acl-name]}
vlan {all | vlan-id | vlan-id-range
4. match {[ip addressipv4 acl-name] | [ipv6 addressipv6 acl-name] | |2 address mac acl-name]}
vlan {all | vlan-id | vlan-id-range]
5. seguence-number set service service-name [ fail-action { bypass| drop | forward}]
6. [no] load-balance[ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
7. commit
8. end
FIIE D
=31
ARV KRFERRETY a3 Y B#Y
Z7y 71 |epbr session
AT 72| epbr policy policy-name ePBR v g E— N THKT 5 ePBR AN Y 2 —
1 - EHRELET,
switch (config-epbr-sess)# epbr policy
Tenant A-Redirect
A7 73 |[no] match { [ip addressipv4 acl-name] | [ipv6 address| [p, 1Pv6, F7=(% L2 ACL (Zxid % £ A& Mahic L
ipv6 acl-name] | 12 address mac acl-name]} vlian {all | F.
vlan-id | vlan-id-range
1 -
switch (config-epbr-sess-pol)# no match ip address
WEB
AT 74 |match { [ip addressipv4 acl-name] | [ipv6 addressipv6 | [P, TPv6, F72iL L2 ACL IZXf¥ %5 8 aAH L&
acl-name] | 12 address mac acl-name]} vian {all | vlan-id | 5-_
| vian-id-range]
il -
switch (config-epbr-sess-pol) # match ip address HR
X 75 | sequence-number set service service-name|[ fail-action { | fail-action A 7 = X A% #ERK L E T,

bypass| drop | forward}]
{5
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. ePBR R > —IZ k BEH SN 5 Access-list DFEH

ePBRL2 DR |

ARV RFERETIVa Y

B8

switch (config-epbr-sess-pol-match)# set service
firewall fail-action drop

ATvT6

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
count] [mask-position position-value]
fl

switch (config)# load-balance method src-ip
mask-position 3

—HDOT—RNRT U RARAY y RERTy MM L
Er

GE)
BEO—BOYy— b2 F 2 — L 2EETBHE X2,
tyrararT¥ A NCIORREAKT D L,
—E Do — RNRT 2N T 7+ MU'y b
ShEd,

Cisco NX-OS U U —Z 10.4(1)F LA TlE. IPv4 £7=
ILIPV6 ¥ v F TOZ—HF—EFKACL T — K /N7
YU ENAE y hEBRIRT S
mask-position 47> g VMBS TVWET, T
7 4V MEIZ0 T,

mask-position MERL SN TWDHIGHE, B — KT
A By MMIAERL & AU72 mask-position 2> HAAE W F
T MERNT Y FOBUITESWT, & bfIEy b
FTIERTAE Yy O EE LIRS N2
L. 0oy bBr—RKART v T N\ry
NEERT DI SN E T,

GE)
a—H—EFKD ACL WD ACE Tlx, u— K 7
YT Ny NOARIERSNDE Y Fi—
P—EEOY 73y FEEELTWDEE. ACE
DO~ AITMEIFNTIZ 0ty hShvET,

ATy T1

commit

1 -

switch (config-epbr-sess) #fcommit

ePBRE > g & L7ZePBRYV—E 2ADLEF %
T LET,

ATvT8

end
1 -

switch (config-epbr-sess) #end

ePBREY I g E—REKTLET,

ePBRR!) —([Z Kk BER SN 5 Access-list D EFH

WOFNETIL, ePBR AV o — T &35 access-list 2 FHFT 2 HIEITHOWTHHALEI,
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| ePBRL2 D#ER:

HEES T4 vonu Lo vave oy IoaER ]

FlaD#EE
1. epbr session access-list acl-namerefresh
2. end
=3[k 2t
FIE

ARV KRFERERETI Va3 Y

=)

T 71 |epbr session access-list acl-name refresh

R =X o TAERENTZ ACL Z g E/-13 Y

{yu . 71/“/:/:1 Li‘a—o
switch (config)# epbr session access-list WEB
refresh
25w 72 |end Ja—\)y a7 4 F¥Fal—arT—RaeKkT
15“ ]\/i‘g‘o

switch (config)# end

HE S T209voD) 54 L9 aréE ROy TJOER

Cisco NX-OS U U — 2 10.4(1)F LAREClE, ROKERRA 7> a & LT, ePBRL2AKY > —
ERNLCHIBEI N 74 v 20U A L7y aryBLORuy FTEEEZFIETE £,

altfA 7> a U, ACEICERbBEWT I X T AP ETHDLZ L ZRT 72D, ePBRD
2 —H—7EF D match access-list O ACE N CHEH I ET, Z ORERRKOFEMIZ SV TIL, Cisco
Nexus9000 >V — A NX-OSt % = U T 41 KD, SUPJIL—ILIZ®T B IPACL JL—IL
DEFLIBLLOBER F 72 13SUP JL—ILIZxd % MAC ACL JL—ILDEFSLIBEDERDE 7 v 3

vEZRLUTIIEEN,

al A7 a 245 L, ROBERBIZSNET,

s redirection £ 721X exclude 7 7 v a3 v & —FH L7E . ePBRIIRIET DV XA LT v a v
ACEZ#AER LT, FNENECTINTEY—E R TR REFITIHAA o F—T oA A~
O NT 7 4w 7 28T, —BTATXRTORN T T4 7DV AL LT a 2L

e

edrop 77 v a e —H LG E, ePBRIIIEG ACE #4E LT, I NT 7 4 v 7 &5

DT RXTO—ENT 74y 7 EZBHIC Ry LET, 2O 7T a B EREBYIC
B SN/ > 7284, @ IE Cisco NX-0S 9000 2V — R AA » F D A—/R—3f F|Za
E—FZ VXAV FENLHMEI NT 7 4 v 773, ePBR LA ¥ 2R Y U —iERIT—E
THHATH, Bl&fEa—ShaaEENRH Y £9,

al T 7> a2 0%, match 772 A U Z FePBR LA ¥ 3RY —NTHHINTWAESIT

PR B D A,
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ePBRL2 DR |
B sorsocvs0usqLsvav e FRry ToEm

default-traffic-action redirect-all #f%4 7> a 1%, ePBR LA ¥ 2 KR U > —HNTHEHAIH. U
XAV b, BN T Rey 7L T 7oy (W NT 7400 &8
) . BMESINTHNA L H—T =24 RV FA VI FNTDBDRERSLDZ EERELET,
ZOFTYa PR ENTWRWEA, R —HNOT 7 AU A M—EET, @,

Cisco NX-08 9000 2 J — & ZA v FD A== A PIZabt —F /13U XA L7 SN
WMEZ7 0021k (WA X =724 AV FA L7 hSROTIEeL) 5Bl EH X AR

HINET,
WDa~y REFEHLT, RY v— LUV TT 7 4/ hDcatch-all 7 7 ¢ v 7 E{EZ R T
%ij‘o
FIEDHE
1. configureterminal
2. epbr policy policy-name
3. default-traffic-action [redirect | redirect-all]
FIED
FIE
ARV RFERRETI a3 Y B
27 7 1 configure terminal SR 3T 4 Fab— gy B FEBG
15'] : L/i—g—o

switch# configure terminal
switch (config) #

R 72| epbr policy policy-name ePBR 7R U > — &k L £7,
1 -
switch (config)# epbr policy p3

R T 7 3| default-traffic-action [redirect | redirect-all] ePBR K U o —DF 7 4 /L b D catch-all BIEZ R E
1 - LET

switch (config-epbr-policy) # default-traffic-action| eredirect : 7—X NI 7 4w HBURXA LT L
redirectmall 9, rediret |37 7 40 bOAT L a T,

sredirect-all : T _XCHO T 74 v 7BV HA L
7 b LET,

GE)
I DF TS aviE, LAV 3ePBRARY —WN
TIEVFR—FENFEA,

ZOF ST g TePBRE Y g VNTIIER
TE W, R — %M L CHAER
L. BEBEATISLERNLY $7,
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| ePBRL2 D#ER:
ePBRShow 27> ]

ePBR Show <7 > F

WD U A MZ, ePBRIZBIET 5 show 2~ RERLET,

FIEDHE
1. show epbr palicy policy-name [rever sg]
2. show epbr statistics policy-name [rever se]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr
F gD
FIE
AU RFEEET7TIV 3 Y B
AT 71| show epbr policy policy-name [rever se] g5 1) & 7 1w G s A & 415 ePBR AR Y v —IC
15 - BT ofFmaRrLET,
switch# show epbr policy Tenant A-Redirect
AT 72 |show epbr statistics policy-name [rever se] ePBR AR U > —ifit A KRR LET,
{5
switch# show ePBR statistics policy pol2
R T 7 3| show tech-support epbr ePBR DT 7 =71 /L ¥R — MEREFRLET,
1 -
switch# show tech-support epbr
R T 7 4 | show running-config epbr ePBR D ETHEA A KR L E T,
1
switch# show running-config epbr
R T 75 | show startup-config epbr ePBR DA X — N7 v Ik AR R LET,
1

switch# show startup-config epbr

ePBR &R DHESE

ePBR # R & MR B 72121, ko a<r REFEHALET,
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ePBRL2 DR |

avy kR

S

show ip access-list <access-list name> dynamic

Ny NTIZHAVANDRNT 7 4 w7 —3
KL FRRLET,

show ip sla configuration dynamic

Ta—TRNEHR o T BHEEIC, Fx—
CINOP—E AT RKiRA v Mkt L TePBR
2L > TARENT- IP SLA fipi A Fr L =E
T,

show track dynamic

T —TREMN IR o THBEARIL, F=—
VNP —E R RIRA > MMZ% L TePBR
WZhoTHhERENEZ NI v I 2RRLET,

show ip access-list summary

Ny NTIZHAVANDNT 7 4 w7 —3
KOV~ 2FRrLET,

show [ip | ipv6 | mac ] access-lists dynamic

—BREEOX A F Iy MY EFRRLE
o

ePBR O #& i {5l

{5l - ePBR NX-OS # %

®D FARa DT, ePBRNX-0S fpk AR~ L TWET,

3:ePBR NX-0S DR

(O Forward Flow
Firewall Firewall Web TCP

O Reverse Flow 1 2 optimizer

10112 20112]| (201122

20113 201.1.23
1112 20114 20.1.1.24
[Vian 10| [Vian 11|/ vian 12| | Vian 13||Vian 16| [Vlan17| |Wian 20/ [ Vian 20|
Y v Y ) X
. Web-traffic =
|| Backup-traffic Eth1/8 MNexus 9000 EthiHg <=—>» a
> E

Bl: 7HOERAR—bELIUV IV R— DY —ERER
WORERBNE, 77 BAR—LE F T 07 R— DOV —Y 2EREF(TT D HEEZRL T

i‘j—o

epbr infra vlans 100-200

epbr service app_ 1 type 12
service-end-point interface Ethernetl/3
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ePBR DR ]

reverse 1interface Ethernetl/4

epbr service app_2 type 12
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channell0
reverse interface port-channelll

epbr service app_3 type 12
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface Ethernetl/9
reverse interface Ethernetl/10

epbr service app_4 type 12
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channell2
reverse 1interface port-channell3

Bl: 7oA R—FDERK
WOFITIX, TV EBAR—NEERT 2 HEERLET,

epbr policy pl

statistics

match ipvé address flow2 vlan 10
load-balance buckets 2
10 set service app 1
20 set service app_3
25 set service app 4
30 set service app 2

match 12 address flow3 vlan 10
20 set service app 2
25 set service app 4
50 set service app_3

match ip address flowl vlan 10
10 set service app 1
15 set service app 3
20 set service app_ 2

interface Ethernetl/1
switchport
switchport access vlan 10
no shutdown
epbr 12 policy pl egress-interface Ethernetl/2

interface Ethernetl/2
switchport
switchport access vlan 10
no shutdown
epbr 12 policy pl egress-interface Ethernetl/l reverse

Bl b3 R— DB
ROMEBNL, T2 K= FEMRT 55k " LET,

epbr policy p3

statistics

match ip address flowl vlan 10
load-balance buckets 2
10 set service app 1
20 set service app 2

match ipv6 address flow2 vlan 20
load-balance buckets 2
10 set service app 3
20 set service app 4

match 12 address flow3 vlan 30
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ePBR D& L5

10 set service app 1
20 set service app_2

interface Ethernetl/27

switchport

switchport mode trunk

no shutdown

epbr 12 policy p3 egress-interface Ethernetl/28
interface Ethernetl/28

switchport

switchport mode trunk

no shutdown

epbr 12 policy p3 egress-interface Ethernetl/27 reverse

Collecting statistics

HRTOULE

itd-san-2# show epbr statistics policy pl
Policy-map pl, match flow2
Bucket count: 2

traffic match : bucket 1

app_1 : 8986 (Redirect)
app_3 : 8679 (Redirect)
app_4 : 8710 (Redirect)
app_2 : 8725 (Redirect)

traffic match : bucket 2

. Cisco Nexus 9000 < ') — X NX-0S ePBR#&ER 4 K. ') ') —2X 10.6(x)

app_1 : 8696 (Redirect)
app_3 : 8680 (Redirect)
app_4 : 8711 (Redirect)
app_2 : 8725 (Redirect)
Policy-map pl, match flow3
Bucket count: 1
traffic match bucket 1
app_2 : 17401 (Redirect)
app_4 : 17489 (Redirect)
app_3 : 17461 (Redirect)
Policy-map pl, match flowl
Bucket count: 1
traffic match bucket 1
app_1 : 17382 (Redirect)
app_3 : 17348 (Redirect)
app_2 : 17411 (Redirect)

5l : ePBR 7R —D KRR

WOHTIiL, ePBRABY o —2FR_TLHHELZTRLET,

show epbr policy p3

Policy-map : p3
Match clause:
ip address (access-1i

sts): flowl



| ePBRL2 D#ER:
ePBR DR ]

action:Redirect

service app_1, sequence 10, fail-action No fail-action
Ethernetl/3 track 4 [UP]

service app_2, sequence 20, fail-action No fail-action
port-channell0 track 10 [UP]

Match clause:

ipvé address (access-lists): flow2

action:Redirect

service app_3, sequence 10, fail-action No fail-action
Ethernetl/9 track 13 [UP]

service app_4, sequence 20, fail-action No fail-action
port-channell2 track 3 [UP]

Match clause:

layer-2 address (access-lists): flow3

action:Redirect

service app_1, sequence 10, fail-action No fail-action
Ethernetl/3 track 4 [UP]

service app_2, sequence 20, fail-action No fail-action
port-channellO0 track 10 [UP]

Policy Interfaces:

egress-interface Ethl/28

{5l : mask-position DFEFFEDRT
RIZ, mask-position DfE %R LE T,

ip access-list acll
10 permit tcp 10.1.1.0/24 any
epbr service sl _12 type 12
service-end-point interface Ethernetl/2
reverse interface Ethernetl/3
epbr policy 12 pol
statistics
match ip address acll vlan all
load-balance buckets 4 mask-position 5
10 set service sl 12
interface Ethernetl/18
epbr 12 policy 12 pol egress-interface Ethernetl/19
switch (config-if)# show access-lists epbr Ethernetl 18 ip dyn

IP access list epbr Ethernetl 18 ip

statistics per-entry

200001 permit tcp 10.1.1.0 0.0.0.159 any vlan 100 redirect Ethernetl/2 [
match=0]

200002 permit tcp 10.1.1.32 0.0.0.159 any vlan 100 redirect Ethernetl/2
[match=0]

200003 permit tcp 10.1.1.64 0.0.0.159 any vlan 100 redirect Ethernetl/2
[match=0]

200004 permit tcp 10.1.1.96 0.0.0.159 any vlan 100 redirect Ethernetl/2
[match=0]

4294967295 permit ip any any redirect Ethernetl/19 [match=0]
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txa)Fa SIL—TH#FERHL-Y—E
AF—2DERL

«ePBRBI ORI N—TF R — F 7 a T HER (61 <—)
¢«ePBR —bE R LH—ERXF - —2 (622—)

s h—ERADEXF2 VT 4 T—T (63 —)

*SGACL RV > —BLUar h727 hTOePBRYV—ERAF =—0 Dl (64 2—2)
*ePBR VA E=X VT BIXOEET 7 v ay (64 3—)

e —EAREEO T — FART v A (65 —)

NAT T_RA A~DY XA LT g (673—)

«ePBR BLNGPO v L FH A K (68 =2—)
 EEFHELHKFEHE (74 ~—)

e AU T AT — 9 D ePBRAER (78 ~—)

« SGACL H— bt 2 F = — o ORI (83 ~—3)

ePBREKXVITIL—T RS —ATLavICEAT 5EHR

CiscoNX-08 U U —2 10.5()F A, o=—Y — 3825 EFx 2V T 4 Z—T DT RiRA v
MBI DOMT, N7 747 7n—%2 XA VLT NTEET, VXA LTV arid, B—0O
= ARE (77 AT U r—NEFu— KT 9L L) 2MLT, 23— 2
BBOFo—r % L CRAET HAREMENRH Y £9°, CiscoNX-08 U U —Z 10.5Q)F LIFE, =—
P—lFZP—ERF 2 — VIR KRS DO —EAEREEZEDO LN TEET, HEOY—ER
BEEIZ, TO XD BRBEEE FITT A —E AT AL AR T 1O LD KRR A >k CHEE
SNFET, FTF7 74097 7Ju—ik, INLOY—EAZ L RFRA 2 MTr— R T
JCE, VI T4 v 7a—OmFRANREC—EATY RARA b ZFHICHEHT 5 L9
WCLET, INHDOV—EATNNA ADF LV R—=T 4T ~NVAE=Z ) T A=K A
BLOINODOY—ERAT NS AT aRXT 4 IZHESWE RN T T 4 v I DF =—fbta— K
NG TOa—HF—DEKIE, ePBREZNLTHxFy 7/ Fr S, @HINET, v/ 7
YA T = a VR OFEC W TR, IA—T R —FF a3 (GPO) EEAL
T-VXLAN 77 7V w7 O~vA7a T AT —ya 282l LTLEEN,
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BN, BEDORMEZRE S 1 OUEDT Y RARA V P TEESND Y — B AREZER T 5 &%
ERHVET, V—ERAZURERA U ME, R 749 7%V XAV 0 NTHMLERDDL R Y
N — 7 CEMTRER. 77 AT Ut —), IPSREDY—ERAT FIAT L ATT, —b
A Ty RRA YV FOEEFEWEZET=F—457 0 -T2 EH£RTDHZILHLTEET, ePBRIL,
P—bEAFz—r b bllu— AT AR— M LET, ePBREMAHT S &L KE
DY —E ZERED—E L L THEHBOY— A RSV 2R TEET, b R
KAV TR I 747 D= R RT T 58TWD, WL T 74 vy 70—=02250
Ly MR —E A= RARA v MEfEHT2E91ICLET, Jiuk, FREDO Y — B AFHE
WEBINESEIERY—EAT U RRA UV IR TRAZEENTELT, TR O DM T
BeRREZ I L2 WA ICME T,

Pf—b R = RRA v MR BERRER a2 TFA L LT, Y—ERXADODVRFILTHFA A
BETHVLERDHY £7,

12 (F7213EE) DePBRY—ERAZ{EHK L7=D, ePBRYV—ERAF = — 2 ZAERKT 5 MM
HYVET, ePBRY—EAF == ZfllT2L, FI7 74072V XA L7 M5 —E R
W (F3 -2 TF = —) L. ZhEFITTIEFEZERETEET,

Frx—rTHEHAINLI—ERE, =T AFFICL > TR S ET, NXOS 10.5(1)F T
i, P—ERAF 2N TH DOV —ERAEEOREZIRETE D720, NT 7 4 v 7 L
WHFRAT S D RINC, H—DP—EAEE~D Y XA L7 v a v BLOa— KT v v THERE
DIHNHFR—FEINFET,

TRCOVP—ER = AT, h—EZANOTRTOT Y RRA > hTEENEE LSS
WCFETTHDMENHDLT 7 v arawrnd, Fay /' ik, /A 3R O fail-action X Vv
K& EFRTE E9, fail-action BEXEINTWRWEE, T 7 4/ hOEMETIE, —E AR
KB LTEERENDE T 70 v I B Ry ranET,

ePBR Y —ERAF = —>TlE, Y—EZXAHNOZ RRA L METIF I 74 v h2a— K5
VU TTHHERERET AL TEET,

Cisco NX-OS U U —Z 10.5Q2)F LAf%, ePBR v /VF /) — R $—ERF = — I N—T R

V—FFvarTHR—FEINET, VP—ERXT = —IZEHRKS OOV —ER#EE () —
) ZRETEXET, v ALF /) —FH$—ERXF—20%, 77AT U+—/b, a— K RJ
. NAT, IPS. BXOZFDOMDOT AL ZAEEDB N TEET,

CiscoNX-OS U U —Z 10.5Q2)F LAE Tl, ePBR > 7L ) — REFiF~AF /) — K —E R
Fx—rEFEAT LN T 7 OB EILEBREE, VXLANZ L—F R v —F 7S a v
AL TEEDY A Moo TEET,

Cisco NX-0S U U —Z 10.5Q)F LA&. TlZ, ePBR /L F /) — K H—EZAF = — B LB~ /LF
P MEBEIX., 272D VRF 27X X FOXFE L THAR—ranEd, — 27
XA AVE, B1E5C VRF., $5ft4E VRE, £72013F OO VREICET 2 Z &N TE £,
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| €%20F4 FL—TEERLIY—EX Fz— 2 OBR
4—Ex0tx1u54 71—7 ||

H—EXDtEF) T4 HIIL—T

VXLAN GPO R—AD Y XA L7 v ar b Fo— |l —EREMFHT 584, ePBR —t
AZADT T —AhE— R TH—ERAZRBETAZLE L TEXA20, ¥Xa T 0 ZA—7535F
ERETHVLENHYET, ZORTEF., N T 74 v 752 —ERXAT A RZELLFEL,
Frx— BB IED-DITHNETT,

INEDEF2 VT 4 Z—FF, XA T layerd-T DL 7 Z L LT AT LATERT HSLE
NHYFET, —EANDOY—E R RARA MR INZEA ¥ —7 = A A1, match
A =T 2 AV LI ZLELTELWERF2 YT 4 I N—TC~v o B T THLEND Y £
T, FEICOWTIE, IA—F R —F 7 ar AL VXLAN 77 7 U v 7 D~ A
rsav AT — gy (GPO) DX VT 4 FA—TFOEREZSR LT IEEN,
P—BE AT RRA v hDOTRTCOERET — DR I NTZA X —T = A AL, ePBR ¥ —
ERAOEEEEX 2T 4 JN—TL L THEESNTWSLHO LR CENFIC~y B 7350
ERH Y FT,

P—bE X RRA L FDFTRTOY NR—Z T — ARSI N A % —T = A A%, ePBR
P—ERADIVNR=ZA X2 )T 4 T N—L LTHRESNTWA L0 LFE Uil Fio~ v B
TIBHNENH Y T,

U T —b T RiRA vV bafERT 2 ePBR b —E R(21L, BX=2 VT 40 7 A—78+% 1
DTETHER T DMBENRH Y F5,

FaT AT —h Ty RRA Y FE2EHT 5 ePBR b —E 2 (21%, 2 o0O—EDNES] X 38 L O
Bl&vXa VT 4 IN—THBF 2T IMNERNDY FET, v A7k T A T—2a
R=2DVEFA VI vartFa—rOiERd FARalizonTid, M1E2RLTLTE
éb\o

R4:9—ERXRFr—rIt&kdrA4 905 4A0F—2ay
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VLANIZHHE T 5 Z EIETEEF A, ZHUE, ZOXHI R NTF 7 4 v 7 O o3 %A
WES B T2 OIS E T,

¢« ePBRYV—EANTEBEINZ 74V —FBLQ®Y X=X VT 40 T —71%, 8k
SN A v E—T AR (L FZ—T A AVLAN) PHERINTVWAVXLANY —7 2
A vFDLAXYA~T X2 T 4 IN—F LI XL LTERTAHIVLERHY T,

* NXOS 10.5(1)F Tli&, ¥y—ERATHEHEINDI =Y RARA > MEiA v ¥ —T =4 AX, A
VA =T A AVLAN OHTHLMENRH Y £F, =2 RKRA > Ml A > ¥ —7 = A
At v AXYIHEA LA =T 2 A A, T H =T 2 A, LAYIKR—=FF v/
FREAR—=FF YRV YT A H—T 24 A, £721FIPACL EPBR THHR— h EH T
LHFOMDA B —T 2 A AT HIEIFTEERA,

X2 UTF 4 N —TF LY —E AVLAN|ZePBR YV —E XM THETEET0, o—%—
X, TNV —EREZF=—THHTDL I NI 7 MIBATDH BT 4V FFETIT
T arPNRNI EEERTAILENRNDH Y 7,

*NXOS 10.5()F Tik, "7 74 v IRV XA L7 hENDHZY—ERFE, a2 T2 b EHE
U VRF 27 %2 N CTHRT 2 ERH Y £7,

*IPv4 F 77 4 v Omatch” 7 A< v 7iE IPVA—EREGTeY —E AT = — 2 THERL
THLERHY, IPv6 T 7 4 v 7 @ match class-map 1, IPv6 b T 7 ¢ v 7 B&TeH—
EAF x2— TR 2 HERH Y £,

e 22 877 MO any-any IEFEIEB L OB 2 VT 4 I N—T L —HTIHILERDHD |
PF—ERTNRAZA~NDIEA VT NPRBEIR NT T v 70X, VT —LhP—ERT A
ANZDIHY XA VT NTEET,

a2 M7 7 FA®D any-any HEILB L Ot x 2V T 4 IV —IZ—HT D20 E R H D
cNZT7 470, AT )= R —ERF 2NV EZA VLT T HEIITHER TR
Ho

e 2—P—i%, RURETEERLOEX 2 T4 I N—T %R+ 5EED=a T 7 b
B, BN 74w 7 70—k LTRRZV—ERVEAS VLI a v OEREELEE
LRV —BIO—E I TAy AL OB EN T RN L 2ERTIOIMLENRD D F
7,
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EBEEEHINER

e P —EAF = — L ND Y —4 2 A% LT fail-action ML SN TWAEEEIE, —E X
LALEIE Y RRA v b7 —T7 %2 LT, ﬁ%tx’ﬂbf7mw7%—
BLTHZTHZ LB LET,

« T —T7 "T T 4w IIIBDCoPP 7 T AT A Z ERHEREENTWET, £H LA
Wt Ta—7 "I T4 I RT I FN D CoPP 7 T AEMGHL, A— 3= AW |
T 747 DANA ZKEIT, 1P SLARREDOZEALA KGR L CTAE U D ATRetER 0 £37,
CoPP I DWW TEEL <L, T[IPSLA /X7 > h® CoPP Ofk] # B L TV,

¢+ ePBR ODEHBIONEHOT W b4 7 —E REREIL. ~A 7 0Bl AL F— a5l
AL —bERIUFA VL7 arr THEHAINDDY—EATIEYR— I EHA, S
DWW TCIL, ePBRL3 O AZSZ L T 72 &0,

T aTNT =L TNAADT 4T — R T—hbLUN=RT—hDTL REA L FOIRE
X, HEIWICRMI S hE¥ A, ThBRBREREEIE, 74V — K7 =LA U= T —
ATHELTR—=7 b7 v 7HREEHATLRBERSH D £,

eV RKRA Vv MHICEREENT T e —T v T v i, ML KRS b7 T— K
T—=LE UV NR—AT— 2O THETEETN, ALY —bRELIIER LI —ERADT
VRRA v M TIIEE X EE AL

e Fu—7 NS wlE, FTaT AT —ATFNAAZADT T — K7 —hLL Y= 7 — AR
Ty RARA» bOREZBEIRT H7-DIHEHATILERH Y £,

e —E R — FiL, ¥E50 VRF £ 72138625 VRF O—I23 52 &4, BID VRF (2T
HZEHTEET, bR J—RO—ENEFIC VRF O—HTH Y, —5HIER
VRF O—#Th 5354, EELICH < T X ToEke+ 52 2HE X, 5{5 78 VRF IZ—HRIZE
HITOMERHY F3, Fo—2NOEFED VRF 235kt VRFIZEHHE L TWA 56, =
NICHES TR TR T HHEEN, V—ERAF = — 0 Dk £ T VRFICEEH L T
LHUERHY FT,

T AT NT =P —ERAZLRRA L FTIE, &7 —L 5835 VREICRET D Z LI
TXxEHA,

TIINF/—FHY—ERFI—2DHA KSA U EEIREBIE -
e —ERF—2THEHKEKS OO —E2RE (/—F) B R—FrInEd,

e wI)LTF ) — P TIE, RNARABIO R v 7O fail-action 7Y 5 > OH BV R — |k
ENFET, ERIEOD fail-action 47> 3 VIV AR— IR TWERA,

e wNF =R P —ERFx—VNTIE, IP7 N RAEEEFETT L0 — b 26
(B — R RNF B FE7-1L CGNAT T34 ) DHEHERTE E7,
TILFHA Y —ERFI—2DHA KSA 2 EHIREIE -
HEFEDOY—ERAF =2 —2 DT XTOY—E AKX, B—0OH% A MNIBETHLERHY F

7,
e Tx—)LF—NR— T NL—FHNTIE, RS OD T z— LA —_"— HF—bEZXF = —RNH
R—rENx7,
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sesmennszd

e VXLAN 7 V—T" 3R > — 47 3 TEPBRY—EAF =2— 0 Z2fHHL TWBH~/LFH

A b 777V v 7T, BRK10 DY A BBRPR—FENET,

e v ILFWA N T 2V F—NN—=F T g0, a— RNRXT U TS ATHERENS T —

EAF =2 — TP ER—FENFEREAL, B— ERXTUHTS, 2T —EBEDOVIPRH U |
WAoo — RKRFUPCT7 2—)b A —_"—=ENFET, ZhiL. VIEP OHPHI TEEIN
7ZVIPIZKY, 72— NFd—R—DRENTEINDENHTT,

e —ERFz— U THHAINS, BETTNAT BENZ/R > TR E— KT o 5%

AAE, B—=RNRT U TROY— =%, FLHA MCHEFEL T OIRNERH Y £
To

s —bERFz—rb, EATHLIICRESNE T 2— VA== —E AT = — T,

B CHEDOYV—E R ) — RTHETILNERSHY £T, 72720, FV—ERJ— I, &F
IERBOY—C R RRA V FEFFOZENTEET,

e P—ERF =2 HNOTRATOY—ER /) — K&, FHTIE I shZz7=—

F—R—HP—t 2 F = —F, ALY —ERA X2V T 4 7 —FTHERTILERHY
i‘é—o

e v ILF VA NEKHERRT AENC. TCAM a5 I v 7 27— )L E—H% A O TR

A

ESNT=HIBRD 80% RIIZERESNTWD Z MR LET, Zuuk, T— K < /LFH
A~ T EECTEE, 7 ERHERLARWE UL E ik LT, TCAM P /5 3 v
T OBAENREENINT B 720 TI,

o SNERER L ~D GPO Y — B R U A A L7 a VB HEEICHEET A 7-DI12i%, v /L F 3 A

FF%%V(MD)W®%%4kﬁﬁﬁ%%m®ﬁ%%m%%oz%ﬂ%0\ n—7 )
W ST RARA V FOANRIZKRI L T/R2HEA R IL— R ELTT RARZ A XT D4
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HOYA Mr—h)L —EREERDBRWNIGHEICH AR — S ET,
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TAT T INRNEA XA NERETERWGSE, 120U E— bk A M2, MSD
R TVRFEKROHII/ATI S E LTHET DXL ERH Y ET, TXTOHA 26D T
T4 v, v— bk TV 77 L AOTE (BGP B ER ) A LT, ®IRLE
HAHA N —TFT 4 7T H0ERH D £,

FEIC, D777V w7 VRESBCDI X —2 8T 7 4971, bT 74 v 7 OxtFrE
E—B LR — O EMFFT 272012, HAHFMICERENTZDOLFE U A &7
LTCMSDIZADVERHY £7°,
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B < roesro5—casmerBritn

O A SBHIYATNZHIE L, v— bk 7V 77 LU AREA SN TORWEA, N/S
N7 7 4BV A METr— T 7 (ECMP) &, TRITE /WY XA L7
FRO—EAF == NARNARRET HARENRH Y £T, ZOT TV AT R— K
NTWEEA,

A48T A F—2 320 ePBRER

ePBR H— E X DHERK

IR& B
Z 2 TlX. ePBR —ERDRERKIZHOWTHIA L E T,

FIEDHE

1. configureterminal

2. epbr service service-name

3. [no]threshold threshold-value

4. vrf vrf-name

5. [no] security-group <fwdGrp> [rever se<revGrp>]

6. [no] probe{icmp | <l4-proto> <port-num> [control<status> ] | http get [ <url-name> [version
<ver>]| dnshost <host-name> ctp} [frequency <freg-num> | timeout <timeout> |
retry-down-count <down-count> | retry-up-count <up-count> | sour ce-interface <src-intf> |
reverse <rev-src-intf> ]+

7 service-endpoint {ip ipv4-address | ipv6 ipv6-address}

8. probetrack track-ID

9. reverse{ip ipvd-address| ipv6 ipv6-address}

10. mode hot-standby

11.  weight <weight>

12.  exit

F e D
F g
ARV REREFT7TIVa Y E]:g]
AT w71 |configureterminal a7 4 X2l —ary ET—FCADET,

switch# configure terminal
switch (config) #
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ePBR —E X DM .

ARV FFEREETIVa Yy

E:)

25w F2 |epbr serviceservice-name #r LU ePBR Y — B ARKREA/ERL L £9,
11 -
switch(config)# epbr service firewall

ZF w73 |[nothreshold threshold-value V=R IN—=T DT I T 4T = KRA L FD
i - BOLEWMEEL = T — U TR LT,
switch (config)# threshold 26 F7F)Lk 0

#iPA : 0~100

25w F4 |vrfvrf-name ePBR — B ABEHRED VRF #HE L £,
i -
switch (config-epbr-svc)# vrf tenant A

RTw 75 |[no] security-group <fwdGrp> [reverse<revGrp>] EF mE KOO —E 28X 2 T 4 F—
i - TETERLETS, YN T = LT, AD
switch (config-epbr-svc)# security-group 10 i}%é\‘ $—0)JIL§\j§|"ﬁJ‘{Z5€‘1 Y 714) 7/1/%‘70;%;]%%
reverse 20 TAVLERDHYET, 72TV T —L T/ AD
switch (config-epbr-svc)# security-group 30 i};BJ‘/EI\\ Jllﬁjﬂ'ﬁ]‘k%n U 5:4 7\/1/‘—70k5§ﬁj7|7ﬂ‘125?1

VT4 IN—TEF—BThHOULENRDY £7,
R EHIERT 2 I1I21E. Zoa~<>r RO no Bz f#
HLET,

R7 v 76 |[no] probeficmp | <l4-proto> <port-num> - ARED T 0 — T AR L £, [F UAERK
[control<status> ] | http get [ <url-name> [version T, B—E 2 =2 REAL Y FOJEHET —2 &5
<ver> ]| dnshost <host-name> ctp} [frequency F7 — A bEATEEF. —hawr RO no
<freg-num> | timeout <timeout> | retry-down-count - - o
<down-count> | retry-up-count <up-count> | ERZMTT 5 L. MRPHIBR S NVET,
source-interface <src-intf> | reverse <rev-src-intf> ]+ | VXLAN BRI SNV —E 2Ty REAL Vb

DEE, —EOEFEIILIPZIPSLA T v ¥ g Tl
HATE2L512, 7u—T0HEEL—T Ny
A BE =T 2 AERETDLENRDH Y T,

RFw 71 |serviceendpoint {ip ipv4-address | ipv6 ipv6-address} | ePBR ¥ — B A DH— & = KA > k2 HERL L
B - F9, AT v 76~ 10 %0 IKL T, BlD ePBR
switch (config-vrf)# service-endpoint ip PoBR 2 FARA S EMRTE £
172.16.1.200

RFw S8 |probetrack track-1D P—E R RARA » NONES W E I3 M 7T —
i LDa—YP—FER N T v 7 ERELET,
switch (config-epbr-fwd-svc)# probe track 30

25w F9 |reverse{ipipv4-address|ipv6 ipv6-address} T aTNT —hP—ER T RKA 2 hOWITH

1 -

IP7 RLAZERLET, TN, Yo7 —2 =
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tF¥a)T4 FL—TEFEALEY—ER Fz—o MR |

ARV FFEREETIVa Yy

S

switch (config-epbr-fwd-svc)# reverse ip
172.16.30.200

VRARA Y MZIEMERN D EIZEE LTS
A

A7 710 | mode hot-standby P—ERTU RRA V haRy hAZ AL 2
- AL R 2 LT L E T
switch (config-epbr-fwd-svc)# mode hot-standby

2T w711 | weight <weight> TOTATERIERY FAZ N, 2 RRA
. R OTEA A MR L £ T
switch (config-epbr-fwd-svc) # weight 6 F 7 F )L MHEIX 1 TY,

ATwv 12 |exit ePBR H—bE AR E— FEHA& T LET,
i -

switch (config-vrf) # exit

ePBRH—EXFr—2 DR

FIEOHE

F IR D FH

configureterminal
[no] epbr service-chain <chain-name>

o0kl wN=

FIE

[no] mode multisite [failover-group <group-name>|

load-balance method <Ib-method> { src-ip | dst-ip | src-dst-ipprotocol}
seguence-number set service service-name] fail-action { bypass | drop | forward}]
action {route | redirect} [reverse-action {route| redirect}]

ARV RFERETIVa Y

E:)

AT 71 |configureterminal ar 7 4 Xal— gy E—RIIAYET,
i
switch# configure terminal
switch (config) #

A7 72| [no] epbr service-chain <chain-name> ePBR h—E A F = — AR L £, RELHIR

fi
Switch (config-epbr-svc-chain) # epbr service-chain
web

TAHIE, Zoa<vr Kono BRNE2HERLET,
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Jr—nt—n— -7 ||

AU RFERETIVa Y

B8

R 5w 7 3 |[no] mode multisite [failover-group <group-name>]  |NX-0S 10.5(2)F LA Clt, y—ERF = —L DE—
i) : R~ FHYA b BLOT == F—— J—F
mode multisite failover-group fallback-web-chain3 %1:%52-(%&’91}
o Jx— LA —N— T )—T 1%, FT— K < JLF
P A MR —ERFz— Tkt L THI -
TWLLEICDHERTEET, 7 =— A —
IN— T )—T %912 — F multi-site %
T ENnTEET,
R v 7 4 |load-balance method <Ib-method> { src-ip | dst-ip | ePBR V' —E X F 2 —r D — K5 7R
s c-dst-ipprotocol} ERELET, FUERE, P—ERXF=— RO
1 - 2 DY —EAERICEAT 22 L b TEET,
switch (config-epbr-svc-chain) # load-balance method| 7577]./1/ N RV B4 = src-dst-ipprotocol -(\\—9)«0
src-ip
R 7w 75 | sequence-number set service F =V NOREED Y —r v A TH— B AEEE IR
service-name] fail-action { bypass| drop | forward}] FL. 2O —HF v ADKRKT 7o ay A=A,
fi ERRELET,
swgitch(config—epb;—svc—chain) # NX-0S 105(2)1: ulgx%wc\\tt\ ‘,\?/1/9;/ . ]\\\ ‘H__ =
10 set service fw2 fail-action dro . o
20 set service tcp optim2 fail—actli)on bypass %I_V%1iﬁﬁ L72GPO AR — h éh(b\iﬁ_o
X 76 |action {route | redirect} [reverse-action {route]| H— B R D R0 E T NATHERE A 3 7= DT,

redirect}]
1 -

switch (config-epbr-svc-chain-seq) # action route
reverse-action route

F = NOP—EADIRERLY N—RAT 7 g v
FRERLET,
F7 4V~ AT a T redirect T,

TJx—)LA—IN—FI)IL—TDO¥ER

FIRDOHE

Tz — )V —— T —TF R A1

configureterminal
epbr service-chain service-chain-name

pPwbd-=

3. ROFIEEZFATLET,

epbr failover-group failover-group-name
[no] service-chain <name> preference <preference>
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FIE

tF¥a)T4 FL—TEFEALEY—ER Fz—o MR |

ARV RFERFTIaY

=)

ATy T

configureterminal

1

switch# configure terminal
switch (config) #

Jua—)L a7 4 Xal—a s T— NERLB
Li‘a—‘o

ATvT2

epbr service-chain service-chain-name

1

Switch (config-epbr-svc-chain) # epbr service-chain|
web

P—bERF = — MR L ET,

ATvT3

epbr failover-group failover-group-name

1 -

switch (config-epbr-svc-chain) # epbr failover-group
fallback-web-chainl

T =)V == TN —THRER L £,

ATvT4

[no] service-chain <name> preference <preference>

1 -

switch (config-epbr-fail-group) # service-chain
sitel-web-chain preference 20

T =)A= R—= TI—TNTT — )X 7 HP—
EAFxz—rERHRL, 74—y —E R
Fr—2 TV T 7 L RAERED Y TES,

ePBR —E X F = — VBRI DR

FIRDEE

ePBR V—E A F = — U A R T DI

show epbr service[ <svc-name> |
show tech-support epbr

show running-config epbr
show startup-config epbr

okl wn-=

E Roa~xr ReEHLES

show epbr service-chain [ <chain-name>] [ reverse]

show consistency-checker epbr service-chain { <svcChainName> | all }

. Cisco Nexus 9000 < ') — X NX-0S ePBR#&ER 4 K. ') ') —2X 10.6(x)



| €%20F4 FL—TEERLIY—EX Fz— 2 OBR
seacL #—t 2 F = — > oisl ]

FIED 4
FIiE
ARV RFERET IV a Y B8
Z 5 71 | show epbr service [ <svc-name> | ePBR ¥ — B ABERE L =0 RARA v MBI S 1EH
15“ : %43(‘%;—\‘ Li‘j—o

switch# show epbr service fw

R 72 |show epbr service-chain [ <chain-name>] [reverse] |5 HE =13 51D ePBR —E 2 F = —2 R
U Il AR E R R LET,

switch# show epbr service-chain web

ATy 73 | show tech-support epbr ePBR OF 7 =)V R — ME#AERRLET,
i -
switch# show tech-support epbr

R w 7 4 | show consistency-checker epbr service-chain { ePBRXE., 2 ba—/L FL—LTDePBR DY
<svcChainName> | all } FA Vs Al BEOEHRSTOE~L
Bl - AE=ZB YT AN ARLOEEMT = v 7 B HE
show consistency-checker epbr service-chain web fTI/EETrO

R 77§ | show running-config epbr ePBR OE(THE kA F R LET,
fi
switch# show running-config epbr

A7y 7 6 | show startup-config epbr ePBR DA X — b7 v THiplZ FR LET,
1 -

switch# show startup-config epbr

SGACL H—ERXF = — 2 D&

SGACL % —E R TF = — UK Z R THER BN DWW TIE, K5 22 TSN,
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SGACL H—E X F = — > DRI

13 5% E

VXLAN EVPN VXLAN EVPN

Sele—
Vlan16 Vian17
—_— “+—
— +— FwW2
— > FWD: 10.0.0.1 (Vlan16)
Host A Host B REV: 10.0.0.2 (Vlan17)

192.168.1.1 192.168.1.2 FW1
FWD: 10.0.1.1 (Vlan24)

REV: 10.0.1.2 (Vlan25)

524152

1. ¥—ERDLAY4~TEL 7 X E/ERLET,

security-group 2010 name FWD
type layer4d-7
match interface vlan 24
match interface vlan 16
security-group 2011 name REV
type layer4d-7
match interface vlan 25
match interface vlan 17

2. ePBRY¥—bERELET L RRA b DOVERL,

epbr service fw

vrf tenant

security-group 2010 reverse 2011

probe tcp 80 frequency 5 timeout 3 source-interface
loopbackl0 reverse loopbackll

service-end-point ip 10.0.1.1
reverse ip 10.0.1.2

service-end-point ip 10.0.0.1
reverse ip 10.0.0.2

3. FAN I T4 DX2 VT4 I N—T VL7 ZEEHRLET,

security-group 5051 name sec 5051
match connected-endpoints vrf tenant ipv4 151.1.1.0/24

security-group 5050 name sec_ 5050
match connected-endpoints vrf tenant ipv4 150.1.1.0/24

4. LAY LATV4DO-BEBELZERTL2EX2 VT4 7 I A~y TEMEHRLET,
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seacL #—t 2 F = — > oisl ]

class-map type security match-any class ipvd4 tcp
match ipv4 tcp dport 80
match ipv4 tcp dport 443

5. ePBRYV—ERFx—UZHRLET, if COV T A~ 7 A v—~v 7 BLU=
YT FOWAMIE, TARTOV =7 T—EBLTWDOIRERHY £,
epbr service-chain web
load-balance method src-dst-ipprotocol
10 set service fw fail-action drop
6. EX2 VT 4 R —<v T EBREL, Y- RAF— 5 VE rmatch 7 T A< v 7T
ML ET,
policy-map type security web policy
class type security class_ipv4_ tcp
service-chain web
7. AT FORE
vrf context tenant
security contract source 5050 destination 5051 policy web policy
VRF =27 % A F @il e — NICBITT 2 TIEOFFMIZ O W T, EF=2U7 1 70—
THOEX=2UT 4 ar b T PO ESRLTIIES N,
HEDHER

WIZ, ePBRYV—E R RARA v FE T 5 HEOHZRLFET,

show epbr service fw

Legend:
Operational State (Op-STS): UP:Reachable, DOWN:Unreachable,

SVC-ADMIN-DOWN: Service shut

ADMIN-DOWN:Admin shut, OPER-DOWN:Out-of-service
Probe:

Protocol/Frequency (sec) /Timeout (sec) /Retry-Up-Count/Retry-Down-Count

Hold-down Threshold: Count/Time (sec)

Service mode: Full:Full-Duplex, Half:Half-Duplex
Type: L3:Layer-3, L2:Layer-2

Threshold: Threshold High/Low

Name Type Service mode VRF
fw L3 Full

tenant
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Security-group Reverse security-group Threshold
2010 2011
Endpoint IP/Intf Track SLA Op-ST Probe Hold-down

Role Weight

Reverse IP/Intf Track SLA Op-ST Probe
10.0.1.1/ 1 20001 UP TCP/5/3/0/0
A 1
10.0.1.2/ 3 20003 UP TCP/5/3/0/0
10.0.0.1/ 2 20002 Up TCP/5/3/0/0
A 1
10.0.0.2/ 4 20004 UP TCP/5/3/0/0

* KIZ, ePBR —E AT = — 2 ZJEFH F 7213 TR T 20 %2~ L7,

show epbr service-chain web
Service-chain : web
service:fw, sequence:10, fail-action:Drop
load-balance: Source-Destination-ipprotocol, action:Redirect
state:UP
IP 10.0.1.1 track 1 [UP]

IP 10.0.0.1 track 2 [UP]
show epbr service-chain web reverse

Service-chain : web
service:fw, sequence:10, fail-action:Drop
load-balance: Source-Destination-ipprotocol, action:Redirect
state:UP

IP 10.0.1.2 track 3 [UP]
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IP 10.0.0.2 track 4 [UP]

cRIT, Y—ERTF == DOBEWT = v I — %R T 202 R LET,

show consistency-checker epbr service-chain chainl
EPBR CC: Service Chain validation passed

show consistency-checker epbr service-chain all
EPBR CC: Service Chain validation passed

YILF/—LK VT, FH—ERX Fz—2DERH

14 : % 715
Host Host

Host ——
Host
TE

WIZ, Y—EAFz2—0D—ETHDIHYT—ERLLT3DDT 7 AT U4 —/VEFF N %
RLET, &7 74T UH—ME, BEOY—E R KR4 v hCEREINET,

1. ePBR ¥ —E R fwl O

epbr service fwl
vrf tenant
security-group 2010 reverse 2011
probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopbackd
service-end-point ip 10.1.1.2
weight 10
reverse ip 11.1.1.2
service-end-point ip 18.1.1.2
reverse ip 19.1.1.2
service-end-point ip 20.1.1.2
mode hot-standby
reverse ip 21.1.1.2
service-end-point ip 253.1.1.2
mode hot-standby
weight 10
reverse ip 254.1.1.2
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service-end-point ip 26.1.1.2

weight 5

reverse ip 27.1.1.2
service-end-point ip 34.1.1.2
mode hot-standby

weight 6

reverse ip 35.1.1.2

2. ePBR ¥— b R fw2 O#ERY

epbr service fw2
vrf tenant

security-group 2013
probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopbackd
service-end-point ip 255.1.1.2
mode hot-standby
service-end-point ip 50.1.1.2

weight 10

service-end-point ip 54.1.1.2

weight 5

service-end-point ip 58.1.1.2
service-end-point ip 59.1.1.2
mode hot-standby

weight 10

service-end-point ip 62.1.1.2
mode hot-standby

weight 6

3. ePBR #— b & fw3 Ok

epbr service fw3
vrf tenant
security-group

2014 reverse 2015

probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopbackd
service-end-point ip 12.1.1.2

weight 10

reverse ip 13.1.1.2
service-end-point ip 22.1.1.2

weight 10

reverse ip 23.1.1.2
service-end-point ip 32.1.1.2

weight 5

reverse ip 33.1.1.2
service-end-point ip 40.1.1.2
reverse ip 41.1.1.2

4. ePBR ¥/LF /) — K+ —ERAF = — 2 DAL

epbr service-chain FW-chain-v4
load-balance method dst-ip

10 set service
load-balance
20 set service
30 set service
load-balance

servicel-v4-2arm fail-action bypass
method src-ip

service3-v4-larm fail-action drop
serviceb-v4-2arm fail-action bypass
method src-dst-ipprotocol

TINF/—KFH—ERFI—2DFEDR

sh epbr service-chain FW-chain-v4
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Service-chain

service: fwl,

seacL #—t 2 F = — > oisl ]

FW-chain-v4 state:UP

sequence:10, fail-action:Bypass

load-balance:Source-Destination-ipprotocol, action:Redirect

state:UP

IpP 10.1.1.2

IpP 18.1.1.2

IP 26.1.1.2

IP 20.1.1.2

IP 34.1.1.2

track

track

track

track

track

1 [UP]
2 [UP]
3 [UP]

4 [UP] [HOT-STANDBY]

5 [UP] [HOT-STANDBY]

IP 253.1.1.2 track 6 [UP] [HOT-STANDBY]

service:fw2,

sequence:20, fail-action:Drop

load-balance:Source-Destination-ipprotocol, action:Redirect

state:

Ip

Ip

Ip

Ip

Ip

Ip

50.

54.

58.

59.

62.

9)5

track

track

track

track

track

7 [UP]
8 [UP]
9 [UP]

10 [UP] [HOT-STANDBY]

11 [UP] [HOT-STANDBY]

255.1.1.2 track 12 [UP] [HOT-STANDBY]

service:fw3,

sequence:30, fail-action:Bypass

load-balance:Source-Destination-ipprotocol, action:Redirect

state:

Ip

Ip

Ip

Ip

12.

22.

32.

40.

UupP

track

track

track

track

13 [UP]
14 [UP]
15 [UP]
16 [UP]
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GPO ZEA L=< ILFH A k ePBR D#EALHI

B 15: 5% E Bl
Service 1 @ Service 2

I | || ¥ wmer ||

[SiT) st il). il sl
ode 0 |
"'ﬂb{‘
E-'\‘h
EGUJ.E“i:!IlI.iimllllBGaFE1
5ewice3|_lju[_' [l | RS
vPC BGW BGW BHES
SITE 2

m B “v{‘_ n—*’g-m

Service 3 ‘
BSemice 2 (o1 -]

Service 1

Hosti_n

— e ——

HA k1
1. LAY3 LA VY40 —-FHEELERT 28X T4 7T A~y T EERLET,

class-map type security match-any web class
match ipv4 tcp dport 80

Host

Host

S24E03

2. X2 VT4 R o—<vTEERL, Y—ERXF =—2 % NE R match 7 T A< v 712

L £,

policy-map type security web
class type security web_ class
service-chain sitel-web-chain
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3. ePBRY—E AL RiRA v b DERL,

epbr service fw
security-group 100
probe icmp
service-end-point ip 10.1.
service-end-point ip 20.1.
mode hot-standby

epbr service fw2
security-group 100
probe icmp

service-end-point ip 11.1.1.

epbr service fw3
security-group 100
probe icmp

service-end-point ip 13.1.1.

o

2

seacL #—t 2 F = — > oisl ]

4, wILFHP A FE—RELTz— )L F—NR— T —F L F = — 2 O

epbr service-chain sitel-web-chain
mode multisite failover-group fallback-web-chainl

load-balance method dst-ip

10 set service fw fail-action drop

epbr service-chain site2-web-chain

load-balance method dst-ip

10 set service fw2 fail-action drop

epbr service-chain site3-web-chain

load-balance method dst-ip

10 set service fw3 fail-action drop

epbr failover-group fallback-web-chainl
service-chain site2-web-chain preference 5
service-chain site3-web-chain preference 20

Y4 L2

1. LA4%3, LA V40—-BHRELZERTLHEX 2V T4 V7 T7A Yy TEERLET,

class-map type security match-any web class

match ipv4 tcp dport 80

2. EXaVT 4RI v—~vTE

L £,

policy-map type security web

class type security web class

service-chain site2-web-chain

3. ePBRY¥—t 2L RRA v FDIERL,

epbr service fw
security-group 100
probe icmp

service-end-point ip 10.1.1.
service-end-point ip 20.1.1.

mode hot-standby

epbr service fw2
security-group 100
probe icmp

2
2

REL, VP —bEAF =—r % MFrmatch 7 7 A < v 7IZ
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service-end-point ip 11.1.1.2

epbr service fw3
security-group 100
probe icmp
service-end-point ip 13.1.1.2

4., vNTFHA FE—RET 2=V == TV —T L F = — L DO

epbr service-chain sitel-web-chain
load-balance method dst-ip
10 set service fw fail-action drop

epbr service-chain site2-web-chain
mode multisite failover-group fallback-web-chain?2
load-balance method dst-ip
10 set service fw2 fail-action drop

epbr service-chain site3-web-chain
load-balance method dst-ip
10 set service fw3 fail-action drop

epbr failover-group fallback-web-chain2
service-chain sitel-web-chain preference 5
service-chain site3-web-chain preference 25

Y4 k+3
1. LA4¥3, LA V40-BHRELZERTLHEX 2T 4 7 TR~y T HERLET,

class-map type security match-any web class
match ipv4 tcp dport 80

2. X2 VT4 R v—~ T EERL, Y—EATF=— 2%V FEmatch 7 7 A~ v 7T
L £,

policy-map type security web
class type security web class
service-chain site3-web-chain

3. ePBRY—bE Rz RBRA L FDOIERK

epbr service fw
security-group 100
probe icmp
service-end-point ip 10.1.1.2
service-end-point ip 20.1.1.2
mode hot-standby

epbr service fw2
security-group 100
probe icmp
service-end-point ip 11.1.1.2

epbr service fw3
security-group 100
probe icmp
service-end-point ip 13.1.1.2

4, —bERFz—r L LFHA FNORERL

epbr service-chain sitel-web-chain
load-balance method dst-ip

. Cisco Nexus 9000 < ') — X NX-0S ePBR#&ER 4 K. ') ') —2X 10.6(x)



| €%20F4 FL—TEERLIY—EX Fz— 2 OBR
seacL #—t 2 F = — > oisl ]

10 set service fw fail-action drop

epbr service-chain site2-web-chain
load-balance method dst-ip
10 set service fw2 fail-action drop

epbr service-chain site3-web-chain

mode multisite failover-group fallback-web-chain3
load-balance method dst-ip

10 set service fw3 fail-action drop

5. 7 xz— LA —/— T )—T DR

epbr failover-group fallback-web-chain3
service-chain sitel-web-chain preference 20
service-chain site2-web-chain preference 25

TILFH A FMERDOHER
WD show <> REERA LT, w/LF VA hOWKEFERTE £,
s RIZ, ePBR v —E A F = — L DRELZ R T DU 2R LET,

show epbr service-chain sitel-web-chain
Service-chain : sitel-web-chain state:DOWN

mode: multisite, failover-group:fallback-web-chain [AVAILABLE] [IN USE]
failover-chain: site3-web-chain

service:fw, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state: DOWN
IP 10.1.1.2 track 9 [DOWN]
IP 20.1.1.2 track 10 [DOWN] [HOT-STANDBY]

service:tcp_optim, sequence:20, fail-action:Bypass
load-balance:Destination-ip, action:Redirect
state:UP
IP 30.1.1.2 track 11 [UP]

FiExER L TNET,

show epbr failover-group fallback-web-chain

Failover group : fallback-web-chain
Failover Service-chain : site2-web-chain Preference: 1 state: DOWN

service:fw2, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state: DOWN
IP 11.1.1.2 track 12 [DOWN]

service:tcp optim2, sequence:20, fail-action:Bypass
state: UP
load-balance:Destination-ip, action:Redirect
state:UP

IP 12.1.1.2 track 13 [UP]

Failover Service-chain : site3-web-chain Preference: 2 state: UP
service:fw3, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state:UP
IP 13.1.1.2 track 14 [UP]
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service:tcp_optim2, sequence:20, fail-action:Bypass
load-balance:Destination-ip, action:Redirect
state:UP

IP 14.1.1.2 track 15 [UP]
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