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はじめに

この前書きは、次の項で構成されています。

•対象読者（viiページ）
•表記法（viiページ）
• Cisco Nexus 9000シリーズスイッチの関連資料（viiiページ）
•マニュアルに関するフィードバック（viiiページ）
•通信、サービス、およびその他の情報（ixページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 9000シリーズスイッチの関連資料
Cisco Nexus 9000シリーズスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/en/US/products/ps13386/tsd_products_support_series_home.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。
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通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、CiscoServicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール
シスコバグ検索ツール（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリス
トを管理するシスコバグ追跡システムへのゲートウェイです。BSTは、製品とソフトウェアに
関する詳細な障害情報を提供します。

マニュアルに関するフィードバック

シスコのテクニカルドキュメントに関するフィードバックを提供するには、それぞれのオンラ

インドキュメントの右側のペインにあるフィードバックフォームを使用してください。
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https://connectthedots.cisco.com/connectdots/serviceWarrantyFinderRequest?fl=wf
https://bst.cloudapps.cisco.com/bugsearch/
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第 1 章

新機能と更新情報

•新機能と更新情報（1ページ）

新機能と更新情報
表 1 : Cisco Nexus NX-OSリリース 10.6(x)の新機能および変更された機能

参照先変更が行われたリ

リース

説明特長

該当なし10.6(1)Fこのリリースで追加され

た新機能はありません。

NA
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第 2 章

概要

•ライセンス要件（3ページ）
•サポートされるプラットフォーム（3ページ）

ライセンス要件
Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価用のも
のがあります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。

•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ライセンスタイプとインストールの手順の詳細については、『Cisco NX-OSライセンシング

ガイド』および『Cisco NX-OSライセンシングオプションガイド』を参照してください。

サポートされるプラットフォーム
Nexusスイッチプラットフォームサポートマトリックスには、次のものがリストされていま
す。

•サポートされている Cisco Nexus 9000および 3000スイッチモデル

• NX- OSソフトウェアリリースバージョン

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
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プラットフォームと機能の完全なマッピングについては、『Nexus Switch Platform Support
Matrix』を参照してください。
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第 3 章

ePBR L3の構成

この章では、Cisco NX-OSデバイスで拡張済みポリシーベースリダイレクト（ePBR）を構成
する方法について説明します。

• ePBR L3に関する情報（5ページ）
• ePBR L3の注意事項および制約事項（10ページ）
• ePBR L3の構成（16ページ）
• ePBR L3の構成例（29ページ）
•その他の参考資料（38ページ）

ePBR L3に関する情報
Elastic Services Re-direction（ESR）の Enhanced Policy-based Redirect（ePBR）は、ポリシーベー
スのリダイレクトソリューションを活用することで、NX-OXおよびファブリックトポロジ全
体でトラフィックリダイレクトとサービスチェーンを可能にします。余分なヘッダーを追加せ

ずにサービスチェーンを可能にし、余分なヘッダーを使用する際の遅延を回避します。

ePBRは、アプリケーションベースのルーティングを可能にし、アプリケーションのパフォー
マンスに影響を与えることなく、柔軟でデバイスに依存しないポリシーベースのリダイレクト

ソリューションを提供します。ePBRサービスフローには、次のタスクが含まれます。

ライセンス要件

Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価用のも
のがあります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
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•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ライセンスタイプとインストールの手順の詳細については、『Cisco NX-OSライセンシング

ガイド』および『Cisco NX-OSライセンシングオプションガイド』を参照してください。

ePBRサービスとポリシーの構成
まず、サービスエンドポイントの属性を定義するePBRサービスを作成する必要があります。
サービスエンドポイントは、スイッチに関連付けることができるファイアウォール、IPSなど
のサービスアプライアンスです。また、サービスエンドポイントの状態を監視するプローブ

を定義したり、トラフィックポリシーが適用されるフォワードインターフェイスと reverseイ
ンターフェイスを定義することもできます。また ePBRは、サービスチェーンとともにロード
バランシングもサポートします。 ePBRを使用すると、サービス構成の一部として複数のサー
ビスエンドポイントを構成できます。

サービス端末の障害が発生した場合、障害が発生したサービスエンドポイントにリダイレクト

されていたトラフィックは、ePBRサービスで構成された他の到達可能なサービスエンドポイ
ントにリダイレクトされます。復元力のあるハッシュは、複数のサービスエンドポイントで展

開された ePBRサービスのエンドポイント障害時にサポートされます。常に特定のサービスエ
ンドポイントにリダイレクトされていたトラフィックは、同じサービスの他のサービスエンド

ポイントで障害が発生した場合でも、同じデバイスに引き続きリダイレクトされます。

Cisco NX-OSリリース 10.2(1)F以降、チェーン内のすべてのサービスの VRFは、一意である
か、完全に同一である可能性があります。サービスに定義されたサービスエンドポイントとイ

ンターフェイスは、サービスに定義された VRFに関連する必要があります。

既存の IPv4PBRポリシーを持つサービスエンドポイントインターフェイスは、IPv4 ePBRサー
ビス内では使用できません。同様に、既存の ipv6 PBRポリシーを持つサービスエンドポイン
トインターフェイスは、IPv6 ePBRサービス内では使用できません。

ePBRサービスを作成したら、ePBRポリシーを作成する必要があります。ePBRポリシーを使
用すると、トラフィックの選択、サービスエンドポイントへのトラフィックのリダイレクト、

およびエンドポイントの正常性障害に関するさまざまな fail-actionメカニズムを定義できま
す。許可アクセスコントロールエントリ（ACE）を備えた IP access-listエンドポイントを使
用して、一致する対象のトラフィックを定義し、適切なアクションを実行できます。

ePBRポリシーは、複数のACL一致定義をサポートします。一致には、シーケンス番号によっ
て順序付けできるチェーンに複数のサービスを含めることができます。これにより、単一の

サービスポリシーでチェーン内の要素を柔軟に追加、挿入、および変更できます。すべての

サービスシーケンスで、ドロップ、転送、バイパスなどの失敗時のアクションメソッドを定

義できます。ePBRポリシーを使用すると、トラフィックの詳細なロードバランシングを行う
ために、送信元または接続先ベースのロードバランシングとバケット数を指定できます。
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ePBRのインターフェイスへの適用
ePBRポリシーを作成したら、インターフェイスにポリシーを適用する必要があります。これ
により、トラフィックが NX-OSまたは Nexusファブリックに入るインターフェイスを定義で
きます。順方向と逆方向の両方にポリシーを適用することもできます。インターフェイスに適

用される IPv4/IPv6ポリシーは、順方向と逆方向の 2つだけです。

Cisco NX-OSリリース 10.2(1)F以降、ePBRはレイヤ 3ポートチャネルサブインターフェイス
でのポリシーアプリケーションをサポートしています

CiscoNX-OSリリース 10.2(1)F以降、ePBRポリシーが適用されるインターフェイスは、チェー
ン内のサービスの VRFとは異なる VRFにある場合があります。

ePBR IPv4ポリシーは、IPv4 PBRポリシーがすでに適用されているインターフェイスには適用
できません。 ePBR IPv6ポリシーは、IPv6PBRポリシーがすでに適用されているインターフェ
イスには適用できません。

バケットの作成およびロードバランシング

ePBRは、チェーン内でサービスエンドポイントの最大数を持つサービスに基づいてトラフィッ
クバケットの数を計算します。ロードバランスバケットを構成する場合は事前に行ってくだ

さい。ePBRは送信元 IPおよび接続先 IPのロードバランシングをサポートしますが、L4ベー
スの送信元または接続先のロードバランシングメソッドはサポートしていません。

ePBRサービスエンドポイントアウトオブサービス
ePBRサービスエンドポイントのアウトオブサービス機能には、エンドポイントをサービス
から一時的に削除するオプションがあります。次の2つの方法を使用して、エンドポイントを
アウトオブサービスに移行できます。

1. [管理アウトオブサービス（Administrative Out-of-Service）]：この方法は、メンテナンス
中またはアップグレード中に、サービスエンドポイントを一時的に運用ダウン状態に移行

し、ノードへのトラフィックの送信を回避しながら、サービス中の有効なエンドポイント

デバイスとしてサービスエンドポイントを維持するために使用されます。

また、メンテナンス手順の完了後に、CiscoNX-OSスイッチでサービスエンドポイントを
インサービスに戻す機能も必要です。これは、今日の業界のロードバランサで使用される

標準規格です。

2. [自動アウトオブサービス（Auto Out-of-Service）]：この方法は、障害発生後のエンドポイ
ントの回復中に使用され、ePBRは再確立されたエンドポイントの到達可能性を検出し、
フローのサブセットをノードにリダイレクトしようとします。

また、特定のネットワークがまれなエンドポイントの障害と回復に耐性がある場合でも、

接続を失い、接続を再確立しているエンドポイントを検出する必要がある場合、各イベン

トはエンドツーエンド接続を 2回中断します。このようなノードをアウトオブサービスに
することが望ましい場合があります。
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ePBRオブジェクトトラッキング、ヘルスモニタリング、および
Fail-Action

ePBRは、サービスで構成されたプローブタイプに基づいて SLAおよびトラックオブジェク
トを作成し、ICMP、TCP、UDP、DNS、HTTPなどのさまざまなプローブとタイマーをサポー
トします。ePBRはユーザ定義のトラックもサポートしており、ePBRに関連するミリ秒プロー
ブを含むさまざまなパラメータでトラックを作成できます。

ePBRプローブ構成を適用する場合、ePBRは IP SLAプローブをプロビジョニングすることに
よりエンドポイントの正常性をモニタし、オブジェクトをトラックして IP SLAの到達可能性
をトラックします。

サービス向け、または転送または reverseの各エンドポイント向けに、ePBRプローブオプショ
ンを構成することが可能です。また、IP SLAセッションの送信元 IPに使用できるように、頻
度、タイムアウト、再試行のアップカウントとダウンカウント、および送信元ループバック

インターフェイスを構成できます。リトライアップとダウンのカウントは、遅延アップと遅

延ダウンの間隔を決定する頻度の乗数として使用されます。サービスエンドポイントが最初に

障害または回復として検出されると、システムはこれらの間隔の満了後にこれらのイベントに

対処します。任意のタイプのトラックを定義し、順方向または逆方向エンドポイントに関連付

けることができます。同じトラックオブジェクトが、同じ ePBRサービスを使用するすべての
ポリシーに再利用されます。

トラックを個別に定義し、ePBRの各サービスエンドポイントにトラック IDを割り当てるこ
とができます。ユーザ定義のトラックをエンドポイントに割り当てない場合、ePBRはエンド
ポイントのプローブメソッドを使用してトラックを作成します。エンドポイントレベルで定

義されているプローブメソッドがない場合、サービスレベルで構成されるプローブメソッド

を使用できます。

ePBRは、自身のサービスチェーンのシーケンスで次の fail-actionメカニズムをサポートしま
す。

•バイパス

•ドロップオンフェイル

•転送

サービスシーケンスのバイパスは、現在のシーケンスで障害が発生した場合に、トラフィック

は次のサービスシーケンスにリダイレクトされる必要があることを示しています。

サービスシーケンスのドロップオンフェイルは、サービスのすべてのサービスエンドポイント

が到達不能となる場合に、トラフィックはドロップされる必要があることを示しています。

転送はデフォルトのオプションであり、現在のサービスに障害が発生した場合、トラフィック

は通常のルーティングテーブルを使用する必要があることを示します。これはデフォルトの

fail-actionメカニズムです。
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対称性が維持されるのは、fail-actionバイパスがサービスチェーン内のすべてのサービス向け
に構成された場合です。その他の fail-actionシナリオでは、1つまたはそれ以上の機能不全サー
ビスが存在する場合、転送または reverseフローでの対称性は維持されません。

（注）

ePBRセッションベースの構成
ePBRセッションにより、次のサービス内のアスペクトのサービスまたはポリシーの追加、削
除、変更が可能になります。サービス内とは、アクティブインターフェイスまたはポリシーに

適用されているポリシーに関連付けられたサービスを示し、アクティブインターフェイス上で

変更される、現在構成済みのサービスを示します。

•インターフェイスおよびプローブを備えたサービスエンドポイント

• reverseエンドポイントおよびプローブ

•ポリシーで一致

•一致させるための負荷分散メソッド

•一致シーケンスおよび fail-action

ePBRセッションで、同じセッション内で 1つのサービスから別のサービスにインターフェイ
スを移動することはできません。1つのサービスから別のサービスにインターフェイスを移動
させるには、次の手順を行います。

1. まず初めに、既存のサービスからインターフェイスを削除するための 1つ目のセッション
を実行します。

2. 既存のサービスにインターフェイスを追加するための 2つ目のセッションを実行します。

（注）

ePBRマルチサイト
Cisco NX-OSリリース 10.2(1)F以降、VXLANマルチサイトファブリックでのサービスチェー
ンは、次の構成およびトポロジガイドラインを使用して実現できます。

•サービス内のエンドポイントまたはチェーン内のサービスは、同じサイトまたは異なるサ
イト内の異なるリーフスイッチに分散される場合があります。

•すべてのサービスは、ePBRポリシーが適用されるテナントVRFコンテキストとは異なる
一意の VRFにある必要があります。

•異なるテナント VRFのトラフィックを分離するには、サービスに使用される VLANを分
離し、新しいサービスとポリシーを定義する必要があります。
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•テナントVRFルートは、サービスをホストするすべてのリーフスイッチの各サービスVRF
にリークする必要があります。これにより、トラフィックがサービスチェーンの最後でテ

ナント VRF内の接続先にルーティングされるようになります。

• VNIは、さまざまなリーフスイッチおよびサイトに対称的に割り当てる必要があります。

• ePBRポリシーは、使用されているサービス VRFのすべてのレイヤー 3 VNI、サービスを
ホストしているすべてのリーフスイッチ、およびマルチサイトのトランジットとして機能

している場合はボーダーリーフまたはボーダーゲートウェイスイッチで有効にする必要

があります。

•サービスチェーンが1つのサイトに完全に分離され、トラフィックがさまざまなサイトか
ら着信する場合があります。このシナリオにはサービスデバイスのマルチサイト配布は含

まれませんが、ボーダーゲートウェイまたはボーダーリーフ上のサービスVRFのレイヤー
3 VNIは、マルチサイトトランジットとしてのみ扱う必要があり、ePBRポリシーをそれ
らに適用する必要があります。ePBRポリシーは、トラフィックが着信するリモートサイ
トのホストまたはテナントに面したインターフェイスにも適用する必要があります。

ACLリフレッシュ
ePBRセッション ACLリフレッシュにより、ユーザが入力した ACLがACEを使用して変更、
追加、または削除される場合に、ACLを生成するポリシーを更新することができるようになり
ます。リフレッシュトリガーで、ePBRはこの変更によって影響を受けるポリシーを特定し、
それらのポリシー向けに ACLを生成するバケットを作成、削除、または変更します。

ePBRのスケール数については、『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』を
参照してください。

ePBR L3の注意事項および制約事項
ePBRには、次の注意事項と制限事項があります。

• L3 ePBR機能が正しく機能するには、十分な ing-racl TCAMが必要です。現在の TCAM
カービングを確認するには、show hardware access-list tcam regionコマンドを使用します。
適切な TCAMサイズが割り当てられていない場合は、 hardware access-list tcam region
ing-racl 256の倍数のサイズ コマンドを使用して、適切なTCAMサイズを割り当てます。

• Cisco Nexus NX-OSリリース 10.1(2)以降、IPv4および IPv6を使用した ePBRは
N9K-C93108TC-FX3Pスイッチでサポートされます。

• Cisco NX-OSリリース 10.1(1)以降、ePBRポリシーの各一致ステートメントは、リダイレ
クト、ドロップ、および除外の3つのアクションタイプをサポートできます。ポリシーご
とにドロップまたは除外の一致ステートメントを1つだけ指定できます。順方向および逆
方向で除外またはドロップする必要があるトラフィックの ACEルールは、除外またはド
ロップのアクションで使用される matchアクセスリストに手動で追加する必要がありま
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す。excludeおよび drop matchアクセスリストの統計情報には、両方向のトラフィック
ヒットカウンタが表示される場合があります。

• ePBRポリシーには、リダイレクトアクションとの一致が少なくとも 1つ必要です。

• Cisco NX-OSリリース 10.1（1）以降、IPv4、IPv6、および VXLAN上の ePBRを使用した
ePBRは、次のプラットフォームスイッチでサポートされます：N9K-C9316D-GX、
N9K-C93600CD-GX、N9K-C9364C-GX、N9K-C93180YC FX3S、N9K-C93360YC-FX3と
N9K-C93108TC-FX3P。

• fail-actionがいずれかの一致ステートメントで指定されている場合、プローブは構成内に
存在していることが必須です。

• OTMトラックの変更がある場合は常に、RPMの再プログラミングにより ePBR統計がリ
セットされます。

• ePBR構成内の複数の一致ステートメント全体で同じユーザ定義ACLを共有しないでくだ
さい。

•トラフィックの対称性が維持されるのは、fail-actionバイパスが ePBRサービス向けに構成
されたときのみです。サービスチェーン内の転送/ドロップなどのその他の fail-actionの場
合、トラフィックの順方向と逆方向のフローの対称性は維持されません。

• match access-listの定義に従ってトラフィックが任意の送信元 IPおよびs送信先 IPと一致す
る必要があり、VXLAN環境に分散されたデバイスにリダイレクトする必要がある場合は、
一意のレイヤ4送信元および宛先ポートパラメータを一致フィルタに指定する必要があり
ます。順方向と逆方向の両方で、またはワンアームデバイスを介してサービスチェーンさ

れます。

•機能 ePBRおよび機能 ITDは同じ入力インターフェイスと共存できません。

•拡張済み ePBR構成では、no feature epbrコマンドを使用する前にポリシーを削除するこ
とが推奨されています。

•プローブトラフィックを別のCoPPクラスに分類することが推奨されています。そうしな
いと、プローブトラフィックはデフォルトのCoPPクラスになり、ドロップされる可能性
があり、プローブトラフィックの IP SLAバウンスが発生します。CoPP構成について詳
しくは、「IP SLAパケットの CoPPの構成」を参照してください。

• ePBRは、EX、FX、およびFX2ラインカードを備えたCiscoNexus 9500およびCiscoNexus
9300プラットフォームスイッチでサポートされています。

• Cisco NX-OSリリース 9.3(5)以降、Catena機能は廃止されました。

•システムから削除されたポートチャネルに構成された ePBRサービスエンドポイントを削
除する場合、次の手順を実行してください。

1. 既存の ePBRポリシーを削除します。

2. 既存の ePBRサービスを削除します。

3. ePBRサービスエンドポイントを必要なポートチャネルに再構成します。
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•「epbr_」という名前で始まる、動的に作成された ePBRの access-listエントリは変更しな
いでください。これらの access-listsは ePBR内部使用向けに予約済みです。

これらのプレフィックス文字列を変更すると ePBRが正しく機能
せず、ISSUに影響を与える可能性があります。

（注）

•ルータACLは、サポートされているレイヤ 3インターフェイスでレイヤ 3 ePBRポリシー
とともに有効にできます。この制限の詳細については、『CiscoNexus9000シリーズNX-OS
ユニキャストルーティング構成ガイド』の「ポリシーベースルーティング」の章にある

「ポリシーベースルーティングの注意事項と制限事項」を参照してください。

• Cisco Nexus N9K-C9316D-GX、N9K-C93600CD-GX、および N9K-C9364C-GXスイッチで
は、Cisco NX-OS、リリース 10.2以降のリリースからリリース 10.1への ISSDを実行する
前に、ePBRポリシーを無効にして、ダウングレードを続行します。

• ePBRポリシー定義は、順方向および逆方向でサポートされているインターフェイスタイ
プの最大 32個のインターフェイスに適用できます。

• Cisco NX-OSリリース 10.4（1）F以降、ePBRは、Cisco Nexus 9300-FX2/FX3/GX/GX2プ
ラットフォームスイッチでのロードバランシングとリダイレクションのために、GREお
よび IP-IPトンネルインターフェイスで IPv4および IPv6ポリシーをサポートします：

• Cisco NX-OSリリース 10.4（1）F以降、ePBRは、Cisco Nexus 9300-FX2/FX3/GX/GX2プ
ラットフォームスイッチの IP-IPおよび GREトンネルインターフェイスを介して到達可
能なレイヤ3エンドポイントへのリダイレクションまたはロードバランシングをサポート
します。

• ePBR IPv6ポリシーは、IP-IPトンネルインターフェイスでは
サポートされません。

•現在、ePBRは、IP-IPおよびGREトンネルを介して到達可能
なデバイスへのサービスチェーンをサポートしていません。

（注）

•構成のロールバックと設定の置換は、ePBRポリシーがインターフェイスに関連付けられ
ておらず、ePBRサービス定義が送信元設定とターゲット設定の両方のアクティブなePBR
ポリシーで使用されていない場合にのみサポートされます。ただし、構成のロールバック

と構成の置換では、ポリシーとインターフェイスの関連付けおよび関連付け解除はサポー

トされません。

•アトミックアップデートを無効にすると、より多くの TCAMリソースを ePBRポリシー
で使用できるようになりますが、ポリシーの構成変更中、またはサービスエンドポイント

のフェイルオーバーとリカバリ中に、トラフィック中断の原因となる可能性があります。

詳細については、Cisco Nexus 9000シリーズ NX-OSセキュリティ設定ガイドのアトミック
ACL更新を参照してください。
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• ePBRポリシーが設定されているすべてのインターフェイスに対して、一意のポリシーが
生成されます。さらに、ePBRポリシー内で一致するように構成されたサービスチェーン
内の次のサービス機能にトラフィックを誘導する必要があるすべてのサービスインター

フェイスに対して、一意のポリシーも生成されます。サポートされるEPBRポリシーの規
模は、PBRポリシーのシステムで使用可能なACLラベルによって異なる場合があります。
ACLラベルサイズの詳細については、 Cisco Nexus 9000シリーズ NX-OSセキュリティ構

成ガイドの ACLタイプでサポートされる最大ラベルサイズの項を参照してください。

•使用される ePBRサービスまたはエンドポイント保留タイマーは、使用中のプローブ（ト
ラックおよび IP SLA）の頻度およびタイムアウトと互換性がある必要があります。これ
により、障害を時間内に検出できます。

•デュアルアームデバイスのフォワードアームとリバースアームのエンドポイントの状態
は、自動的に同期されません。これが必要な場合は、フォワードアームとリバースアー

ムで同じプローブトラック構成を使用する必要があります。エンドポイント用に設定され

たプローブトラックは、同じエンドポイントのフォワードアームとリバースアームの間

で共有できますが、同じサービスまたは異なるサービスのエンドポイント間では共有でき

ません。

• Cisco NX-OSリリース 10.5(1)F以降では、ワンアームサービスデバイスのリバース IPア
ドレスを明示的に構成する必要はなくなりました。サービスエンドポイントにリバース

IPアドレスが割り当てられていない場合、ワンアームデバイスとして扱われ、トラフィッ
クは順方向と逆方向の両方で同じ IPアドレスにリダイレクトされます。

•サービスプローブに関連付けられているループバックインターフェイスの IPアドレスが
変更された場合は、サービスを参照するポリシーとコントラクトを削除して再適用する必

要があります。

• Cisco NX-OSリリース 10.5(2)F以降、ePBRは、Cisco Nexus 9300-FX2、FX3、GX、GX2、
H2R、および H1シリーズスイッチの指定された VRFインスタンスを介してパケットを
リダイレクトする set-vrfコマンドをサポートしますが、次の制限があります：

• source-vrfおよび destination-vrfは、ePBRセッションを介して変更または削除するこ
とはできません。

• set-vrfはVXLAN上の ePBRではサポートされていません。

• set-vrfは、ドロップおよび除外トラフィックの VRFを切り替えません。

次の注意事項および制約事項を VXLAN上での ePBR機能に適用します。

• VXLANファブリックでは、同じVLAN内のデバイスに対してサービスチェーンを実行で
きません。すべてのデバイスは、個別の VLANに存在する必要があります。

•チェーン内のすべてのサービスが同じ VRFにある場合、ePBRは VXLANマルチサイト
ファブリックの単一サイトでのみサポートされます。

•チェーン内のすべてのサービスが同じ VRFにある場合：
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•アクティブ/スタンバイチェーンは、制限のない 2つのサービスノードでサポートさ
れます。

•チェーン内に3つ以上のサービスノードがあるアクティブ/スタンバイチェーンでは、
同じサービスリーフの背後にあるタイプの異なる 2つのノードは必要ありません。

• VXLANファブリックでは、リーフ内の 1つのサービスからのトラフィックをステッ
チして、後で同じリーフに戻ってくることはできません。

チェーン内のすべてのサービスが異なるVRFコンテキストにある
場合、これらの制限は適用されません。

（注）

•サービスエンドポイントが VXLAN環境または VPCピアに分散されている場合、サービ
スエンドポイントはすべてのスイッチで同じ順序で構成する必要があります。

• VXLAN環境に分散されたサービスエンドポイントの場合、一意の送信元 IPを IPSLAセッ
ションに使用できるように、プローブの送信元ループバックインターフェイスを設定する

必要があります。

• ePBRポリシーは、最初は常にホストまたはテナントに面したインターフェイスに適用す
る必要があります。ePBRポリシーは、トランジットインターフェイスとしてのみ、テナ
ントまたはサービス VRFに関連するレイヤ 3 VNIインターフェイスに適用する必要があ
ります。

特定の VRFのエンドポイントに着信するトラフィックのみが、その VRFに関連するレイ
ヤ 3VNIインターフェイスに適用されるポリシーによってリダイレクトされます。レイヤ
3 VNIインターフェイスのポリシーに一致するトラフィックの統計情報は、ePBR statistics
コマンドでは表示されません。

• CiscoNX-OSリリース 10.3（3）F以降では、CiscoNexus 9300-FX、9300-FX2、9300-FX3、
9300-GX、および9300-GX2プラットフォームスイッチ、の新しい L3VNIインターフェイ
スに ePBRレイヤ 3ポリシーを適用できます。

次の注意事項および制約事項を一致 ACL機能に適用します。

• permitメソッドを持つACEのみがACLでサポートされます。他の方法（denyまたは remark
など）の ACEは無視されます。

• 1つの ACLで最大 256の許可 ACEがサポートされます。

•送信元パラメータまたは宛先パラメータのいずれかでアドレスグループまたはポートグ
ループとして指定されたオブジェクトグループを持つ ACEはサポートされません。

• Cisco NX-OSリリース 10.4（1）F以降では、match access-listルールのレイヤ 4ポート範囲
およびその他のポート操作（「等しくない」、「より大きい」、「より小さい」など）

は、バケットアクセスリスト内のトラフィックのフィルタリングに使用されます。

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
14

ePBR L3の構成

ePBR L3の注意事項および制約事項



•アクセスリストでレイヤ 4ポートオペレータを使用しながら、TCAM ACEの使用率を最
適化するには、この構成 hardware access-list lou resource thresholdを使用する必要があり
ます。このコマンドの詳細については、『Cisco Nexus 9000シリーズ NX-OSセキュリティ

構成ガイド』の「IP ACLの構成」のセクションを参照してください。

次のガイドラインと制限事項が VRF間のサービスチェーンに適用されます。

• Cisco NX-OS 10.2(1)Fリリース以降、チェーン内のすべてのサービスは、同じVRFまたは
完全に一意の VRFに存在する必要があります。

•バージョン10.2(1)Fでは、チェーン内のすべてのサービスが一意のVRFに存在する場合、
fail-actionアクションバイパスメカニズムはサポートされません。

• Cisco NX-OS 10.2(2)Fリリースから、チェーン内のサービスが一意の VRFにある場合に
fail-actionアクションバイパスがサポートされます。

•サービスが、ePBRポリシーが適用されるインターフェイスのVRFコンテキストとは異な
るVRFにある場合、ユーザは、テナントルートがすべてのサービスVRFにリークされて
いることを確認して、トラフィックがサービスチェーンの最後にあるテナントVRFにルー
トバックできるようにする必要があります。

• CiscoNX-OSリリース 10.2(2)F以降、PBRでは、異なるVRFに関連する複数のバックアッ
プネクストホップをルートマップシーケンスに構成できます。これにより、ePBRは、
ある VRFに関連するサービスから別の VRFへの fail-actionバイパスを効果的に有効にす
ることができます。

• Cisco NX-OSリリース 10.2(3)F以降、エンドポイントの追加、サービスシーケンスの追
加、削除および変更のセッション操作中のトラフィックの中断を最小限にするために、事

前にロードバランスバケットの構成を行い、ロードバランス構成への変更を回避すること

が推奨されています。ロードバランス向けに構成されたバケットの数が、チェーン内の各

シーケンス向けのサービスで構成されたエンドポイントの数より多くなるようにしてくだ

さい。

送信元 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます。

• ACEの送信元 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信元 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信元アドレスのサブネットは、構成されたバケットと互換性がある必要があります。

送信先 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます：

• ACEの送信先 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信先 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信先アドレスのサブネットは、構成されたバケットと互換性がある必要があります。
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ePBRサービスエンドポイントのアウトオブサービス機能を構成している場合は、次の注意事
項と制限事項が適用されます。

• ePBRサービスエンドポイントのアウトオブサービス機能は、Cisco Nexus
9300-FX/FX2/FX3/GX/GX2および X97160YC-EX、9700-FX/GXラインカードを搭載した
isco Nexus 9500スイッチのレイヤ 3サービスでサポートされます。

• ePBRアウトオブサービス（シャットダウンまたはホールドダウン）では、エンドポイン
トレベルまたはサービスレベルのいずれかで、エンドポイントにプローブを構成する必要

があります。

•サービスがアクティブなポリシーによって使用されている場合、ePBRアウトオブサービ
ス（シャットダウンまたはホールドダウン）は、 epbr sessionsのみを使用して設定する必
要があります。

送信元 IPベースのロードバランシングおよび複数のエンドポイントへのロードバランシング
トラフィックを使用する場合は、次のガイドラインと制限事項が適用されます。

• match access-list内の ACEの送信元 IPv4サブネットマスクを /32、または match access-list
内の送信元 IPv6アドレスのサブネットマスクを /128にすることはできません。

• match access-list内の ACEの接続先 IPv4サブネットマスクを /32、または match access-list
内の送信元 IPv6アドレスのサブネットマスクを /128にすることはできません。

•ロードバランシングメソッドに基づく、一致アクセスリスト内の送信元アドレスまたは接
続先アドレスのサブネットマスクは、一致に使用されるサービスのエンドポイント数に基

づき、一致するように構成されたバケットと互換性を持つか、必要なバケット数と互換性

を持つか必要があります。

ePBR L3の構成
はじめる前に

ePBR機能を構成する前に、IP SLAおよび PBR機能が構成されていることを確認してくださ
い。

ePBRサービス、ポリシーの構成およびインターフェイスへの関連付
け

次のセクションでは、ePBRサービス、ePBRポリシーの構成、およびインターフェイスへのポ
リシーの関連付けについて説明します。

手順の概要

1. configure terminal
2. epbr service service-name
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3. [no] probe {icmp | l4-proto port-number [control status] | http get [url-name [version ver] | dns
hosthost-name ctp} [frequency freq-num | timeout seconds | retry-down-count down-count |
retry-up-count up-count | source-interface src-intf | reverse rev-src-intf]

4. vrf vrf-name

5. service-endpoint {ip ipv4 address | ipv6 ipv6 address} [interface interface-name interface-number]
6. probe track track ID

7. reverse ip ip address interface interface-name interface-number

8. exit
9. epbr policy policy-name

10. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] } [redirect | drop | exclude]
11. [no] load-balance [ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position

position-value]
12. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
13. interface interface-name interface-number

14. epbr { ip | ipv6} policy policy-name [reverse]
15. exit

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

新しい ePBRサービスを作成します。epbr service service-name

例：

ステップ 2

switch(config)# epbr service firewall

ePBRサービスのプローブを構成します。サポート
されるプローブタイプは、ICMP、TCP、UDP、
DNS、および HTTP、CTPです。

[no] probe {icmp | l4-proto port-number [control status]
| http get [url-name [version ver] | dns hosthost-name
ctp} [frequency freq-num | timeout seconds |
retry-down-count down-count | retry-up-count up-count
| source-interface src-intf | reverse rev-src-intf]

ステップ 3

オプションは次のとおりです。

例： •頻度：プローブの頻度を秒単位で指定します。
値の範囲は 1～ 604800です。switch(config)# probe icmp

•再試行ダウンカウント：ノードがダウンした
ときにプローブによって実行される再カウント

の数を指定します。指定できる範囲は1～5で
す。
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目的コマンドまたはアクション

•再試行アップカウント：ノードが復帰したと
きにプローブが実行する再カウントの数を指定

します。指定できる範囲は 1～ 5です。

•タイムアウト：タイムアウト期間を秒単位で指
定します。値の範囲は 1～ 604800です。

ePBRサービスの VRFを指定します。vrf vrf-name

例：

ステップ 4

switch(config)# vrf tenant_A

ePBRサービスのサービスエンドポイントを構成し
ます。

service-endpoint {ip ipv4 address | ipv6 ipv6 address}
[interface interface-name interface-number]

例：

ステップ 5

手順 2～ 5を繰り返して、別の ePBRサービスを構
成できます。switch(config-vrf)# service-endpoint ip

172.16.1.200 interface VLAN100

トラックを個別に定義し、ePBRの各サービスエン
ドポイントに既存のトラック IDを割り当てます。

probe track track ID

例：

ステップ 6

各エンドポイントにトラック IDを割り当てること
ができます。

switch(config-vrf)# probe track 30

トラフィックポリシーが適用される reverse IPとイ
ンターフェイスを定義します。

reverse ip ip address interface interface-name
interface-number

例：

ステップ 7

（注）

CiscoNX-OSリリース 10.5(1)F以降では、ワンアー
ムサービスデバイスのリバース IPアドレスを明

switch(config-vrf)# reverse ip 172.16.30.200
interface VLAN201

示的に構成する必要はなくなりました。サービス

エンドポイントにリバース IPアドレスが割り当て
られていない場合、ワンアームデバイスとして扱

われ、トラフィックは順方向と逆方向の両方で同

じ IPアドレスにリダイレクトされます。

VRFコンフィギュレーションモードを終了して、
グローバルコンフィギュレーションモードを開始

します。

exit

例：

switch(config-vrf)# exit

ステップ 8

ePBRポリシーを構成します。epbr policy policy-name

例：

ステップ 9

switch(config)# epbr policy Tenant_A-Redirect
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目的コマンドまたはアクション

IPv4または IPv6アドレスを IP、または IPv6 ACL
と照合します。リダイレクトは、一致トラフィック

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] } [redirect | drop | exclude]

例：

ステップ 10

のデフォルトアクションです。ドロップは、着信

インターフェイスでトラフィックをドロップする必switch(config)# match ip address WEB
要がある場合に使用されます。除外オプションは、

着信インターフェイスのサービスチェーンから特定

のトラフィックを除外するために使用されます。

この手順を繰り返して、要件に基づいて複数のACL
を一致させることができます。

ePBRサービスで使用されるロードバランスメソッ
ドとバケット数を計算します。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
sequence-number] [mask-position position-value]

例：

ステップ 11

Cisco NX-OSリリース 10.3（3）F以降では、ユー
ザー定義 ACLでロードバランシングに使用されるswitch(config)# load-balance method src-ip

mask-position 3
ビットを選択するmask-positionオプションが提供
されています。デフォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

に向かって、より多くのビットがロードバランシ

ングバケットを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットが

ユーザー定義のサブネットと重複している場合、

ACEのマスク位置は内部的に 0にリセットされま
す。

fail-actionメカニズムを計算します。sequence-number set service service-name [ fail-action
{ bypass | drop | forward}]

ステップ 12

例：

switch(config)# set service firewall fail-action
drop

インターフェイスを設定し、インターフェイスコ

ンフィギュレーションモードを開始します。

interface interface-name interface-number

例：

ステップ 13

（注）switch(config)# interface vlan 2010

Cisco NX-OSリリース 10.3（3）F以降では、新し
いL3VNIインターフェイスに ePBRL3ポリシーを
適用できます。

switch(config)# interface vni500001
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目的コマンドまたはアクション

インターフェイスは、いつでも次の1つ以上に関連
付けることができます。

epbr { ip | ipv6} policy policy-name [reverse]

例：

ステップ 14

•順方向の IPV4ポリシーswitch(config-if)# epbr ip policy
Tenant_A-Redirect

•逆方向の IPv4ポリシー

•順方向の IPv6ポリシー

•逆方向の IPv6ポリシー

インターフェイスコンフィギュレーションモード

を終了し、グローバルコンフィギュレーションモー

ドに戻ります。

exit

例：

switch(config-if)# end

ステップ 15

ePBRセッションを使用したサービスの変更
次の手順では、ePBRセッションを使用してサービスを変更する方法を説明しています。

手順の概要

1. epbr session
2. epbr service service-name

3. [no] service-endpoint {ip ipv4 address | ipv6 ipv6 address} [interface interface-name
interface-number]

4. service-endpoint {ip ipv4 address | ipv6 ipv6 address} [interface interface-name interface-number]
5. reverse ip ip address interface interface-name interface-number

6. commit
7. abort

手順の詳細

手順

目的コマンドまたはアクション

ePBRセッションモードに入ります。epbr session

例：

ステップ 1

switch(config)# epbr session

ePBRセッションモードで構成する ePBRサービス
を指定します。

epbr service service-name

例：

ステップ 2

switch(config-epbr-sess)# epbr service
TCP_OPTIMIZER
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目的コマンドまたはアクション

ePBRサービス向けに構成されたサービスエンドポ
イントを無効にします。

[no] service-endpoint {ip ipv4 address | ipv6 ipv6
address} [interface interface-name interface-number]

例：

ステップ 3

switch(config-epbr-sess-svc)# no service-end-point
ip 172.16.20.200 interface VLAN200

サービスエンドポイントを変更し、ePBRサービス
の IPを置き換えます。

service-endpoint {ip ipv4 address | ipv6 ipv6 address}
[interface interface-name interface-number]

例：

ステップ 4

switch(config-epbr-sess-svc)#service-end-point ip
172.16.25.200 interface VLAN200

トラフィックポリシーが適用される reverse IPとイ
ンターフェイスを定義します。

reverse ip ip address interface interface-name
interface-number

例：

ステップ 5

switch(config-epbr-sess-svc-ep)# reverse ip
172.16.30.200 interface VLAN201

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 6

（注）switch(config-epbr-sess)# commit

このステップの完了後に ePBRセッションを再起動
します。

セッションを中止し、セッションの現在の構成をク

リアまたはリセットします。コミット中にエラーま

abort

例：

ステップ 7

たはサポートされていない構成が識別された場合switch(config-epbr-sess)# abort
に、現在のセッション構成を破棄するには、このコ

マンドを使用します。

（注）

その後、修正した構成を使用して新しい ePBRセッ
ションを再開します。

ePBRセッションを使用したポリシーの変更
次の手順では、ePBRセッションを使用してポリシーを変更する方法について説明します。

手順の概要

1. epbr session
2. epbr policy policy-name

3. [no]match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] [l2 address ipv6 acl-name]}
vlan {vlan | vlan range | all} [redirect | drop | exclude] }
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4. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] [l2 address ipv6 acl-name]}
vlan {vlan | vlan range | all} [redirect | drop | exclude] }

5. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
6. [no] load-balance [ method { src-ip | dst-ip}] [ buckets sequence-number] [mask-position

position-value]
7. commit
8. end

手順の詳細

手順

目的コマンドまたはアクション

ePBRセッションモードに入ります。epbr session

例：

ステップ 1

switch(config)# epbr session

ePBRセッションモードで構成する ePBRポリシー
を指定します。

epbr policy policy-name

例：

ステップ 2

switch(config-epbr-sess)# epbr policy
Tenant_A-Redirect

IPまたは IPv6 ACLに対する IPアドレスの照合を無
効にします。

[no] match { [ip address ipv4 acl-name] | [ipv6 address
ipv6 acl-name] [l2 address ipv6 acl-name]} vlan {vlan |
vlan range | all} [redirect | drop | exclude] }

ステップ 3

例：

switch(config-epbr-sess-pol)# no match ip address
WEB

IPまたは IPv6 ACLに対する IPアドレスの照合を変
更します。

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] [l2 address ipv6 acl-name]} vlan {vlan | vlan
range | all} [redirect | drop | exclude] }

ステップ 4

例：

switch(config-epbr-sess-pol)# match ip address HR

一致するシーケンスを追加、変更、または削除する

か、既存のシーケンスの fail-actionアクションを変
更します。

sequence-number set service service-name [ fail-action {
bypass | drop | forward}]

例：

ステップ 5

switch(config-epbr-sess-pol-match)# set service
firewall fail-action drop

ePBRサービスで使用されるロードバランスメソッ
ドとバケット数を計算します。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
sequence-number] [mask-position position-value]

例：

ステップ 6

（注）

既存の一致のサービスチェーンを変更するときに、

セッションコンテキストでこの構成を省略すると、

switch(config-epbr-sess-pol-match)# load-balance
method src-ip mask-position 3
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目的コマンドまたはアクション

一致のロードバランス構成がデフォルトにリセット

されます。

Cisco NX-OSリリース 10.3（3）F以降では、ユー
ザー定義 ACLでロードバランシングに使用される
ビットを選択するmask-positionオプションが提供さ
れています。デフォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

に向かって、より多くのビットがロードバランシン

グバケットを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットがユー

ザー定義のサブネットと重複している場合、ACE
のマスク位置は内部的に 0にリセットされます。

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 7

switch(config-epbr-sess)#commit

ePBRセッションモードを終了します。end

例：

ステップ 8

switch(config-epbr-sess)#end

ePBRポリシーによる使用される Access-listの更新
次の手順では、ePBRポリシーで使用される access-listを更新する方法について説明します。

手順の概要

1. epbr session access-list acl-name refresh
2. end
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手順の詳細

手順

目的コマンドまたはアクション

ポリシーによって生成された ACLを更新またはリ
フレッシュします。

epbr session access-list acl-name refresh

例：

ステップ 1

switch(config)# epbr session access-list WEB
refresh

グローバルコンフィギュレーションモードを終了

します。

end

例：

ステップ 2

switch(config)# end

ePBRサービスエンドポイントアウトオブサービスを構成
ここでは、ePBRサービスエンドポイントアウトオブサービスの設定について説明します。

手順の概要

1. configure terminal
2. epbr service service-name

3. [no] shut
4. service-endpoint [interface interface-name interface-number]
5. [no] hold-down threshold count threshold count time threshold time

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

構成されたサービスを開始します。epbr service service-name

例：

ステップ 2

switch(config)# epbr service s1

エンドポイントをシャットダウンしてアウトオブ

サービスにする

[no] shut

例：

ステップ 3
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目的コマンドまたはアクション

このコマンドの no形式は、ノードをシャットダウ
ンしてエンドポイントをサービスに戻します。

switch(config)# shut

ePBRサービスのサービスエンドポイントを構成し
ます。

service-endpoint [interface interface-name
interface-number]

例：

ステップ 4

手順 2～ 5を繰り返して、別の ePBRサービスを構
成できます。switch(config-epbr-svc)# service-end-point ip

1.1.1.1

は、エンドポイントレベルまたはサービスレベル

のしきい値タイマーと障害カウントを構成します。

[no] hold-down threshold count threshold count time
threshold time

例：

ステップ 5

それと共にエンドポイントレベルのパラメータは、

サービスレベルのパラメータを上書きします。switch(config)# hold-down threshold count 2 time
5

しきい値カウントが 1より大きい場合、タイマーは
必須です。しきい値カウントが 1の場合、タイマー
は無視または拒否されます。

ePBRポリシーの ePBR Set-VRFの構成
Cisco NX-OSリリース 10.5(2)F以降、ePBRは ePBR L3ポリシーの set-vrfコマンドをサポート
します。この機能拡張により、ePBR VRF間の展開でホスト VRFからサービス VRFへのルー
トリークが不要になります。

set-vrf機能は、ルートリークなしで、ホスト VRFコンテキストでルーティングされる最後の
ホップからのトラフィックを許可します。

set-vrfコマンドは、ePBRポリシーレベルまたは一致レベルで設定できます。両方が構成され
ている場合、一致レベルが優先されます。

set-vrfを構成するには、次のステップを実行します:

始める前に

•インターフェイスに ePBRポリシーを適用する前に、ホストVRFコンテキストごとに 1つ
の専用ポートチャネルインターフェイスと 1つのポートチャネルサブインターフェイス
を構成する必要があります。

次に、source-vrf（vrf551）と destination-vrf（vrf555）の両方のポートチャネルおよびポー
トチャネルサブインターフェイスを作成する例を示します。

int port-channel 1
no shut

int e1/1
channel-group 1
link loopback
no shut

int port-channel 1.1
encapsulation dot1q 10
vrf member vrf551
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ip forward
ipv6 address use-link-local-only
ipv6 nd dad attempts 0
ipv6 nd prefix default no-advertise
ipv6 nd suppress-ra
mtu 9216
no shut

int port-channel 1.2
encapsulation dot1q 11
vrf member vrf555
ip forward
ipv6 address use-link-local-only
ipv6 nd dad attempts 0
ipv6 nd prefix default no-advertise
ipv6 nd suppress-ra
mtu 9216
no shut

•また、ePBRポリシーを適用する前に、VRFコンテキストで同等の RPM構成を関連付け
る必要があります。

次に、VRFコンテキスト構成を作成する例を示します。
vrf context vrf551

pbr set-vrf recirc interface port-channel1.1
vrf context vrf555

pbr set-vrf recirc interface port-channel1.2

手順の概要

1. configure terminal

2. epbr policyポリシー名-IPv4 |ポリシー名-IPv6

3. （任意） source-vrf source-vrf-name destination-vrf destination-vrf-name

4. （任意） match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] } source-vrf
source-vrf-name destination-vrf destination-vrf-name

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ePBRポリシーを構成し、ePBRポリシー構成モード
を開始します。

epbr policyポリシー名-IPv4 |ポリシー名-IPv6

例：

ステップ 2

IPV4の場合：
switch(config)# epbr policy p_v4
switch(config-epbr-policy)#
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目的コマンドまたはアクション

IPV6の場合：
switch(config-epbr-policy)# epbr policy p_v6

順方向の場合は destination-vrf、逆方向の場合は

source-vrfを設定します。

（任意） source-vrf source-vrf-name destination-vrf
destination-vrf-name

例：

ステップ 3

switch(config-epbr-policy)# source-vrf vrf551
destination-vrf vrf555

指定した送信元および接続先 VRFの IPv4または
IPv6 ACLを照合します。

（任意） match { [ip address ipv4 acl-name] | [ipv6
address ipv6 acl-name] } source-vrf source-vrf-name
destination-vrf destination-vrf-name

ステップ 4

例：

IPv4の場合：
switch(config-epbr-policy)# match ip address acl1
source-vrf vrf551 destination-vrf vrf555

IPV6の場合：
switch(config-epbr-policy)# match ipv6 address
acl1 source-vrf vrf551 destination-vrf vrf555

ePBR Showコマンド
次のリストに、ePBRに関連する showコマンドを示します。

手順の概要

1. show epbr policy policy-name [reverse]
2. show epbr statistics policy-name [reverse]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr

手順の詳細

手順

目的コマンドまたはアクション

順方向または逆方向に適用される ePBRポリシーに
関する情報を表示します。

show epbr policy policy-name [reverse]

例：

ステップ 1

switch# show epbr policy Tenant_A-Redirect
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目的コマンドまたはアクション

ePBRポリシー統計を表示します。show epbr statistics policy-name [reverse]

例：

ステップ 2

switch# show ePBR statistics policy pol2

ePBRのテクニカルサポート情報を表示します。show tech-support epbr

例：

ステップ 3

switch# show tech-support epbr

ePBRの実行構成を表示します。show running-config epbr

例：

ステップ 4

switch# show running-config epbr

ePBRのスタートアップ構成を表示します。show startup-config epbr

例：

ステップ 5

switch# show startup-config epbr

ePBR構成の確認
ePBR構成を確認するためには、次のコマンドを使用します。

目的コマンド

サービスチェーンが適用されるインターフェ

イスおよびサービスチェーンの関連するエン

ドポイントインターフェイスで、レイヤ 3
ePBRポリシー用に作成された IPv4/IPv6ルー
トマップポリシーを表示します。

show ip/ipv6 policy vrf <context>

サービスチェーンのすべてのポイントでトラ

フィックを転送するために使用される、特定

のバケットアクセスリストのトラフィックリ

ダイレクション用に構成されたネクストホッ

プを表示します。

show route-map dynamic <route-map name>

バケットアクセスリストのトラフィック一致

基準を表示します。

show ip/ipv6 access-list <access-list name>
dynamic

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成された IP SLA構成を表示しま
す。

show ip sla configuration dynamic
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目的コマンド

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成されたトラックを表示します。

show track dynamic

ePBR L3の構成例
例：ePBR NX-OS構成

次のトポロジは、ePBR NX-OS構成を示しています。

図 1 : ePBR NX-OSの構成

例：ユースケース：順方向のみのWebトラフィックのサービスチェーンを作成する

次の構成例は、順方向のみのWebトラフィックのサービスチェーンを作成する方法を示して
います。

IP access list web_traffic
10 permit tcp any any eq www

ePBR service FW1
service-end-point ip 10.1.1.2 interface Vlan10
reverse interface Vlan11

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlan12
reverse interface Vlan13

ePBR service Web_cache
service-end-point ip 16.1.1.2 interface Vlan16
reverse interface Vlan17

ePBR policy tenant_1
match ip address web-traffic
10 set service FW1
20 set service FW2
30 set service Web_cache
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interface Eth1/8
ePBR ip policy tenant_1

次の例は、順方向のWebトラフィックのサービスチェーン作成の構成を確認する方法を示し
ています。

switch# show ePBR policy tenant_1

Policy-map : tenant_1
Match clause:
ip address (access-lists): web-traffic

Service chain:
service FW1, sequence 10, fail-action No fail-action
IP 10.1.1.2

service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2

service Web_cache, sequence 30, fail-action No fail-action
IP 16.1.1.2

Policy Interfaces:
Eth1/8

例：ユースケース：順方向のみで ePBRを使用して TCPトラフィックを負荷分散する

次の構成例は、順方向のみで ePBRを使用してTCPトラフィックを負荷分散する方法を示して
います。

IP access list tcp_traffic
10 permit tcp any any

ePBR service TCP_Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
service-end-point ip 20.1.1.3
service-end-point ip 20.1.1.4

ePBR policy tenant_1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Eth1/8
ePBR ip policy tenant_1

次の例は、順方向で EPBRを使用して負荷分散 TCPトラフィックの構成を確認する方法を示
しています。

switch# show ePBR policy tenant_1

Policy-map : tenant_1
Match clause:
ip address (access-lists): tcp_traffic

Service chain:
service TCP_Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4

Policy Interfaces:
Eth1/8

例：ユースケース：双方向のWebトラフィックのサービスチェーンを作成する

次の構成例は、順方向と逆方向の両方でWebトラフィックのサービスチェーンを作成する方
法を示しています。
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IP access list web_traffic
10 permit tcp any any eq www

ePBR service FW1
service-end-point ip 10.1.1.2 interface Vlan10
reverse ip 11.1.1.2 interface Vlan11

ePBR service FW2
service-end-point ip 12.1.1.2 interface Vlan12
reverse ip 13.1.1.2 interface Vlan13

ePBR service Web_cache
service-end-point ip 16.1.1.2 interface Vlan16
reverse ip 17.1.1.2 interface Vlan17

ePBR policy tenant_1
match ip address web-traffic
10 set service FW1
20 set service FW2
30 set service Web_cache

interface Eth1/8
ePBR ip policy tenant_1

interface Eth1/18
ePBR ip policy tenant_1 reverse

次の例は、順方向と逆方向の両方のWebトラフィックのサービスチェーン作成の構成を確認
する方法を示しています。

switch# show ePBR policy tenant_1

Policy-map : tenant_1
Match clause:
ip address (access-lists): web-traffic

Service chain:
service FW1, sequence 10, fail-action No fail-action
IP 10.1.1.2

service FW2, sequence 20, fail-action No fail-action
IP 12.1.1.2

service Web_cache, sequence 30, fail-action No fail-action
IP 16.1.1.2

Policy Interfaces:
Eth1/8

switch# show ePBR policy tenant_1 reverse

Policy-map : tenant_1
Match clause:
ip address (access-lists): web-traffic

Service chain:
service Web_cache, sequence 30, fail-action No fail-action
IP 17.1.1.2

service FW2, sequence 20, fail-action No fail-action
IP 13.1.1.2

service FW1, sequence 10, fail-action No fail-action
IP 11.1.1.2

Policy Interfaces:
Eth1/18

例：ユースケース：ePBRを使用して両方向で TCPトラフィックを負荷分散する
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次の構成例は、ePBRを使用して順方向と逆方向の両方で TCPトラフィックを負荷分散する方
法を示しています。

ePBR service TCP_Optimizer
service-interface Vlan20
service-end-point ip 20.1.1.2
reverse ip 20.1.1.22

service-end-point ip 20.1.1.3
reverse ip 20.1.1.23

service-end-point ip 20.1.1.4
reverse ip 20.1.1.24

ePBR policy tenant_1
match ip address tcp_traffic
10 set service TCP_Optimizer

interface Eth1/8
ePBR ip policy tenant_1

interface Eth1/18
ePBR ip policy tenant_1 reverse

次の例は、ePBRを使用して双方向の負荷分散 TCPトラフィックの構成を確認する方法を示し
ています。

switch# show ePBR policy tenant_1

Policy-map : tenant_1
Match clause:
ip address (access-lists): tcp_traffic

Service chain:
service TCP_Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.2
IP 20.1.1.3
IP 20.1.1.4

Policy Interfaces:
Eth1/8

switch# show ePBR policy tenant_1 reverse

Policy-map : tenant_1
Match clause:
ip address (access-lists): tcp_traffic

Service chain:
service TCP_Optimizer, sequence 10, fail-action No fail-action
IP 20.1.1.22
IP 20.1.1.23
IP 20.1.1.24

Policy Interfaces:
Eth1/18

例：VXLANファブリックを使用した ePBRポリシーの作成

次の例/トポロジは、VXLANファブリック上で ePBRを構成する方法を示しています。
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図 2 : VXLANファブリック上の ePBRの構成

ip access-list acl1
10 permit ip 30.1.1.0/25 40.1.1.0/25
20 permit ip 30.1.1.128/25 40.1.1.128/25

ip access-list acl2
10 permit ip 130.1.1.0/25 140.1.1.0/25
20 permit ip 130.1.1.128/25 140.1.1.128/25

epbr service s1
vrf vrf_s1
service-end-point ip 10.1.1.2 interface Vlan10

probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2 source-interface
loopback9

reverse ip 50.1.1.2 interface Vlan50

probe icmp frequency 4 retry-down-count 1 retry-up-count 1 timeout 2
source-interface loopback10

epbr service s2
vrf vrf_s2
service-end-point ip 41.1.1.2 interface Vlan410

probe icmp source-interface loopback11
reverse ip 45.1.1.2 interface Vlan450

probe icmp source-interface loopback12

epbr service s3
vrf vrf_s3
service-end-point ip 31.1.1.2 interface Vlan310

probe http get index.html source-interface loopback13
reverse ip 35.1.1.2 interface Vlan350

probe http get index.html source-interface loopback14
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epbr service s4
service-interface Vlan120
vrf vrf_s4
probe udp 6900 control enable source-interface loopback15
service-end-point ip 120.1.1.2

reverse ip 120.1.1.2

epbr policy p1
statistics
match ip address acl1
load-balance buckets 16 method src-ip
10 set service s1 fail-action drop
20 set service s2 fail-action drop
30 set service s4 fail-action bypass

match ip address acl2
load-balance buckets 8 method dst-ip
10 set service s1 fail-action drop
20 set service s3 fail-action forward
30 set service s4 fail-action bypass

! VXLAN L3 VNI interface for vrf_s1, vrf_s2, vrf_s3, vrf_s4 to which the policy is applied
on all service leafs
interface vlan 100
epbr ip policy p1
epbr ip policy p1 reverse

interface vlan 101
epbr ip policy p1
epbr ip policy p1 reverse

interface vlan 102
epbr ip policy p1
epbr ip policy p1 reverse

interface vlan 103
epbr ip policy p1
epbr ip policy p1 reverse

Apply forward policy on ingress interface in border leaf where traffic coming in needs
to be service-chained:

interface Vlan 30 - Traffic matching acl1
epbr ip policy p1
int vlan 130 - Traffic matching acl2
epbr ip policy p1

Apply the reverse policy On leaf connected to server if reverse traffic flow needs to
be enabled:

int vlan 40 - Traffic matching reverse flow for acl1
epbr ip policy p1 rev
int vlan 140 - Traffic matching reverse flow for acl1
epbr ip policy p1 rev

例：ePBRサービスの構成

次の例は、ePBRサービスを構成する方法を示します。

epbr service FIREWALL
probe icmp
vrf TENANT_A
service-endpoint ip 172.16.1.200 interface VLAN100

reverse ip 172.16.2.200 interface VLAN101
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service-endpoint ip 172.16.1.201 interface VLAN100
reverse ip 172.16.2.201 interface VLAN101

epbr service TCP_Optimizer
probe icmp
vrf TENANT_A

service-endpoint ip 172.16.20.200 interface VLAN200
reverse ip 172.16.30.200 interface VLAN201

例：ePBRポリシーの構成

次の例は、ePBRポリシーを構成する方法を示します。

epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.1 interface Ethernet1/1

reverse ip 1.1.1.2 interface Ethernet1/2
epbr service TCP_Optimizer
probe icmp
service-end-point ip 1.1.1.1 interface Ethernet1/3

reverse ip 1.1.1.4 interface Ethernet1/4
epbr policy Tenant_A-Redirect
match ip address WEB
load-balance method src-ip
10 set service FIREWALL fail-action drop
20 set service TCP_Optimizer fail-action bypass

match ip address APP
10 set service FIREWALL fail-action drop

match ip address exclude_acl exclude
match ip address drop_acl drop

次の例は、fail-action drop情報を含む show ePBR Policyコマンドの出力を示しています。

switch(config-if)# show epbr policy Tenant_A-Redirect

Policy-map : Tenant_A-Redirect
Match clause:
ip address (access-lists): WEB

action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]

service TCP_Optimizer, sequence 20, fail-action Bypass
IP 1.1.1.1 track 2 [INACTIVE]

Match clause:
ip address (access-lists): APP

action:Redirect
service FIREWALL, sequence 10, fail-action Drop
IP 1.1.1.1 track 1 [INACTIVE]

Match clause:
ip address (access-lists): exclude_acl

action:Deny
Match clause:

ip address (access-lists): drop_acl
action:Drop
Policy Interfaces:
Eth1/4

例：インターフェイスと ePBRポリシーの関連付け

次の例は、ePBRポリシーを構成する方法を示します。
interface vlan 2010
epbr ip policy Tenant_A-Redirect
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interface vlan 2011
epbr ip policy Tenant_A-Redirect reverse

例：順方向に適用される ePBRポリシー

次の例は、順方向に適用されるポリシーのサンプル出力を示しています。

show epbr policy Tenant_A-Redirect
policy-map Tenant_A-Redirect
Match clause:
ip address (access-lists): WEB
Service chain:
service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]

service TCP_Optimizer, sequence 20 , fail-action bypass
ip 172.16.20.200 track 12 [ UP] ]

Match clause:
ip address (access-lists): APP
Service chain:
service FIREWALL , sequence 10 , fail-action drop
ip 172.16.1.200 track 10 [ UP ]
ip 172.16.1.201 track 11 [ DOWN ]

Policy Interfaces:
Vlan 2010

例：reverse方向に適用される ePBRポリシー

次の例は、reverse方向に適用されるポリシーのサンプル出力を示しています。
show epbr policy Tenant_A-Redirect reverse
policy-map Tenant_A-Redirect
Match clause:
ip address (access-lists): WEB

Service chain:
service TCP_Optimizer, sequence 20 , fail-action bypass
ip 172.16.30.200 track 15 [ UP] ]

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Match clause:
ip address (access-lists): APP

Service chain:

service FIREWALL , sequence 10 , fail-action drop
ip 172.16.2.200 track 13 [ UP ]
ip 172.16.2.201 track 14 [ DOWN ]

Policy Interfaces:
Vlan 2011

例：ユーザ定義トラック

次の例は、各エンドポイントにトラック IDを割り当てる方法を示しています。
epbr service FIREWALL
probe icmp
service-end-point ip 1.1.1.2 interface Ethernet1/21
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probe track 30
reverse ip 1.1.1.3 interface Ethernet1/22
probe track 40
service-end-point ip 1.1.1.4 interface Ethernet1/23

reverse ip 1.1.1.5 interface Ethernet1/24

例：ePBRセッションを使用した ePBRサービスの変更

次の例は、ePBRサービスの IPを置き換え、別のサービスエンドポイントを追加する方法を
示しています。

switch(config)#epbr session
switch(config-epbr-sess)#epbr service TCP_OPTIMIZER
switch(config-epbr-sess-svc)# no service-end-point ip 172.16.20.200 interface VLAN200

switch(config-epbr-sess-svc)#service-end-point ip 172.16.25.200 interface VLAN200
switch(config-epbr-sess-svc-ep)# reverse ip 172.16.30.200 interface VLAN201
switch(config-epbr-sess)#commit

例：EPBRセッションを使用した ePBRポリシーの変更

次の例は、ePBRポリシーの IPを置き換え、変更されたポリシートラフィックのサービスチェー
ンを追加する方法を示しています。

switch(config)#epbr session
switch(config-epbr-sess)#epbr policy Tenant_A-Redirect
switch(config-epbr-sess-pol)# no match ip address WEB
switch(config-epbr-sess-pol)#match ip address WEB
switch(config-epbr-sess-pol-match)# 10 set service Web-FW fail-action drop load-balance
method src-ip
switch(config-epbr-sess-pol-match)# 20 set service TCP_Optimizer fail-action bypass
switch(config-epbr-sess-pol)#match ip address HR
switch(config-epbr-sess-pol-match)# 10 set service Web-FW
switch(config-epbr-sess-pol-match)# 20 set service TCP_Optimizer
switch(config-epbr-sess)#commit

例：ePBR統計ポリシーの表示

次の例は、ePBR統計ポリシーを表示する方法を示しています。
switch# show epbr statistics policy pol2

Policy-map pol2, match testv6acl

Bucket count: 2

traffic match : epbr_pol2_1_fwd_bucket_1
two : 0

traffic match : epbr_pol2_1_fwd_bucket_2
two : 0

例：mask-positionの使用方法の表示

次に、mask-positionの使用例を示します。
IP access list acl1

10 permit tcp 10.0.0.0/24 any
epbr policy l3_Pol
statistics match ip address acl1
load-balance buckets 4 mask-position 5

10 set service s1_l3
switch# show ip access-list dynamic
IP access list epbr_l3_Pol_1_fwd_bucket_1
10 permit tcp 10.0.0.0 0.0.0.159 any
IP access list epbr_l3_Pol_1_fwd_bucket_2
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10 permit tcp 10.0.0.32 0.0.0.159 any
IP access list epbr_l3_Pol_1_fwd_bucket_3
10 permit tcp 10.0.0.64 0.0.0.159 any
IP access list epbr_l3_Pol_1_fwd_bucket_4
10 permit tcp 10.0.0.96 0.0.0.159 any

その他の参考資料
ePBRの構成の詳細については、次の各セクションを参照してください。

関連資料

マニュアルタイトル関連項目

Cisco Nexus 9000シリーズ NX-OS IP SLA構成ガイド、リリース
9.3(x)

IP SLAパケットの CoPPの構成

『Cisco NX-OS Licensing Guide』ePBRライセンス

『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』ePBRスケール値

標準

タイトル標準

この機能でサポートされる新規の標準または変更された標準はありません。また、既存の標準のサポートは変更さ

れていません。
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第 4 章

ePBR L2の構成

• ePBR L2に関する情報（39ページ）
• ePBR L2の注意事項および制約事項（42ページ）
• ePBRサービス、ポリシーの構成およびインターフェイスへの関連付け（46ページ）
• ePBRセッションを使用したサービスの変更（49ページ）
• ePBRセッションを使用したポリシーの変更（51ページ）
• ePBRポリシーによる使用される Access-listの更新（52ページ）
•制御トラフィックのリダイレクションとドロップの適用（53ページ）
• ePBR Showコマンド（55ページ）
• ePBR構成の確認（55ページ）
• ePBRの構成例（56ページ）

ePBR L2に関する情報
ElasticServicesRe-direction（ESR）の強化されたポリシーベースのリダイレクトレイヤ2（ePBR）
は、ポートACLとVLAN変換を利用して、レイヤ 1/レイヤ 2サービスアプライアンスの透過
的なサービスリダイレクトとサービスチェーンを提供します。このアクションは、余分なヘッ

ダーを追加することなくサービスチェーンと負荷分散機能を実現し、余分なヘッダーを使用す

る際の遅延を回避するのに役立ちます。

ePBRは、アプリケーションベースのルーティングを可能にし、アプリケーションのパフォー
マンスに影響を与えることなく、柔軟でデバイスに依存しないポリシーベースのリダイレクト

ソリューションを提供します。ePBRサービスフローには、次のタスクが含まれます。

ePBRサービスとポリシーの構成
まず、サービスエンドポイントの属性を定義するePBRサービスを作成する必要があります。
サービスエンドポイントは、スイッチに関連付けることができるファイアウォール、IPSなど
のサービスアプライアンスです。また、サービスエンドポイントの状態を監視するプローブ

を定義したり、トラフィックポリシーが適用されるフォワードインターフェイスと reverseイ
ンターフェイスを定義したりすることもできます。 ePBRは、サービスチェーンとともにロー
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ドバランシングもサポートします。 ePBRを使用すると、サービス構成の一部として複数の
サービスエンドポイントを構成できます。

ePBRサービスを作成したら、ePBRポリシーを作成する必要があります。ePBRポリシーを使
用すると、トラフィックの選択、サービスエンドポイントへのトラフィックのリダイレクト、

およびエンドポイントの正常性障害に関するさまざまな fail-actionメカニズムを定義できま
す。許可アクセスコントロールエントリ（ACE）を備えた IP access-listエンドポイントを使
用して、一致する対象のトラフィックを定義し、適切なアクションを実行できます。

ePBRポリシーは、複数のACL一致定義をサポートします。一致には、シーケンス番号によっ
て順序付けできるチェーンに複数のサービスを含めることができます。これにより、単一の

サービスポリシーでチェーン内の要素を柔軟に追加、挿入、および変更できます。すべての

サービスシーケンスで、ドロップ、転送、バイパスなどの失敗時のアクションメソッドを定

義できます。ePBRポリシーを使用すると、トラフィックの詳細なロードバランシングを行う
ために、送信元または接続先ベースのロードバランシングとバケット数を指定できます。

ePBRの L2インターフェイスへの適用
ePBRポリシーを作成したら、インターフェイスにポリシーを適用する必要があります。これ
により、トラフィックが NX-OSスイッチに入力するインターフェイスと、トラフィックがリ
ダイレクションまたはサービスチェーンの後にスイッチから出力される必要があるインター

フェイスを定義できます。NX-OSスイッチに順方向と逆方向の両方でポリシーを適用するこ
ともできます。

アクセスポートとしてのプロダクションインターフェイスの有効化

サービスチェーンするスイッチがトラフィックのリダイレクト向けの 2つの L3ルータ間に挿
入されている場合、実稼働インターフェイスがアクセスポートとして有効になります。以下の

制限があります。

•一致構成の一部としてポートの VLANを使用する必要があります。

•これは、mac-learn無効モードに制限されます。

トランクポートとしてのプロダクションインターフェイスの有効化

プロダクションインターフェイスはトランクポートとして構成できます。インターフェイス

によってトランクされるサービスチェーンする必要がある着信トラフィックの VLANは、一
致構成の一部として構成する必要があります。

または、一致構成で「vlan all」を使用すると、インターフェイス上の着信VLANに関連するす
べてのトラフィックが一致し、サービスチェーンされます。
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バケットの作成およびロードバランシング

ePBRは、チェーン内でサービスエンドポイントの最大数を持つサービスに基づいてトラフィッ
クバケットの数を計算します。ロードバランスバケットを構成する場合は事前に行ってくだ

さい。ePBRは送信元 IPおよび接続先 IPのロードバランシングをサポートしますが、L4ベー
スの送信元または接続先のロードバランシングメソッドはサポートしていません。

ePBRオブジェクトトラッキング、ヘルスモニタリング、および
Fail-Action

レイヤ 2 ePBRは、デフォルトでサービスエンドポイントのリンクステートモニタリングを
実行します。サービスでサポートされている場合、ユーザはさらにCTP（構成テスト支援プロ
トコル）を有効にすることができます。

サービス向け、または転送または reverseの各エンドポイント向けに、ePBRプローブオプショ
ンを構成することが可能です。頻度、タイムアウト、および再試行のアップカウントとダウン

カウントを構成することもできます。同じトラックオブジェクトが、同じ ePBRサービスを使
用するすべてのポリシーに再利用されます。

エンドポイントレベルで定義されているプローブメソッドがない場合、サービスレベルで構

成されるプローブメソッドを使用できます。

ePBRは、自身のサービスチェーンのシーケンスで次の fail-actionメカニズムをサポートしま
す。

•バイパス

•ドロップオンフェイル

•転送

サービスシーケンスのバイパスは、現在のシーケンスで障害が発生した場合に、トラフィック

は次のサービスシーケンスにリダイレクトされる必要があることを示しています。

サービスシーケンスのドロップオンフェイルは、サービスのすべてのサービスエンドポイント

が到達不能となる場合に、トラフィックはドロップされる必要があることを示しています。

転送はデフォルトのオプションであり、現在のサービスに障害が発生した場合、トラフィック

は出力インターフェイスに転送する必要があることを示します。これはデフォルトの fail-action
メカニズムです。

対称性が維持されるのは、fail-actionバイパスがサービスチェーン内のすべてのサービス向け
に構成された場合です。その他の fail-actionシナリオでは、1つまたはそれ以上の機能不全サー
ビスが存在する場合、転送または reverseフローでの対称性は維持されません。

（注）

Cisco NX-OSリリース 10.4(1)F以降、ePBR L2 fail-action機能は、ノードの障害によって現在影
響を受けている ACEのみを変更するように最適化されています。ただし、fail-action最適化
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は、ユーザーが ePBR matchステートメントで load-balance bucketsを構成したサービスチェー
ンに対してのみ有効になります。

fail-actionの最適化は、CiscoNexus 9300-FX/FX2/FX3/GX/GX2およびX97160YC-EX、9700-FX/GX
ラインカードを搭載した Cisco Nexus 9500スイッチでサポートされます。

ePBRセッションベースの構成
ePBRセッションにより、次のサービス内のアスペクトのサービスまたはポリシーの追加、削
除、変更が可能になります。サービス内とは、アクティブインターフェイスまたはポリシーに

適用されているポリシーに関連付けられたサービスを示し、アクティブインターフェイス上で

変更される、現在構成済みのサービスを示します。

•インターフェイスおよびプローブを備えたサービスエンドポイント

• reverseエンドポイントおよびプローブ

•ポリシーで一致

•一致させるための負荷分散メソッド

•一致シーケンスおよび fail-action

ePBRセッションで、同じセッション内で 1つのサービスから別のサービスにインターフェイ
スを移動することはできません。1つのサービスから別のサービスにインターフェイスを移動
させるには、次の手順を行います。

1. まず初めに、既存のサービスからインターフェイスを削除するための 1つ目のセッション
を実行します。

2. 既存のサービスにインターフェイスを追加するための 2つ目のセッションを実行します。

（注）

ACLリフレッシュ
ePBRセッション ACLリフレッシュにより、ユーザが入力した ACLがACEを使用して変更、
追加、または削除される場合に、ACLを生成するポリシーを更新することができるようになり
ます。リフレッシュトリガーで、ePBRはこの変更によって影響を受けるポリシーを特定し、
それらのポリシー向けに ACLを生成するバケットを作成、削除、または変更します。

ePBRのスケール数については、『Cisco Nexus 9000 Series NX-OS Verified Scalability Guide』を
参照してください。

ePBR L2の注意事項および制約事項
ePBRには、次の注意事項と制限事項があります。
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• fail-actionがいずれかの一致ステートメントで指定されている場合、プローブは構成内に
存在していることが必須です。

•スイッチでMACラーニングを無効化するには、mac-learn disableコマンドを使用します。

• ePBR構成内の複数の一致ステートメント全体で同じユーザ定義ACLを共有しないでくだ
さい。

•トラフィックの対称性が維持されるのは、fail-actionバイパスが ePBRサービス向けに構成
されたときのみです。サービスチェーン内の転送/ドロップなどのその他の fail-actionの場
合、トラフィックの順方向と逆方向のフローの対称性は維持されません。

•機能 ePBRおよび機能 ITDは同じ入力インターフェイスと共存できません。

•拡張済み ePBR構成では、no feature epbrコマンドを使用する前にポリシーを削除するこ
とが推奨されています。

• VXLAN上の ePBRv6は、CiscoNexus 9500シリーズスイッチでサポートされていません。

•システムから削除されたポートチャネルに構成された ePBRサービスエンドポイントを削
除する場合、次の手順を実行してください。

1. 既存の ePBRポリシーを削除します。

2. 既存の ePBRサービスを削除します。

3. ePBRサービスエンドポイントを必要なポートチャネルに再構成します。

•「epbr_」という名前で始まる、動的に作成された ePBRの access-listエントリは変更しな
いでください。これらの access-listsは ePBR内部使用向けに予約済みです。

これらのプレフィックス文字列を変更すると ePBRが正しく機能
せず、ISSUに影響を与える可能性があります。

（注）

•すべてのリダイレクションルールは、ing-ifaclリージョンを使用して ACL TCAMでプロ
グラムされます。このリージョンは、ePBRL2ポリシーを適用する前に分割して割り当て
る必要があります。

TCAMリージョンの分割方法の手順については、「Cisco Nexus

9000シリーズ NX-OSセキュリティ構成ガイド」の [IP ACLの構
成（Configuring IP ACLs）]セクションを参照してください。

（注）

• ePBRポリシーには、リダイレクトアクションとの一致が少なくとも 1つ必要です。

• ePBR L2では、VLAN変換と Q-in-Q用に VLAN範囲を予約する必要があります。この範
囲は、トラフィックの一致構成に使用される VLANと重複しないようにすることが推奨
されています。
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• ePBRの「インフラ」VLANは、ePBRレイヤ 2ポリシーを適用する前に予約済みにする必
要があります。

•トランクポートとして構成された本番インターフェイスの場合、ePBR「infra vlan」範囲
で指定された VLANに対してのみ VLANトランキングを有効にします。

•トランク許可 VLANのリストにネイティブ VLANを追加する必要があります。これは、
選択的 QinQや選択的 Q-in-VNIなどの使用可能なアクセス機能と一致しています。

• ePBRL2は、VLANヘッダーを変更または削除せずに、パケットをそのまま転送するよう
にサービスアプライアンスが構成されていることを想定しています。

• ePBRL2ポリシーの各一致には、トランクインターフェイスに適用される場合、一意の一
致 VLANまたは一意の VLAN範囲が必要です。トランクインターフェイスに適用される
ポリシーには、「vlan all」との一致が 1つだけ存在できます。

• ePBRL2ポリシー定義は、順方向および逆方向でサポートされているインターフェイスタ
イプの最大 32個のインターフェイスに適用できます。

• Cisco NX-OSリリース 10.3(1)F以降、同じ EPBR L2ポリシー内の複数の一致は、同じ
VLANまたはVLAN範囲を共有するか、トランクインターフェイスに適用されるポリシー
で「vlan all」で構成される場合があります。

同じアドレスファミリ（IPv4、ipv6、または L2）の複数の一致
ACLがポリシー内の同じ VLANを共有する場合、構成された一
致 ACL全体の ACLフィルタが一意であり、重複していないこと
を確認してください。

（注）

•実稼働ポートペアの場合、順方向のインターフェイスとその逆方向の reverseインターフェ
イスに適用されるポリシーは、一致するもので構成され、同一のmatch-vlanまたはVLAN
範囲に個別にマッピングされます。

•複数のサービスデバイス間の負荷分散を行い、CTPヘルスチェックを介してこれらのデ
バイスの障害を一意に検出するには、各サービスデバイスを ePBRサービスの一意のエン
ドポイントとして定義する必要があります。

•バケットベースの負荷分散は、ePBRポリシーのレイヤ 2一致ではサポートされていませ
ん。

•ネイバー探索など、IPv6トラフィックをサービスチェーンに送る、またはリダイレクトす
るには、プロトコルタイプが ND-NAおよび ND-NSである ICMPv6 ACEを、ユーザー定
義の一致アクセスリストで明示的に定義する必要があります。

• ARP（0x806）、VNタグ（0x8926）、FCOE（0x8906）、MPLSユニキャスト（0x8847）、
MPLSマルチキャスト（0x8848）などのプロトコルで、レイヤ 2トラフィックをサービス
チェーンに送る、またはリダイレクトするには、プロトコル情報をユーザー定義の一致ア

クセスリスト内の ACEに明示的に追加する必要があります。
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• Cisco NX-OSリリース 10.4(1)F以降、ePBR L2は、ePBRポリシーに一致するすべての制
御トラフィックのリダイレクションをサポートします。詳細については、「制御トラフィッ

クのリダイレクションとドロップの適用（53ページ）」の項を参照してください。

•意図しない動作を防ぐために、使用中のePBR実稼働インターフェイスおよび/またはサー
ビスインターフェイスのデフォルト設定は避ける必要があります。

• Cisco NX-OSリリース 10.3(1)F以降、ePBR L2は、Cisco Nexus 9300-GXプラットフォーム
スイッチの L2制御パケットのリダイレクションのみをサポートします。サービスチェー
ンは Cisco Nexus 9300-GXプラットフォームスイッチではサポートされません。

• CiscoNX-OSリリース 10.4(1)F以降、ePBRには、CiscoNexus 9300-FX/FX2/FX3/GX/GX2、
および Nexus X97160YC-EX、9700-FX/GXラインカードを搭載した Cisco Nexus 9500プ
ラットフォームスイッチで、IPv4または IPv6一致のユーザー定義 ACLにおいてロード
バランシングに使用されるビットを選択する、mask-positionオプションが用意されていま
す。

•構成のロールバックと設定の置換は、ePBRポリシーがインターフェイスに関連付けられ
ておらず、ePBRサービス定義が送信元設定とターゲット設定の両方のアクティブなePBR
ポリシーで使用されていない場合にのみサポートされます。ただし、構成のロールバック

と構成の置換では、ポリシーとインターフェイスの関連付けおよび関連付け解除はサポー

トされません。

次の注意事項および制約事項を一致 ACL機能に適用します。

• permitメソッドを持つACEのみがACLでサポートされます。他の方法（denyまたは remark
など）の ACEは無視されます。

• 1つの ACLで最大 256の許可 ACEがサポートされます。

• Cisco NX-OSリリース 10.4（1）F以降では、match access-listルールのレイヤ 4ポート範囲
およびその他のポート操作（「等しくない」、「より大きい」、「より小さい」など）

は、バケットアクセスリスト内のトラフィックのフィルタリングに使用されます。

•アクセスリストでレイヤ 4ポートオペレータを使用しながら、TCAM ACEの使用率を最
適化するには、この構成 hardware access-list lou resource thresholdを使用する必要があり
ます。このコマンドの詳細については、『Cisco Nexus 9000シリーズ NX-OSセキュリティ

構成ガイド』の「IP ACLの構成」のセクションを参照してください。

次のガイドラインと制限事項が VRF間のサービスチェーンに適用されます。

• Cisco NX-OSリリース 10.2(3)F以降、エンドポイントの追加、サービスシーケンスの追
加、削除および変更のセッション操作中のトラフィックの中断を最小限にするために、事

前にロードバランスバケットの構成を行い、ロードバランス構成への変更を回避すること

が推奨されています。ロードバランス向けに構成されたバケットの数が、チェーン内の各

シーケンス向けのサービスで構成されたエンドポイントの数より多くなるようにしてくだ

さい。

送信元 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます。
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• ACEの送信元 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信元 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信元アドレスのサブネットは、構成されたバケットと互換性がある必要があります。

送信先 IPベースのロードバランシングを使用して ePBRを構成した場合は、次の注意事項と
制限事項が適用されます：

• ACEの送信先 IPv4のプレフィックス長を /32にすることはできません

• ACEの送信先 IPv6アドレスのプレフィックス長を /128にすることはできません

•送信先アドレスのサブネットは、構成されたバケットと互換性がある必要があります。

ePBRサービス、ポリシーの構成およびインターフェイス
への関連付け

次のセクションでは、ePBRサービス、ePBRポリシーの構成、およびインターフェイスへのポ
リシーの関連付けについて説明します。

手順の概要

1. configure terminal
2. [no] epbr infra vlans [vlan range]

3. epbr service service-name type l2

4. mode [full duplex | half duplex]
5. probe {ctp} [frequency seconds] [timeout seconds] [retry-down-count count] retry-up-count

count]
6. service-endpoint [interface interface-name interface-number]
7. reverse interface interface-name interface-number

8. exit
9. epbr policy policy-name

10. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | [l2 address l2 acl-name]}
{drop | exclude | redirect | vlan{vlan | vlan range | all}}

11. [no] load-balance [ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
12. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
13. interface interface-name interface-number

14. epbr {l2} policy policy-name egress-interface interface-name [reverse]
15. exit
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

VLAN範囲は、サービスデバイスへのリダイレク
ト中に選択的な dot1q変換用に予約された VLAN
を示すために使用されています。

[no] epbr infra vlans [vlan range]ステップ 2

新しい ePBR L2サービスを作成します。epbr service service-name type l2

例：

ステップ 3

switch(config)# epbr service firewall type l2

サービスを半二重または全二重モードに構成しま

す。

mode [full duplex | half duplex]ステップ 4

ePBRサービスのプローブを構成します。probe {ctp} [frequency seconds] [timeout seconds]
[retry-down-count count] retry-up-count count]

ステップ 5

オプションは次のとおりです。
例：

•頻度：プローブの頻度を秒単位で指定します。
値の範囲は 1～ 604800です。

switch(config)# probe icmp

•再試行ダウンカウント：ノードがダウンした
ときにプローブによって実行される再カウント

の数を指定します。指定できる範囲は1～5で
す。

•再試行アップカウント：ノードが復帰したと
きにプローブが実行する再カウントの数を指定

します。指定できる範囲は 1～ 5です。

•タイムアウト：タイムアウト期間を秒単位で指
定します。値の範囲は 1～ 604800です。

ePBRサービスのサービスエンドポイントを構成し
ます。

service-endpoint [interface interface-name
interface-number]

例：

ステップ 6

手順 2～ 5を繰り返して、別の ePBRサービスを構
成できます。switch(config-epbr-svc)# service-end-point

interface Ethernet1/3

トラフィックポリシーが適用される reverseイン
ターフェイスを定義します。

reverse interface interface-name interface-number

例：

ステップ 7
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目的コマンドまたはアクション

switch(config-epbr-fwd-svc)# reverse interface
Ethernet1/4

ePBRサービス構成モードを終了し、グローバルコ
ンフィギュレーションモードを開始します。

exit

例：

ステップ 8

switch(config-epbr-reverse-svc)# exit
switch(config-epbr-fwd-svc)# exit
switch(config-epbr-svc)# exit
switch(config)#

ePBRポリシーを構成します。epbr policy policy-name

例：

ステップ 9

switch(config)# epbr policy Tenant_A-Redirect

IPv4または IPv6アドレス、またはMACアドレス
を IP、IPv6、またはMAC ACLと照合します。リ

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] | [l2 address l2 acl-name]} {drop | exclude |
redirect | vlan{vlan | vlan range | all}}

ステップ 10

ダイレクトは、一致トラフィックのデフォルトア

例： クションです。ドロップは、着信インターフェイス

でトラフィックをドロップする必要がある場合に使switch (config) # match ip address WEB vlan 10

用されます。除外オプションは、着信インターフェ

イスのサービスチェーンから特定のトラフィックを

除外するために使用されます。

この手順を繰り返して、要件に基づいて複数のACL
を一致させることができます。

ePBRサービスで使用されるロードバランスメソッ
ドとバケット数を計算します。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
count] [mask-position position-value]

例：

ステップ 11

CiscoNX-OSリリース 10.4(1)F以降では、IPv4また
は IPv6マッチでのユーザー定義 ACLでロードバswitch(config)# load-balance method src-ip

mask-position 3
ランシングに使用されるビットを選択する、

mask-position オプションが提供されています。デ
フォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

または最下位ビットのどちらが選択されたかに応

じ、より多くのビットがロードバランシングバケッ

トを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットが

ユーザー定義のサブネットと重複している場合、

ACEのマスク位置は内部的に 0にリセットされま
す。
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目的コマンドまたはアクション

fail-actionメカニズムを構成します。sequence-number set service service-name [ fail-action
{ bypass | drop | forward}]

ステップ 12

例：

switch(config)# set service firewall fail-action
drop

インターフェイス構成モードを開始します。interface interface-name interface-number

例：

ステップ 13

switch(config)# interface Ethernet1/1

インターフェイスは、いつでも次の1つの順方向の
ポリシーと1つの逆方向のポリシーに関連付けるこ
とができます。

epbr {l2} policy policy-name egress-interface
interface-name [reverse]

例：

ステップ 14

•順方向の IPV4ポリシーepbr l2 policy Tenant_A_Redirect egress-interface
Ethernet1/2

•逆方向の IPv4ポリシー

•順方向の IPv6ポリシー

•逆方向の IPv6ポリシー

•順方向の l2ポリシー

•逆方向の l2ポリシー

ポリシー構成モードを終了し、グローバルモード

に戻ります。

exit

例：

ステップ 15

switch(config-if)# end

ePBRセッションを使用したサービスの変更
次の手順では、ePBRセッションを使用してサービスを変更する方法を説明しています。

手順の概要

1. epbr session
2. epbr service service-name type l2

3. [no] service-endpoint [interface interface-name]
4. service-endpoint [interface interface-name]
5. reverse [interface interface-name]
6. commit
7. abort
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手順の詳細

手順

目的コマンドまたはアクション

ePBRセッションモードに入ります。epbr session

例：

ステップ 1

switch(config)# epbr session

ePBRセッションモードで構成する ePBRサービス
を指定します。

epbr service service-name type l2

例：

ステップ 2

switch(config-epbr-sess)# epbr service
TCP_OPTIMIZER

ePBRサービス向けに構成されたサービスエンドポ
イントを無効にします。

[no] service-endpoint [interface interface-name]

例：

ステップ 3

switch(config-epbr-sess-svc)# no service-end-point
interface ethernet 1/3

サービスにサービスエンドポイントを追加します。service-endpoint [interface interface-name]

例：

ステップ 4

switch(config-epbr-sess-svc)# service-end-point
interface ethernet 1/15

トラフィックポリシーが適用される reverseインター
フェイスを定義します。

reverse [interface interface-name]

例：

ステップ 5

switch(config-epbr-sess-fwd-svc)# reverse
interface ethernet 1/4

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 6

（注）switch(config-epbr-sess)#commit

このステップの完了後に ePBRセッションを再起動
します。

セッションを中止し、セッションの現在の構成をク

リアまたはリセットします。コミット中にエラーま

abort

例：

ステップ 7

たはサポートされていない構成が識別された場合switch(config-epbr-sess)# abort
に、現在のセッション構成を破棄するには、このコ

マンドを使用します。

（注）

その後、修正した構成を使用して新しい ePBRセッ
ションを再開します。
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ePBRセッションを使用したポリシーの変更
次の手順では、ePBRセッションを使用してポリシーを変更する方法について説明します。

手順の概要

1. epbr session
2. epbr policy policy-name

3. [no]match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | l2 address mac acl-name]}
vlan {all | vlan-id | vlan-id-range

4. match { [ip address ipv4 acl-name] | [ipv6 address ipv6 acl-name] | l2 address mac acl-name]}
vlan {all | vlan-id | vlan-id-range]

5. sequence-number set service service-name [ fail-action { bypass | drop | forward}]
6. [no] load-balance [ method { src-ip | dst-ip}] [ buckets count] [mask-position position-value]
7. commit
8. end

手順の詳細

手順

目的コマンドまたはアクション

epbr sessionステップ 1

ePBRセッションモードで構成する ePBRポリシー
を指定します。

epbr policy policy-name

例：

ステップ 2

switch(config-epbr-sess)# epbr policy
Tenant_A-Redirect

IP、IPv6、または L2 ACLに対する一致を無効にし
ます。

[no] match { [ip address ipv4 acl-name] | [ipv6 address
ipv6 acl-name] | l2 address mac acl-name]} vlan {all |
vlan-id | vlan-id-range

ステップ 3

例：

switch(config-epbr-sess-pol)# no match ip address
WEB

IP、IPv6、または L2 ACLに対する一致を変更しま
す。

match { [ip address ipv4 acl-name] | [ipv6 address ipv6
acl-name] | l2 address mac acl-name]} vlan {all | vlan-id
| vlan-id-range]

ステップ 4

例：

switch(config-epbr-sess-pol)# match ip address HR

fail-actionメカニズムを構成します。sequence-number set service service-name [ fail-action {
bypass | drop | forward}]

ステップ 5

例：
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目的コマンドまたはアクション

switch(config-epbr-sess-pol-match)# set service
firewall fail-action drop

一致のロードバランスメソッドとバケットを構成し

ます。

[no] load-balance [ method { src-ip | dst-ip}] [ buckets
count] [mask-position position-value]

例：

ステップ 6

（注）

既存の一致のサービスチェーンを変更するときに、

セッションコンテキストでこの構成を省略すると、

switch(config)# load-balance method src-ip
mask-position 3

一致のロードバランス構成がデフォルトにリセット

されます。

Cisco NX-OSリリース 10.4(1)F以降では、IPv4また
は IPv6マッチでのユーザー定義ACLでロードバラ
ンシングに使用されるビットを選択する、

mask-position オプションが提供されています。デ
フォルト値は 0です。

mask-positionが構成されている場合、ロードバラン
スビットは構成された mask-positionから始まりま
す。必要なバケットの数に基づいて、最上位ビット

または最下位ビットのどちらが選択されたかに応

じ、より多くのビットがロードバランシングバケッ

トを生成するために使用されます。

（注）

ユーザー定義の ACL内の ACEでは、ロードバラ
ンシングバケットの生成に使用されるビットがユー

ザー定義のサブネットと重複している場合、ACE
のマスク位置は内部的に 0にリセットされます。

ePBRセッションを使用した ePBRサービスの変更を
完了します。

commit

例：

ステップ 7

switch(config-epbr-sess)#commit

ePBRセッションモードを終了します。end

例：

ステップ 8

switch(config-epbr-sess)#end

ePBRポリシーによる使用される Access-listの更新
次の手順では、ePBRポリシーで使用される access-listを更新する方法について説明します。
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手順の概要

1. epbr session access-list acl-name refresh
2. end

手順の詳細

手順

目的コマンドまたはアクション

ポリシーによって生成された ACLを更新またはリ
フレッシュします。

epbr session access-list acl-name refresh

例：

ステップ 1

switch(config)# epbr session access-list WEB
refresh

グローバルコンフィギュレーションモードを終了

します。

end

例：

ステップ 2

switch(config)# end

制御トラフィックのリダイレクションとドロップの適用
Cisco NX-OSリリース 10.4(1)F以降では、次の構成オプションを使用して、ePBR L2ポリシー
を介して制御トラフィックのリダイレクションおよびドロップ動作を制御できます。

all構成オプションは、ACEに最も高いプライオリティが必要であることを示すため、ePBRの
ユーザー定義のmatch access-listのACE内で使用されます。この構成の詳細については、Cisco

Nexus 9000シリーズ NX-OSセキュリティ構成ガイドの、SUPルールに対する IP ACLルール
の優先順位の適用またはSUPルールに対するMAC ACLルールの優先順位の適用のセクショ
ンを参照してください。

allオプションを使用すると、次の動作が観察されます。

• redirectionまたは excludeアクションと一致した場合、ePBRは対応するリダイレクション
ACEを生成して、それぞれ指定されたサービスデバイスまたは出力インターフェイスへ
の制御トラフィックを含む、一致するすべてのトラフィックのリダイレクションを適用し

ます。

• dropアクションと一致した場合、ePBRは拒否 ACEを生成して、制御トラフィックを含
むすべての一致トラフィックを強制的にドロップします。このオプションが構成どおりに

検出されなった場合、通常は Cisco NX-OS 9000シリーズスイッチのスーパーバイザにコ
ピーまたはリダイレクトされる制御トラフィックが、ePBRレイヤ 2ポリシー定義に一致
する場合でも、引き続きコピーされる可能性があります。

allオプションは、matchアクセスリストが ePBRレイヤ 3ポリシー内で使用されている場合は
効果がありません。
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default-traffic-action redirect-all構成オプションは、ePBRレイヤ 2ポリシー内で使用され、リ
ダイレクト、除外、またはドロップ一致に一致しないトラフィック（制御トラフィックを含

む）を、指定された出力インターフェイスにリダイレクトする必要があることを指定します。

このオプションが構成されていない場合、ポリシー内のアクセスリストに一致せず、通常、

Cisco NX-OS 9000シリーズスイッチのスーパーバイザにコピーまたはリダイレクトされる制
御トラフィックは（出力インターフェイスにリダイレクトされのではなく）引き続き同様に処

理されます。

次のコマンドを使用して、ポリシーレベルでデフォルトの catch-allトラフィック動作を構成で
きます。

手順の概要

1. configure terminal
2. epbr policy policy-name

3. default-traffic-action [redirect | redirect-all]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ePBRポリシーを構成します。epbr policy policy-name

例：

ステップ 2

switch(config)# epbr policy p3

ePBRポリシーのデフォルトの catch-all動作を設定
します。

default-traffic-action [redirect | redirect-all]

例：

ステップ 3

• redirect：データトラフィックをリダイレクトし
ます。redirectはデフォルトのオプションです。

switch(config-epbr-policy)# default-traffic-action
redirect-all

• redirect-all：すべてのトラフィックをリダイレ
クトします。

（注）

•このオプションは、レイヤ 3 ePBRポリシー内
ではサポートされません。

•このオプションは ePBRセッション内では変更
できないため、ポリシーを無効にして再構成

し、再度適用する必要があります。
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ePBR Showコマンド
次のリストに、ePBRに関連する showコマンドを示します。

手順の概要

1. show epbr policy policy-name [reverse]
2. show epbr statistics policy-name [reverse]
3. show tech-support epbr
4. show running-config epbr
5. show startup-config epbr

手順の詳細

手順

目的コマンドまたはアクション

順方向または逆方向に適用される ePBRポリシーに
関する情報を表示します。

show epbr policy policy-name [reverse]

例：

ステップ 1

switch# show epbr policy Tenant_A-Redirect

ePBRポリシー統計を表示します。show epbr statistics policy-name [reverse]

例：

ステップ 2

switch# show ePBR statistics policy pol2

ePBRのテクニカルサポート情報を表示します。show tech-support epbr

例：

ステップ 3

switch# show tech-support epbr

ePBRの実行構成を表示します。show running-config epbr

例：

ステップ 4

switch# show running-config epbr

ePBRのスタートアップ構成を表示します。show startup-config epbr

例：

ステップ 5

switch# show startup-config epbr

ePBR構成の確認
ePBR構成を確認するためには、次のコマンドを使用します。
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目的コマンド

バケットアクセスリストのトラフィック一致

基準を表示します。

show ip access-list <access-list name> dynamic

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成された IP SLA構成を表示しま
す。

show ip sla configuration dynamic

プローブが有効になっている場合に、チェー

ン内のサービスエンドポイントに対してePBR
によって生成されたトラックを表示します。

show track dynamic

バケットアクセスリストのトラフィック一致

基準のサマリを表示します。

show ip access-list summary

一致基準のダイナミックエントリを表示しま

す。

show [ip | ipv6 | mac ] access-lists dynamic

ePBRの構成例
例：ePBR NX-OS構成

次のトポロジは、ePBR NX-OS構成を示しています。

図 3 : ePBR NX-OSの構成

例：アクセスポートおよびトランクポートのサービス構成

次の構成例は、アクセスポートとトランクポートのサービス構成を実行する方法を示してい

ます。

epbr infra vlans 100-200

epbr service app_1 type l2
service-end-point interface Ethernet1/3
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reverse interface Ethernet1/4

epbr service app_2 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channel10
reverse interface port-channel11

epbr service app_3 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface Ethernet1/9
reverse interface Ethernet1/10

epbr service app_4 type l2
probe ctp frequency 2 retry-down-count 1 retry-up-count 1 timeout 1
service-end-point interface port-channel12
reverse interface port-channel13

例：アクセスポートの構成

次の例では、アクセスポートを構成する方法を示します。

epbr policy p1
statistics
match ipv6 address flow2 vlan 10
load-balance buckets 2
10 set service app_1
20 set service app_3
25 set service app_4
30 set service app_2

match l2 address flow3 vlan 10
20 set service app_2
25 set service app_4
50 set service app_3

match ip address flow1 vlan 10
10 set service app_1
15 set service app_3
20 set service app_2

interface Ethernet1/1
switchport
switchport access vlan 10
no shutdown
epbr l2 policy p1 egress-interface Ethernet1/2

interface Ethernet1/2
switchport
switchport access vlan 10
no shutdown
epbr l2 policy p1 egress-interface Ethernet1/1 reverse

例：トランクポートの構成

次の構成例は、トランクポートを構成する方法を示します。

epbr policy p3
statistics
match ip address flow1 vlan 10
load-balance buckets 2
10 set service app_1
20 set service app_2

match ipv6 address flow2 vlan 20
load-balance buckets 2
10 set service app_3
20 set service app_4

match l2 address flow3 vlan 30
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10 set service app_1
20 set service app_2

interface Ethernet1/27
switchport
switchport mode trunk
no shutdown
epbr l2 policy p3 egress-interface Ethernet1/28

interface Ethernet1/28
switchport
switchport mode trunk
no shutdown
epbr l2 policy p3 egress-interface Ethernet1/27 reverse

Collecting statistics

統計の収集：

itd-san-2# show epbr statistics policy p1

Policy-map p1, match flow2

Bucket count: 2

traffic match : bucket 1
app_1 : 8986 (Redirect)
app_3 : 8679 (Redirect)
app_4 : 8710 (Redirect)
app_2 : 8725 (Redirect)

traffic match : bucket 2
app_1 : 8696 (Redirect)
app_3 : 8680 (Redirect)
app_4 : 8711 (Redirect)
app_2 : 8725 (Redirect)

Policy-map p1, match flow3

Bucket count: 1

traffic match : bucket 1
app_2 : 17401 (Redirect)
app_4 : 17489 (Redirect)
app_3 : 17461 (Redirect)

Policy-map p1, match flow1

Bucket count: 1

traffic match : bucket 1
app_1 : 17382 (Redirect)
app_3 : 17348 (Redirect)
app_2 : 17411 (Redirect)

例：ePBRポリシーの表示

次の例では、ePBRポリシーを表示する方法を示します。
show epbr policy p3

Policy-map : p3
Match clause:
ip address (access-lists): flow1
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action:Redirect
service app_1, sequence 10, fail-action No fail-action
Ethernet1/3 track 4 [UP]
service app_2, sequence 20, fail-action No fail-action
port-channel10 track 10 [UP]
Match clause:
ipv6 address (access-lists): flow2
action:Redirect
service app_3, sequence 10, fail-action No fail-action
Ethernet1/9 track 13 [UP]
service app_4, sequence 20, fail-action No fail-action
port-channel12 track 3 [UP]
Match clause:
layer-2 address (access-lists): flow3
action:Redirect
service app_1, sequence 10, fail-action No fail-action
Ethernet1/3 track 4 [UP]
service app_2, sequence 20, fail-action No fail-action
port-channel10 track 10 [UP]
Policy Interfaces:
egress-interface Eth1/28

例：mask-positionの使用方法の表示

次に、mask-positionの使用例を示します。
ip access-list acl1

10 permit tcp 10.1.1.0/24 any
epbr service s1_l2 type l2
service-end-point interface Ethernet1/2
reverse interface Ethernet1/3

epbr policy l2_pol
statistics
match ip address acl1 vlan all
load-balance buckets 4 mask-position 5
10 set service s1_l2

interface Ethernet1/18
epbr l2 policy l2_pol egress-interface Ethernet1/19

switch(config-if)# show access-lists epbr_Ethernet1_18_ip dyn

IP access list epbr_Ethernet1_18_ip
statistics per-entry
200001 permit tcp 10.1.1.0 0.0.0.159 any vlan 100 redirect Ethernet1/2 [

match=0]
200002 permit tcp 10.1.1.32 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
200003 permit tcp 10.1.1.64 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
200004 permit tcp 10.1.1.96 0.0.0.159 any vlan 100 redirect Ethernet1/2

[match=0]
4294967295 permit ip any any redirect Ethernet1/19 [match=0]
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第 5 章

セキュリティグループを使用したサービ

スチェーンの構成

• ePBRおよびグループポリシーオプションに関する情報（61ページ）
• ePBRサービスとサービスチェーン（62ページ）
•サービスのセキュリティグループ（63ページ）
• SGACLポリシーおよびコントラクトでの ePBRサービスチェーンの使用（64ページ）
• ePBRヘルスモニタリング、および障害アクション（64ページ）
•サービス機能のロードバランシング方式（65ページ）
• NATデバイスへのリダイレクション（67ページ）
• ePBRおよび GPOマルチサイト （68ページ）
•注意事項と制約事項（74ページ）
•マイクロセグメンテーションの ePBR構成（78ページ）
• SGACLサービスチェーンの構成例（83ページ）

ePBRおよびグループポリシーオプションに関する情報
Cisco NX-OSリリース 10.5(1)F以降、ユーザーは異なるセキュリティグループのエンドポイン
ト部分の間で、トラフィックフローをリダイレクトできます。リダイレクションは、単一の

サービス機能（ファイアウォールまたはロードバランサとして）を介して、またはサービス機

能のチェーンを介して発生する可能性があります。Cisco NX-OSリリース 10.5(2)F以降、ユー
ザーはサービスチェーンに最大5つのサービス機能を含めることができます。特定のサービス
機能は、そのような機能を実行するサービスデバイスを表す1つ以上のエンドポイントで構築
されます。トラフィックフローは、これらのサービスエンドポイント間でロードバランシン

グでき、トラフィックフローの両方向が同じサービスエンドポイントを対称的に使用するよう

にします。これらのサービスデバイスのオンボーディング、ヘルスモニタリングメカニズム、

およびこれらのサービスデバイスのプロパティに基づいたトラフィックのチェーン化とロード

バランシングのユーザーの意図は、ePBRを介してキャプチャされ、適用されます。マイクロ
セグメンテーション構成の詳細については、グループポリシーオプション（GPO）を使用し
た VXLANファブリックのマイクロセグメンテーションを参照してください。
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ePBRサービスとサービスチェーン
最初に、特定の属性を持つ1つ以上のエンドポイントで定義されるサービス機能を作成する必
要があります。サービスエンドポイントは、トラフィックをリダイレクトする必要があるネッ

トワークで使用可能な、ファイアウォール、IPSなどのサービスアプライアンスです。サービ
スエンドポイントの正常性をモニターするプローブを定義することもできます。 ePBRは、
サービスチェーンとともにロードバランシングもサポートします。 ePBRを使用すると、特定
のサービス機能の一部として複数のサービスエンドポイントを構成できます。これらのエンド

ポイント間でトラフィックのロードバランシングを行い、同じトラフィックフローの 2つの
レッグが同じサービスエンドポイントを使用するようにします。これは、特定のサービス機能

に定義されたさまざまなサービスエンドポイントがクラスタ化されておらず、それらの間で接

続状態を共有しない場合に必要です。

サービスエンドポイントが到達可能なコンテキストとして、サービスの VRFコンテキストを
指定する必要があります。

1つ（または複数）の ePBRサービスを作成したら、ePBRサービスチェーンを作成する必要が
あります。ePBRサービスチェーンを使用すると、トラフィックをリダイレクトするサービス
機能（またはサービス機能のチェーン）と、これを実行する順序を定義できます。

チェーンで使用されるサービスは、シーケンス番号によって識別されます。NXOS 10.5(1)Fで
は、サービスチェーン内で単一のサービス機能のみを指定できるため、トラフィックが接続先

に許可される前に、単一のサービス機能へのリダイレクションおよびロードバランシング機能

のみがサポートされます。

すべてのサービスシーケンスで、サービス内のすべてのエンドポイントで障害が発生した場合

に実行する必要があるアクションを示す、ドロップ、転送、バイパスなどの fail-actionメソッ
ドを定義できます。fail-actionが設定されていない場合、デフォルトの動作では、サービスが
失敗したと見なされるとトラフィックがドロップされます。

ePBRサービスチェーンでは、サービス内のエンドポイント間でトラフィックをロードバラン
シングする方法を指定することもできます。

Cisco NX-OSリリース 10.5(2)F以降、ePBRマルチノードサービスチェーンはグループポリ
シーオプションでサポートされます。サービスチェーンには最大 5つのサービス機能（ノー
ド）を設定できます。マルチノードサービスチェーンには、ファイアウォール、ロードバラ

ンサ、NAT、IPS、およびその他のデバイスを含めることができます。

Cisco NX-OSリリース 10.5(2)F以降では、ePBRシングルノードまたはマルチノードサービス
チェーンを使用するコントラクトの送信元と接続先を、VXLANグループポリシーオプション
を使用して複数のサイトに分散できます。

Cisco NX-OSリリース 10.5(2)F以降では、ePBRマルチノードサービスチェーンおよびマルチ
サイト機能は、異なる VRFコンテキストの送信元と接続先でサポートされます。サービスデ
バイスは、送信元 VRF、接続先 VRF、またはその他の VRFに属することができます。
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サービスのセキュリティグループ
VxLAN GPOベースのリダイレクションとチェーンにサービスを使用する場合、ePBRサービ
スのワンアームモードでサービスを展開することもできるため、セキュリティグループ識別子

を設定する必要があります。この設定は、トラフィックをサービスデバイスに正しく誘導し、

チェーンを通過させるために必要です。

これらのセキュリティグループは、タイプ layer4-7のセレクタとしてシステムで定義する必要
があります。サービス内のサービスエンドポイントに接続された各インターフェイスは、match
インターフェイスセレクタとして正しいセキュリティグループにマッピングする必要がありま

す。詳細については、グループポリシーオプションを使用した VXLANファブリックのマイ
クロセグメンテーション（GPO）のセキュリティグループの作成を参照してください。

サービスエンドポイントのすべての転送アームに接続されたインターフェイスは、ePBRサー
ビスの転送セキュリティグループとして指定されているものと同じ識別子にマッピングする必

要があります。

サービスエンドポイントのすべてのリバースアームに接続されたインターフェイスは、ePBR
サービスのリバースセキュリティグループとして指定されているものと同じ識別子にマッピン

グする必要があります。

ワンアームエンドポイントを使用する ePBRサービスには、セキュリティグループ識別子を 1
つだけ構成する必要があります。

デュアルアームエンドポイントを使用する ePBRサービスには、2つの一意の順引きおよび逆
引きセキュリティグループ識別子を構成する必要があります。マイクロセグメンテーション

ベースのリダイレクションとチェーンの説明となるトポロジについては、図1を参照してくだ
さい。

図 4 :サービスチェーンによるマイクロセグメンテーション
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SGACLポリシーおよびコントラクトでの ePBRサービス
チェーンの使用

GPOを使用した ePBRサービスチェーンは、GPOポリシーとコントラクトを使用してトラ
フィックのリダイレクトを提供できます。サービスチェーンは、コントラクトで使用されるポ

リシー内のクラスマップと一致するようにアタッチすることで、セキュリティコントラクトに

対して有効にできます。構成の詳細については、グループポリシーオプション（GPO）を使
用した VXLANファブリックのマイクロセグメンテーションを参照してください。

ePBRヘルスモニタリング、および障害アクション
プローブ構成を適用する場合、ePBRは IP SLAプローブをプロビジョニングすることによりエ
ンドポイントの正常性をモニタし、オブジェクトをトラックして IPSLAの到達可能性をトラッ
クします。

ePBRは、ICMP、TCP、UDP、DNS、HTTPなどのさまざまなプローブとタイマーをサポート
します。 ePBRはユーザー定義のトラックもサポートしており、ミリ秒プローブを含むさまざ
まなパラメータでトラックを作成し、ePBRに関連付けることができます。

サービスのすべてのエンドポイントで同様のプローブ方式とプロトコルが必要な場合は、サー

ビスの ePBRプローブオプションを設定できます。1つ以上のエンドポイントで別のプローブ
メカニズムが必要な場合は、それらのフォワードエンドポイントとリバースエンドポイント

に固有のプローブオプションを設定できます。頻度、タイムアウト、および再試行のアップ

カウントとダウンカウントを構成することもできます。VXLAN環境に分散されたサービスエ
ンドポイントの場合、ユーザーはエンドポイントまたはサービスプローブの送信元ループバッ

クインターフェイスを構成する必要があります。これらのループバックインターフェイスの

IPアドレスは、これらのエンドポイントで確立された IP SLAセッションの一意の送信元 IPと
して使用されます。

サービスに対してプローブが設定されている場合、転送アームとリバースアームに一意のルー

プバックは必要ありません。同じループバックを共有することも、別のループバックを提供す

ることもできます。

トラック IDを個別に定義し、ePBRの各サービスエンドポイントにそれを割り当てることが
できます。これらのトラック IDは、同じまたは異なる ePBRサービス内の異なるエンドポイ
ント間で再利用することはできませんが、エンドポイントのフォワードアームとリバースアー

ム間で共有できます。ユーザー定義のトラックをエンドポイントに割り当てない場合、ePBR
はエンドポイントのプローブメソッドを使用してトラックを作成します。エンドポイントレ

ベルで定義されているプローブメソッドがない場合、サービスレベルで構成されるプローブ

メソッドを使用できます。

デバイスに障害が発生すると、障害が発生したデバイスにリダイレクトされていたトラフィッ

クは、サービスが障害として検出されるまで、他の到達可能なデバイスにリダイレクトされま

す。復元力のあるハッシュは、複数のサービスエンドポイントで展開されたサービス機能のデ
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バイス障害時にサポートされます。常に特定のサービスエンドポイントにリダイレクトされて

いたトラフィックは、同じサービス機能の他のサービスエンドポイントで障害が発生した場合

でも、同じデバイスに引き続きリダイレクトされます。

ePBRは、自身のサービスチェーンのシーケンスで次の fail-actionメカニズムをサポートしま
す。

•ドロップ

•転送

•バイパス

[ドロップ（Drop）]は、現在のシーケンス内のサービスが失敗したと見なされた場合に、トラ
フィックをドロップする必要があることを示します。これは、fail-actionが設定されていない
場合のデフォルトの動作です。

[転送（Forward）]は、現在のシーケンスでサービスに障害が発生した場合、トラフィックが
通常のルーティングを使用する必要があることを示します。この fail-actionメカニズムは、
チェーン内で単一のサービス機能が定義されている場合にのみサポートされます。

[バイパス（Bypass）]は、現在のシーケンス内のサービスが失敗したと見なされた場合に、
チェーンの次のサービス機能にリダイレクトする必要があることを示します。単一シーケンス

のサービスチェーンで、バイパストラフィックを使用する場合、転送の fail-actionオプション
のような通常のルーティングが使用されます。

サービス機能のロードバランシング方式
Cisco NX-OS 10.5(1)F以降、GPOを使用した ePBRは、同じサービス機能の一部であるサービ
スエンドポイント間のロードバランシングトラフィックをサポートします。チェーン内のす

べてのサービス機能に同じ負荷分散メカニズムが必要な場合は、サービスチェーンに対して負

荷分散方式を構成できます。チェーン内の 1つ以上のサービス機能またはシーケンスで別の
ロードバランシングメカニズムが必要な場合は、チェーン内の特定のシーケンスに対してこれ

を構成できます。トラフィックは、IPヘッダーで使用可能なプロトコル指示とともに、送信元
IPパラメータ、接続先 IPパラメータ、または送信元 IP、接続先 IPを使用して負荷分散できま
す。マイクロセグメンテーションを備えた ePBRにより、トラフィックは両方向で同じサービ
スデバイスに対称的にロードバランシングされます。

重み付けロードバランシング

Cisco NX-OS 10.5(1)F以降、GPOを使用する ePBRは、エンドポイントの構成された重みに比
例するサービスエンドポイントへのロードバランシングトラフィックをサポートします。

サービス関数内で設定された各サービスエンドポイントには、重み設定を構成できます。重み

の範囲は、1～ 10です。サービス機能ごとの重みの合計数は最大 128です。サービスエンドポ
イントは、デバイスの帯域幅または容量に基づいてオプションで設定できます。サービス機能

に重みが構成されていない場合、サービス機能内に設定されているすべてのサービスエンドポ
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イントの重みは 1と見なされ、トラフィックは等コストマルチパスメカニズムによってロー
ドバランシングされます。

エンドポイントで障害が発生した場合、障害が発生したエンドポイントのトラフィックの受信

では、重みの高いエンドポイントが重みの低いエンドポイントよりも優先されます。

サービスデバイスへの重み付けされたトラフィック分散は、ロードバランシングアルゴリズ

ムの選択と、Nexus9000スイッチによるサービスチェーンのために受信されるトラフィックフ
ローの送信元または接続先 IPアドレスの分散に依存することに注意してください。重み付け
ロードバランシングの配置については、図 2を参照してください。

図 5 :重み付けロードバランシング

N+M冗長性
Cisco NX-OS 10.5(1)F以降、GPOを使用した ePBRは、ホットスタンバイモードでサービスエ
ンドポイントを定義する機能をサポートしています。M個のホットスタンバイサービスエン
ドポイントをサービス機能用に定義でき、N個のプライマリ（アクティブ）エンドポイントを
使用できます。すべてのプライマリサービスエンドポイントが使用可能な場合、トラフィッ

クはホットスタンバイサービスエンドポイントにリダイレクトされません。

ホットスタンバイエンドポイントを持つ ePBRサービス機能内のアクティブなサービスエン
ドポイントに障害が発生すると、障害が発生したサービスエンドポイントにロードバランシ

ングされたトラフィックが、使用可能なホットスタンバイサービスエンドポイントにリダイ

レクトされるようになりました。

より多くのアクティブなエンドポイントの後続の障害が発生し、すべてのホットスタンバイ

エンドポイントがアクティブエンドポイントのバックアップとして使用された後、新しく障害

が発生したアクティブエンドポイントによって処理されたトラフィックは、1つ以上の使用可
能なアクティブおよびホットスタンバイエンドポイントにリダイレクトされ始める可能性が

あります。

アクティブなエンドポイントが回復すると、障害が発生する前にリダイレクトされていたトラ

フィックが復元されます。この動作は避けられず、復元されたステートフルサービスエンド

ポイントを介してトラフィックセッションを再確立する必要がある場合があります。

ホットスタンバイエンドポイントには重みを設定できます。重み付けされたホットスタンバイ

エンドポイントを持つ ePBRサービス機能内の重み付けされたアクティブエンドポイントに障
害が発生した場合、トラフィックは最初に、障害が発生したアクティブエンドポイントと同等

またはそれ以上の重みを持つ重み付けされたホットスタンバイエンドポイントにリダイレクト

されます。 N+M冗長構成については、図 3を参照してください。
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図 6 : N+M冗長性

NATデバイスへのリダイレクション
Cisco NX-OS 10.5(1)F以降、GPOを使用した ePBRは、トラフィックの宛先または送信元 IPア
ドレスを変更するサービスデバイスへのトラフィックのリダイレクションをサポートします。

これらのデバイスは、外部ロードバランサ、NATTingファイアウォール、および CGNATデバ
イスである場合があります。

サービスデバイスは、接続先NAT（SNATが無効になっているロードバランサ）、送信元NAT
（リターントラフィック用の CGNATデバイス）のみ、またはその両方（SNATが有効になっ
ているロードバランサ）を実行できます。

順方向で接続先 NATを実行する外部ロードバランサなどのデバイスへのトラフィックは、ポ
リシーベースのリダイレクションを必要としませんが、ロードバランサによって公開された

VIPアドレスに到達するために許可される必要があります。

同様に、順方向で送信元 NATを実行した外部ロードバランサや CGNATデバイスなどのデバ
イスに戻る逆方向のトラフィックには、ポリシーベースのリダイレクションは必要ありません

が、許可する必要があります。

送信元 NATが有効になっていない外部ロードバランサなどのデバイスへのトラフィックは、
逆方向のトラフィックに対してポリシーベースのリダイレクションが必要です。

前述のように、これらのサービスへのトラフィックは、NAT機能に基づいてさまざまな方法
で処理する必要があります。さらに、これらのアプライアンスによるトラフィックの IPアド
レスの変更により、これらのサービスへのリダイレクションの前後で、接続先または送信元の

セキュリティグループタグが異なる場合があります。これらの差異を処理するには、通常、複

雑な非対称の単方向コントラクトが必要になる場合があります。

ePBRは、特定のシーケンスのePBRサービスチェーン内のサービス機能が接続先や送信元NAT
機能を持っていることをユーザーが示すことを可能にすることで、ユーザーのコントラクトの

作成を簡素化します。これは、トラフィックの順方向および逆方向に対して、チェーン内の

サービスのアクションを設定することによって実行されます。

•トラフィックに対してのみ接続先NATを実行するサービスは、順方向の routeアクション
で構成されます。
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•トラフィックに対して接続先 NATと送信元 NATの両方のみを実行するサービスは、トラ
フィックの両方向に対して routeアクションを使用して設定されます。

•トラフィックに対して送信元 NATのみを実行するサービスは、トラフィックの逆方向に
対してのみ routeのアクションが構成されます。

ルートの接続オプションを使用すると、ユーザーはコンシューマ ESGからプロバイダー ESG
への単一のコントラクトを作成できます。この構成により、接続先 ESGの変更に伴い、コン
シューマからロードバランサ、ロードバランサからプロバイダー ESGの間で個別のコントラ
クトを作成する負担が軽減されます。

どの方向に対してもアクションが設定されていない場合、チェーン内のサービス機能は両方向

のリダイレクトを必要とするものとして扱われます。Fail-actionおよびしきい値機能は、順方
向または逆方向に設定されたルートのアクションを持つサービスチェーン内のサービス機能で

はサポートされません。

図 7 : 2アームロードバランサ（SNATなし）サービスデバイスの挿入

ePBRおよび GPOマルチサイト
Cisco NX-OSリリース 10.5(2)F以降では、複数のサイトに属する異なるセキュリティグループ
のエンドポイント間のトラフィックフローを、サービスチェーンのマルチサイトモードを有

効にすることで、サービスチェーンにリダイレクトできます。これらのシングルノードまたは

マルチノードのサービスチェーンは、ファイアウォール、ロードバランサ、NAT、IPS、TCP
オプティマイザなどのサービス機能で構成できます。この機能を使用すると、ユーザーは、物

理的に同じ場所に配置されているか地理的に分散されているかに関係なく、異なる NX-OS
VXLAN EVPNファブリック間でサービスチェーンを使用してセキュリティグループを相互接
続および管理できます。
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図 8 :ローカルサービスチェーンを使用するローカルサイトローカルサイトセキュリティグループ

サイト 1と 2には独自のサービス機能があり、同じサイト内のサービス機能 FW 1と FW 2を
それぞれ使用することにより、SG-Aと SG-B、および SG-Cと SG-Dの間にサービスチェーン
が作成されます。サイト 1のフェールオーバーサービスチェーンは、サイト 2の FW2を使用
して作成し、サイト 2のフェールオーバーサービスチェーンは、サイト 1の FW1を使用して
作成できます。
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図 9 :ローカルサービスチェーンのないローカルサイトセキュリティグループ

同じサイト内で使用可能なサービス機能がない場合、ユーザーはリモートサイトで使用可能な

サービス機能を使用し、コントラクトを使用してサービスチェーンを作成できます。
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図 10 :異なるサイトでの送信元ワークロードと接続先ワークロードのサービスチェーンインスペクション

複数のサイトにまたがるワークロードのサービスチェーンを構成する場合は、送信元サイトま

たは接続先サイトのいずれかにあるサービスチェーンを選択します。ePBRポリシーは、セ
キュリティグループが小さいサイトに適用されます。
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図 11 : 2つのサイトのいずれかでのみのサービスチェーン（サイト間フロー）とフェールオーバー

サービスチェーンが 1つのサイトにのみ存在するサービスチェーンインスペクションを使用
したサイト間ワークロード。順方向フローと逆方向フローの両方が同じチェーンを通過する必

要があります。サービスチェーンに障害が発生した場合は、順方向と逆方向の両方のフローに

対して、サードサイトのサービスチェーンへの後続フェールオーバーが必要です。
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図 12 :送信元サイトまたは接続先サイトにサービスチェーンがない

サービスチェーンが送信元サイトまたは接続先サイトに存在せず、第3のサイトにのみ存在す
る場合の、サービスチェーンインスペクションを使用するサイト間ワークロード。順方向フ

ローと逆方向フローの両方が同じチェーンを通過する必要があります。

サービスチェーンの ePBRフェールオーバーグループ

Cisco NX-OSリリース 10.5(2)F以降、ePBRはサービスチェーンのフェールオーバーグループ
をサポートし、ファブリックのリモートサイトにあるサービスチェーンにトラフィックをフェー

ルオーバーできるようになりました。フェールオーバーグループは、プライマリサービス

チェーンに障害が発生したときに使用する必要がある、フォールバックサービスチェーンの集

まりです。ユーザーはフォールバックサービスチェーンを設定し、サイト間の遅延、地理的近

接性、またはキャパシティに基づいて設定を割り当てることができます。フォールバックサー

ビスチェーンは、プライマリチェーンと同じ数のサービスノードからなるフェールオーバー

グループ内のメンバーチェーンとして参照されるもので、前もってシステムで定義する必要が
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あります。フェールオーバーグループ内には、最大5つのメンバーチェーンを構成できます。
次に示すのは、一般的な展開シナリオのいくつかの例です。

注意事項と制約事項
マイクロセグメンテーションが構成された ePBRには、次のガイドラインと制限事項がありま
す。

• Cisco NX-OSリリース 10.5（3）F以降、ユーザーはサービスグループ内のアクティブエ
ンドポイントの数のしきい値をパーセンテージで設定できます。アクティブなエンドポイ

ントの割合がしきい値を下回ると、サービスグループはダウンしていると見なされ、構成

された failアクションに基づいてトラフィックがドロップ、バイパス、または転送されま
す。

•しきい値が構成されていない場合、または構成値が0の場合、この機能は無効のまま
になります。

•サービスグループが無効になった後、サービスグループ内のアクティブなサービスエ
ンドポイントの割合がしきい値以上になると、サービスグループは再び稼働している

と見なされます。

•マイクロセグメンテーションを使用した ePBRは、マイクロセグメンテーションがサポー
トされているすべてのプラットフォームでサポートされています。詳細については、「注

意事項と制限事項（Guidelines and Limitations）」を参照してください。

• Cisco NX-OSリリース 10.5（3）F以降、マルチノードおよびマルチサイトファブリック
の GPOベースのサービスリダイレクション機能に対する ISSUのサポートが追加されて
います。

• NXOS 10.5(1)Fでは、SGACLベースのサービスリダイレクションは、チェーン内の単一
のサービス機能に対してのみサポートされます。サービス機能には、1つ以上のレイヤ 3
ワンアームまたはデュアルアームサービスエンドポイントを含めることができます。

• GPOベースの ePBRサービスチェーン内のロードバランササービス機能は、単一のロー
ドバランサエンドポイントでのみ構成できます。

•ワンアームとデュアルアームのサービスエンドポイントが混在するサービス機能はサポー
トされていません。

• ePBRサービスのすべてのアクティブなエンドポイントの重みの合計が 128を超えること
はできません。

•外部ロードバランサがサーバークラスタの正常性をモニターするには、ロードバランサ
サービスのレイヤ 4～ 7セキュリティタグとサーバーの間で許可アクションを含むコント
ラクトを明示的に作成する必要があります。

•ワンアームデバイスを使用したサービスには、逆セキュリティグループ識別子を構成しな
いでください。
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•デュアルアームデバイスを使用するサービスは、順方向セキュリティグループとは異な
る逆方向セキュリティグループ識別子を使用して構成する必要があります。

•デュアルアームデバイスを使用するサービスでは、エンドポイントのフォワードアーム
とリバースアームに異なるサービス VLANを使用する必要があります。サービス機能内
の 1つ以上のサービスエンドポイントのフォワードアームは 1つのサービス VLANを共
有でき、1つ以上のサービスエンドポイントのリバースアームは別のサービス VLANを
使用できます。

•ユーザーは、サービス VLANがサービスエンドポイント専用に使用され、他のホストト
ラフィックには使用されていないことを確認する必要があります。ホストをこのような

VLANに接続することはできません。これは、このようなトラフィックの誤った分類を回
避するために必要です。

• ePBRサービス内で定義されたフォワードおよびリバースセキュリティグループは、接続
されたインターフェイス（インターフェイスVLAN）が構成されているVXLANリーフス
イッチのレイヤ 4～ 7セキュリティグループセレクタとして定義する必要があります。

• NXOS 10.5(1)Fでは、サービスで使用されるエンドポイント接続インターフェイスは、イ
ンターフェイス VLANのみである必要があります。エンドポイント接続インターフェイ
スは、レイヤ 3物理インターフェイス、サブインターフェイス、レイヤ 3ポートチャネル
またはポートチャネルサブインターフェイス、または IPACL EPBRでサポートされてい
るその他のインターフェイスにすることはできません。

•セキュリティグループとサービスVLANは ePBRサービス間で共有できますが、ユーザー
は、これらのサービスをチェーンで使用するコントラクトに競合する一致フィルタまたは

アクションがないことを確認する必要があります。

• NXOS 10.5(1)Fでは、トラフィックがリダイレクトされるサービスは、コントラクトと同
じ VRFコンテキストで構成する必要があります。

• IPv4トラフィックのmatchクラスマップは、IPv4サービスを含むサービスチェーンで構成
する必要があり、IPv6トラフィックの match class-mapは、IPv6トラフィックを含むサー
ビスチェーンで構成する必要があります。

•コントラクトの any-any送信元および宛先セキュリティグループと一致する必要があり、
サービスデバイスへのリダイレクトが必要なトラフィックは、ワンアームサービスデバイ

スにのみリダイレクトできます。

コントラクト内の any-any送信元および宛先セキュリティグループに一致する必要がある
トラフィックは、マルチノードサービスチェーンにリダイレクトするように構成できませ

ん。

•ユーザーは、同じ送信元と接続先のセキュリティグループを使用する複数のコントラクト
が、同じトラフィックフローに対して異なるサービスリダイレクションの結果を生じさせ

るポリシーおよび一致クラスマップにより構成されていないことを確認する必要がありま

す。
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•サービスチェーン内のシーケンスに対して fail-actionが構成されている場合は、サービス
レベルまたはエンドポイントレベルのプローブを介して、サービスに対してプローブを一

貫して有効にすることをお勧めします。

•プローブトラフィックは別のCoPPクラスに分類することが推奨されています。そうしな
いと、プローブトラフィックがデフォルトの CoPPクラスを使用し、スーパーバイザト
ラフィックのスパイク時に、IP SLA状態の変化が継続的して生じる可能性があります。
CoPP構成について詳しくは、「IP SLAパケットの CoPPの構成」を参照してください。

• ePBRの管理および運用のアウトオブサービス機能は、マイクロセグメンテーションを使
用したサービスリダイレクションで使用されるサービスではサポートされません。詳細に

ついては、 ePBR L3の構成を参照してください。

•デュアルアームデバイスのフォワードアームとリバースアームのエンドポイントの状態
は、自動的に同期されません。これが必要な場合は、フォワードアームとリバースアー

ムで同じプローブトラック構成を使用する必要があります。

•エンドポイント用に設定されたプローブトラックは、同じエンドポイントのフォワード
アームとリバースアームの間で共有できますが、同じサービスまたは異なるサービスのエ

ンドポイント間では共有できません。

•プローブトラックは、デュアルアームデバイスのフォワードアームとリバースアーム間
でエンドポイントの状態を自動同期するために使用する必要があります。

•サービスノードは、送信元 VRFまたは接続先 VRFの一部にすることも、別の VRFにす
ることもできます。サービスノードの一部が送信元 VRFの一部であり、一部が接続先
VRFの一部である場合、送信元に続くすべての連続する要素は、送信元 VRFに一様に関
連する必要があります。チェーン内の要素の VRFが接続先 VRFに関連している場合、こ
れに続くすべての連続する要素が、サービスチェーンの最後まで宛先 VRFに関連してい
る必要があります。

•デュアルアームサービスエンドポイントでは、各アームを異なるVRFに設定することは
できません。

マルチノードサービスチェーンのガイドラインと制限事項：

•サービスチェーンでは最大 5つのサービス機能（ノード）がサポートされます。

•マルチノード構成では、バイパスおよびドロップの fail-actionオプションのみがサポート
されます。転送の fail-actionオプションはサポートされていません。

•マルチノードサービスチェーン内では、IPアドレス変換を実行する単一のサービス機能
（ロードバランサまたは CGNATデバイス）のみを構成できます。

マルチサイトサービスチェーンのガイドラインと制限事項：

•特定のサービスチェーンのすべてのサービス機能は、単一のサイトに属する必要がありま
す。

•フェールオーバーグループ内では、最大 5つのフェールオーバーサービスチェーンがサ
ポートされます。
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• VXLANグループポリシーオプションでEPBRサービスチェーンを使用しているマルチサ
イトファブリックでは、最大 10のサイトがサポートされます。

•マルチサイトフェールオーバーオプションは、ロードバランサデバイスで構成されるサー
ビスチェーンではサポートされません。ロードバランサデバイスには一意のVIPがあり、
異なるロードバランサにフェールオーバーされます。これは、VTEPの範囲外で変更され
た VIPにより、フェールオーバーの決定が下されるからです。

•サービスチェーンで使用される、送信元 NATが有効になっていないロードバランサデバ
イスと、ロードバランシング先のサーバーは、同じサイトに共存している必要がありま

す。

•サービスチェーンと、使用するように設定されたフェールオーバーサービスチェーンは、
同じ数のサービスノードで構成する必要があります。ただし、各サービスノードは、さま

ざまな数のサービスエンドポイントを持つことができます。

•サービスチェーン内のすべてのサービスノードと、使用するように構成されたフェール
オーバーサービスチェーンは、同じサービスセキュリティグループで構成する必要があり

ます。

•マルチサイトを構成する前に、TCAMプログラミングスケールが単一サイトの構成で指
定された制限の 80%未満に設定されていることを確認します。これは、モードマルチサ
イトノブを有効にすると、ノブを使用しない同じ構成と比較して、TCAMプログラミン
グの要件が増加するためです。

•外部接続先への GPOサービスリダイレクションが確実に機能するためには、マルチサイ
トドメイン（MSD）内の各サイトが常に外部への直接接続を持つ必要があり、ローカル
に接続されたエンドポイントの外部に対して /32ホストルートとしてアドバタイズする必
要があります（ホストベースルーティング）。これにより、ノースサウストラフィック

が両方向で同じサービス端末にリダイレクトされるようになります。このシナリオは、一

部のサイトにローカルサービス端末がない場合にもサポートされます。

•サイトが直接外部接続を欠き、他のサイトに依存している場合、またはホストベースルー
ティングアドバタイズメントを実装できない場合、1つのリモートサイトだけが、MSD
全体でVRF全体の出力/入力点として機能する必要があります。すべてのサイトからのトラ
フィックは、ルートプリファレンスの手法（BGP属性操作など）を使用して、選択した
出力サイトにルーティングする必要があります。

同様に、そのファブリック VRF宛てのリターントラフィックは、トラフィックの対称性
と一貫したポリシーの適用を維持するために、出力方向に選択されたのと同じサイトを介

してMSDに入る必要があります。

アクティブな出力/入力サイトを変更すると、一部のフローが別の
サービス端末に再ハッシュされ、セッションのリセットまたはタ

イムアウトが発生する可能性があります。

（注）

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
77

セキュリティグループを使用したサービスチェーンの構成

注意事項と制約事項



•複数のサイトが出力/入力に対応し、ルートプリファレンスが適用されていない場合、N/S
トラフィックがサイト間でロードバランシング（ECMP）され、予測できないリダイレク
トやサービスチェーンバイパスが発生する可能性があります。このシナリオはサポートさ

れていません。

マイクロセグメンテーションの ePBR構成

ePBRサービスの構成

始める前に

ここでは、ePBRサービスの構成について説明します。

手順の概要

1. configure terminal
2. epbr service service-name

3. [no]threshold threshold-value

4. vrf vrf-name

5. [no] security-group <fwdGrp> [reverse<revGrp>]
6. [no] probe {icmp | <l4-proto> <port-num> [control<status> ] | http get [ <url-name> [version

<ver> ] | dns host <host-name> ctp} [frequency <freq-num> | timeout <timeout> |
retry-down-count <down-count> | retry-up-count <up-count> | source-interface <src-intf> |
reverse <rev-src-intf> ]+

7. service-endpoint {ip ipv4-address | ipv6 ipv6-address}
8. probe track track-ID

9. reverse {ip ipv4-address | ipv6 ipv6-address}
10. mode hot-standby
11. weight <weight>

12. exit

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

新しい ePBRサービス機能を作成します。epbr service service-name

例：

ステップ 2

switch(config)# epbr service firewall

サービスグループのアクティブエンドポイントの

数のしきい値をパーセンテージで構成します。

[no]threshold threshold-value

例：

ステップ 3

デフォルト：0switch(config)# threshold 26

範囲：0～100

ePBRサービス機能の VRFを指定します。vrf vrf-name

例：

ステップ 4

switch(config-epbr-svc)# vrf tenant_A

順方向および逆方向のサービスセキュリティグルー

プタグを構成します。シングルアームデバイスの

[no] security-group <fwdGrp> [reverse<revGrp>]

例：

ステップ 5

場合、単一の順方向セキュリティグループを指定switch(config-epbr-svc)# security-group 10
reverse 20
switch(config-epbr-svc)# security-group 30

する必要があります。デュアルアームデバイスの

場合、順方向セキュリティグループと逆方向セキュ

リティグループは一意である必要があります。

構成を削除するには、このコマンドの no形式を使
用します。

サービス機能のプローブを構成します。同じ構成

は、サービスエンドポイントの順方向アームと逆

[no] probe {icmp | <l4-proto> <port-num>
[control<status> ] | http get [ <url-name> [version
<ver> ] | dns host <host-name> ctp} [frequency

ステップ 6

方向アームにも適用できます。このコマンドの no
形式を使用すると、構成が削除されます。

<freq-num> | timeout <timeout> | retry-down-count
<down-count> | retry-up-count <up-count> |
source-interface <src-intf> | reverse <rev-src-intf> ]+ VXLAN環境に分散されたサービスエンドポイント

の場合、一意の送信元 IPを IP SLAセッションに使
用できるように、プローブの送信元ループバック

インターフェイスを設定する必要があります。

ePBRサービスのサービスエンドポイントを構成し
ます。ステップ 6～ 10を繰り返して、別の ePBR
サービスエンドポイントを構成できます。

service-endpoint {ip ipv4-address | ipv6 ipv6-address}

例：

switch(config-vrf)# service-endpoint ip
172.16.1.200

ステップ 7

サービスエンドポイントの順方向または逆方向アー

ムのユーザー定義トラックを設定します。

probe track track-ID

例：

ステップ 8

switch(config-epbr-fwd-svc)# probe track 30

デュアルアームサービスエンドポイントの逆方向

IPアドレスを定義します。これは、ワンアームエ
reverse {ip ipv4-address | ipv6 ipv6-address}

例：

ステップ 9
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目的コマンドまたはアクション

ンドポイントには必要ないことに注意してくださ

い。

switch(config-epbr-fwd-svc)# reverse ip
172.16.30.200

サービスエンドポイントをホットスタンバイエン

ドポイントとして構成します。

mode hot-standby

例：

ステップ 10

switch(config-epbr-fwd-svc)# mode hot-standby

アクティブまたはホットスタンバイエンドポイン

トの重みを構成します。

weight <weight>

例：

ステップ 11

デフォルト値は 1です。switch(config-epbr-fwd-svc)# weight 6

ePBRサービス構成モードを終了します。exit

例：

ステップ 12

switch(config-vrf)# exit

ePBRサービスチェーンの構成

手順の概要

1. configure terminal
2. [no] epbr service-chain <chain-name>

3. [no] mode multisite [failover-group <group-name>]
4. load-balance method <lb-method> { src-ip | dst-ip | src-dst-ipprotocol}
5. sequence-number set service service-name[ fail-action { bypass | drop | forward}]
6. action {route | redirect} [reverse-action {route| redirect}]

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入ります。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ePBRサービスチェーンを構成します。設定を削除
するには、このコマンドの no形式を使用します。

[no] epbr service-chain <chain-name>

例：

ステップ 2

Switch(config-epbr-svc-chain)# epbr service-chain
web
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目的コマンドまたはアクション

NX-OS 10.5(2)F以降では、サービスチェーンのモー
ドマルチサイトおよびフェールオーバーグループ

を構成できます。

[no] mode multisite [failover-group <group-name>]

例：

mode multisite failover-group fallback-web-chain3

ステップ 3

•フェールオーバーグループは、モードマルチ
サイトがサービスチェーンに対して有効になっ

ている場合にのみ構成できます。フェールオー

バーグループを使用せずにモード multi-siteを
使用することができます。

ePBRサービスチェーンのロードバランシング方式
を設定します。同じ構成を、サービスチェーン内の

個々のサービス機能に適用することもできます。

load-balance method <lb-method> { src-ip | dst-ip |
src-dst-ipprotocol}

例：

ステップ 4

デフォルトオプションは src-dst-ipprotocolです。switch(config-epbr-svc-chain)# load-balance method
src-ip

チェーン内の特定のシーケンスでサービス機能を指

定し、そのシーケンスの失敗アクションメカニズム

を指定します。

sequence-number set service
service-name[ fail-action { bypass | drop | forward}]

例：

ステップ 5

NX-OS 10.5(2)F以降では、マルチノードサービス
チェーンを使用したGPOがサポートされています。

switch(config-epbr-svc-chain)#
10 set service fw2 fail-action drop
20 set service tcp_optim2 fail-action bypass

サービスの接続先や送信元NAT機能を示すために、
チェーン内のサービスの転送やリバースアクション

を構成します。

action {route | redirect} [reverse-action {route|
redirect}]

例：

ステップ 6

デフォルトオプションは redirectです。switch(config-epbr-svc-chain-seq)# action route
reverse-action route

フェールオーバーグループの構成

フェールオーバーグループを構成するには、次の手順を実行します。

手順の概要

1. configure terminal
2. epbr service-chain service-chain-name

3. epbr failover-group failover-group-name

4. [no] service-chain <name> preference <preference>

Cisco Nexus 9000シリーズ NX-OS ePBR構成ガイド、リリース 10.6(x)
81

セキュリティグループを使用したサービスチェーンの構成

フェールオーバーグループの構成



手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

サービスチェーンを構成します。epbr service-chain service-chain-name

例：

ステップ 2

Switch(config-epbr-svc-chain)# epbr service-chain
web

フェールオーバーグループを構成します。epbr failover-group failover-group-name

例：

ステップ 3

switch(config-epbr-svc-chain)# epbr failover-group
fallback-web-chain1

フェールオーバーグループ内でフォールバックサー

ビスチェーンを構成し、フォールバックサービス

チェーンにプリファレンスを割り当てます。

[no] service-chain <name> preference <preference>

例：

switch(config-epbr-fail-group)# service-chain
site1-web-chain preference 20

ステップ 4

ePBRサービスチェーン構成の確認
ePBRサービスチェーン構成を確認するには、次のコマンドを使用します：

手順の概要

1. show epbr service [ <svc-name> ]
2. show epbr service-chain [ <chain-name> ] [ reverse ]
3. show tech-support epbr
4. show consistency-checker epbr service-chain { <svcChainName> | all }
5. show running-config epbr
6. show startup-config epbr
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手順の詳細

手順

目的コマンドまたはアクション

ePBRサービス機能とエンドポイントに関する情報
を表示します。

show epbr service [ <svc-name> ]

例：

ステップ 1

switch# show epbr service fw

順方向または逆方向の ePBRサービスチェーンポリ
シーに関する情報を表示します。

show epbr service-chain [ <chain-name> ] [ reverse ]

例：

ステップ 2

switch# show epbr service-chain web

ePBRのテクニカルサポート情報を表示します。show tech-support epbr

例：

ステップ 3

switch# show tech-support epbr

ePBR設定、コントロールプレーンでの ePBRのリ
ダイレクション情報、および有効になっているヘル

show consistency-checker epbr service-chain {
<svcChainName> | all }

例：

ステップ 4

スモニタリングメカニズムの整合性チェックを実

行します。show consistency-checker epbr service-chain web

ePBRの実行構成を表示します。show running-config epbr

例：

ステップ 5

switch# show running-config epbr

ePBRのスタートアップ構成を表示します。show startup-config epbr

例：

ステップ 6

switch# show startup-config epbr

SGACLサービスチェーンの構成例
SGACLサービスチェーン構成を示す構成例については、図 5を参照してください。
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図 13 :設定例

1. サービスのレイヤ 4～ 7セレクタを作成します。
security-group 2010 name FWD
type layer4-7
match interface vlan 24
match interface vlan 16

security-group 2011 name REV
type layer4-7
match interface vlan 25
match interface vlan 17

2. ePBRサービスとエンドポイントの作成。
epbr service fw
vrf tenant
security-group 2010 reverse 2011
probe tcp 80 frequency 5 timeout 3 source-interface
loopback10 reverse loopback11
service-end-point ip 10.0.1.1
reverse ip 10.0.1.2

service-end-point ip 10.0.0.1
reverse ip 10.0.0.2

3. ホストトラフィックのセキュリティグループセレクタを作成します。

security-group 5051 name sec_5051
match connected-endpoints vrf tenant ipv4 151.1.1.0/24

security-group 5050 name sec_5050
match connected-endpoints vrf tenant ipv4 150.1.1.0/24

4. レイヤ 3、レイヤ 4の一致基準を定義するセキュリティクラスマップを作成します。
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class-map type security match-any class_ipv4_tcp
match ipv4 tcp dport 80
match ipv4 tcp dport 443

5. ePBRサービスチェーンを構成します。vrfでのクラスマップ、ポリシーマップ、およびコ
ントラクトの構成は、すべてのリーフで一貫している必要があります。

epbr service-chain web
load-balance method src-dst-ipprotocol
10 set service fw fail-action drop

6. セキュリティポリシーマップを設定し、サービスチェーンを必要なmatchクラスマップに
付加します。

policy-map type security web_policy
class type security class_ipv4_tcp
service-chain web

7. コントラクトの設定

vrf context tenant
security contract source 5050 destination 5051 policy web_policy

VRFコンテキストを強制モードに移行する方法の詳細については、セキュリティグルー
プ間のセキュリティコントラクトの構成を参照してください。

設定の確認

•次に、ePBRサービスとエンドポイントを構成する方法の例を示します。
show epbr service fw

Legend:

Operational State (Op-STS): UP:Reachable, DOWN:Unreachable,

SVC-ADMIN-DOWN:Service shut

ADMIN-DOWN:Admin shut, OPER-DOWN:Out-of-service

Probe:
Protocol/Frequency(sec)/Timeout(sec)/Retry-Up-Count/Retry-Down-Count

Hold-down Threshold: Count/Time(sec)

Service mode: Full:Full-Duplex, Half:Half-Duplex

Type: L3:Layer-3, L2:Layer-2

Threshold: Threshold High/Low

Name Type Service mode VRF

==========================================================================================

fw L3 Full
tenant
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Security-group Reverse security-group Threshold

=======================================================

2010 2011

Endpoint IP/Intf Track SLA Op-ST Probe Hold-down
Role Weight

Reverse IP/Intf Track SLA Op-ST Probe

======================================================================================

10.0.1.1/ 1 20001 UP TCP/5/3/0/0
A 1

10.0.1.2/ 3 20003 UP TCP/5/3/0/0

10.0.0.1/ 2 20002 UP TCP/5/3/0/0
A 1

10.0.0.2/ 4 20004 UP TCP/5/3/0/0

•次に、ePBRサービスチェーンを順方向または逆方向で確認する例を示します。
show epbr service-chain web

Service-chain : web

service:fw, sequence:10, fail-action:Drop

load-balance: Source-Destination-ipprotocol, action:Redirect

state:UP

IP 10.0.1.1 track 1 [UP]

IP 10.0.0.1 track 2 [UP]

show epbr service-chain web reverse

Service-chain : web

service:fw, sequence:10, fail-action:Drop

load-balance: Source-Destination-ipprotocol, action:Redirect

state:UP

IP 10.0.1.2 track 3 [UP]
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IP 10.0.0.2 track 4 [UP]

•次に、サービスチェーンの整合性チェッカーを確認する例を示します。
show consistency-checker epbr service-chain chain1
EPBR CC: Service Chain validation passed
show consistency-checker epbr service-chain all
EPBR CC: Service Chain validation passed

マルチノードシングルサイトサービスチェーンの構成例

図 14 :設定例

次に、サービスチェーンの一部であるサービスとして3つのファイアウォールを持つ構成例を
示します。各ファイアウォールは、複数のサービスエンドポイントで実装されます。

1. ePBRサービス fw1の構成
epbr service fw1
vrf tenant
security-group 2010 reverse 2011
probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopback4
service-end-point ip 10.1.1.2
weight 10
reverse ip 11.1.1.2

service-end-point ip 18.1.1.2
reverse ip 19.1.1.2

service-end-point ip 20.1.1.2
mode hot-standby
reverse ip 21.1.1.2

service-end-point ip 253.1.1.2
mode hot-standby
weight 10
reverse ip 254.1.1.2
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service-end-point ip 26.1.1.2
weight 5
reverse ip 27.1.1.2

service-end-point ip 34.1.1.2
mode hot-standby
weight 6
reverse ip 35.1.1.2

2. ePBRサービス fw2の構成
epbr service fw2
vrf tenant
security-group 2013
probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopback4
service-end-point ip 255.1.1.2
mode hot-standby

service-end-point ip 50.1.1.2
weight 10

service-end-point ip 54.1.1.2
weight 5

service-end-point ip 58.1.1.2
service-end-point ip 59.1.1.2
mode hot-standby
weight 10

service-end-point ip 62.1.1.2
mode hot-standby
weight 6

3. ePBRサービス fw3の構成
epbr service fw3
vrf tenant
security-group 2014 reverse 2015
probe icmp frequency 2 retry-down-count 2 retry-up-count 1 timeout 1 source-interface
loopback3 reverse loopback4
service-end-point ip 12.1.1.2
weight 10
reverse ip 13.1.1.2

service-end-point ip 22.1.1.2
weight 10
reverse ip 23.1.1.2

service-end-point ip 32.1.1.2
weight 5
reverse ip 33.1.1.2

service-end-point ip 40.1.1.2
reverse ip 41.1.1.2

4. ePBRマルチノードサービスチェーンの構成
epbr service-chain FW-chain-v4
load-balance method dst-ip
10 set service service1-v4-2arm fail-action bypass
load-balance method src-ip

20 set service service3-v4-1arm fail-action drop
30 set service service5-v4-2arm fail-action bypass
load-balance method src-dst-ipprotocol

マルチノードサービスチェーンの確認

sh epbr service-chain FW-chain-v4
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Service-chain : FW-chain-v4 state:UP

service:fw1, sequence:10, fail-action:Bypass

load-balance:Source-Destination-ipprotocol, action:Redirect

state:UP

IP 10.1.1.2 track 1 [UP]

IP 18.1.1.2 track 2 [UP]

IP 26.1.1.2 track 3 [UP]

IP 20.1.1.2 track 4 [UP] [HOT-STANDBY]

IP 34.1.1.2 track 5 [UP] [HOT-STANDBY]

IP 253.1.1.2 track 6 [UP] [HOT-STANDBY]

service:fw2, sequence:20, fail-action:Drop

load-balance:Source-Destination-ipprotocol, action:Redirect

state:UP

IP 50.1.1.2 track 7 [UP]

IP 54.1.1.2 track 8 [UP]

IP 58.1.1.2 track 9 [UP]

IP 59.1.1.2 track 10 [UP] [HOT-STANDBY]

IP 62.1.1.2 track 11 [UP] [HOT-STANDBY]

IP 255.1.1.2 track 12 [UP] [HOT-STANDBY]

service:fw3, sequence:30, fail-action:Bypass

load-balance:Source-Destination-ipprotocol, action:Redirect

state:UP

IP 12.1.1.2 track 13 [UP]

IP 22.1.1.2 track 14 [UP]

IP 32.1.1.2 track 15 [UP]

IP 40.1.1.2 track 16 [UP]
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GPOを使用したマルチサイト ePBRの構成例

図 15 :設定例

サイト 1

1. レイヤ 3、レイヤ 4の一致基準を定義するセキュリティクラスマップを作成します。
class-map type security match-any web_class
match ipv4 tcp dport 80

2. セキュリティポリシーマップを構成し、サービスチェーンを必要なmatchクラスマップに
付加します。

policy-map type security web
class type security web_class
service-chain site1-web-chain
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3. ePBRサービスとエンドポイントの作成。
epbr service fw
security-group 100
probe icmp
service-end-point ip 10.1.1.2
service-end-point ip 20.1.1.2
mode hot-standby

epbr service fw2
security-group 100
probe icmp
service-end-point ip 11.1.1.2

epbr service fw3
security-group 100
probe icmp
service-end-point ip 13.1.1.2

4. マルチサイトモードとフェールオーバーグループとチェーンの構成

epbr service-chain site1-web-chain
mode multisite failover-group fallback-web-chain1
load-balance method dst-ip
10 set service fw fail-action drop

epbr service-chain site2-web-chain
load-balance method dst-ip
10 set service fw2 fail-action drop

epbr service-chain site3-web-chain
load-balance method dst-ip
10 set service fw3 fail-action drop

epbr failover-group fallback-web-chain1
service-chain site2-web-chain preference 5
service-chain site3-web-chain preference 20

サイト 2

1. レイヤ 3、レイヤ 4の一致基準を定義するセキュリティクラスマップを作成します。
class-map type security match-any web_class
match ipv4 tcp dport 80

2. セキュリティポリシーマップを設定し、サービスチェーンを必要なmatchクラスマップに
付加します。

policy-map type security web
class type security web_class
service-chain site2-web-chain

3. ePBRサービスとエンドポイントの作成。
epbr service fw
security-group 100
probe icmp
service-end-point ip 10.1.1.2
service-end-point ip 20.1.1.2
mode hot-standby

epbr service fw2
security-group 100
probe icmp
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service-end-point ip 11.1.1.2

epbr service fw3
security-group 100
probe icmp
service-end-point ip 13.1.1.2

4. マルチサイトモードとフェールオーバーグループとチェーンの構成

epbr service-chain site1-web-chain
load-balance method dst-ip
10 set service fw fail-action drop

epbr service-chain site2-web-chain
mode multisite failover-group fallback-web-chain2
load-balance method dst-ip
10 set service fw2 fail-action drop

epbr service-chain site3-web-chain
load-balance method dst-ip
10 set service fw3 fail-action drop

epbr failover-group fallback-web-chain2
service-chain site1-web-chain preference 5
service-chain site3-web-chain preference 25

サイト 3

1. レイヤ 3、レイヤ 4の一致基準を定義するセキュリティクラスマップを作成します。
class-map type security match-any web_class
match ipv4 tcp dport 80

2. セキュリティポリシーマップを構成し、サービスチェーンを必要なmatchクラスマップに
付加します。

policy-map type security web
class type security web_class
service-chain site3-web-chain

3. ePBRサービスとエンドポイントの作成
epbr service fw
security-group 100
probe icmp
service-end-point ip 10.1.1.2
service-end-point ip 20.1.1.2
mode hot-standby

epbr service fw2
security-group 100
probe icmp
service-end-point ip 11.1.1.2

epbr service fw3
security-group 100
probe icmp
service-end-point ip 13.1.1.2

4. サービスチェーンとマルチサイトの構成

epbr service-chain site1-web-chain
load-balance method dst-ip
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10 set service fw fail-action drop

epbr service-chain site2-web-chain
load-balance method dst-ip
10 set service fw2 fail-action drop

epbr service-chain site3-web-chain
mode multisite failover-group fallback-web-chain3
load-balance method dst-ip
10 set service fw3 fail-action drop

5. フェールオーバーグループの構成

epbr failover-group fallback-web-chain3
service-chain site1-web-chain preference 20
service-chain site2-web-chain preference 25

マルチサイト構成の確認

次の showコマンドを使用して、マルチサイトの構成を確認できます。

•次に、ePBRサービスチェーンの状態を確認する例を示します。
show epbr service-chain site1-web-chain
Service-chain : site1-web-chain state:DOWN

mode: multisite, failover-group:fallback-web-chain [AVAILABLE][IN USE]
failover-chain: site3-web-chain

service:fw, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state:DOWN
IP 10.1.1.2 track 9 [DOWN]
IP 20.1.1.2 track 10 [DOWN][HOT-STANDBY]

service:tcp_optim, sequence:20, fail-action:Bypass
load-balance:Destination-ip, action:Redirect
state:UP
IP 30.1.1.2 track 11 [UP]

•次の例は、フェールオーバーグループ内のフェールオーバーチェーンの詳細を取得する
方法を示しています。

show epbr failover-group fallback-web-chain

Failover group : fallback-web-chain
Failover Service-chain : site2-web-chain Preference: 1 state: DOWN
service:fw2, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state:DOWN
IP 11.1.1.2 track 12 [DOWN]

service:tcp_optim2, sequence:20, fail-action:Bypass
state: UP
load-balance:Destination-ip, action:Redirect
state:UP

IP 12.1.1.2 track 13 [UP]

Failover Service-chain : site3-web-chain Preference: 2 state: UP
service:fw3, sequence:10, fail-action:Drop
load-balance:Destination-ip, action:Redirect
state:UP
IP 13.1.1.2 track 14 [UP]
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service:tcp_optim2, sequence:20, fail-action:Bypass
load-balance:Destination-ip, action:Redirect
state:UP

IP 14.1.1.2 track 15 [UP]
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