
VXLAN EVPNマルチサイトの構成

この章で説明する内容は、次のとおりです。

• VXLAN EVPNマルチサイト（1ページ）
• IPv6アンダーレイを使用した VXLAN EVPNマルチサイトについて（3ページ）
•マルチサイトのデュアル RDサポート（4ページ）
• DCIコアでの RPの配置（4ページ）
•マルチサイトエニーキャストBGWに ESIを使用した EVPNマルチホーミングとの相互運
用性 （5ページ）

•マルチサイトでの VXLAN EVPNの注意事項と制限事項（5ページ）
• IPv6アンダーレイを使用した VXLAN EVPNマルチサイトでの注意事項と制限事項（11
ページ）

• VXLAN EVPNマルチサイトを有効にする（12ページ）
• IPv6マルチキャストアンダーレイを使用した VXLAN EVPNマルチサイトの有効化（14
ページ）

•マルチサイトのデュアル RDサポートの設定（17ページ）
• VNIデュアルモードの設定（18ページ）
•ファブリック/DCIリンクトラッキングの設定（19ページ）
•ファブリック外部ネイバーの設定（20ページ）
• VXLAN EVPNマルチサイトストーム制御の設定（22ページ）
• VXLAN EVPNマルチサイトストーム制御の確認（23ページ）
• vPCをサポートするマルチサイト（23ページ）
•非対称 VNIを使用するマルチサイトの設定例（29ページ）
• PIPを使用したファブリックへのアドバタイズ（31ページ）
•マルチサイトでの TRM（33ページ）
• RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイト（47ページ）

VXLAN EVPNマルチサイト
VXLAN EVPNマルチサイトソリューションは、2つ以上の BGPベースイーサネット VPN
（EVPN）サイト/ファブリック（オーバーレイドメイン）を IP専用ネットワーク上でスケー

VXLAN EVPNマルチサイトの構成
1



ラブルに相互接続します。このソリューションでは、エニーキャストまたはvPCモードでボー
ダーゲートウェイ（BGW）を使用して、2つのサイトを終端し、相互接続します。BGWは、
トラフィックの適用と障害の封じ込め機能に必要なネットワーク制御境界を提供します。

Cisco NX-OS Release 9.3(5)よりも前のリリースの BGPコントロールプレーンでは、BGW間の
BGPセッションによって EVPNルートのネクストホップ情報が書き換えられ、再発信されま
す。Cisco NX-OS Release 9.3(5)以降では、再発信は常に（シングルまたはデュアルルート識別
子を使用して）有効になり、書き換えは実行されません。詳細については、マルチサイトの

デュアル RDサポート（4ページ）を参照してください。

VXLANトンネルエンドポイント（VTEP）は、BGWを含むオーバーレイドメインの内部ネ
イバーだけを認識します。ファブリック外部のすべてのルートには、レイヤ 2およびレイヤ 3
トラフィック用の BGW上にネクストホップがあります。

BGWは、サイト内のノードおよびサイトの外部にあるノードと対話するノードです。たとえ
ば、リーフスパインデータセンターファブリックでは、リーフ、スパイン、またはサイトを

相互接続するゲートウェイとして機能する別のデバイスを使用できます。

VXLAN EVPNマルチサイト機能は、単一の共通 EVPN制御および IP転送ドメインを介して
相互接続された複数のサイトローカル EVPNコントロールプレーンおよび IP転送ドメインと
して概念化できます。すべての EVPNノードは、一意のサイトスコープ識別子で識別されま
す。サイトローカル EVPNドメインは、同じサイト識別子を持つ EVPNノードで構成されま
す。BGWは一方ではサイト固有の EVPNドメインの一部であり、他方では他のサイトからの
BGWと相互接続するための共通 EVPNドメインの一部です。特定のサイトに対して、これら
の BGWはサイト固有のノードを促進し、他のすべてのサイトがそれらを介してのみ到達可能
であることを可視化します。これは、以下を意味します。

•サイトローカルブリッジングドメインは、他のサイトからのブリッジングドメインと
BGWを介してのみ相互接続されます。

•サイトローカルルーティングドメインは、BGWを介してのみ、他のサイトからのルー
ティングドメインと相互接続されます。

•サイトローカルフラッドドメインは、BGWを介してのみ、他のサイトからのフラッド
ドメインと相互接続されます。

選択的アドバタイズメントは、BGWのテナントごとの情報の設定として定義されます。具体
的には、IP VRFまたはMAC VRF（EVPNインスタンス）を意味します。外部接続（VRF-Lite）
と EVPNマルチサイトが同じ BGWに共存する場合、アドバタイズメントは常に有効になりま
す。

サイト IDが 2バイトを超える場合は、MVPN VRI IDをエニーキャスト BGWの TRMに設定
する必要があります。同じサイトの一部であるすべてのエニーキャスト BGWで同じ VRI ID
を設定する必要があります。ただし、VRIIDはネットワーク内で一意である必要があります。
つまり、他のエニーキャスト BGWまたは vPCリーフは異なる VRI IDを使用する必要があり
ます。

（注）
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IPv6アンダーレイを使用した VXLAN EVPNマルチサイト
について

Cisco NX-OSリリース 10.4(3)F以降では、IPv6アンダーレイを使用した VXLAN EVPNマルチ
サイトのサポートが提供されます。

図 1 :トポロジ：IPv6アンダーレイを使用した VXLAN EVPNマルチサイト

上記のトポロジは、VXLAN EVPNファブリック内の 4つのリーフと 2つのスパイン、および
2つのエニーキャスト BGWを示しています。ファブリック内では、アンダーレイは PIMv6を
実行する IPv6マルチキャストです。RPはエニーキャスト RPとともにスパインに配置されま
す。BGWは、ファブリック側で IPv6プロトコル独立マルチキャスト（PIMv6）エニーソース
マルチキャスト（ASM）を使用した VXLAN、DCI側で入力複製（IPv6）をサポートします。

Cisco NX-OSリリース 10.5(1)F以降、アンダーレイネットワークは VXLAN EVPNマルチサイ
トの次の組み合わせをサポートします。

•データセンターファブリックでは、マルチキャストアンダーレイ（PIMv6）エニーソー
スマルチキャスト（ASM）と入力複製（IPv6）の両方がサポートされています。
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•データセンターインターコネクト（DCI）では、入力複製（IPv6）のみがサポートされて
います。

マルチサイトのデュアル RDサポート
Cisco NX-OSリリース 9.3(5)以降では、VXLAN EVPNマルチサイトはデュアルルート識別子
（RD）を使用したルート再生成をサポートしています。この動作は自動的に有効になります。

各 VRFまたは L2VNIは、プライマリ RD（一意）とセカンダリ RD（BGW間で同じ）という
2つの RDを追跡します。再発信されたルートは、セカンダリタイプ 0 RD（site-id：VNI）で
アドバタイズされます。他のすべてのルートは、プライマリ RDでアドバタイズされます。
ルータがマルチサイト BGWモードになると、セカンダリ RDが自動的に割り当てられます。

サイトIDが2バイトを超える場合、セカンダリ RDはマルチサイト BGWで自動的に生成され
ず、次のメッセージが表示されます。

%BGP-4-DUAL_RD_GENERATION_FAILED: bgp- [12564] Unable to generate dual RD on EVPN multisite
border gateway. This may increase memory consumption on other BGP routers receiving
re-originated EVPN routes. Configure router bgp <asn> ; rd dual id <id> to avoid it.

この場合、セカンダリ RD値を手動で設定するか、デュアル RDを無効にすることができま
す。詳細については、「マルチサイトのデュアル RDサポートの設定（17ページ）」を参照
してください。

DCIコアでの RPの配置
• DCIマルチキャストアンダーレイのための PIM RPの配置

•ファブリックアンダーレイと DCIアンダーレイの PIM RPおよびマルチキャストグ
ループは異なる必要があります。

• DCIアンダーレイグループは、ファブリックアンダーレイグループと重複してはな
りません。

• DCIおよびファブリックネットワークのマルチキャストグループと RPは区別され、
特定の範囲に基づいて構成される必要があります。

• RPは DCIコアの任意のノードに配置できます。ノードで 1つ以上の RPを構成する
ことが可能です。

• BGWから BGWへの直接ピアリング展開

• PIM RPは、冗長性を確保するためにエニーキャスト PIM RPを使用して BGWに設定
する必要があります。

• BGWからクラウドモデルへの展開

• PIM RPは、コアルータやスーパースパインなどのDCIアンダーレイ層に配置できま
す。
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マルチサイトエニーキャストBGWにESIを使用したEVPN
マルチホーミングとの相互運用性

Cisco NX-OSリリース 10.2(2)F以降、予約されていない ESI値と予約されている ESI（0または
MAX-ESI）値を持つ EVPN MAC/IPルート（タイプ 2）は、転送のために評価されます（ESI
RX）。EVPN MAC/IPルート解決の定義は、 RFC 7432 Section 9.2.2で定義されています。

EVPN MAC/IPルート（タイプ 2）-

•予約されている ESI値（0またはMAX-ESI）は、MAC/IPルート単独（タイプ 2内の BGP
ネクストホップ）によって単独で解決されます。

•予約されていない ESI値は、適合する ESイーサネット自動検出ルート（タイプ 1、ES
EADごと）が存在する場合、単独で解決されます。

上記のMAC/IPルート解決に加えて、マルチサイト BGWは、予約済みおよび予約されていな
い ESI値を持つMAC/IPルートの転送、書き換え、および再発信をサポートします。これらす
べての場合において、ESごとの EADルートはマルチサイト BGWによって再発信されます。

異なる ESI値を持つ EVPN MAC/IPルート解決は、エニーキャストおよび vPCボーダーゲー
トウェイモードの Cisco Nexus 9300-EX、-FX、-FX2、-FX3、および -GXプラットフォームス
イッチでサポートされます。

マルチサイトでの VXLAN EVPNの注意事項と制限事項
VXLAN EVPN設定時の注意事項と制約事項は次のとおりです。

•次のスイッチは VXLAN EVPNマルチサイトをサポートします。

• Cisco Nexus 9300-EXおよび 9300-FXプラットフォームスイッチ

• Cisco Nexus 9300-FX2プラットフォームスイッチ

• Cisco Nexus 9300-FX3プラットフォームスイッチ

• Cisco Nexus 9300-GXプラットフォームスイッチ

• Cisco Nexus 9300-GX2プラットフォームスイッチ

• Cisco Nexus 9332D-H2Rスイッチ

• Cisco Nexus 93400LD-H1スイッチ

• Cisco Nexus 9364C-H1スイッチ

• X9836DM-Aおよび X98900CD-Aラインカードを搭載した Cisco Nexus 9800プラット
フォームスイッチ
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• -EXまたは -FXまたは -GXまたは -FX3ラインカード搭載の Cisco Nexus 9500プラッ
トフォームスイッチ

-R/RXラインカード搭載の Cisco Nexus 9500プラットフォームス
イッチは VXLAN EVPNマルチサイトをサポートしていません。

（注）

• Cisco NX-OSリリース 10.2(3)F移行、VXLAN EVPNマルチサイトは Cisco Nexus
9300-GX2プラットフォームスイッチでサポートされています。

• Cisco NX-OSリリース 10.4(1)F以降、VXLAN EVPNマルチサイトは Cisco Nexus
9332D-H2Rスイッチでサポートされます。

• Cisco NX-OSリリース 10.4(2)F以降、VXLAN EVPNマルチサイトは Cisco Nexus
93400LD-H1スイッチでサポートされます。

• Cisco NX-OSリリース 10.4(3)F以降、VXLAN EVPNマルチサイトは Cisco Nexus
9364C-H1スイッチでサポートされます。

• Cisco NX-OSリリース 10.5(2)F以降、以下の機能はN9K-X9736C-FX3ラインカードを
搭載した Cisco Nexus 9500シリーズスイッチでサポートされています。

•マルチホップ BFD

• VXLANおよび iVXLANストリッピング

• DCIは vPCおよびエニーキャスト BGWで PIP（cloudsecなし）をアドバタイズ
します

スイッチまたはポートの制約事項

• evpn multisite dci-trackingは、エニーキャストBGWとvPC BGW DCI リンクに必須です。

• EVPNマルチサイト DCIトラッキングおよび EVPNマルチサイトファブリックトラッキ
ングは、物理インターフェイスでのみサポートされます。SVIでの使用はサポートされて
いません。

展開の制限

• VXLAN EVPNマルチサイト展開において、ttag機能を使用する場合、クラウドに接続さ
れている NXOS以外の機器

• VXLANEVPNマルチサイトおよびテナントルーテッドマルチキャスト（TRM）は、異な
るサイトに展開された送信元と受信者の間でサポートされます。

•マルチサイトBGWでは、マルチサイト拡張（レイヤ 2ユニキャスト/マルチキャストおよ
びレイヤ 3ユニキャスト）と、レイヤ 3ユニキャストおよびマルチキャスト外部接続を共
存させることができます。
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•マルチサイト展開を使用した TRMでは、すべての BGWがファブリックからトラフィッ
クを受信します。ただし、指定フォワーダ（DF）BGWだけがトラフィックを転送します。
他のすべての BGWは、デフォルトのドロップ ACLを介してトラフィックをドロップし
ます。この ACLは、すべての DCIトラッキングポートでプログラムされます。DCIアッ
プリンクポートから evpn multisite dci-tracking設定を削除しないでください。この場合、
ACLを削除します。これにより、1つの BGW（DF）だけでパケットを確定的に転送する
のではなく、パケットをドロップまたは複製できる非確定的なトラフィックフローが作成

されます。

• NX-OS 10.2(2)Fより前では、コア全体のDCIピア間で入力レプリケーションのみがサポー
トされていました。Cisco NX-OSリリース 10.2（2）F以降では、コア全体の DCIピア間
で入力レプリケーションとマルチキャストの両方がサポートされています。

• DCIアンダーレイグループとファブリックアンダーレイグループは区別する必要があり、
DCIマルチキャストとファブリックマルチキャストアンダーレイグループの間で重複が
生じないようにする必要があります。

• NVEを、レイヤ 3プロトコルで必要なループバックアドレスとは別のループバックアド
レスにバインドします。ベストプラクティスは、NVE送信元インターフェイス（PIPVTEP）
およびマルチサイト送信元インターフェイス（エニーキャストおよび仮想 IP VTEP）に専
用のループバックアドレスを使用することです。

• Cisco NX-OSリリース 9.3(5)以降では、VXLAN EVPNマルチサイトトポロジのNVEイン
ターフェイスでhost-reachability protocol bgpコマンドを無効にすると、NVEインターフェ
イスは運用上ダウンしたままになります。

• Cisco NX-OSリリース 9.3(5)以降、マルチサイトボーダーゲートウェイは、サイトのロー
カルスパイン/リーフスイッチにアドバタイズするときに、着信リモートルートを再発信
します。これらの再発信されたルートは、次のフィールドを変更します。

• RD値が[Multisite Site ID：L3 VNID]に変更されます。

•特定の VRFに参加しているすべての VTEPでルートターゲットが定義されているこ
とが必須です。これには、BGWが特定のVRFを拡張することが含まれ、明示的に要
求されます。Cisco NX-OSリリース 9.3(5)より前では、サイト内 VTEPからのルート
ターゲットは、BGWで定義されていない場合でも、サイト境界を越えて誤って保持
されていました。Cisco NX-OSリリース 9.3(5)以降、必須の動作が適用されます。必
要なルートターゲットを BGWに追加することで、意図しないルートターゲットの
アドバタイズメントから明示的なルートターゲットのアドバタイズメントへの変更を

実行できます。

•パスタイプが外部からローカルに変更されます。

• SVI関連のトリガー（shut/unshutや PIMの有効化/無効化など）の場合、30秒の遅延
が追加されて、L2モードから L3モードまたはその逆への切り替えが生じる前に、マ
ルチキャスト FIB（MFIB）配布モジュール（MFDM）がハードウェアテーブルをク
リアできるようになりました。
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• ip pim sparse-modeがマルチサイトVIPループバックインターフェイスで有効になってい
ることを確認します。

•ファブリックリンクに障害が発生した場合のコンバージェンスを改善し、ファブリック
リンクのフラッピングが発生した場合の問題を回避するには、スパインと BGWのループ
バック間にマルチホップ BFDを構成してください。

すべてのファブリックリンクに障害が発生したためにBGWノードがファブリックから完
全に分離される特定のシナリオでは、マルチホップ BFDを使用すると、構成された BGP
ホールド時間値にはかかわりなく、スパインと分離されたBGW間のBGPセッションをす
ぐにダウンできます。

• VXLANマルチサイト環境では、VXLANオーバーレイとL3プレフィックスの両方を介し
たルーティングに ECMPを使用してリモートサイトサブネットにアクセスするボーダー
ゲートウェイデバイスで、これらのルートのいずれかで隣接関係解決エラーが発生する可

能性があります。スイッチがこの未解決のプレフィックスを使用しようとすると、トラ

フィックはドロップされます。

•マルチプレーントポロジでのエニーキャストBGWルータのリロード中のコンバージェン
スを改善するには、multi-hop BFDおよび nexthop trigger-delayコマンドを必ず構成して
ください。

•マルチサイトボーダーゲートウェイをメンテナンスモードにすると、次の注意事項と制
限事項が適用されます。

•リモートファブリックからのBUMトラフィックは、メンテナンスモードのボーダー
ゲートウェイに引き続き引き付けられます

•メンテナンスモードのボーダーゲートウェイは引き続き指定フォワーダ選択に参加
します

•デフォルトのメンテナンスモードプロファイルでは、コマンド「ip pim isolate」が適
用されるため、ボーダーゲートウェイはS,Gツリーからファブリック方向に分離され
ます。これにより、BUMトラフィック損失が発生するので、デフォルトよりも適切
なメンテナンスモードプロファイルをボーダーゲートウェイに使用する必要があり

ます。

vPC BGWの制限

• vPCトポロジの BGWがサポートされます。

• vPCモードは 2つの BGWのみをサポートします。

• vPCモードでは、ローカルインターフェイスでレイヤ 2ホストとレイヤ 3サービスの両方
をサポートできます。

• vPCモードでは、BUMは外部サイトからのトラフィックのいずれかの BGWに複製され
ます。したがって、両方の BGWはサイト外部からサイト内部（DCIからファブリック）
方向のフォワーダです。
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• vPCモードでは、BUMは入力レプリケーション（IR）アンダーレイを使用して、VLAN
のローカルサイトリーフから着信するトラフィックのいずれかのBGWに複製されます。
両方の BGWは、IRアンダーレイを使用する VLANのサイト内部からサイト外部（ファ
ブリックから DCI）方向のフォワーダです。

• vPCモードでは、BUMは、マルチキャストアンダーレイを使用してVLANのローカルサ
イトリーフから着信するトラフィックの両方の BGWに複製されます。したがって、デ
キャッパ/フォワーダの選択が行われ、カプセル化解除の勝者/フォワーダは、マルチキャ
ストアンダーレイを使用して、サイトローカルトラフィックをVLANの外部サイトBGW
にのみ転送します。

• vPCモードでは、すべてのレイヤ 3サービス/アタッチメントが、仮想 IPをネクストホッ
プとして EVPNタイプ 5ルートを介してBGPでアドバタイズされます。VIP/PIP機能が設
定されている場合は、ネクストホップとして PIPでアドバタイズされます。

サポートされない機能

•サイト間/ファブリック BGW間のマルチキャストフラッドドメインはサポートされてい
ません。

•異なるファブリック/サイトの BGW間での iBGP EVPNピアリングはサポートされていま
せん。

• PIM BiDirは、VXLANマルチサイトでのファブリックアンダーレイマルチキャストレプ
リケーションではサポートされません。

• FEXは vPC BGWおよびエニーキャスト BGWではサポートされません。

エニーキャスト BGWの制限

•エニーキャストモードは、サイトあたり最大 6つの BGWをサポートできます。

•エニーキャストモードは、ローカルインターフェイスに接続されたレイヤ 3サービスの
みをサポートします。

•エニーキャストモードでは、BUMは各ボーダーリーフに複製されます。特定のサイトの
ボーダーリーフ間のDF選定により、そのサイトのサイト間トラフィック（ファブリック
から DCIへ、およびその逆）を転送するボーダーリーフが決定されます。

•エニーキャストモードでは、すべてのレイヤ 3サービスが、物理 IPをネクストホップと
して EVPNタイプ 5ルートを介して BGPでアドバタイズされます。

•サイト間で異なるエニーキャストゲートウェイMACアドレスが構成されている場合は、
拡張されたすべての VLANに対して ARP抑制と ND抑制を有効にします。

サポートされる機能

• Cisco NX-OS Release 9.3(5)以降では、サブインターフェイスが設定されている場合、VTEP
は親インターフェイス上でVXLANカプセル化トラフィックをサポートします。この機能

VXLAN EVPNマルチサイトの構成
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は、VXLAN EVPNマルチサイトおよび DCIでサポートされます。DCIトラッキングは、
親インターフェイスでのみ有効にできます。

• Cisco NX-OSリリース 9.3(5)以降、VXLAN EVPNマルチサイトは非対称 VNIをサポート
します。詳細については、「Multi-Site with Asymmetric VNIs and非対称 VNIを使用するマ
ルチサイトの設定例（29ページ）」を参照してください。

•デュアル RD

次の注意事項および制約事項がマルチサイトのデュアル RDサポートに適用されます。

•デュアル RDは Cisco NX-OSリリース 9.3(5)以降でサポートされます。

•デュアル RDは、Cisco Nexus 9332C、9364C、9300-EX、および 9300-FX/FX2プラッ
トフォームスイッチと、VXLAN EVPNマルチサイトが有効になっている -EX/FX/FX3
ラインカードを備えた Cisco Nexus 9500プラットフォームスイッチで自動的に有効
になります。

• Cisco NX-OSリリース 10.2(3)F移行、マルチサイトのデュアル RDは Cisco Nexus
9300-FX3プラットフォームスイッチでサポートされています。

•マルチサイトの再発信ルートに PIPアドバタイズメントを必要とする CloudSecまた
はその他の機能を使用するには、BGWでデュアルRDが有効になっている場合はルー
トサーバで BGPの追加パスを設定するか、デュアル RDを無効にします。

• BGWノードでのセカンダリ RD追加パスの送信はサポートされていません。

• ISSU中に、すべての BGWがアップグレードされている間、リーフノードのパス数
が一時的に 2倍になることがあります。

Cisco Nexus 9800シリーズスイッチの VXLANマルチサイトエニーキャスト BGWサポートに関
するガイドラインと制限事項

• Cisco NX-OSリリース 10.4(3)F以降、VXLANマルチサイトエニーキャスト BGWは、
X9836DM-AおよびX98900CD-Aラインカードを搭載した Cisco Nexus 9808/9804スイッチ
でもサポートされます。

• VXLANマルチサイトエニーキャスト BGWは、次の機能をサポートします。

• VXLAN BGP EVPNファブリックおよびマルチサイトインターコネクト

• VXLANレイヤ 2 VNIおよび VLANベースではない新しいレイヤ 3 VNI

• IPv4アンダーレイ

• IPv6アンダーレイ

•ファブリック側と DCI側の入力レプリケーション

•ファブリックのマルチキャストアンダーレイ

• Budノード

VXLAN EVPNマルチサイトの構成
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• TRMv4

• TRMv6

• NGOAM

• VXLANカウンタ

• VXLANピアベースの合計パケット/バイトカウンタがサポートされます。

• VNIベースの合計パケット数/バイト数カウンタがサポートされます。

• VXLANマルチサイトエニーキャスト BGWは、次の機能をサポートしていません。

•ダウンストリーム VNIとルートリーク

•ファブリックまたは DCIリンクとしての L3ポートチャネル

• DCI側でのマルチキャストアンダーレイ

• VXLANアクセス機能

• IGMPスヌーピング

•ブロードキャスト、マルチキャスト、およびユニキャストトラフィック用の個別
の VXLANカウンタ

• Data MDT

• EVPNストーム制御

IPv6アンダーレイを使用した VXLAN EVPNマルチサイト
での注意事項と制限事項

IPv6アンダーレイを使用したVXLAN EVPNマルチサイトには、以下の構成の注意事項および
制限事項があります。

• Cisco Nexus 9300-FX、FX2、FX3、GX、GX2、 H2R、および H1 ToRスイッチは、リーフ
VTEPまたは BGWとしてサポートされます。

• Cisco Nexus N9K-X9716D-GXおよび N9K-X9736C-FX、N9K-X9736C-FX3ラインカードは
スパイン（EoR）でのみサポートされます。

• EoRがマルチキャストアンダーレイ（PIMv6）エニーソースマルチキャスト（ASM）を
使用してスパインノードとして展開されている場合は、グローバル構成モードで次のいず

れかのコマンドを使用して、デフォルト以外のテンプレートを構成する必要があります：

• system routing template-multicast-heavy

• system routing template-multicast-ext-heavy

VXLAN EVPNマルチサイトの構成
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• vPC BGWは、IPv6マルチキャストアンダーレイではサポートされません。

•デュアルスタック構成は、NVE送信元インターフェイスループバックおよびマルチサイ
トインターフェイスループバックではサポートされません。

• Cisco NX-OSリリース 10.5(1)F以降、データセンターファブリックの VXLAN EVPNマル
チサイトは、マルチキャストアンダーレイ（PIMv6）エニーソースマルチキャスト（ASM）
とアンダーレイでの入力複製（IPv6）の両方をサポートします。このサポートは、以下の
スイッチおよヴぃラインカードで利用可能です。

•リーフ VTEPとしての Cisco Nexus 9300-FX、FX2、FX3、GX、GX2、H2R、および
H1 ToRスイッチ。

•アンダーレイがマルチキャストアンダーレイ（PIMv6）エニーソースマルチキャスト
（ASM）用に構成されている場合には、スパインとしてCisco Nexus N9K-X9716D-GX
および N9K-X9736C-FXラインカード。

•アンダーレイが入力複製（IPv6）を使用する場合は、VTEPとして Cisco Nexus
N9K-X9716D-GXおよび N9K-X9736C-FXラインカード。

• Cisco NX-OSリリース 10.5(2)F以降、IPv6アンダーレイサポートを使用している VXLAN
EVPNマルチサイトのサポートは、アンダーレイが入力複製（IPv6）を使用している場合、
VTEPとしてN9K-X9736C-FX3ラインカードを備えた Cisco Nexus 9500シリーズスイッチ
で拡張されています。

VXLAN EVPNマルチサイトを有効にする
この手順は、VXLAN EVPNマルチサイトの機能を有効にしてください。マルチサイトはBGW
でのみ有効になります。site-idは、ファブリック/サイト内のすべての BGWで同じである必要
があります。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

サイト/ファブリックのサイト IDを設定します。
ms-id の値の範囲は、1〜2,814,749,767,110,655で

evpn multisite border-gateway ms-id

例：

ステップ 2

す。 ms-id は、同じファブリック/サイト内のすべ
ての BGWで同じである必要があります。

switch(config)# evpn multisite border-gateway
100

VXLAN EVPNマルチサイトの構成
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目的コマンドまたはアクション

同じサイトの別のボーダーゲートウェイから DCI
グループでカプセル化されたパケットを受信できる

ようにし、パケットの重複を回避します。

split-horizon per-site

例：

switch(config-evpn-msite-bgw)# split-horizon
per-site

ステップ 3

（注）

このコマンドは、エニーキャストボーダーゲート

ウェイを備えたサイトでDCIマルチキャストアン
ダーレイが設定されている場合に使用します。

VXLANトンネルの終端となるVXLANオーバーレ
イインターフェイスを作成します。

interface nve 1

例：

ステップ 4

（注）switch(config-evpn-msite-bgw)# interface nve 1

スイッチでは 1つのNVEインターフェイスのみ使
用できます。

送信元インターフェイスは、有効な/32 IPアドレス
を持つスイッチ上に設定されているループバック

source-interface loopback src-if

例：

ステップ 5

インターフェイスにする必要があります。この/32
switch(config-if-nve)# source-interface loopback
0 IPアドレスは、転送ネットワークの一時デバイス

およびリモートVTEPによって認識される必要があ
ります。こnoれは、転送ネットワークのダイナミッ
クルーティングプロトコルを介してそれをアドバ

タイズすることによって、この要件を達成します。

これはホスト到達可能性のアドバタイズメント機構

として BGPを定義します。
host-reachability protocol bgp

例：

ステップ 6

switch(config-if-nve)# host-reachability protocol
bgp

BGW仮想 IPアドレス（VIP）に使用されるループ
バックインターフェイスを定義します。

multisite border-gateway interface loopback vi-num

例：

ステップ 7

border-gatewayインターフェイスは、有効な /32 IP
switch(config-if-nve)# multisite border-gateway
interface loopback 100 アドレスを持つスイッチ上に設定されているループ

バックインターフェイスにする必要があります。

この/32 IPアドレスは、転送ネットワークの一時デ
バイスおよびリモートVTEPによって認識される必
要があります。こnoれは、転送ネットワークのダイ
ナミックルーティングプロトコルを介してそれを

アドバタイズすることによって、この要件を達成し

ます。このループバックは、送信元インターフェイ

スのループバックとは異なる必要があります。

vi-numの範囲は、0～ 1023です。

VXLAN EVPNマルチサイトの構成
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目的コマンドまたはアクション

shutdownコマンドを無効にします。no shutdown

例：

ステップ 8

switch(config-if-nve)# no shutdown

NVE設定モードを終了します。exit

例：

ステップ 9

switch(config-if-nve)# exit

ループバックインターフェイスを設定します。interface loopback loopback-number

例：

ステップ 10

switch(config)# interface loopback 0

ループバックインターフェイスの IPアドレスを設
定します。

ip address ip-address

例：

ステップ 11

switch(config-if)# ip address 198.0.2.0/32

IPv6マルチキャストアンダーレイを使用したVXLANEVPN
マルチサイトの有効化

この手順では、IPv6マルチキャストアンダーレイを使用してVXLAN EVPNマルチサイト機能
を有効にします。マルチサイトは BGWでのみ有効になります。site-idは、ファブリック/サイ
ト内のすべての BGWで同じである必要があります。

手順の概要

1. configure terminal
2. evpn multisite border-gateway ms-id

3. interface nve 1
4. source-interface loopback src-if

5. host-reachability protocol bgp
6. multisite border-gateway interface loopback vi-num

7. （任意） multisite virtual-rmac mac-address

8. member vni vni-range

9. multisite ingress-replication
10. mcast-group ipv6-address

11. no shutdown
12. exit
13. interface loopback loopback-number

14. ipv6 address ipv6-address

VXLAN EVPNマルチサイトの構成
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

サイト/ファブリックのサイト IDを設定します。
ms-id の値の範囲は、1〜2,814,749,767,110,655で

evpn multisite border-gateway ms-id

例：

ステップ 2

す。 ms-id は、同じファブリック/サイト内のすべ
ての BGWで同じである必要があります。

switch(config)# evpn multisite border-gateway
100

（注）

mvpn vri id idコマンドは、site-id値が 2バイトを
超え、この値がすべての同じサイト BGWで同じ
で、TRMドメインで一意である必要がある場合、
BGWで必要です。また、値はサイト ID値と衝突
してはなりません。

VXLANトンネルの終端となるVXLANオーバーレ
イインターフェイスを作成します。

interface nve 1

例：

ステップ 3

（注）switch(config-evpn-msite-bgw)# interface nve 1

スイッチでは 1つのNVEインターフェイスのみ使
用できます。

送信元インターフェイスは、有効な/128 IPv6アド
レスを持つスイッチ上に設定されているループバッ

source-interface loopback src-if

例：

ステップ 4

クインターフェイスにする必要があります。この
switch(config-if-nve)# source-interface loopback
0 /128 IPv6アドレスは、転送ネットワークの一時デ

バイスおよびリモートVTEPによって認識される必
要があります。こnoれは、転送ネットワークのダイ
ナミックルーティングプロトコルを介してそれを

アドバタイズすることによって、この要件を達成し

ます。

これはホスト到達可能性のアドバタイズメント機構

として BGPを定義します。
host-reachability protocol bgp

例：

ステップ 5

switch(config-if-nve)# host-reachability protocol
bgp

BGW仮想 IPv6アドレス（VIP）に使用されるルー
プバックインターフェイスを定義します。

multisite border-gateway interface loopback vi-num

例：

ステップ 6

border-gatewayインターフェイスは、有効な /128

VXLAN EVPNマルチサイトの構成
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目的コマンドまたはアクション

switch(config-if-nve)# multisite border-gateway
interface loopback 100

IPv6アドレスを持つスイッチ上に構成されている
ループバックインターフェイスにする必要があり

ます。この /128 IPv6アドレスは、転送ネットワー
クの一時デバイスおよびリモートVTEPによって認
識される必要があります。こnoれは、転送ネット
ワークのダイナミックルーティングプロトコルを

介してそれをアドバタイズすることによって、この

要件を達成します。このループバックは、送信元イ

ンターフェイスのループバックとは異なる必要があ

ります。vi-numの範囲は、0～ 1023です。

他のスイッチとの相互運用性を確保するには、Nexus
9000スイッチで vMACを手動で構成して、自動生

（任意） multisite virtual-rmac mac-address

例：

ステップ 7

成された vMACを上書きする必要があります。デ
switch(config-if-nve)# multisite virtual-rmac
0600.0000.abcd フォルトの動作は自動生成です。手動 vMACが構

成されている場合は、手動VMACが優先されます。

（注）

vMACアドレス構成では、ユニキャストMACア
ドレス範囲のみがサポートされています。

仮想ネットワーク識別子（VNI）を設定します。
vni-rangeの範囲は 1～ 16,777,214です。vni-range

member vni vni-range

例：

ステップ 8

の値は、5000などの単一の値または 5001〜5008な
どの範囲です。

switch(config-if-nve)# member vni 50101

サイト間でTRM機能を拡張するためのマルチサイ
ト複製方式を定義します。

multisite ingress-replication

例：

ステップ 9

switch(config-if-nve-vni)# multisite
ingress-replication

ファブリック内の IPv6マルチキャストグループを
構成します。

mcast-group ipv6-address

例：

ステップ 10

switch(config-if-nve-vni)# mcast-group ff03::101

shutdownコマンドを無効にします。no shutdown

例：

ステップ 11

switch(config-if-nve)# no shutdown

NVE設定モードを終了します。exit

例：

ステップ 12

switch(config-if-nve)# exit

ループバックインターフェイスを設定します。interface loopback loopback-number

例：

ステップ 13
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目的コマンドまたはアクション

switch(config)# interface loopback 0

ループバックインターフェイスの IPv6アドレスを
構成します。

ipv6 address ipv6-address

例：

ステップ 14

switch(config-if)# ipv6 address
2001:DB8::11:11:11:11/128

マルチサイトのデュアル RDサポートの設定
セカンダリ RD値を手動で設定するか、デュアル RDを無効にする必要がある場合は、次の手
順に従います。

始める前に

VXLAN EVPNマルチサイトを有効にします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

自律システム番号を設定する。as-numの範囲は 1～
4,294,967,295です。

router bgp as-num

例：

ステップ 2

switch(config)# router bgp 100
switch(config-router)#

セカンダリ RDの最初の 2バイトを定義します。ID
は、マルチサイト BGW間で同じである必要があり
ます。有効な範囲は 1～ 65535です。

[no] rd dual id [2-bytes]

例：

switch(config-router)# rd dual id 1

ステップ 3

（注）

必要に応じて、no rd dualコマンドを使用してデュ
アルRDを無効にし、単一のRDにフォールバック
できます。

指定したEVIの rd dual id[2-bytes]コマンドの一部と
して設定されたセカンダリ RDを表示します。

（任意） show bgp evi evi-id

例：

ステップ 4

switch(config-router)# show bgp evi 100

VXLAN EVPNマルチサイトの構成
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例

次の例は、show bgp evi evi-idコマンドのサンプル出力を示しています。

switch# show bgp evi 100
-----------------------------------------------
L2VNI ID : 100 (L2-100)
RD : 3.3.3.3:32867
Secondary RD : 1:100
Prefixes (local/total) : 1/6
Created : Jun 23 22:35:13.368170
Last Oper Up/Down : Jun 23 22:35:13.369005 / never
Enabled : Yes

Active Export RT list :
100:100

Active Import RT list :
100:100

VNIデュアルモードの設定
この手順では、特定のVLANのBUMトラフィックドメインの設定について説明します。ファ
ブリック/サイト内のマルチキャストまたは入力レプリケーションと、異なるファブリック/サ
イト間での入力レプリケーションの使用がサポートされています。

複数の VRFがあり、1つだけがすべてのリーフスイッチに拡張されている場合は、その 1つ
の拡張 VRFにダミーのループバックを追加し、BGPを介してアドバタイズできます。それ以
外の場合は、拡張されている VRFの数とどのスイッチに拡張されているかを確認してから、
それぞれの VRFにダミーのループバックを追加し、それらもアドバタイズする必要がありま
す。したがって、 advertise-pipコマンドを使用して、今後発生する可能性のあるユーザーエ
ラーを防止します。

（注）

多数の VNIのマルチキャストまたは入力レプリケーションの設定の詳細については、VXLAN
BGP EVPNの例（eBGP）を参照してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

VXLANトンネルの終端となる VXLANオーバーレ
イインターフェイスを作成します。

interface nve 1

例：

ステップ 2
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目的コマンドまたはアクション

switch(config)# interface nve 1 （注）

スイッチでは 1つの NVEインターフェイスのみ使
用できます。

仮想ネットワーク識別子（VNI）を設定します。
vni-rangeの範囲は 1～ 16,777,214です。vni-rangeの

member vni vni-range

例：

ステップ 3

値は、5000などの単一の値または 5001〜5008など
の範囲です。

switch(config-if-nve)# member vni 200

（注）

ステップ 4またはステップ 5のいずれかのコマンド
を入力します。

ファブリック内の NVEマルチキャストグループ IP
プレフィックスを設定します。

mcast-group ip-addr

例：

ステップ 4

switch(config-if-nve-vni)# mcast-group 255.0.4.1

VNIの入力複製をするBGP EVPNを有効にします。ingress-replication protocol bgp

例：

ステップ 5

switch(config-if-nve-vni)# ingress-replication
protocol bgp

レイヤ 2 VNIを拡張するためのマルチサイト BUM
レプリケーション方式を定義します。

multisite ingress-replication

例：

ステップ 6

switch(config-if-nve-vni)# multisite
ingress-replication

ファブリック/DCIリンクトラッキングの設定
この手順では、すべてのDCI側インターフェイスとサイトの内部/ファブリック側インターフェ
イスを追跡するための設定について説明します。トラッキングは必須で、すべてのDCI/ファブ
リックリンクがダウンした場合に、サイトからまたはサイトへの EVPNルートの再発信を無
効にするために使用されます。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
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目的コマンドまたはアクション

指定したインターフェイスのインターフェイス設定

モードを開始します。

interface ethernet port

例：

ステップ 2

（注）switch(config)# interface ethernet1/1

ステップ 3またはステップ 4で、次のいずれかのコ
マンドを入力します。

DCIインターフェイストラッキングを設定します。evpn multisite dci-tracking

例：

ステップ 3

switch(config-if)# evpn multisite dci-tracking

EVPNマルチサイトファブリックトラッキングを設
定します。

（任意） evpn multisite fabric-tracking

例：

ステップ 4

evpn multisite fabric-trackingは、エニーキャスト
BGWとvPC BGWファブリックリンクに必須です。

switch(config-if)# evpn multisite fabric-tracking

IPまたは IPv6アドレスを設定します。ip address ip-addr | ipv6 address ipv6-addr

例：

ステップ 5

インターネットユーザに商品やサービスを提供する
IPv4
switch(config-if)# ip address 192.1.1.1

例：

IPv6の場合
switch(config-if)# ipv6 address
2001:DB8::192:1:1:1

shutdownコマンドを無効にします。no shutdown

例：

ステップ 6

switch(config-if)# no shutdown

ファブリック外部ネイバーの設定
この手順では、他のサイト/ファブリック BGWと通信するためのファブリック外部/DCIネイ
バーの設定について説明します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal

自律システム番号を設定する。as-numの範囲は 1～
4,294,967,295です。

router bgp as-num

例：

ステップ 2

switch(config)# router bgp 100

BGPネイバーを設定します。neighbor [ip-addr | ipv6-addr]

例：

ステップ 3

インターネットユーザに商品やサービスを提供する
IPv4
switch(config-router)# neighbor 100.0.0.1

例：

IPv6の場合
switch(config-router)# neighbor
2001:DB8::100:0:0:1

リモートピアの自律システム番号を構成します。remote-as value

例：

ステップ 4

switch(config-router-neighbor)# remote-as 69000

マルチサイトのネクストホップリライトを有効に

します。EVPN交換のサイト外部BGPネイバーを定
peer-type fabric-external

例：

ステップ 5

義します。peer-typeのデフォルトは、fabric-internal
です。

switch(config-router-neighbor)# peer-type
fabric-external

（注）

peer-type fabric-externalコマンドは、VXLANマル
チサイト BGWにのみ必要です。擬似 BGWには必
要ありません。

BGPネイバーにあるアドレスファミリのレイヤ 2
VPN EVPNを設定します。

address-family l2vpn evpn

例：

ステップ 6

switch(config-router-neighbor)# address-family
l2vpn evpn

ルートターゲット（RT）情報を書き換えて、
MAC-VRFおよび IP-VRF設定を簡素化します。BGP

rewrite-evpn-rt-asn

例：

ステップ 7

はルートを受信し、RT属性を処理するときに、そswitch(config-router-neighbor)#
rewrite-evpn-rt-asn のルートを送信しているピア ASと AS値が一致す

るかどうかを確認し、置き換えます。具体的には、

このコマンドは、BGPが設定されたネイバーのリ
モート AS番号と一致するように着信ルートター
ゲットの AS番号を変更します。レシーバルータで
変更された RT値を確認できます。
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VXLAN EVPNマルチサイトストーム制御の設定
VXLAN EVPNマルチサイトストーム制御により、マルチサイト BGWのマルチデスティネー
ション（BUM）トラフィックのレート制限が可能になります。入力方向のファブリックリン
クのポリサーを使用して、DCIリンクを介して送信されるBUMトラフィックを制御できます。

リモートピアの到達可能性は、DCIリンクを介してのみ行う必要があります。適切なルーティ
ング構成により、リモートサイトルートがファブリックリンク上でアドバタイズされないよ

うにする必要があります。

マルチキャストトラフィックはDCIインターフェイスでのみポリシングされ、不明なユニキャ
ストおよびブロードキャストトラフィックは DCIとファブリックインターフェイスの両方で
ポリシングされます。

Cisco NX-OSリリース9.3(6)以降のリリースでは、レートの精度と精度が最適化されています。
帯域幅は累積DCIアップリンク帯域幅に基づいて計算され、DCIトラッキングでタグ付けされ
たインターフェイスのみが考慮されます。（以前のリリースには、ファブリックタグ付きイン

ターフェイスも含まれています）。さらに、小数点以下2桁をサポートすることで精度が向上
します。これらの拡張機能は、Cisco Nexus 9300-EX、9300-FX/FX2/FX3、および 9300-GXプ
ラットフォームスイッチに適用されます。

Cisco NX-OSリリース 10.5(2)F以降、N9K-X9736C-FX3ラインカードを搭載した Cisco Nexus
9500シリーズスイッチでは、VXLAN EVPNマルチサイトストーム制御がサポートされてい
ます。

アクセスポートストーム制御の詳細については、『Cisco Nexus 9000シリーズ NX-OSレイヤ
2コンフィギュレーションガイド』を参照してください。

（注）

手順の概要

1. configure terminal
2. [no] evpn storm-control {broadcast | multicast | unicast} {level level}

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

ストーム抑制レベルを0〜100の数値で設定します。[no] evpn storm-control {broadcast | multicast | unicast}
{level level}

ステップ 2

0はすべてのトラフィックがドロップされることを
意味し、100はすべてのトラフィックが許可される例：

ことを意味します。中間の値の場合、不明なユニswitch(config)# evpn storm-control unicast
level 10 キャストトラフィックレートは使用可能な帯域幅の

パーセンテージに制限されます。たとえば、値 10例：
は、トラフィックレートが使用可能な帯域幅の 10％

switch(config)# evpn storm-control unicast
level 10.20 に制限され、そのレートを超えるものはすべてド

ロップされることを意味します。

Cisco NX-OS Release 9.3(6)以降では、小数点の後に
2桁の数字を追加することで、レベルを小数値とし
て設定できます。たとえば、10.20の値を入力でき
ます。

VXLAN EVPNマルチサイトストーム制御の確認
EVPNストーム制御設定情報を表示するには、次のコマンドを入力します。

目的コマンド

EVPNストーム制御設定のステータスを表示
します。

slot 1 show hardware vxlan storm-control

ストーム制御がしきい値に達すると、次のようにメッセージがログに記録されます。

BGWY-1 %ETHPORT-5-STORM_CONTROL_ABOVE_THRESHOLD: Traffic in port Ethernet1/32 exceeds
the configured threshold , action - Trap (message repeated 38 times)

（注）

vPCをサポートするマルチサイト

vPCをサポートするマルチサイトについて
BGWは vPCコンプレックスに配置できます。この場合、二重接続されたファイアウォールま
たはサービス接続だけでなく、ブリッジ接続またはルーティングされる二重接続で直接接続さ

れたホストもサポートできます。vPC BGWには vPC固有のマルチホーミング技術があり、DF
選択またはスプリットホライズンの EVPNタイプ 4ルートに依存しません。

VXLAN EVPNマルチサイトの構成
23

VXLAN EVPNマルチサイトの構成

VXLAN EVPNマルチサイトストーム制御の確認



vPCサポートを使用したマルチサイトの注意事項と制限事項
vPCサポートを使用したマルチサイトは、次の注意事項と制約事項があります。

• vPCの 4000 VNIはサポートされていません。

• VIPを継続的に使用するBUMでは、MCTリンクはコア分離またはファブリック分離時の
トランスポートとして使用され、ファブリック分離ではユニキャストトラフィックに使用

されます。

• Cisco NX-OSリリース 10.1(2)以降では、vPC BGWを使用したTRMマルチサイトがサポー
トされています。

•リモートマルチサイト BGWループバックアドレスへのルートは、バックアップ SVIを
使用して構成された vPCボーダーゲートウェイスイッチ間の iBGPプロトコルよりも常
に DCIリンクパスを優先する必要があります。バックアップ SVIは、DCIリンク障害が
発生した場合にのみ使用する必要があります。

• vPC BGWは、IPv6マルチキャストアンダーレイでサポートされません。

vPCサポートによるマルチサイトの設定
この手順では、vPCをサポートするマルチサイトの設定について説明します。

• VPCドメインの設定

•ポートチャネルを設定します。

• vPCピアリンクを設定します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

デバイス上で vPCをイネーブルにします。feature vpc

例：

ステップ 2

switch(config)# feature vpc

デバイスのインターフェイス VLAN機能をイネー
ブルにします。

feature interface-vlan

例：

ステップ 3

switch(config)# feature interface-vlan

VXLAN EVPNマルチサイトの構成
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目的コマンドまたはアクション

デバイスの LACP機能をイネーブルにします。feature lacp

例：

ステップ 4

switch(config)# feature lacp

デバイスの PIM機能をイネーブルにします。feature pim

例：

ステップ 5

switch(config)# feature pim

デバイスの OSPF機能をイネーブルにします。feature ospf

例：

ステップ 6

switch(config)# feature ospf

アンダーレイマルチキャストグループ範囲に、PIM
RPアドレスを設定します。

ip pim rp-address address group-list range

例：

ステップ 7

switch(config)# ip pim rp-address 100.100.100.1
group-list 224.0.0/4

デバイス上に vPCドメインを作成し、設定目的で
vpc-domain設定モードを開始します。デフォルト
はありません。範囲は 1～ 1000です。

vpc domain domain-id

例：

switch(config)# vpc domain 1

ステップ 8

ピアスイッチを定義します。peer switch

例：

ステップ 9

switch(config-vpc-domain)# peer switch

vPCのゲートウェイMACアドレスを宛先とするパ
ケットに対してレイヤ 3転送をイネーブルにしま
す。

peer gateway

例：

switch(config-vpc-domain)# peer gateway

ステップ 10

vPCピアキープアライブリンクのリモートエンド
の IPv4アドレスを設定します。

peer-keepalive destination ip-address

例：

ステップ 11

（注）switch(config-vpc-domain)# peer-keepalive
destination 172.28.230.85 vPCピアキープアライブリンクを設定するまで、

vPCピアリンクは構成されません。

管理ポートと VRFがデフォルトです。

vPCドメインでIP ARP同期を有効にして、デバイ
スのリロード後の ARPテーブルの生成を高速化し
ます。

ip arp synchronize

例：

switch(config-vpc-domain)# ip arp synchronize

ステップ 12
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目的コマンドまたはアクション

vPCドメインでIPv6 ND同期を有効にして、デバイ
スのリロード後のNDテーブルの設定を高速化しま
す。

ipv6 nd synchronize

例：

switch(config-vpc-domain)# ipv6 nd synchronize

ステップ 13

vPCピアリンクポートチャネルインターフェイス
を作成し、2つのメンバーインターフェイスを追加
します。

vPCピアリンクを作成します。

例：

switch(config)# interface port-channel 1
switch(config)# switchport

ステップ 14

switch(config)# switchport mode trunk
switch(config)# switchport trunk allowed vlan
1,10,100-200
switch(config)# mtu 9216
switch(config)# vpc peer-link
switch(config)# no shut

switch(config)# interface Ethernet 1/1, 1/21
switch(config)# switchport
switch(config)# mtu 9216
switch(config)# channel-group 1 mode active
switch(config)# no shutdown

バックアップルーテッドパスとして非 VXLAN対
応 VLANを定義します。

system nve infra-vlans range

例：

ステップ 15

switch(config)# system nve infra-vlans 10

インフラ VLANとして使用する VLANを作成しま
す。

vlan number

例：

ステップ 16

switch(config)# vlan 10

vPCピアリンク上のバックアップルーテッドパスに
使用される SVIを作成します。

SVIを作成します。

例：

ステップ 17

switch(config)# interface vlan 10
switch(config)# ip address 10.10.10.1/30
switch(config)# ip router ospf process UNDERLAY
area 0
switch(config)# ip pim sparse-mode
switch(config)# no ip redirects
switch(config)# mtu 9216
switch(config)# no shutdown

SVIの遅延復元タイマーをイネーブルにします。
SVI/VNIスケールが大きい場合は、この値を調整す

（任意） delay restore interface-vlan seconds

例：

ステップ 18

ることを推奨します。たとえば、SCIカウントが
switch(config-vpc-domain)# delay restore
interface-vlan 45 1000の場合、遅延復元を 45秒に設定することを推

奨します。

サイト/ファブリックのサイト IDを設定します。
ms-idの値の範囲は 1〜281474976710655です。ms-id

evpn multisite border-gateway ms-id

例：

ステップ 19
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目的コマンドまたはアクション

は、同じファブリック/サイト内のすべての BGW
で同じである必要があります。

switch(config)# evpn multisite border-gateway
100

VXLANトンネルの終端となるVXLANオーバーレ
イインターフェイスを作成します。

interface nve 1

例：

ステップ 20

（注）switch(config-evpn-msite-bgw)# interface nve 1

スイッチでは 1つのNVEインターフェイスのみ使
用できます。

送信元インターフェイスは、有効な /32 IPアドレス
を持つスイッチ上に設定されているループバック

source-interface loopback src-if

例：

ステップ 21

インターフェイスにする必要があります。この/32
switch(config-if-nve)# source-interface loopback
0 IPアドレスは、転送ネットワークの一時デバイス

およびリモートVTEPによって認識される必要があ
ります。これは、転送ネットワークのダイナミック

ルーティングプロトコルを介してアドレスを通知

することによって、実現されます。

これはホスト到達可能性のアドバタイズメント機構

として BGPを定義します。
host-reachability protocol bgp

例：

ステップ 22

switch(config-if-nve)# host-reachability protocol
bgp

BGW仮想 IPアドレス（VIP）に使用されるループ
バックインターフェイスを定義します。送信元イ

multisite border-gateway interface loopback vi-num

例：

ステップ 23

ンターフェイスは、有効な /32 IPアドレスを持つス
switch(config-if-nve)# multisite border-gateway
interface loopback 100 イッチ上に設定されているループバックインター

フェイスにする必要があります。この/32 IPアドレ
スは、転送ネットワークの一時デバイスおよびリ

モートVTEPによって認識される必要があります。
これは、転送ネットワークのダイナミックルーティ

ングプロトコルを介してアドレスを通知すること

によって、実現されます。このループバックは、送

信元インターフェイスのループバックとは異なる必

要があります。vi-numの範囲は、0～ 1023です。

shutdownコマンドを無効にします。no shutdown

例：

ステップ 24

switch(config-if-nve)# no shutdown

NVE設定モードを終了します。exit

例：

ステップ 25

switch(config-if-nve)# exit
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目的コマンドまたはアクション

ループバックインターフェイスを設定します。interface loopback loopback-number

例：

ステップ 26

switch(config)# interface loopback 0

ループバックインターフェイスのプライマリ IPア
ドレスを設定します。

ip address ip-address

例：

ステップ 27

switch(config-if)# ip address 198.0.2.0/32

ループバックインターフェイスのセカンダリ IPア
ドレスを設定します。

ip address ip-address secondary

例：

ステップ 28

switch(config-if)# ip address 198.0.2.1/32
secondary

ループバックインターフェイスで PIMスパース
モードを設定します。

ip pim sparse-mode

例：

ステップ 29

switch(config-if)# ip pim sparse-mode

vPCを使用したマルチサイトサポート設定の確認
Multi-Site with vPCサポート情報を表示するには、次のいずれかのコマンドを入力します。

一般的な vPCおよび CCのステータスを表示
します。

show vpc brief

すべての vPCインターフェイス全体で一貫し
ている必要があるパラメータのステータスを

表示します。

show vpc consistency-parameters global

両方の vPCピアで一貫している必要がある
NVEインターフェイス下のVNIの設定情報を
表示します。

show vpc consistency-parameters vni

show vpc briefコマンドの出力例：

switch# show vpc brief
Legend:

(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id : 1
Peer status : peer adjacency formed ok (<--- peer up)
vPC keep-alive status : peer is alive
Configuration consistency status : success (<----- CC passed)
Per-vlan consistency status : success (<---- per-VNI CCpassed)
Type-2 consistency status : success
vPC role : secondary
Number of vPCs configured : 1
Peer Gateway : Enabled
Dual-active excluded VLANs : -
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Graceful Consistency Check : Enabled
Auto-recovery status : Enabled, timer is off.(timeout = 240s)
Delay-restore status : Timer is off.(timeout = 30s)
Delay-restore SVI status : Timer is off.(timeout = 10s)
Operational Layer3 Peer-router : Disabled
[...]

show vpc consistency-parameters globalコマンドの出力例：

switch# show vpc consistency-parameters global

Legend:
Type 1 : vPC will be suspended in case of mismatch

Name Type Local Value Peer Value
------------- ---- ---------------------- -----------------------
[...]
Nve1 Adm St, Src Adm St, 1 Up, Up, 2.1.44.5, CP, Up, Up, 2.1.44.5, CP,
Sec IP, Host Reach, VMAC TRUE, Disabled, TRUE, Disabled,
Adv, SA,mcast l2, mcast 0.0.0.0, 0.0.0.0, 0.0.0.0, 0.0.0.0,
l3, IR BGP,MS Adm St, Reo Disabled, Up, Disabled, Up,

200.200.200.200 200.200.200.200
[...]

show vpc consistency-parameters vniコマンドの出力例：

switch(config-if-nve-vni)# show vpc consistency-parameters vni

Legend:
Type 1 : vPC will be suspended in case of mismatch

Name Type Local Value Peer Value
------------- ---- ---------------------- -----------------------
Nve1 Vni, Mcast, Mode, 1 11577, 234.1.1.1, 11577, 234.1.1.1,
Type, Flags Mcast, L2, MS IR Mcast, L2, MS IR
Nve1 Vni, Mcast, Mode, 1 11576, 234.1.1.1, 11576, 234.1.1.1,
Type, Flags Mcast, L2, MS IR Mcast, L2, MS IR
[...]

非対称 VNIを使用するマルチサイトの設定例
次の例は、異なる VNIセットを持つ 2つのサイトが同じMAC VRFまたは IP VRFに接続する
方法を示しています。1つのサイトは VNI 200を内部で使用し、もう 1つのサイトは VNI 300
を内部で使用します。VNI値が異なるため、ルートターゲットautoは一致しなくなりました。
したがって、ルートターゲット値は手動で設定する必要があります。この例では、値 222:333
は異なるサイトからの 2つの VNIをつなぎ合わせます。

サイト 1の BGWには L2VNI 200と L3VNI 201があります。

サイト 2の BGWには L2VNI 300と L3VNI 301があります。

この設定例では、基本的なマルチサイト設定がすでに行われていることを前提としています。（注）
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BGWで VLANから VRFへのマッピングが必要です。この要件は、BGWでのMAC-IPルート
の再生成に必要な L2VNI-to-L3VNIマッピングを維持するために必要です。

（注）

レイヤ 3の設定

サイト 1の BGWノードで、L3VNI 201と L3VNI 301を使用して 2つのサイトをつなぐ共通 RT
201:301を設定します。
vrf context vni201
vni 201
address-family ipv4 unicast
route-target both auto evpn
route-target import 201:301 evpn
route-target export 201:301 evpn

サイト 2の BGWノードで、L3VNI 201と L3VNI 301を使用して 2つのサイトをつなぐ共通の
RT 201:301を設定します。
vrf context vni301
vni 301
address-family ipv4 unicast
route-target both auto evpn
route-target import 201:301 evpn
route-target export 201:301 evpn

レイヤ 2の設定

サイト 1の BGWノードで、L2VNI 200と L2VNI 300を使用して 2つのサイトをつなぐ共通の
RT 222:333を設定します。
evpn
vni 200 l2
rd auto
route-target import auto
route-target import 222:333
route-target export auto
route-target export 222:333

MAC-IPルートの L3ラベルを適切に再生成するには、VRF（L3VNI）を L2VNIに関連付けま
す。

interface Vlan 200
vrf member vni201

サイト 2の BGWノードで、L2VNI 200と L2VNI 300を使用して 2つのサイトをつなぐ共通 RT
222:333を設定します。
evpn
vni 300 l2
rd auto
route-target import auto
route-target import 222:333
route-target export auto
route-target export 222:333
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MAC-IPルートの L3ラベルを適切に再生成するには、VRF（L3VNI）を L2VNIに関連付けま
す。

interface vlan 300
vrf member vni301

PIPを使用したファブリックへのアドバタイズ
Cisco NX-OSリリース 10.5(1)F以降では、ネクストホップとしての PIPとファブリック側への
PIPの RMACを使用して、外部 EVPNタイプ 5ルートをアドバタイズするように BGWを設定
できます。この設定では、BGWはルートのアドバタイズにVIPの代わりにPIPを使用します。

注意事項と制約事項

PIPを使用してルートをアドバタイズする場合は、次の注意事項と制約事項が適用されます。

• Cisco NX-OSリリース 10.5(1)Fでは、L3サポートのみが追加されています。

•この機能は、VPC BGWには適用されません。

•このソリューションでは、リモート BGWがダウンした後、BGWとリーフでルートが更
新されるまで、トラフィック損失が予想されます。

•ユーザーは、リーフの EVPNおよびVRFのアドレスファミリで最大パスを構成する必要
があります。これにより、BGPは、すべてのパスをベストパスまたはマルチパスとして選
択し、すべてのネクストホップをフォワーディングプレーンにダウンロードして、ロード

バランシングを実行できます。

•個別の BGWとスパインを使用するトポロジでは、次の 2つのオプションのいずれかを実
行する必要があります。

• BGWでデュアル RDを無効にします。

•スパインで configure add-pathコマンドを使用します。

• fabric-advertise-pip l3コマンドは、同じサイト上のすべての BGWで構成する必要があり
ます。

•このソリューションは、サイトごと、プレーンごとに 1つの BGWのみを使用するマルチ
プレーントポロジに適用できます。サイトごとに複数のBGWが単一のプレーンに接続さ
れている場合、このソリューションは必要ありません。

• fabric-advertise-pip l3が有効になっている場合、BGWは PIPアドレスを持つ同じサイト
上の他の BGWからのリモートタイプ 5ルートを受け入れます。これにより、BGW上の
ルートごとのパス数が増加し、同じサイト上の BGWの数に正比例するようになります。

VXLAN EVPNマルチサイトの構成
31

VXLAN EVPNマルチサイトの構成

PIPを使用したファブリックへのアドバタイズ



PIPを使用してファブリックにアドバタイズするための BGWの設定
このセクションでは、エニーキャスト BGW上のファブリックへのネクストホップとして PIP
を使用して、リモートルートのアドバタイズを有効にするための設定手順について説明しま

す。

手順の概要

1. configure terminal
2. evpn multisite border-gateway ms-id

3. fabric-advertise-pip l3

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

サイト/ファブリックのサイト IDを設定します。
ms-idの値の範囲は、1〜2,814,749,767,110,655です。

evpn multisite border-gateway ms-id

例：

ステップ 2

ms-idは、同じファブリック/サイト内のすべての
BGWで同じである必要があります。

switch(config)# evpn multisite border-gateway 100

ファブリックへの PIPネクストホップを使用したリ
モート EVPNタイプ 5ルートのアドバタイズメント
を有効にします。

fabric-advertise-pip l3

例：

switch(config-evpn-msite-bgw)#
fabric-advertise-pip l3

ステップ 3

設定の確認

show nve interface nve 1 detailコマンドを使用して、設定を確認します。

switch(config)# show nve interface nve 1 detail
Interface: nve1, State: Up, encapsulation: VXLAN
VPC Capability: VPC-VIP-Only [not-notified]
Local Router MAC: 4464.3c31.802f
Host Learning Mode: Control-Plane
Source-Interface: loopback1 (primary: 20:1::21, secondary: 0.0.0.0)
Source Interface State: Up
Virtual RMAC Advertisement: No
NVE Flags:
Interface Handle: 0x49000001
Source Interface hold-down-time: 180
Source Interface hold-up-time: 30
Remaining hold-down time: 0 seconds
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Virtual Router MAC: N/A
Virtual Router MAC Re-origination: 0022.3344.5566
Interface state: nve-intf-add-complete
Fabric convergence time: 37 seconds
Fabric convergence time left: 0 seconds
Multisite delay-restore time: 50 seconds
Multisite delay-restore time left: 0 seconds
Multisite dci-advertise-pip configured: False
Multisite fabric-advertise-pip l3 configured: True

マルチサイトでの TRM
ここでは、次の内容について説明します。

•マルチサイトでの TRMの設定に関する情報（33ページ）

•マルチサイトでの TRMのガイドラインと制限事項（38ページ）

•マルチサイトでの TRMの設定（42ページ）

•マルチサイト設定による TRMの確認（46ページ）

マルチサイトでの TRMの設定に関する情報
マルチサイトを使用したテナントルーテッドマルチキャスト（TRM）は、マルチサイト経由
で接続された複数の VXLAN EVPNファブリック間でのマルチキャスト転送を可能にします。
この機能は、さまざまなサイトの送信元と受信者に、レイヤ3マルチキャストサービスを提供
します。サイト間の東西マルチキャストトラフィックの要件に対応します。

各 TRMサイトは独立して動作しています。各サイトのボーダーゲートウェイでは、サイト間
でスティッチングが可能です。サイトごとに複数のボーダーゲートウェイを設定できます。サ

イト間のマルチキャスト送信元および受信者情報は、TRMが設定されたボーダーゲートウェ
イ上の BGPによって伝播されます。各サイトのボーダーゲートウェイはマルチキャストパ
ケットを受信し、ローカルサイトに送信する前にパケットを再カプセル化します。CiscoNX-OS
リリース 10.1(2)以降、マルチサイト対応 TRMは、エニーキャストボーダーゲートウェイと
vPCボーダーゲートウェイの両方をサポートします。

L3VNIのDesignated Forwarder（DF）として選択されたボーダーゲートウェイは、ファブリッ
クからコア側にトラフィックを転送します。TRM Multicast-Anycast Gatewayモデルでは、VIP-R
ベースのモデルを使用してリモートサイトにトラフィックを送信します。IR宛先 IPは、リモー
トサイトの VIP-Rです。受信者が存在する各サイトは、送信元サイトから 1つのコピーのみ
を取得します。DF転送は、エニーキャストボーダーゲートウェイでのみ適用できます。

リモートサイトにトラフィックを送信するのは DFだけです。（注）

VXLAN EVPNマルチサイトの構成
33

VXLAN EVPNマルチサイトの構成

マルチサイトでの TRM



リモートサイトでは、コアからサイト間マルチキャストトラフィックを受信する BGWがト
ラフィックをファブリック側に転送します。非 DFも送信元サイトから VIP-Rコピーを受信で
きるため、コアからファブリック方向への DFチェックは行われません。

図 2 :マルチサイトトポロジの TRM、BL外部マルチキャスト接続

Cisco NX-OSリリース 9.3(3)以降では、マルチサイト対応 TRMは、以前のリリースでサポー
トされていたBL接続に加えて、外部マルチキャストネットワークへの BGW接続をサポート
します。転送は前の例で説明したように行われますが、外部マルチキャストネットワークへの

出口点はオプションで BGWを介して提供できます。
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図 3 :マルチサイトトポロジ、BGW外部マルチキャスト接続を備えた TRM

IPv6アンダーレイを使用したTRMマルチサイトの設定についての情報
Cisco NX-OSリリース 10.4(3)F以降では、IPv6アンダーレイを使用した TRMマルチサイトの
サポートが提供されます。
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図 4 : IPv6アンダーレイを使用した TRMマルチサイトトポロジ、BL外部マルチキャスト接続
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図 5 : IPv6アンダーレイを使用した TRMマルチサイトトポロジ、BGW外部マルチキャスト接続

上記のトポロジは、VXLAN EVPNファブリック内の 4つのリーフと 2つのスパイン、および
2つのエニーキャスト BGWを示しています。ファブリック内では、アンダーレイは PIMv6を
実行する IPv6マルチキャストです。RPはエニーキャスト RPとともにスパインに配置されま
す。BGWは、ファブリック側で IPv6プロトコル独立マルチキャスト（PIMv6）エニーソース
マルチキャスト（ASM）を使用した VXLAN、DCI側で入力複製（IPv6）をサポートします。

Cisco NX-OSリリース 10.5(1)F以降、アンダーレイネットワークは TRMマルチサイトの次の
組み合わせをサポートします。

•データセンターファブリックでは、マルチキャストアンダーレイ（PIMv6）エニーソー
スマルチキャスト（ASM）と入力複製（IPv6）の両方がサポートされています。

•データセンターインターコネクト（DCI）では、入力複製（IPv6）のみがサポートされて
います。
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マルチサイトでの TRMのガイドラインと制限事項
マルチサイトでは TRMには、次の注意事項と制約事項があります。

•次のプラットフォームは、マルチサイトでの TRMをサポートしています。

• Cisco Nexus 9300-EXプラットフォームスイッチ

• Cisco Nexus 9300-FX/FX2/FX3プラットフォームスイッチ

• Cisco Nexus 9300-GXプラットフォームスイッチ

• Cisco Nexus 9300-GX2プラットフォームスイッチ

• Cisco Nexus 9332D-H2Rスイッチ

• Cisco Nexus 93400LD-H1スイッチ

• Cisco Nexus 9364C-H1スイッチ

• -EX/FX/FX3ラインカード搭載の Cisco Nexus 9500プラットフォームスイッチ

• Cisco NX-OSリリース 9.3(3)以降では、マルチキャストトラフィック用にボーダーリーフ
とマルチサイトボーダーゲートウェイを同じノードに共存させることができます。

• Cisco NX-OS Release 9.3(3)以降では、特定のサイトのすべてのボーダーゲートウェイで同
じ Cisco NX-OS 9.3(x)イメージを実行する必要があります。

• Cisco NX-OSリリース 10.1(2)には、次の注意事項と制約事項があります。

• vPCプライマリおよびセカンダリピアに接続されたL3ホストをサポートするために、
vPCピア間に VRF Liteリンクを（テナント VRFごとに）追加する必要があります。

• 2つの vPCピア間でバックアップ SVIが必要です。

• L2および L3に接続された孤立ポートは、vPC BGWでサポートされます。

• vPC BGWを使用した TRMマルチサイトは、vMCTではサポートされません。

TRMおよび vPCサポートによる TRMの設定の詳細については、「テナントルーテッド
マルチキャストの設定」を参照してください。

• vPC BGWおよび Anycast BGWを使用した TRMマルチサイトは、Cisco Nexus 9300-EX、
FX、FX2、および FX3ファミリスイッチでサポートされます。Cisco NX-OSリリース
10.2(1)F以降、vPC BGWおよび Anycast BGWを使用した TRMは、Cisco Nexus 9300-GX
ファミリスイッチでサポートされます。

• Cisco NX-OSリリース 10.2(1q)F以降、マルチサイトで TRMはN9K-C9332D-GX2Bプラッ
トフォームスイッチでサポートされます。

• Cisco NX-OSリリース 10.2(1q)F以降、vPC BGWおよびエニーキャスト BGWで TRMマ
ルチサイトは C9332D-GX2Bプラットフォームスイッチでサポートされます。
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• Cisco NX-OSリリース 10.4(1)F以降、vPC BGWおよびエニーキャスト BGWで TRMマル
チサイトは Cisco Nexus 9332D-H2Rスイッチでサポートされます。

• Cisco NX-OSリリース 10.4(2)F以降、vPC BGWおよびエニーキャスト BGWで TRMマル
チサイトは Cisco Nexus 93400LD-H1スイッチでサポートされます。

• Cisco NX-OSリリース 10.4(3)F以降、vPC BGWおよびエニーキャスト BGWで TRMマル
チサイトは Cisco Nexus 9364C-H1スイッチでサポートされます。

• Cisco NX-OSリリース 10.5(2)F以降、vPC BGWおよびエニーキャスト BGWを持つ TRM
マルチサイトは N9K-X9736C-FX3ラインカードを搭載した Cisco Nexus 9500シリーズス
イッチでサポートされます。

• Cisco NX-OSリリース 10.2(2)F以降、マルチキャストグループ設定を使用して、multisite
mcast-group dci-core-groupコマンドを使用して DCIコアで TRMおよび L2 BUMパケット
をカプセル化します。

• Cisco NX-OSリリース 10.2(3)F以降、TRMマルチサイトは Cisco Nexus 9364D-GX2Aおよ
び 9348D-GX2Aスイッチでサポートされています。

• Cisco NX-OSリリース 10.4(1)F以降、TRMマルチサイトは Cisco Nexus 9332D-H2Rスイッ
チでサポートされます。

• Cisco NX-OSリリース 10.4(2)F以降、TRMマルチサイトはCisco Nexus 93400LD-H1スイッ
チでサポートされます。

• Cisco NX-OSリリース 10.4(3)F以降、TRMマルチサイトはCisco Nexus 9364C-H1スイッチ
でサポートされます。

•マルチサイトを使用した TRMは、次の機能をサポートしています。

• vPCボーダーゲートウェイを使用した TRMマルチサイト。

• VXLANファブリックの PIM ASMマルチキャストアンダーレイ

•マルチサイトレイヤ 3モードのみの TRM

•エニーキャストゲートウェイを使用したマルチサイトでの TRM

•境界リーフでの VRF-Liteの終端

• TRMマルチサイトを使用する次の RPモデル：

•外部 RP

• RP Everywhere

•内部 RP

• 1つのサイトで設定できる vPC BGWのペアは 1つだけです。

• vPC BGWとエニーキャスト BGWのペアを同じサイトに共存させることはできません。
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• NX-OS 10.2(2)Fより前では、コア全体のDCIピア間で入力レプリケーションのみがサポー
トされていました。Cisco NX-OSリリース 10.2（2）F以降では、コア全体の DCIピア間
で入力レプリケーションとマルチキャストの両方がサポートされています。

•ボーダールータは、ファブリックからコア、およびコアからファブリックへのMVPNルー
トを再生成します。

•異なるサイトのボーダーゲートウェイ間の eBGPピアリングだけがサポートされます。

•各サイトには、TRMアンダーレイ用のローカル RPが必要です。

•各サイトのアンダーレイユニキャストルーティングを、別のサイトのアンダーレイユニ
キャストルーティングから分離します。この要件は、マルチサイトにも適用されます。

• MVPNアドレスファミリは、BGW間で有効にする必要があります。

•外部マルチキャストファブリックへのBGW接続を設定する場合は、次の点に注意してく
ださい。

•サイトのファブリックサイトにリーフがない場合でも、マルチキャストアンダーレ
イはファブリック側のすべての BGW間で設定する必要があります。

•そのため、ボーダーリーフ（BL）ノードとしても動作する、単一サイト BGWに
VRF-Liteリンクを介してレイヤ 3接続されている送信元と受信者は、外部レイヤ 3
ネットワークを介して到達可能である必要があります。BGW BL Node-1上でレイヤ
3接続された送信元と、同じサイトの BGW-Node-2上でレイヤ 3接続された受信者が
ある場合、これらの2つのエンドポイント間のトラフィックは、ファブリックではな
く、外部のレイヤ 3ネットワークを経由します。

•外部マルチキャストネットワークは、BGWまたは BLを介してのみ接続する必要が
あります。展開に同じサイトの BGWと BLの両方からの外部マルチキャストネット
ワーク接続が必要な場合は、BGWから学習した外部ルートが BLよりも優先される
ことを確認します。そのためには、BGWの BLよりもMEDが低く、OSPFコストが
（外部リンク上で）高くなる必要があります。

次の図は、BGW-BLと内部リーフ（BL1）を介した外部ネットワーク接続を持つサイ
トを示しています。外部ソースへのパスは、リモートサイトの受信側での重複を避け

るために、（BL1ではなく）BGW-1を経由する必要があります。
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• BGWは、図に示すように、同じ物理インターフェイスでVRF-Liteハンドオフとマルチサ
イト構成をサポートします。

• MEDは iBGPでのみサポートされます。

IPv6アンダーレイを使用したTRMマルチサイトでの注意事項と制限事
項

IPv6アンダーレイを使用した TRMマルチサイトには、以下の構成の注意事項および制限事項
があります。
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• BGWは、ファブリック側で Protocol-Independent Multicast（PIMv6）Any-Source Multicast
（ASM）を使用した VXLANと、DCI側での入力複製（IPv6）をサポートします。

• Cisco Nexus 9300-FX、FX2、FX3、GX、GX2、H2R、および H1 ToRスイッチは、リーフ
VTEPとしてサポートされています。

• Cisco Nexus N9K-X9716D-GXおよび N9K-X9736C-FX、N9K-X9736C-FX3ラインカードは
スパイン（EoR）でのみサポートされます。

• EoRがマルチキャストアンダーレイ（PIMv6）エニーソースマルチキャスト（ASM）を
使用してスパインノードとして展開されている場合は、グローバル構成モードで次のいず

れかのコマンドを使用して、デフォルト以外のテンプレートを構成する必要があります：

• system routing template-multicast-heavy

• system routing template-multicast-ext-heavy

• Cisco NX-OSリリース 10.5(1)F以降、データセンターファブリックの TRMマルチサイト
は、アンダーレイでマルチキャストアンダーレイ（PIMv6）Any-Source Multicast（ASM）
と入力複製（IPv6）の両方をサポートします。このサポートは、以下のスイッチおよヴぃ
ラインカードで利用可能です。

•リーフ VTEPとしての Cisco Nexus 9300-FX、FX2、FX3、GX、GX2、H2R、および
H1 ToRスイッチ。

•アンダーレイがマルチキャストアンダーレイ（PIMv6）エニーソースマルチキャスト
（ASM）用に構成されている場合には、スパインとしてCisco Nexus N9K-X9716D-GX
および N9K-X9736C-FXラインカード。

•アンダーレイが入力複製（IPv6）を使用する場合は、VTEPとして Cisco Nexus
N9K-X9716D-GXおよび N9K-X9736C-FXラインカード。

• Cisco NX-OSリリース 10.5(2)F以降、アンダーレイが入力複製（IPv6）を使用している場
合、IPv6アンダーレイを使用した TRMマルチサイトのサポートは、VTEPとして
N9K-X9736C-FX3ラインカードを備えた Cisco Nexus 9500シリーズスイッチに拡張され
ます。

マルチサイトでの TRMの設定

始める前に

次を設定する必要があります。

• VXLAN TRM

• VXLANマルチサイト

このセクションは、TRMを使用するエニーキャスト BGWの設定手順を示します。TRMを使
用する vPC BGWの場合、vxLAN TRMおよび VxLANマルチサイトとともに vPCを設定する
必要があります。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

NVEインターフェイスを設定します。interface nve1

例：

ステップ 2

switch(config)# interface nve1

NVEインターフェイスを呼び出します。no shutdown

例：

ステップ 3

switch(config-if-nve)# no shutdown

これはホスト到達可能性のアドバタイズメント機構

として BGPを定義します。
host-reachability protocol bgp

例：

ステップ 4

switch(config-if-nve)# host-reachability protocol
bgp

送信元インターフェイスは、有効な /32 IPアドレス
を持つスイッチ上に設定されているループバック

source-interface loopback src-if

例：

ステップ 5

インターフェイスにする必要があります。この/32
switch(config-if-nve)# source-interface loopback
0 IPアドレスは、転送ネットワークの一時デバイス

およびリモートVTEPによって認識される必要があ
ります。これは、転送ネットワークのダイナミック

ルーティングプロトコルを介してアドレスを通知

することによって、実現されます。

ボーダーゲートウェイの仮想 IPアドレス（VIP）
に使用されるループバックインターフェイスを定

multisite border-gateway interface loopback vi-num

例：

ステップ 6

義します。border-gatewayインターフェイスは、有
switch(config-if-nve)# multisite border-gateway
interface loopback 1 効な /32 IPアドレスを持つスイッチ上に設定されて

いるループバックインターフェイスにする必要が

あります。この/32 IPアドレスは、転送ネットワー
クの一時デバイスおよびリモートVTEPによって認
識される必要があります。これは、転送ネットワー

クのダイナミックルーティングプロトコルを介し

てアドレスを通知することによって、実現されま

す。このループバックは、送信元インターフェイス

のループバックとは異なる必要があります。vi-num
の範囲は、0～ 1023です。
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目的コマンドまたはアクション

仮想ネットワーク識別子（VNI）を設定します。member vni vni-range associate-vrf

例：

ステップ 7

vni-rangeの範囲は 1〜16,777,214です。vni-rangeの
値は、5000などの単一の値または 5001〜5008など
の範囲です。

switch(config-if-nve)# member vni 10010
associate-vrf

ファブリック内のNVEマルチキャストグループ IP
プレフィックスを設定します。

mcast-group ip-addr

例：

ステップ 8

switch(config-if-nve-vni)# mcast-group 225.0.0.1

DCIコアで TRMおよび L2 BUMパケットをカプセ
ル化するために使用されるマルチキャストグルー

プを設定します。

multisite mcast-group dci-core-group address

例：

switch(config-if-nve-vni)# multisite mcast-group
226.1.1.1

ステップ 9

レイヤ 2 VNIを拡張するためのマルチサイト BUM
レプリケーション方式を定義します。

multisite ingress-replication optimized

例：

ステップ 10

switch(config-if-nve-vni)# multisite
ingress-replication optimized

IPv6アンダーレイを使用した TRMマルチサイトの構成
ここでは、ファブリック側のプロトコル独立マルチキャスト（PIMv6）エニーソースマルチ
キャスト（ASM）と DCI側の入力複製（IPv6）を使用した IPv6マルチキャストアンダーレイ
を持つ TRM用エニーキャスト BGWの構成手順について説明します。

始める前に

次を設定する必要があります。

• VXLAN TRM

• VXLANマルチサイト

手順の概要

1. configure terminal
2. interface nve1
3. no shutdown
4. host-reachability protocol bgp
5. source-interface loopback src-if

6. multisite border-gateway interface loopback vi-num

7. member vni vni-range associate-vrf
8. mcast-group ipv6-addr

9. multisite ingress-replication optimized
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

NVEインターフェイスを設定します。interface nve1

例：

ステップ 2

switch(config)# interface nve1

NVEインターフェイスを呼び出します。no shutdown

例：

ステップ 3

switch(config-if-nve)# no shutdown

これはホスト到達可能性のアドバタイズメント機構

として BGPを定義します。
host-reachability protocol bgp

例：

ステップ 4

switch(config-if-nve)# host-reachability protocol
bgp

送信元インターフェイスは、有効な /128 IPv6アドレ
スを持つスイッチ上に設定されているループバック

source-interface loopback src-if

例：

ステップ 5

インターフェイスにする必要があります。この /128
switch(config-if-nve)# source-interface loopback
0 IPv6アドレスは、転送ネットワークの一時デバイス

およびリモート VTEPによって認識される必要があ
ります。これは、転送ネットワークのダイナミック

ルーティングプロトコルを介してアドレスを通知す

ることによって、実現されます。

ボーダーゲートウェイの仮想 IPアドレス（VIP）に
使用されるループバックインターフェイスを定義し

multisite border-gateway interface loopback vi-num

例：

ステップ 6

ます。border-gatewayインターフェイスは、有効な
switch(config-if-nve)# multisite border-gateway
interface loopback 1 /128 IPv6アドレスを持つスイッチ上に構成されてい

るループバックインターフェイスにする必要があり

ます。この /128 IPv6アドレスは、転送ネットワーク
の一時デバイスおよびリモート VTEPによって認識
される必要があります。これは、転送ネットワーク

のダイナミックルーティングプロトコルを介して

アドレスを通知することによって、実現されます。

このループバックは、送信元インターフェイスの

ループバックとは異なる必要があります。vi-numの
範囲は、0～ 1023です。
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目的コマンドまたはアクション

仮想ネットワーク識別子（VNI）を設定します。member vni vni-range associate-vrf

例：

ステップ 7

vni-rangeの範囲は 1～ 16,777,214です。vni-rangeの
値は、5000などの単一の値または 5001〜5008など
の範囲です。

switch(config-if-nve)# member vni 90001
associate-vrf

ファブリック内の NVEマルチキャストグループ
IPv6プレフィックスを構成します。

mcast-group ipv6-addr

例：

ステップ 8

switch(config-if-nve-vni)# mcast-group
ff03:ff03::101:1

サイト間の TRM機能の拡張のためにマルチサイト
複製方法を定義します。

multisite ingress-replication optimized

例：

ステップ 9

switch(config-if-nve-vni)# multisite
ingress-replication optimized

マルチサイト設定による TRMの確認
マルチサイト設定の TRMのステータスを表示するには、次のコマンドを入力します。

目的コマンド

L3VNIを表示します。

（注）

この機能では、Multi-Site拡張L3VNIのデフォ
ルト設定は最適化された IRです。MS-IRフ
ラグは本質的に、MS-IRが最適化されている
ことを意味します。

show nve vni virtual-network-identifier

show nve vniコマンドの例：

インターネットユーザに商品やサービスを提供する IPv4
switch(config)# show nve vni 51001
Codes: CP - Control Plane DP - Data Plane

UC - Unconfigured SA - Suppress ARP
SU - Suppress Unknown Unicast
Xconn - Crossconnect
MS-IR - Multisite Ingress Replication

Interface VNI Multicast-group State Mode Type [BD/VRF] Flags
--------- -------- ----------------- ----- ---- ------------------ -----
nve1 51001 226.0.0.1 Up CP L3 [cust_1] MS-IR

IPv6の場合
switch(config)# show nve vni 90001
Codes: CP - Control Plane DP - Data Plane

UC - Unconfigured SA - Suppress ARP
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S-ND - Suppress ND
SU - Suppress Unknown Unicast
Xconn - Crossconnect
MS-IR - Multisite Ingress Replication
HYB - Hybrid IRB mode

Interface VNI Multicast-group State Mode Type [BD/VRF] Flags
--------- -------- ----------------- ----- ---- ------------------ -----
nve1 90001 ff03:ff03::101:1 Up CP L3 [v1] MS-IR

switch(config)#

RFC 5549アンダーレイを使用した VXLAN EVPNマルチサ
イト

RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトの概要
RFC 5549アンダーレイ機能を使用した VXLAN EVPNマルチサイトは、すでに VXLAN IPv4
ネットワークインフラストラクチャがあり、IPv6機能を統合する必要がある展開向けに導入
されます。

RFC 5549では、IPv6アドレスをネクストホップとする BGPを使用してアンダーレイ IPv4プ
レフィックスのアドバタイズメントが可能になり、IPv6アンダーレイネットワークを介して
IPv4接続を効果的に確立できます。

RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトの利点

• IPv4アドレスの枯渇に対してネットワークを支援します。

• IPv6を VXLAN IPv4ネットワークインフラストラクチャに統合することで、拡張性と効
率性が向上します。

•デバイス間のよりシンプルで直接的な通信を提供します。

•サブ秒でのコンバージェンスを実現します。

•以下のトポロジをサポートします。

•リーフへのボーダースパインゲートウェイ。

•リーフへの vPC BGW。

•リーフへのエニーキャスト BGW。
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RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトのサポートされるプラット
フォームおよびリリース

プラットフォーム（Platform）リリー

ス

機能

Cisco Nexus 9000シリーズスイッ
チ

10.5(1)Fマルチサイトでの RFC 5549アンダーレイを使
用した VXLAN BGP EVPN

RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトの機能
このセクションでは、RFC 5549アンダーレイを使用した VXLAN BGP EVPNがマルチサイト
環境でどのように機能するかについて説明します。

VTEP IPv4アドレスアドバタイズメント

VTEPアドレスは、IPv4 VTEPアドレスが以下の IPv6対応インターフェイスを使用してルー
ティングされるなど、RFC 5549アンダーレイを使用して BGPでアドバタイズされます。

•リンクローカルアドレス（LLA）：この BGPピアリング構成のタイプでは、BGPはイン
ターフェイスのリンクローカルアドレスを使用して IPv6セッションを確立し、それによ
り IPv4アドレスをアドバタイズできるようにします。このアプローチによって、インター
フェイスのグローバルアドレスの構成が必要なくなります。

•グローバル IPv6アドレス：この BGPピアリング構成のタイプでは、直接接続インター
フェイスのグローバル IPv6アドレスを使用して、BGPで標準の IPv6ネイバー関係を作成
します。したがって、ピアリングを確立するために、直接接続インターフェイスにグロー

バル IPv6アドレスを構成する必要があります。

IPv4セッションを経由した VXLAN EVPNサービスアドバタイズメント

VTEPの IPv4到達可能性がRFC 5549アンダーレイでアドバタイズされる場合、EVPN IPv4 BGP
セッションを作成して、マルチサイト環境でVXLANv4サービスをアドバタイズする必要があ
ります。

マルチサイトでの RFC 5549アンダーレイを使用した VXLAN BGP EVPN

マルチサイトでは、RFC 5549アンダーレイを使用した VXLAN BGP EVPNは、図に示すよう
にノード間通信をサポートします。

BGWの VTEP IPv4アドレスは、サイト間の RFC 5549アンダーレイのネクストホップアドレ
スとして IPv6アドレス（LLAまたはグローバルアドレス）を使用してアドバタイズされます。
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RFC 5549アンダーレイを使用した VXLAN BGP EVPNの注意事項
• VTEPは、IPv4の同じアドレスファミリから取得する必要があります。

• VTEPループバックアドレスは IPv4アドレスである必要があります。

•アップグレード中、以下に示すように、サポートされているリリースバージョンがノード
で使用されていることを確認します。

サポートされるリリースノード

10.2(3)F以降コア

10.2(3)F以降スパイン

10.2(3)F以降リーフ

10.5(1)F以降ボーダーゲートウェイ

•リモートマルチサイト BGWループバックアドレスへのルートは、バックアップ SVIを使
用して構成された vPCボーダーゲートウェイスイッチ間の iBGPプロトコルよりも、常に
DCIリンクパスを優先する必要があります。バックアップ SVIは、DCIリンク障害が発
生した場合にのみ使用する必要があります。
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•同じリンクローカルアドレス（LLA）を持つ複数のインターフェイスでの BGPピアリン
グの設定はサポートされていません。このような設定が実装されている場合、結果の動作

は予測できません。

RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトのサポー
トされている機能とサポートされていない機能

•マルチサイト環境での RFC 5549アンダーレイを使用した VXLAN BGP EVPNでサポート
されている機能とサポートされていない機能は次のとおりです。

サポート対象またはサポート

対象外

サポートされているリリース機能

サポート対象10.5(1)F入力レプリケーション

サポート対象10.5(1)Fオーバーレイ TCPセッショ
ン

サポート対象10.5(1)FDSVNI

サポート対象10.5(1)Fエニーキャスト BGW

サポート対象10.5(1)FvPC BGW

サポート対象10.5(1)FvMCT

サポート対象10.5(1)Fルートリーク：ホストアド

レスおよびデフォルト以外の

カスタマー VRF間

サポート対象10.5(1)Fデフォルト VRFを使用した
RFC 5549上の IPv4

非対応-テナント VRFを使用した
IPv4 over RFC 5549

非対応-ポリシーベースルーティング

非対応-NGOAM

非対応-ND抑制

非対応-ARP抑制

非対応-IPv4 VNF：IPv4 PE-CE BGP
セッションを介した IPv4
サービス
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サポート対象またはサポート

対象外

サポートされているリリース機能

非対応-RFC 5549 VNF：IPv6 PE-CE
BGPセッションを介した
IPv4サービス

非対応-IPv6 VNF：IPv6 PE-CE BGP
セッションを介した IPv6
サービス

非対応-vPC

非対応-BFD

非対応-アンダーレイマルチキャスト

非対応-マルチキャスト/TRM

非対応-ファイアウォールクラスタ

非対応-新しい L3VNI構成

非対応-グループポリシーオプショ

非対応-ファーストホップセキュリ

ティ

非対応-VXLAN上の PVLAN

非対応-VXLAN-TE

非対応-CloudSec

マルチサイトでの RFC 5549アンダーレイを使用した VXLAN EVPNマル
チサイトの構成

マルチサイト環境では、LLAまたはグローバル IPv6アドレスを使用して、RFC 5549アンダー
レイを使用した VXLAN EVPNマルチサイトの構成を実行できます。

RFC 5549アンダーレイを使用して BGW VXLAN EVPNマルチサイトを構成するには、次の手
順を実行します。

手順

ステップ 1 configure terminal
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例：

leaf# config terminal
leaf(config)#

グローバル構成モードを開始します。

ステップ 2 interface ethernet port

例：

leaf(config)# interface ethernet1/2
leaf(config-if)#

RFC 5549のリンクローカルインターフェイス構成モードを開始します。

ステップ 3 ip forward

例：

leaf(config-if)# ip forward

インターフェイス VLANに IPアドレスが定義されていない場合でも、IPv4ベースのルックアップが有
効になります。

ステップ 4 リンクローカルアドレスを生成するには、次のいずれかのオプションを使用します。

•リンクローカル IPv6アドレス

または

•グローバル IPv6アドレス

a) LLAを構成するには、次のいずれかのオプションを使用します。

• ipv6 link-local LL_ipv6_address (Manual option)

または

• ipv6 address use-link-local-only (Auto option)

または

• ipv6 link-local use-bia (Auto option)

例：

leaf(config-if)# ipv6 link-local fe80::1111:2222:2222:3101

または

leaf(config-if)# ipv6 address use-link-local-only

または

leaf(config-if)# ipv6 link-local use-bia

指定した選択肢に基づいて、インターフェイスのリンクローカル IPv6アドレスを構成します。

または

a) グローバル IPv6アドレス：デフォルトで LLAを生成します

例：
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ipv6 address ipv6_address

leaf(config-if)# ipv6 address 2000:1:1::1/64

インターフェイスのグローバル IPv6アドレスを構成します。

ステップ 5 exit

例：

leaf(config-if)# exit
leaf(config)#

インターフェイスコンフィギュレーションモードを終了します。

ステップ 6 router bgp as-number

例：

leaf(config)# router bgp 1
leaf(config-router)#

BGPルータコンフィギュレーションモードを開始します。

ステップ 7 neighbor [ipv6_address | ethernet port]

例：

leaf(config-router)# neighbor ethernet1/2

インターフェイスの BGPネイバーを構成します。

ステップ 8 remote-as value

例：

leaf(config-router)# remote-as 2
leaf(config-router-neighbor)#

BGPネイバーのリモートピアの自律システム番号を構成します。

ステップ 9 peer-type fabric-external

例：

leaf(config-router-neighbor)# peer-type fabric-external

マルチサイトのネクストホップリライトを有効にします。EVPN交換のサイト外部 BGPネイバーを定
義します。peer-typeのデフォルトは fabric-internalです。

（注）

peer-type fabric-externalコマンドは、VXLANマルチサイト BGWにのみ必要です。

ステップ 10 address-family ipv4 unicast

例：

leaf(config-router-neighbor)# address-family ipv4 unicast
leaf(config-router-af)#

IPv4ユニキャストアドレスファミリを構成します。

ステップ 11 disable-peer-as-check
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例：

leaf(config-router-af)# disable-peer-as-check

ルートアドバタイズメント時のピア AS番号のチェックをディセーブルにします。すべてのリーフが同
じ ASを使用しているが、スパインがリーフと異なる ASを使用している場合、このパラメータを eBGP
用のスパインに設定します。

（注）

このコマンドは、eBGPに必要です。eBGP構成の詳細については、eBGPアンダーレイ IPネットワーク
を参照してください。

マルチサイト用 RFC 5549アンダーレイを使用した VXLAN EVPNマルチ
サイトの例

•次の例は、IPv4アドレスが、LLAアドレスを使用し、IPv6インターフェイスを介してス
パインからリーフにアドバタイズされる方法を示しています。

spine# show ip route 10.1.1.1
IP Route Table for VRF "default"
'*' denotes best ucast next-hop
'**' denotes best mcast next-hop
'[x/y]' denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

fe80::1111:2222:2222:131, ubest/mbest: 1/0
*via 10.1.1.1/32%default, Eth1/2, [200/0], 6d09h, bgp-2, external, tag 2

•次の例は、IPv4アドレスが、グローバル IPv6アドレスを使用し、IPv6インターフェイス
を介してスパインからリーフにアドバタイズされる方法を示しています。

spine# show ip route 10.2.2.2
IP Route Table for VRF "default"
'*' denotes best ucast next-hop
'**' denotes best mcast next-hop
'[x/y]' denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

10.2.2.2/32, ubest/mbest: 1/0
*via 30:3:1::1%default, Eth1/2, [200/0], 6d09h, bgp-2, external, tag 2

VXLAN EVPNマルチサイトの構成
54

VXLAN EVPNマルチサイトの構成

マルチサイト用 RFC 5549アンダーレイを使用した VXLAN EVPNマルチサイトの例

cisco-nexus-9000-series-nx-os-vxlan-configuration-guide-release-105x_chapter3.pdf#nameddest=unique_54
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