
Cisco Nexus 3600スイッチNX-OSプログラマビリティガイド、
リリース 10.6(x)
最終更新：2026年 1月 2日

シスコシステムズ合同会社
〒107-6227東京都港区赤坂9-7-1 ミッドタウン・タワー
http://www.cisco.com/jp
お問い合わせ先：シスココンタクトセンター

0120-092-255（フリーコール、携帯・PHS含む）
電話受付時間：平日 10:00～12:00、13:00～17:00
http://www.cisco.com/jp/go/contactcenter/



【注意】シスコ製品をご使用になる前に、安全上の注意（ www.cisco.com/jp/go/safety_warning/）をご確認ください。本書は、米国シスコ発行ド
キュメントの参考和訳です。リンク情報につきましては、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更され
ている場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容については米国サイトのドキュメントを参照くだ

さい。また、契約等の記述については、弊社販売パートナー、または、弊社担当者にご確認ください。

THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS REFERENCED IN THIS DOCUMENTATION ARE SUBJECT TO CHANGE WITHOUT NOTICE.
EXCEPT AS MAY OTHERWISE BE AGREED BY CISCO IN WRITING, ALL STATEMENTS, INFORMATION, AND RECOMMENDATIONS IN THIS DOCUMENTATION ARE
PRESENTED WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED.

The Cisco End User License Agreement and any supplemental license terms govern your use of any Cisco software, including this product documentation, and are located at:
https://www.cisco.com/c/en/us/about/legal/cloud-and-software/software-terms.html. Cisco product warranty information is available at https://www.cisco.com/c/en/us/products/
warranty-listing.html. US Federal Communications Commission Notices are found here https://www.cisco.com/c/en/us/products/us-fcc-notice.html.

IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT
LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS
HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any products and features described herein as in development or available at a future date remain in varying stages of development and will be offered on a when-and if-available basis. Any
such product or feature roadmaps are subject to change at the sole discretion of Cisco and Cisco will have no liability for delay in the delivery or failure to deliver any products or feature
roadmap items that may be set forth in this document.

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone numbers. Any examples, command display output, network
topology diagrams, and other figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional
and coincidental.

The documentation set for this product strives to use bias-free language. For the purposes of this documentation set, bias-free is defined as language that does not imply discrimination based
on age, disability, gender, racial identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be present in the documentation due to language
that is hardcoded in the user interfaces of the product software, language used based on RFP documentation, or language that is used by a referenced third-party product.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:
https://www.cisco.com/c/en/us/about/legal/trademarks.html. Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a
partnership relationship between Cisco and any other company. (1721R)

© 2025 Cisco Systems, Inc. All rights reserved.

https://www.cisco.com/c/en/us/about/legal/cloud-and-software/software-terms.html
https://www.cisco.com/c/en/us/products/warranty-listing.html
https://www.cisco.com/c/en/us/products/warranty-listing.html
https://www.cisco.com/c/en/us/products/us-fcc-notice.html
https://www.cisco.com/c/en/us/about/legal/trademarks.html


目次

はじめに xixはじめに：

対象読者 xix

表記法 xix

Cisco Nexus 3600プラットフォームスイッチの関連資料 xx

マニュアルに関するフィードバック xxi

通信、サービス、およびその他の情報 xxi

新機能および変更された機能に関する情報 1第 1 章

新機能および変更された機能に関する情報 1

概要 3第 2 章

プログラマビリティの概要 3

ライセンス要件 4

サポートされるプラットフォーム 4

標準的なネットワーク管理機能 4

高度な自動化機能 4

電源オン自動プロビジョニングサポート 5

プログラマビリティのサポート 5

NX-APIのサポート 5

Pythonスクリプティング 5

bash 6

Perlモジュール 6

シェルとスクリプト化 9第 I 部：

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
iii



bash 11第 3 章

Bashについて 11

注意事項と制約事項 11

Bashへのアクセス 12

権限をルートにエスカレーションする 13

Bashコマンドの例 14

システム統計情報の表示 15

CLIからの Bashの実行 15

Bashからの Pythonの実行 15

RPMの管理 16

Bashからの RPMのインストール 16

RPMのアップグレード 17

RPMのダウングレード 17

RPMの消去 18

SDKまたは ISOで構築されたサードパーティプロセスの永続的なデーモン化 19

ネイティブ Bashシェルからのアプリケーションの永続的な起動 20

Kstackを介してコピー 20

ネイティブ Bashシェルのアプリケーション例 21

ゲストシェル 23第 4 章

Guest Shellについて 23

注意事項と制約事項 24

Guest Shellへのアクセス 29

ゲストシェルに使用されるリソース 30

ゲストシェルの機能 30

Guest Shellの NX-OS CLI 31

Guest Shellでのネットワークアクセス 32

ゲストシェルでのブートフラッシュへのアクセス 34

Guest Shellの Python 35

Guest Shellバージョン 2.10までの Python 3（CentOS 7） 35

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
iv

目次



Guest Shellバージョン 2.10までの Python 3（CentOS 7） 38

ゲストシェルでの RPMのインストール 41

仮想サービスゲストシェルのセキュリティポスチャ 42

[デジタル署名されたアプリケーションパッケージ（Digitally SignedApplication Packages）]
43

[カーネル脆弱性パッチ（Kernel Vulnerability Patches）] 43

[ASLRおよび X-Spaceのサポート（ASLR and X-Space Support）] 43

名前空間の分離 44

名前空間の分離 44

ルートユーザーの制限 45

リソース管理 46

ゲストファイルシステムのアクセス制限 46

ゲストシェルの管理 47

Guest Shellの無効化 51

ゲストシェルの破棄 52

Guest Shellの有効化 53

ゲストシェルの複製 54

ゲストシェル rootfsのエクスポート 55

Guest Shell rootfsのインポート 55

YAMLファイルのインポート 57

show guestshellコマンド 60

仮想サービスと Guest Shell情報の検証 61

ゲストシェルからのアプリケーションの永続的な起動 62

Guest Shellからアプリケーションを永続的に起動する手順 63

ゲストシェルでのサンプルアプリケーション 63

Guest Shellに関する問題のトラブルシューティング 65

Python API 67第 5 章

[Python APIについて（About the Python API）] 67

Pythonの使用 67

Cisco Pythonパッケージ 68

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
v

目次



CLIコマンド APIの使用 69

CLIからの Pythonインタープリタの呼び出し 71

表示フォーマット 72

非インタラクティブ Python 73

Embedded Event Managerでのスクリプトの実行 75

Cisco NX-OSネットワークインターフェイスとの Python統合 76

Pythonによる Cisco NX-OSセキュリティ 76

セキュリティとユーザー権限の例 76

スケジューラでスクリプトを実行する例 78

tclによるスクリプティング 81第 6 章

Tclについて 81

注意事項と制約事項 81

tclshコマンドのヘルプ 81

tclshコマンドの履歴 82

tclshのタブ補完 82

tclshの CLIコマンド 82

tclshコマンドの区切り 83

tcl変数 83

tclquit 83

Tclshセキュリティ 84

Tclshコマンドの実行 84

Tclshコマンドからの Cisco NX-OSモード間の移動 85

tclの参照 86

iPXE 89第 7 章

iPXEについて 89

ネットブート要件 90

注意事項と制約事項 90

iPXEのメモ 90

ブートモードの構成 99

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
vi

目次



ブート順の構成の確認 100

カーネルスタック 101第 8 章

カーネルスタックについて 101

注意事項と制約事項 101

ポート範囲の変更 102

アプリケーション 105第 I I 部：

サードパーティ製アプリケーション 107第 9 章

サードパーティ製アプリケーションについて 107

キーの自動インポートによる署名付きサードパーティ RPMのインストール 107

署名付き RPMのインストール 109

署名済み RPMの確認 109

キーの手動インポートによる署名付き RPMのインストール 110

キーの自動インポートによる署名付きサードパーティ RPMのインストール 112

リポジトリへの署名済み RPMの追加 114

永続的なサードパーティ RPM 115

VSHからの RPMのインストール 116

パッケージの追加 116

パッケージのアクティブ化 117

パッケージの非アクティブ化 118

パッケージの削除 118

インストール済みパッケージの表示 119

詳細ログの表示 119

パッケージのアップグレード 120

パッケージのダウングレード 120

サードパーティ製アプリケーション 121

NX-OS 121

collectd 121

Ganglia 121

Iperf 122

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
vii

目次



LLDP 122

Nagios 122

OpenSSH 122

Quagga 122

スプランク 123

tcollector 123

tcpdump 123

Tshark 124

Ansible 125第 1 0 章

前提条件 125

アンシブルについて 125

Cisco Ansibleモジュール 126

Puppet Agent 127第 1 1 章

Puppetについて 127

前提条件 128

Puppetエージェント NX-OS環境 128

ciscopuppetモジュール 128

Cisco NX-OSでのシェフクライアントの使用 131第 1 2 章

シェフについて 131

前提条件 132

Chefクライアント NX-OS環境 132

cisco-cookbook 133

Nexusアプリケーション開発：ISO 135第 1 3 章

ISOについて 135

ISOのインストール 135

ISOを使用したアプリケーションの構築 136

RPMを使用したアプリケーションのパッケージ化 137

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
viii

目次



Nexusアプリケーション開発：SDK 139第 1 4 章

Cisco SDKについて 139

SDKのインストール 139

インストールと環境の初期化の手順 140

SDKを使用したアプリケーションの構築 141

RPMを使用したアプリケーションのパッケージ化 142

RPMビルド環境の作成 143

一般的な RPMビルド手順の使用 144

オプションのプラグインを使用しない collectd RPMの構築例 145

オプションの Curlプラグインを使用した collectdの RPMのビルド例 146

NX-SDK 149第 1 5 章

NX-SDKについて 149

Goバインディングに関する考慮事項 150

オンボックス（ローカル）アプリケーションについて 151

デフォルト Dockerイメージ 151

NX-SDKに関する注意事項と制限事項 151

NX-SDK2.0について 152

NX-SDK2.5について 152

リモートアプリケーションについて 153

NX-SDKセキュリティ 153

NX SDK 2.0のセキュリティプロファイル 154

Cisco NX-OSでの Dockerの使用 157第 1 6 章

Cisco NX-OSでの Dockerについて 157

注意事項と制約事項 158

Cisco NX-OS内で Dockerコンテナを設定するための前提条件 158

Dockerデーモンの開始 159

自動的に起動するように Dockerを構成する 159

Dockerコンテナの開始:ホストネットワークモデル 160

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
ix

目次



Dockerコンテナの開始:ブリッジ型ネットワークモデル 161

Dockerコンテナでのブートフラッシュおよび揮発性パーティションのマウント 162

拡張 ISSUスイッチオーバーでの Dockerデーモンの永続性の有効化 163

Dockerストレージバックエンドのサイズ変更 164

Dockerデーモンの停止 166

Dockerコンテナセキュリティ 167

ユーザー[名前空間（namespace）]の分離による Dockerコンテナの保護 167

cgroupパーティションの移動 168

Dockerのトラブルシューティング 169

Dockerの起動が機能不全になる 169

ストレージが不足しているため、Dockerが起動に失敗する 169

Docker Hubからのイメージのプルの失敗（509証明書失効エラーメッセージ） 170

Docker Hubからのイメージのプルの失敗（クライアントタイムアウトエラーメッセー

ジ） 170

スイッチのリロードまたはスイッチオーバーで Dockerデーモンまたはコンテナが実行さ

れない 171

Dockerストレージバックエンドのサイズ変更が失敗する 171

Dockerコンテナがポートで着信トラフィックを受信しない 172

Dockerコンテナでデータポートと /または管理インターフェイスを表示できません 172

一般的なトラブルシューティングのヒント 173

アプリケーションホスティング 175第 I I I 部：

アプリケーションホスティング 177第 1 7 章

アプリケーションホスティングの注意事項と制限事項 177

アプリケーションホスティングに関する情報 178

アプリケーションホスティングの必要性 178

アプリケーションホスティングの概要 178

アプリケーションホスティングの設定方法 179

アプリケーションホスティング機能の有効化 179

アプリケーションホスティングブリッジ接続の設定 180

アプリケーションのライフサイクル 182

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
x

目次



アプリケーションのアップグレード 183

Dockerランタイムオプションの設定 184

管理インターフェイスでのアプリケーションホスティングの構成 185

アプリケーションのリソース設定の上書き 187

高度なアプリケーションホスティング機能 188

アプリケーションデータのコピー 189

アプリケーションデータの削除 190

アプリケーションホスティング設定の確認 190

アプリケーションホスティングの設定例 193

例：AppHosting機能の有効化 193

例：アプリケーションホスティングブリッジ接続の構成 193

例：Dockerランタイムオプションの設定 194

例：管理インターフェイスでのアプリケーションホスティングの構成 194

例：アプリケーションのリソース設定の上書き 194

その他の参考資料 194

アプリケーションホスティングに関する機能情報 195

NX-API 197第 I V 部：

NX-API CLI 199第 1 8 章

NX-API CLIについて 199

転送 199

メッセージ形式 200

セキュリティ 200

NX-API CLIの使用 201

NX-APIで権限を rootにエスカレーションする 202

NX-API管理コマンド 203

NX-APIを使用したインタラクティブコマンドの操作 213

NX-APIリクエスト要素 213

NX-API応答要素 219

NX-APIへのアクセスの制限 220

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xi

目次



iptableの更新 220

リロード間で Iptableを永続化する 221

NX-API応答コードの表 223

XMLおよび JSONでサポートされたコマンド 226

JSONの概要（JavaScriptオブジェクト表記） 226

XMLおよび JSON出力の例 227

NX-API REST 235第 1 9 章

NX-API RESTについて 235

RESTによる DME設定の置換 236

REST Putによる DMEフル構成置換について 236

注意事項と制約事項 236

REST PUTによるシステムレベル構成の置換 237

REST PUTによる機能レベルの構成置換 237

REST POSTによるプロパティレベルの構成の置換 238

REST PUTの構成置換のトラブルシューティング 239

NX-API開発者サンドボックス 241第 2 0 章

NX-API開発者サンドボックス: 9.2（2）より前の NX-OSリリース 241

About the NX-APIデベロッパーサンドボックス 241

注意事項と制約事項 242

メッセージフォーマットとコマンドタイプの構成 242

デベロッパーサンドボックスを使用 245

デベロッパーサンドボックスを使用して CLIコマンドをペイロードに変換する 245

NX-API開発者サンドボックス：NX-OSリリース 9.2（2）以降 248

About the NX-APIデベロッパーサンドボックス 248

注意事項と制約事項 250

メッセージフォーマットと入力タイプの構成 252

デベロッパーサンドボックスを使用 255

デベロッパーサンドボックスを使用して CLIコマンドを RESTペイロードに変換する
256

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xii

目次



デベロッパーサンドボックスを使用した RESTペイロードから CLIコマンドへの変換
259

デベロッパーサンドボックスを使用して RESTCONFから jsonまたは XMLに変換する
265

モデル駆動型プログラマビリティ 269第 V 部：

CLIコマンドのネットワーク構成フォーマットへの変換 271第 2 1 章

XMLINに関する情報 271

XMLINのライセンス要件 271

XMLINツールのインストールおよび使用 272

showコマンド出力の XMLへの変換 273

XMLINの構成例 273

gNMI：gRPCネットワーク管理インターフェイス 277第 2 2 章

gNMIについて 278

gNMI RPCおよび SUBSCRIBE 278

gNMIに関する注意事項と制限事項 280

gNMIの構成 282

サーバー証明書の構成 284

キー/証明書の生成の例 285

Cisco NX-OSリリース 9.3(3)以降のキー/証明書の生成と構成の例 285

gNMIの確認 287

gRPCクライアント証明書認証 294

新しいクライアントルート CA証明書の生成 294

NX-OSデバイスでの生成されたルート CA証明書の構成 295

gRPCへのトラストポイントの関連付け 296

証明書の詳細の検証 296

任意の gNMIクライアントのクライアント証明書認証を使用した接続の確認 297

クライアント 298

DMEサブスクリプションの例：PROTOエンコーディング 298

機能 300

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xiii

目次



機能について 300

機能に関する注意事項と制限事項 300

機能のクライアント出力の例 301

結果 304

Getについて 304

Getに関する注意事項と制限事項 304

設定 305

Setについて 305

Setに関する注意事項と制限事項 305

登録 306

サブスクライブに関する注意事項と制限事項 306

gNMIペイロード 308

ストリーミング Syslog 310

gNMIのストリーミング Syslogについて 310

ストリーミング Syslogに関する注意事項と制限事項：gNMI 311

Syslogネイティブ YANGモデル 311

サブスクライブ要求の例 312

PROTO出力の例 312

JSON出力の例 315

トラブルシューティング 316

TMトレースログの収集 316

MTX内部ログの収集 317

gNOI-gRPCネットワーク操作インターフェイス 321第 2 3 章

gNOIについて 321

サポートされる gNOI RPC 322

システム proto 322

OSプロトコル 324

証明書 Proto 325

ファイル Proto 325

gNOI工場リセット 326

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xiv

目次



注意事項と制約事項 327

gNOIの確認 328

モデル駆動型テレメトリ 329第 2 4 章

テレメトリについて 329

テレメトリコンポーネントとプロセス 330

テレメトリプロセスの高可用性 331

テレメトリのライセンス要件 332

Telemetryのインストールとアップグレード 332

モデル動作テレメトリの注意事項と制限事項 333

CLIを使用したテレメトリの構成 341

NX-OS CLIを使用したテレメトリの構成 341

YANGパスの頻度の設定 347

CLIを使用したテレメトリの構成例 349

Telemetry Mergeサブスクリプションの構成例 353

テレメトリの構成と統計情報の表示 354

テレメトリログとトレース情報の表示 362

NX-APIを使用したテレメトリの構成 364

NX-APIを使用したテレメトリの構成 364

NX-APIを使用したテレメトリの構成例 375

DMEのテレメトリモデル 378

テレメトリパスラベル 380

テレメトリパスラベルについて 380

データの投票またはイベントの受信 380

パスラベル注意事項と制約事項 381

データまたはイベントをポーリングするためのインターフェイスパスの構成 381

非ゼロカウンタのインターフェイスパスの構成 383

動作速度のインターフェイスパスの構成 385

複数のクエリによるインターフェイスパスの構成 387

データまたはイベントをポーリングするための環境パスの構成 389

イベントまたはデータをポーリングするためのリソースパスの構成 391

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xv

目次



イベントまたはデータをポーリングするための VXLANパスの構成 392

パスラベル構成を確認 394

パスラベル情報の表示 395

ネイティブデータ送信元パス 397

ネイティブデータ送信元パスについて 397

ネイティブデータ送信元パス用にストリーミングされるテレメトリデータ 398

ネイティブデータソースパスの注意事項と制限事項 402

ルーティング情報のネイティブデータ送信元パスの構成 402

MAC情報のネイティブデータ送信元パスの構成 405

すべてのMAC情報のネイティブデータ送信元パスの構成 407

IP隣接のネイティブデータパスの構成 409

ネイティブデータソースパス情報の表示 411

ストリーミング Syslog 412

テレメトリ用のストリーミング Syslogについて 412

ルーティング情報のネイティブデータ送信元パスの構成 413

Syslogパスのテレメトリデータストリーミング 415

JSON出力の例 417

KVGPBの出力例 417

その他の参考資料 420

関連資料 420

OpenConfig YANG 421第 2 5 章

OpenConfig YANGについて 421

OpenConfig YANGのガイドラインと制限事項 422

BGPルーティングインスタンスの削除について 431

YANGの検証 432

OpenConfigサポートの有効化 432

XML管理インターフェイス 433第 V I 部：

XML管理インターフェイス 435第 2 6 章

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xvi

目次



XML管理インターフェイスについて 435

XML管理インターフェイスについて 435

NETCONFレイヤ 436

SSH xmlagent 436

XML管理インターフェイスのライセンス要件 437

XML管理インターフェイスを使用するための前提条件 437

XML管理インターフェイスを使用 437

SSHおよび XMLサーバオプションの構成 437

SSHセッションを開始 438

Helloメッセージを送信 438

XSDファイルの取得 439

XMLドキュメントを XMLサーバに送信する 439

NETCONF XMLインスタンスの作成 440

RPCリクエストタグ rpc 440

NETCONF動作タグ 441

デバイスタグ 443

拡張された NETCONFの操作 445

NETCONF応答 449

RPC応答タグ 449

データタグにカプセル化されたタグの解釈 449

サンプル XMLインスタンスに関する情報 450

XMLインスタンスの例 450

NETCONFクロースセッションインスタンス 451

NETCONFキルセッションインスタンス 451

NETCONF copy-configインスタンス 451

NETCONF edit-configインスタンス 452

NETCONF get-configインスタンス 453

NETCONFロックインスタンス 454

NETCONFロック解除インスタンス 455

NETCONFコミットインスタンス -候補構成機能 455

NETCONF Confirmed-commitインスタンス 455

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xvii

目次



NETCONF rollback-on-errorインスタンス 456

NETCONF検証機能インスタンス 456

その他の参考資料 457

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
xviii

目次



はじめに

この前書きは、次の項で構成されています。

•対象読者（xixページ）
•表記法（xixページ）
• Cisco Nexus 3600プラットフォームスイッチの関連資料（xxページ）
•マニュアルに関するフィードバック（xxiページ）
•通信、サービス、およびその他の情報（xxiページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を入力する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
カッコで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しません。引用符を使用すると、その引用符も含めて stringと
みなされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字のスクリーン

フォントで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 3600プラットフォームスイッチの関連資料
Cisco Nexus 3600プラットフォームスイッチ全体のマニュアルセットは、次の URLにありま
す。

http://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/
tsd-products-support-series-home.html
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マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。

通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によって求めるビジネス成果を得るには、CiscoServices [英語]にアクセスして
ください。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール

CiscoBugSearchTool（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリスト
を管理する Ciscoバグ追跡システムへのゲートウェイとして機能する、Webベースのツールで
す。BSTは、製品とソフトウェアに関する詳細な障害情報を提供します。
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第 1 章

新機能および変更された機能に関する情報

•新機能および変更された機能に関する情報（1ページ）

新機能および変更された機能に関する情報
次の表は、『Cisco Nexus 3600シリーズ NX-OSプログラマビリティガイドリリース 10.6(x)』
に記載されている新機能および変更機能を要約したものです。それぞれの説明が記載されてい

る箇所も併記されています。

表 1 :新機能および変更された機能

参照先変更が行われたリ

リース

説明特長

N/A10.6(1)Fこのリリースで追加され

た新機能はありません。

NA
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第 2 章

概要

•プログラマビリティの概要（3ページ）
•ライセンス要件（4ページ）
•サポートされるプラットフォーム（4ページ）
•標準的なネットワーク管理機能（4ページ）
•高度な自動化機能（4ページ）
•プログラマビリティのサポート（5ページ）

プログラマビリティの概要
Cisco Nexus 3600プラットフォームスイッチ上で動作する Cisco NX-OSソフトウェアには、次
のような特徴があります：

•耐障害性

クリティカルなビジネスクラスの可用性を確保します。

•モジュラ型

ビジネスニーズに対応する拡張機能があります。

•高度なプログラマティック

アプリケーションプログラミングインターフェイス（API）を介した迅速な自動化とオー
ケストレーションを可能にします。

•セキュア

データと運用を保護し維持します。

•柔軟性

新しいテクノロジーを統合して有効にします。

•優れた拡張性

ビジネスと要件に対応して拡大できます。

•使いやすさ

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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必要な学習量が少なく、展開がシンプルで、管理が容易です。

Cisco NX-OSオペレーティングシステムでは、デバイスはユニファイドファブリックモード
で機能し、プログラムによる自動化機能を備えたネットワーク接続を提供します。

Cisco NX-OSには、オープンソースソフトウェア（OSS）と商用テクノロジーが含まれてお
り、これらは自動化、オーケストレーション、プログラマビリティ、モニタリング、コンプラ

イアンスをサポートします。

オープンなNX-OSの詳細については、https://developer.cisco.com/site/nx-os/を参照してください。

ライセンス要件
Cisco NX-OSライセンス方式の推奨の詳細と、ライセンスの取得および適用の方法について
は、『Cisco NX-OSライセンスガイド』および『Cisco NX-OSライセンスオプションガイド』
を参照してください。

サポートされるプラットフォーム
Cisco NX-OSリリース 7.0(3)I7(1)以降では、Nexusスイッチプラットフォームサポートマト
リクスに基づいて、選択した機能をさまざまな Cisco Nexus 9000および 3000スイッチで使用
するために、どの Cisco NX-OSリリースが必要かを確認してください。

標準的なネットワーク管理機能
• SNMP（V1、V2、V3）

• Syslog

• RMON

• NETCONF

• CLIおよび CLIスクリプト

高度な自動化機能
デバイス上の拡張 Cisco NX-OSは、自動化をサポートします。プラットフォームには、Power
On Auto Provisioning（POAP）のサポートが含まれています。

デバイス上の拡張CiscoNX-OSは、自動化をサポートします。プラットフォームには、自動化
をサポートする次の機能が含まれています：

•電源オン自動プロビジョニング（POAP）サポート

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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• Chefと Puppetの統合

• OpenStackの統合

• OpenDaylightの統合と OpenFlowのサポート

電源オン自動プロビジョニングサポート

PowerOnAuto Provisioning（POAP）は、ネットワークに初めて導入されたスイッチに対して、
ソフトウェアイメージのインストールとアップグレードとコンフィギュレーションファイル

のインストールのプロセスを自動化します。ネットワーク容量を調整するために必要な手動作

業が削減されます。

POAP機能を備えたスイッチが起動し、スタートアップ構成が検出されない場合、デバイスは
POAPモードを開始します。DHCPサーバを見つけ、インターフェイス IPアドレス、ゲート
ウェイ、DNSサーバ IPアドレスを使用して自らをブートストラップします。デバイスはTFTP
サーバの IPアドレスまたは HTTPサーバの URLを取得し、構成スクリプトをダウンロードし
ます。このスクリプトは、デバイスが適切なソフトウェアイメージと構成ファイルをダウン

ロードしてインストールできるようにします。

プログラマビリティのサポート
スイッチ上の Cisco NX-OSソフトウェアは、プログラマビリティを支援する複数の機能をサ
ポートしています。

NX-APIのサポート
Cisco NX-APIを使用すると、HTTPベースのプログラムによるスイッチへのアクセスが可能に
なります。このサポートは、オープンソースのWebサーバーである NX-APIによって提供さ
れています。NX-APIでは、Webベース APIを通じて Cisco NX-OS CLIのすべての構成機能お
よび管理機能を提供しています。デバイスは、XMLまたは JSONフォーマットで API呼び出
しの出力を公開するように設定できます。このAPIにより、スイッチでの迅速な開発が可能に
なります。

Pythonスクリプティング
Cisco NX-OSは、Python v2.7.5を、インタラクティブモードと非インタラクティブ（スクリプ
ト）モードの両方でサポートしています。

Cisco NX-OSリリース 9.3（5）以降、Python 3もサポートされています。

デバイスのPythonスクリプト機能は、さまざまなタスクを実行するためのスイッチのCLIと、
Power OnAuto Provisioning（POAP）またはEmbedded EventManager（EEM）アクションへのプ
ログラムによるアクセスを提供します。Cisco NX-OS CLIを呼び出す Pythonコールへの応答
は、テキストまたは JSON出力を返します。
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Pythonインタープリタは Cisco NX-OSソフトウェアに含まれています。

bash
CiscoNexusスイッチは、Bourne-Again Shell（Bash）への直接アクセスをサポートします。Bash
では、デバイス上の基盤となる Linuxシステムにアクセスし、システムを管理できます。

Perlモジュール
追加のアプリケーションをサポートするために、次の Perlモジュールが追加されました。

• bytes.pm

• feature.pm

• hostname.pl

• lib.pm

• overload.pm

• Carp.pm

•クラス/構造体.pm

• Data/Dumper.pm

• DynaLoader.pm

•エクスポータ/Heavy.pm

• FileHandle.pm

•ファイル/ベース名.pm

•ファイル/Glob.pm

•ファイル/仕様.pm

•ファイル/仕様/Unix.pm

•ファイル/stat.pm

• Getopt/Std.pm

• IO.pm

• IO/File.pm

• IO/Handle.pm

• IO/Seekable.pm

• IO/Select.pm

• List/Util.pm

• MIME/Base64.pm

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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• SelectSaver.pm

• Socket.pm

• Symbol.pm

• Sys/Hostname.pm

•時刻/ハイレゾ.pm

• auto/Data/Dumper/Dumper.so

• auto/File/Glob/Glob.so

• auto/IO/IO.so

• auto/List/Util/Util.so

• auto/MIME/Base64/Base64.so

• auto/Socket/Socket.so

• auto/Sys/Hostname/Hostname.so

• auto/Time/HiRes/HiRes.so

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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第 I 部

シェルとスクリプト化
• bash（11ページ）
•ゲストシェル（23ページ）
• Python API（67ページ）
• tclによるスクリプティング（81ページ）
• iPXE（89ページ）
•カーネルスタック（101ページ）





第 3 章

bash

• Bashについて（11ページ）
•注意事項と制約事項（11ページ）
• Bashへのアクセス（12ページ）
•権限をルートにエスカレーションする（13ページ）
• Bashコマンドの例（14ページ）
• RPMの管理（16ページ）
• SDKまたは ISOで構築されたサードパーティプロセスの永続的なデーモン化（19ペー
ジ）

•ネイティブ Bashシェルからのアプリケーションの永続的な起動（20ページ）
• Kstackを介してコピー（20ページ）
•ネイティブ Bashシェルのアプリケーション例（21ページ）

Bashについて
CiscoNX-OSCLIに加えて、スイッチはBourne-Again SHell（Bash）へのアクセスをサポートし
ます。Bashは、ユーザーが入力したコマンドまたはシェルスクリプトから読み取られたコマ
ンドを解釈します。Bashを使用すると、デバイス上の基盤となるLinuxシステムにアクセスし
てシステムを管理できます。

注意事項と制約事項
Bashシェルには、次の注意事項と制約事項があります。

• /isanフォルダにあるバイナリは、 run bashコマンドから入力されたシェルとは異なる
設定の環境で実行するためのものです。Bashシェルからこれらのバイナリを使用しないこ
とをお勧めします。その環境内での動作は予測できないからです。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
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Bashへのアクセス
Cisco NX-OSでは、Cisco NX-OS dev-opsロールまたは Cisco NX-OS network-adminロールに関
連付けられたユーザアカウントから Bashにアクセスできます。

次の例は、dev-opsロールと network-adminロールの権限を示しています。
switch# show role name dev-ops

Role: dev-ops
Description: Predefined system role for devops access. This role
cannot be modified.
Vlan policy: permit (default)
Interface policy: permit (default)
Vrf policy: permit (default)
-------------------------------------------------------------------
Rule Perm Type Scope Entity
-------------------------------------------------------------------
4 permit command conf t ; username *
3 permit command bcm module *
2 permit command run bash *
1 permit command python *

switch# show role name network-admin

Role: network-admin
Description: Predefined network admin role has access to all commands
on the switch
-------------------------------------------------------------------
Rule Perm Type Scope Entity
-------------------------------------------------------------------
1 permit read-write

switch#

feature bash-shellコマンドを実行すると、Bashが有効になります。

この run bashコマンドは Bashを読み込み、ユーザーのホームディレクトリから開始します。

次の例は、Bashシェル機能を有効にする方法と、Bashを実行する方法を示しています。
switch# configure terminal
switch(config)# feature bash-shell

switch# run?
run Execute/run program
run-script Run shell scripts

switch# run bash?
bash Linux-bash

switch# run bash
bash-4.2$ whoami
admin
bash-4.2$ pwd
/bootflash/home/admin
bash-4.2$

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
12

シェルとスクリプト化

Bashへのアクセス



run bash commandコマンドで Bashコマンドを実行することもできます。

たとえば、run bashコマンドを使用して whoamiを実行することもできます。

run bash whoami

ユーザー shelltypeを構成して Bashを実行することもできます。
username foo shelltype bash

このコマンドにより、Bashシェルを直接実行できるようになります。

（注）

権限をルートにエスカレーションする
管理者ユーザーの特権は、ルートアクセスの特権をエスカレーションできます。

以下は、権限をエスカレーションするためのガイドラインです：

•特権を rootにエスカレーションできるのは管理者ユーザーのみです。

•権限をエスカレーションする前に、Bashを有効にする必要があります。

• rootへのエスカレーションはパスワードで保護されています。

•非管理インターフェイスを介したrootユーザー名を使用したスイッチへのSSHでは、root
ユーザーの Linux Bashシェルタイプアクセスがデフォルトになります。NX-OSシェルア
クセスに戻るために vshを入力します。

NX-OSネットワーク管理者ユーザーは、次の場合に rootにエスカレーションして、構成コマ
ンドを NX-OS VSHに渡す必要があります。

• NX-OSユーザはシェルタイプの Bashを使用しており、シェルタイプの Bashを使用して
スイッチにログインしています。

• Bashでスイッチにログインした NX-OSユーザーは、引き続きスイッチで Bashを使用し
ます。

sudo su 'vsh -c "<configuration commands>"'または sudo bash -c 'vsh -c "<configuration
commands>"'を実行します。

以下の例は、デフォルトの shelltypeが Bashであるネットワーク管理者ユーザーMyUserが、
sudoを使用して構成コマンドを NX-OSに渡す方法を示しています。
ssh -l MyUser 1.2.3.4
-bash-4.2$ sudo vsh -c "configure terminal ; interface eth1/2 ; shutdown ; sleep 2 ;
show interface eth1/2 brief"

--------------------------------------------------------------------------------
Ethernet VLAN Type Mode Status Reason Speed Port
Interface Ch #
--------------------------------------------------------------------------------
Eth1/2 -- eth routed down Administratively down auto(D) --
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以下の例は、デフォルトの shelltypeが Bashであるネットワーク管理者ユーザーMyUserが、
NX-OSに入り、NX-OSで Bashを実行する方法を示しています。
ssh -l MyUser 1.2.3.4
-bash-4.2$ vsh -h
Cisco NX-OS Software
Copyright (c) 2002-2016, Cisco Systems, Inc. All rights reserved.
Nexus 3600 software ("Nexus 3600 Software") and related documentation,
files or other reference materials ("Documentation") are
the proprietary property and confidential information of Cisco
Systems, Inc. ("Cisco") and are protected, without limitation,
pursuant to United States and International copyright and trademark
laws in the applicable jurisdiction which provide civil and criminal
penalties for copying or distribution without Cisco's authorization.

Any use or disclosure, in whole or in part, of the Nexus 3600 Software
or Documentation to any third party for any purposes is expressly
prohibited except as otherwise authorized by Cisco in writing.
The copyrights to certain works contained herein are owned by other
third parties and are used and distributed under license. Some parts
of this software may be covered under the GNU Public License or the
GNU Lesser General Public License. A copy of each such license is
available at
http://www.gnu.org/licenses/gpl.html and
http://www.gnu.org/licenses/lgpl.html
***************************************************************************
* Nexus 3600 is strictly limited to use for evaluation, demonstration *
* and NX-OS education. Any use or disclosure, in whole or in part of *
* the Nexus 3600 Software or Documentation to any third party for any *
* purposes is expressly prohibited except as otherwise authorized by *
* Cisco in writing. *
***************************************************************************
switch# run bash
bash-4.2$ vsh -c "configure terminal ; interface eth1/2 ; shutdown ; sleep 2 ; show
interface eth1/2 brief"

--------------------------------------------------------------------------------
Ethernet VLAN Type Mode Status Reason Speed Port
Interface Ch #
--------------------------------------------------------------------------------
Eth1/2 -- eth routed down Administratively down auto(D) --

次の例は、特権を rootにエスカレーションする方法と、エスカレーションを確認する方法を表
示しています。

switch# run bash
bash-4.2$ sudo su root
bash-4.2# whoami
root
bash-4.2# exit
exit

Bashコマンドの例
このセクションには、Bashコマンドと出力の例が含まれています。
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システム統計情報の表示

次の例は、システム統計情報の表示方法を示しています：

switch# run bash
bash-4.2$ cat /proc/meminfo
<snip>
MemTotal: 16402560 kB
MemFree: 14098136 kB
Buffers: 11492 kB
Cached: 1287880 kB
SwapCached: 0 kB
Active: 1109448 kB
Inactive: 717036 kB
Active(anon): 817856 kB
Inactive(anon): 702880 kB
Active(file): 291592 kB
Inactive(file): 14156 kB
Unevictable: 0 kB
Mlocked: 0 kB
SwapTotal: 0 kB
SwapFree: 0 kB
Dirty: 32 kB
Writeback: 0 kB
AnonPages: 527088 kB
Mapped: 97832 kB
<\snip>

CLIからの Bashの実行
次に、run bashコマンドを使用して Bashから psを実行する例を示します：

switch# run bash ps -el
F S UID PID PPID C PRI NI ADDR SZ WCHAN TTY TIME CMD
4 S 0 1 0 0 80 0 - 528 poll_s ? 00:00:03 init
1 S 0 2 0 0 80 0 - 0 kthrea ? 00:00:00 kthreadd
1 S 0 3 2 0 80 0 - 0 run_ks ? 00:00:56 ksoftirqd/0
1 S 0 6 2 0 -40 - - 0 cpu_st ? 00:00:00 migration/0
1 S 0 7 2 0 -40 - - 0 watchd ? 00:00:00 watchdog/0
1 S 0 8 2 0 -40 - - 0 cpu_st ? 00:00:00 migration/1
1 S 0 9 2 0 80 0 - 0 worker ? 00:00:00 kworker/1:0
1 S 0 10 2 0 80 0 - 0 run_ks ? 00:00:00 ksoftirqd/1

Bashからの Pythonの実行
次の例は、Pythonをロードし、Pythonオブジェクトを使用してスイッチを構成する方法を示し
ています。

switch# run bash
bash-4.2$ python
Python 2.7.5 (default, Oct 8 2013, 23:59:43)
[GCC 4.7.2] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> from cisco import *
>>> from cisco.vrf import *
>>> from cisco.interface import *
>>> vrfobj=VRF('myvrf')
>>> vrfobj.get_name()
'myvrf'
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>>> vrfobj.add_interface('Ethernet1/3')
True
>>> intf=Interface('Ethernet1/3')
>>> print intf.config()

!Command: show running-config interface Ethernet1/3
!Time: Mon Nov 4 13:17:56 2013

version 6.1(2)I2(1)

interface Ethernet1/3
vrf member myvrf

>>>

RPMの管理

Bashからの RPMのインストール

手順

目的コマンドまたはアクション

スイッチにインストールされているNX-OS機能RPM
のリストを表示します。

sudo dnf installed | grep platformステップ 1

使用可能な RPMのリストを表示します。dnf list availableステップ 2

使用可能な RPMをインストールします。sudo dnf -y install rpmステップ 3

例

次に、bfd RPMをインストールする例を示します。
bash-4.2$ dnf list installed | grep n9000
base-files.n9000 3.0.14-r74.2 installed
bfd.lib32_n9000 1.0.0-r0 installed
core.lib32_n9000 1.0.0-r0 installed
eigrp.lib32_n9000 1.0.0-r0 installed
eth.lib32_n9000 1.0.0-r0 installed
isis.lib32_n9000 1.0.0-r0 installed
lacp.lib32_n9000 1.0.0-r0 installed
linecard.lib32_n9000 1.0.0-r0 installed
lldp.lib32_n9000 1.0.0-r0 installed
ntp.lib32_n9000 1.0.0-r0 installed
nxos-ssh.lib32_n9000 1.0.0-r0 installed
ospf.lib32_n9000 1.0.0-r0 installed
perf-cisco.n9000_gdb 3.12-r0 installed
platform.lib32_n9000 1.0.0-r0 installed
shadow-securetty.n9000_gdb 4.1.4.3-r1 installed
snmp.lib32_n9000 1.0.0-r0 installed
svi.lib32_n9000 1.0.0-r0 installed

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
16

シェルとスクリプト化

RPMの管理



sysvinit-inittab.n9000_gdb 2.88dsf-r14 installed
tacacs.lib32_n9000 1.0.0-r0 installed
task-nxos-base.n9000_gdb 1.0-r0 installed
tor.lib32_n9000 1.0.0-r0 installed
vtp.lib32_n9000 1.0.0-r0 installed
bash-4.2$ dnf list available
bgp.lib32_n9000 1.0.0-r0
bash-4.2$ sudo dnf -y install bfd

起動時のスイッチのリロード時に、永続的なRPMの代わりにコマンドを使用します。
rpmdnfそれ以外の場合、RPMは最初にインストールされたのではなく、リポジトリ
名またはファイル名を使用してインストールされるか、または表示されます。dnf
bashinstall cli

（注）

RPMのアップグレード

始める前に

dnfリポジトリに RPMの上位バージョンが存在する必要があります。

手順の概要

1. sudo dnf -y upgrade rpm

手順の詳細

手順

目的コマンドまたはアクション

インストールされている RPMをアップグレードし
ます。

sudo dnf -y upgrade rpmステップ 1

例

次に、bfd RPMのアップグレードの例を示します。
bash-4.2$ sudo dnf -y upgrade bfd

RPMのダウングレード

手順の概要

1. sudo dnf -y downgrade rpm
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手順の詳細

手順

目的コマンドまたはアクション

いずれかの dnfリポジトリに下位バージョンのRPM
がある場合に、RPMをダウングレードします。

sudo dnf -y downgrade rpmステップ 1

例

次に、bfd RPMをダウングレードする例を示します。
bash-4.2$ sudo dnf -y downgrade bfd

RPMの消去

SNMP RPMおよび NTP RPMは保護されており、消去できません。

これらの RPMをアップグレードまたはダウングレードできます。アップグレードまたはダウ
ングレードを有効にするには、システムのリロードが必要です。

保護された RPMのリストについては、/etc/yum/protected.d/protected_pkgs.conf
/etc/dnf/protected.d/protected_pkgs.confを参照してください。

（注）

手順の概要

1. sudo dnf -y erase rpm

手順の詳細

手順

目的コマンドまたはアクション

RPMを消去します。sudo dnf -y erase rpmステップ 1

例

次の例は、bfd RPMを消去する方法を示しています：
bash-4.2$ sudo dnf -y erase bfd
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SDKまたは ISOで構築されたサードパーティプロセスの
永続的なデーモン化

アプリケーションには、/etc/init.d/application_nameにインストールされる起動 bashス
クリプトが必要です。この起動 bashスクリプトは、次の一般的なフォーマットにする必要が
あります（このフォーマットの詳細については、http://linux.die.net/man/8/chkconfigを参照して
ください）。

#!/bin/bash
#
# <application_name> Short description of your application
#
# chkconfig: 2345 15 85
# description: Short description of your application
#
### BEGIN INIT INFO
# Provides: <application_name>
# Required-Start: $local_fs $remote_fs $network $named
# Required-Stop: $local_fs $remote_fs $network
# Description: Short description of your application
### END INIT INFO
# See how we were called.
case "$1" in
start)
# Put your startup commands here
# Set RETVAL to 0 for success, non-0 for failure
;;
stop)
# Put your stop commands here
# Set RETVAL to 0 for success, non-0 for failure
;;
status)
# Put your status commands here
# Set RETVAL to 0 for success, non-0 for failure
;;
restart|force-reload|reload)
# Put your restart commands here
# Set RETVAL to 0 for success, non-0 for failure
;;
*)
echo $"Usage: $prog {start|stop|status|restart|force-reload}"
RETVAL=2
esac

exit $RETVAL
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ネイティブBashシェルからのアプリケーションの永続的
な起動

手順

ステップ 1 上記で作成したアプリケーション起動 bashスクリプトを /etc/init.d/application_nameにインストール

します。

ステップ 2 /etc/init.d/application_name startでアプリケーションを開始します

ステップ 3 chkconfig --add application_nameを入力します

ステップ 4 chkconfig --level 3 application_name onを入力します

実行レベル 3は、標準のマルチユーザ実行レベルであり、スイッチが通常実行されるレベルです。

ステップ 5 -- application_nameを実行して、アプリケーションがレベル 3で実行されるようにスケジュールされている
ことを確認し、レベル 3が onに設定されていることを確認します。chkconfiglist

ステップ 6 アプリケーションが /etc/rc3.dにリストされていることを確認します。「S」の後に数字が続き、アプリケー
ション名（この例では tcollector）が続き、../init.d/application_nameに bash起動スクリプトへのリン
クが表示されます。

bash-4.2# ls -l /etc/rc3.d/tcollector

lrwxrwxrwx 1 root root 20 Sep 25 22:56 /etc/rc3.d/S15tcollector ->../init.d/tcollector

bash-4.2#

Kstackを介してコピー
Cisco NX-OSリリース 9.3(1)以降では、ファイルコピー操作には、use-kstackオプションを使
用して別のネットワークスタックを介して実行するオプションがあります。use-kstackを通じ
てファイルをコピーすると、コピー時間が短縮されます。このオプションは、スイッチから複

数のホップにあるリモートサーバーからファイルをコピーする場合に役立ちます。use-kstack
オプションは、 scpや sftp.などの標準ファイルコピー機能を通じてスイッチに、またはスイッ
チからファイルをコピー処理します。

スイッチが FIPSモード機能を実行している場合、use-kstackオプションは機能しません。ス
イッチで FIPSモードが有効になっている場合、コピー操作は引き続き成功しますが、デフォ
ルトのコピー方法が使用されます。

（注）
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use-kstackを介してコピーするには、NX-OS copyコマンドの最後に引数を追加します。たと
えば：

switch-1# copy scp://test@10.1.1.1/image.bin . vrf management use-kstack
switch-1#
switch-1# copy scp://test@10.1.1.1/image.bin bootflash:// vrf management
use-kstack

switch-1#
switch-1# copy scp://test@10.1.1.1/image.bin . use-kstack
switch-1#
switch-1# copy scp://test@10.1.1.1/image.bin bootflash:// vrf default
use-kstack
switch-1#

use-kstackオプションは、すべての NX-OS copyコマンドとファイルシステムでサポートされ
ています。オプションは OpenSSL（セキュアコピー）認定済みです。

ネイティブ Bashシェルのアプリケーション例
次の例は、ネイティブ Bashシェルのアプリケーションを示しています：
bash-4.2# cat /etc/init.d/hello.sh
#!/bin/bash

PIDFILE=/tmp/hello.pid
OUTPUTFILE=/tmp/hello

echo $$ > $PIDFILE
rm -f $OUTPUTFILE
while true
do

echo $(date) >> $OUTPUTFILE
echo 'Hello World' >> $OUTPUTFILE
sleep 10

done
bash-4.2#
bash-4.2#
bash-4.2# cat /etc/init.d/hello
#!/bin/bash
#
# hello Trivial "hello world" example Third Party App
#
# chkconfig: 2345 15 85
# description: Trivial example Third Party App
#
### BEGIN INIT INFO
# Provides: hello
# Required-Start: $local_fs $remote_fs $network $named
# Required-Stop: $local_fs $remote_fs $network
# Description: Trivial example Third Party App
### END INIT INFO

PIDFILE=/tmp/hello.pid

# See how we were called.
case "$1" in
start)

/etc/init.d/hello.sh &
RETVAL=$?
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;;
stop)

kill -9 `cat $PIDFILE`
RETVAL=$?

;;
status)

ps -p `cat $PIDFILE`
RETVAL=$?

;;
restart|force-reload|reload)

kill -9 `cat $PIDFILE`
/etc/init.d/hello.sh &
RETVAL=$?

;;
*)
echo $"Usage: $prog {start|stop|status|restart|force-reload}"
RETVAL=2
esac

exit $RETVAL
bash-4.2#
bash-4.2# chkconfig --add hello
bash-4.2# chkconfig --level 3 hello on
bash-4.2# chkconfig --list hello
hello 0:off 1:off 2:on 3:on 4:on 5:on 6:off
bash-4.2# ls -al /etc/rc3.d/*hello*
lrwxrwxrwx 1 root root 15 Sep 27 18:00 /etc/rc3.d/S15hello -> ../init.d/hello
bash-4.2#
bash-4.2# reboot

リロード後

bash-4.2# ps -ef | grep hello
root 8790 1 0 18:03 ? 00:00:00 /bin/bash /etc/init.d/hello.sh
root 8973 8775 0 18:04 ttyS0 00:00:00 grep hello
bash-4.2#
bash-4.2# ls -al /tmp/hello*
-rw-rw-rw- 1 root root 205 Sep 27 18:04 /tmp/hello
-rw-rw-rw- 1 root root 5 Sep 27 18:03 /tmp/hello.pid
bash-4.2# cat /tmp/hello.pid
8790
bash-4.2# cat /tmp/hello
Sun Sep 27 18:03:49 UTC 2015
Hello World
Sun Sep 27 18:03:59 UTC 2015
Hello World
Sun Sep 27 18:04:09 UTC 2015
Hello World
Sun Sep 27 18:04:19 UTC 2015
Hello World
Sun Sep 27 18:04:29 UTC 2015
Hello World
Sun Sep 27 18:04:39 UTC 2015
Hello World
bash-4.2#
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第 4 章

ゲストシェル

• Guest Shellについて（23ページ）
•注意事項と制約事項（24ページ）
• Guest Shellへのアクセス（29ページ）
•ゲストシェルに使用されるリソース（30ページ）
•ゲストシェルの機能（30ページ）
•仮想サービスゲストシェルのセキュリティポスチャ（42ページ）
•ゲストファイルシステムのアクセス制限 （46ページ）
•ゲストシェルの管理（47ページ）
•仮想サービスと Guest Shell情報の検証（61ページ）
•ゲストシェルからのアプリケーションの永続的な起動（62ページ）
• Guest Shellからアプリケーションを永続的に起動する手順（63ページ）
•ゲストシェルでのサンプルアプリケーション（63ページ）
• Guest Shellに関する問題のトラブルシューティング（65ページ）

Guest Shellについて
基盤となる Linux環境での NX-OS CLIおよび Bashアクセスに加えて、スイッチは、「ゲスト
シェル」と呼ばれる Linuxコンテナ（LXC）内で実行される分離された実行スペースへのアク
セスをサポートします。

ゲストシェル内から、network-adminには次の機能があります。

• Linuxネットワークインターフェイスを介したネットワークへのアクセス。

•スイッチのブートフラッシュへのアクセス。

•スイッチの揮発性 tmpfsへのアクセス。

•スイッチの CLIへのアクセス。

•スイッチのホストファイルシステムへのアクセス。

• Cisco NX-API RESTへのアクセス。
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• Pythonスクリプトをインストールして実行する機能。

• 32ビットおよび 64ビットの Linuxアプリケーションをインストールして実行する機能。

コンテナ技術によって実行空間を切り離すことで、他の Linuxコンテナで実行されているホス
トシステムやアプリケーションに影響を与えずに、アプリケーションのニーズに合わせてLinux
環境をカスタマイズすることができます。

NX-OSデバイスでは、Linux Containersは virtual-serviceコマンドでインストールと管理されま
す。Guest Shellは、virtual-service showコマンドの出力に表示されます。

デフォルトでは、ゲストシェルは、有効にすると約 5 MBの RAMと 200 MBのブートフラッ
シュを占有します。CiscoNX-OSリリース 7.0（3）I2（1）以降、Guest Shellは約 35MBのRAM
を占有します。Guest Shellが使用されていない場合は、guestshell destroyコマンドを使用して
リソースを再利用します。

（注）

デフォルトでは、Guest Shellは、有効にすると約 35 MBの RAMと 350 MBのブートフラッ
シュを占有します。Guest Shellが使用されていない場合は、guestshell destroyコマンドを使用
して技術情報を再利用します。

（注）

Cisco NX-OS 7.0(3)F3(1)NX-OS 7.0(3)I7(1)以降、Guest Shellは Cisco Nexus 95083500スイッチで
サポートされます。

（注）

注意事項と制約事項

すべてのリリースに共通の注意事項

Guest Shellのインストール内でカスタム作業を実行した場合は、Guestshell のアップグレードを

実行する前に、ブートフラッシュ、オフボックスストレージ、または Guest Shellルートファ
イルシステムの外部の他の場所に変更を保存します。

guestshell upgradeコマンドは、本質的に、guestshell destroyとguestshell enableを連続し

て実行します。

重要

• Guest Shellでサードパーティの DHCPDサーバーを実行している場合、SVIと一緒に使用
すると、クライアントに到達するオファーに問題が発生する可能性があります。可能な回

避策は、ブロードキャスト応答を使用することです。
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• run guestshell CLIコマンドを使用して、スイッチの Guest Shellにアクセスします。run

guestshellコマンドは、ホストシェルへのアクセスに使用される run bashコマンドに相

当します。このコマンドを使用すると、Guest Shellにアクセスして Bashプロンプトを取
得したり、ゲストシェルのコンテキスト内でコマンドを実行したりできます。このコマン

ドは、パスワードなしの SSHを使用して、デフォルトのネットワーク名前空間にある
localhostの使用可能なポートに接続します。

• sshdユーティリティは、ローカルホストでリッスンして、ネットワークの外部からの接続
試行を回避することにより、Guest Shellへの事前構成された SSHアクセスを保護できま
す。sshdには次の機能があります。

•これは、パスワードにフォールバックしないキーベースの認証用に構成されていま
す。

• GuestShellの再起動後にゲストシェルにアクセスするために使用されるキーを読み取
ることができるのは rootだけです。

• rootだけがホスト上のキーを含むファイルを読み取ることができ、ホストBashアク
セスを持つ非特権ユーザーがキーを使用して Guest Shellに接続できないようにしま
す。ネットワーク管理者ユーザーは、Guest Shellで sshdの別のインスタンスを開始し
て、Guest Shellに直接リモートアクセスできるようにすることができますが、Guest
Shellにログインするすべてのユーザーには、ネットワーク管理者権限も与えられま
す。

ゲストシェル 2.2（0.2）で導入されたキーファイルは、ユーザー
アカウントが作成されたユーザーに対して読み取り可能です。

さらに、Guest Shellアカウントは自動的に削除されないため、不
要になったときにネットワーク管理者が削除する必要がありま

す。

2.2（0.2）より前のGuest Shellインストールでは、個々のユーザー
アカウントが動的に作成されません。

（注）

•すぐに使用できる新しいスイッチに Cisco NX-OSソフトウェアリリースをインストール
すると、GuestShellが自動的に有効になります。その後のスイッチソフトウェアのアップ
グレードでは、Guest Shellは自動的にアップグレードされません。

• Guest Shellのリリースでは、配布または配布のバージョンが変更されると、メジャー番号
が増分されます。

• GuestShellのリリースでは、CVEが解決されるとマイナー番号が増分されます。GuestShell
は、CentOSが公開した場合にのみ CVEを更新します。

• dnf updateを使用して、CentOSリポジトリからサードパーティのセキュリティ脆弱性修
正を直接取得することをお勧めします。これにより、Cisco NX-OSソフトウェアのアップ
デートを待つことなく、更新が利用可能になったときに入手できる柔軟性が得られます。
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または、guestshell updateコマンドを使用すると、既存のゲストシェル rootfsが置き換え
られます。カスタマイズとソフトウェアパッケージのインストールは、この新しいゲスト

シェル rootfsのコンテキスト内で再度実行する必要があります。

Guest Shell 3.0

Jacksonvilleリリース 10.1(1)以降、Guest Shell 2.xにパッケージ化されているCentOS 7のサポー
トが終了しているため、Guest Shell 3.0が CentOS 8ソフトウェアとともに導入されました。
CentOS 8には Python 3.6も付属しており、Guestshell 2.xでの Python 2.7サポートに置き換わり
ます。Guest Shell 2.xとGuest Shell 3.0間の機能は同じままです。ただし、内部実装の相違点と
して、Guest Shell 3.0のPython 3.6ライブラリは、Guest Shell 2.xのPython 2.7ライブラリを置き
換えることになります。これは、 /usr/lib/python3.6および /usr/lib64/python3.6
ライブラリが使用されることを意味します。

Guestshell 3.0の rootfsサイズは、Guestshell 2.0の 170 MBに対して 220 MBです。（注）

Guest Shell 1.0からゲストシェル 2.xへのアップグレード

Guest Shell 2.xは、CentOS 7ルートファイルシステムに基づいています。コンテンツを Guest
Shell 1.0にプルダウンした .confファイルまたはユーティリティのオフボックスリポジトリ
がある場合は、Guest Shell 2.xで同じ展開手順を繰り返す必要があります。CentOS 7の違いを
考慮して、展開スクリプトを調整する必要がある場合があります。

Guest Shell 3.0を使用した Jacksonvilleリリースからの NX-OSのダウングレード

Jacksonvilleリリース 10.1(1)以降、Guest Shell 3.0サポートのインフラストラクチャバージョン
は1.11に引き上げられています（showvirtual-serviceコマンドで確認してください）。したがっ
て、Guestshell 3.0 OVAは以前のリリースでは使用できません。Install allコマンドを使用する
と、バージョンの不一致が検証され、エラーがスローされます。GuestShell 3.0を以前のリリー
スにダウングレードする前に、Guest Shell 3.0を破棄して、Guest Shell 3.0が以前のリリースで
起動しないようにすることをお勧めします。

Guest Shell 2.x

Cisco NX-OSは、デフォルトで自動的にGuest Shellのインストールおよび有効化を行います。
ただし、Guest Shellをサポートしない Cisco NX-OSイメージでデバイスがリロードされる場
合、既存のGuest Shellが自動的に削除され、%VMAN-2-INVALID_PACKAGEが発行されます。

4 GBの RAMを搭載したシステムでは、デフォルトでは Guest Shellが有効になりません。
guestshell enableコマンドを使用して、Guest Shellをインストールして有効にします。

（注）

install allコマンドは、現在の Cisco NX-OSイメージとターゲットの Cisco NX-OSイメージと
の互換性を検証します。
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互換性のないイメージをインストールした場合の出力例を次に示します。

switch#
Installer will perform compatibility check first. Please wait.
uri is: /
2014 Aug 29 20:08:51 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE:
Successfully activated virtual service 'guestshell+'
Verifying image bootflash:/n9kpregs.bin for boot variable "nxos".
[####################] 100% -- SUCCESS
Verifying image type.
[####################] 100% -- SUCCESS
Preparing "" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "bios" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "nxos" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "" version info using image bootflash:/.
[####################] 100% -- SUCCESS
Preparing "" version info using image bootflash:/.
[####################] 100% -- SUCCESS
"Running-config contains configuration that is incompatible with the new image (strict
incompatibility).
Please run 'show incompatibility-all nxos <image>' command to find out which feature
needs to be disabled.".
Performing module support checks.
[####################] 100% -- SUCCESS
Notifying services about system upgrade.
[# ] 0% -- FAIL.
Return code 0x42DD0006 ((null)).
"Running-config contains configuration that is incompatible with the new image (strict
incompatibility).
Please run 'show incompatibility-all nxos <image>' command to find out
which feature needs to be disabled."
Service "vman" in vdc 1: Guest shell not supported, do 'guestshell destroy' to remove
it and then retry ISSU
Pre-upgrade check failed. Return code 0x42DD0006 ((null)).
switch#

ベストプラクティスとして、Guest Shellをサポートしていない古いCiscoNX-OSイメージをリ
ロードする前に、guestshell destroyコマンドを使用して Guest Shellを削除します。

（注）

事前設定された SSHDサービス

Guest Shellは、起動時に OpenSSHサーバーを開始します。サーバーは、localhost IPアドレス
インターフェイス127.0.0.1でランダムに生成されたポートでのみリスンします。これにより、
guestshellキーワードが入力されたときに、NX-OS仮想シェルから Guest Shellへのパスワード
なしの接続が提供されます。このサーバーが強制終了されるか、その構成

(/etc/ssh/sshd_config-ciscoにある)が変更された場合、NX-OS CLIからの Guest Shell
へのアクセスが機能しない可能性があります。

次の手順では、Guest Shell内で rootとして OpenSShサーバーをインスタンス化します。
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1. SSH接続を確立するネットワーク名前空間または VRFを決定します。

2. OpenSSHがリッスンするポートを決定します。すでに使用されているポートを表示するに
は、NX-OSコマンドの show socket connectionを使用します。

パスワードなしのアクセス用の Guest Shell sshdサービスは、17680から 49150までのランダム
化されたポートを使用します。ポートの競合を避けるには、この範囲外のポートを選択してく

ださい。

（注）

次の手順では、OpenSSHサーバーを起動します。例では、IPアドレス 10.122.84.34:2222で管
理 netnsの OpenSSHサーバーを起動します。

1. 次のファイルを作成します: /usr/lib/systemd/systm/sshd-mgmt.serviceおよ
び /etc/ssh/sshd-mgmt_config。ファイルには次の構成が必要です。

-rw-r--r-- 1 root root 394 Apr 7 14:21 /usr/lib/systemd/system/sshd-mgmt.service
-rw------- 1 root root 4478 Apr 7 14:22 /etc/ssh/sshd-mgmt_config

2. Unitと Serviceの内容を /usr/lib/systemd/system/ssh.serviceファイルから
sshd-mgmt.serviceにコピーします。

3. sshd-mgmt.serviceファイルを次のように編集します。

[Unit]
Description=OpenSSH server daemon
After=network.target sshd-keygen.service
Wants=sshd-keygen.service

[Service]
EnvironmentFile=/etc/sysconfig/sshd
ExecStartPre=/usr/sbin/sshd-keygen
ExecStart=/sbin/ip netns exec management /usr/sbin/sshd -f /etc/ssh/sshd-mgmt_config
-D $OPTIONS
ExecReload=/bin/kill -HUP $MAINPID
KillMode=process
Restart=on-failure
RestartSec=42s
[Install]
WantedBy=multi-user.target

4. /etc/ssh/sshd-configの内容を/etc/ssh/sshd-mgmt_configにコピーします。
必要に応じて、ListenAddress IPとポートを変更します。
Port 2222
ListenAddress 10.122.84.34

5. 次のコマンドを使用して、systemctlデーモンを開始します。
sudo systemctl daemon-reload
sudo systemctl start sshd-mgmt.service
sudo systemctl status sshd-mgmt.service -l

6. （オプション）構成を確認します。

ss -tnldp | grep 2222

7. ゲストシェルへの SSH：
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ssh -p 2222 guestshell@10.122.84.34

8. 複数の Guest Shellまたはスイッチの再起動にまたがって構成を保存します。
sudo systemctl enable sshd-mgmt.service

9. パスワードなしの SSH/SCPおよびリモート実行の場合、ssh-keygen -t dsaコマンドを使
用して、SSH/SCPに使用するユーザー IDの公開鍵と秘密鍵を生成します。

その後、キーは /.sshディレクトリの id_rsaおよび id_rsa.pubファイルに保存さ
れます。

[root@node01 ~]# cd ~/.ssh
[root@node02 .ssh]# ls -l
total 8
-rw-------. 1 root root 1675 May 5 15:01 id_rsa
-rw-r--r--. 1 root root 406 May 5 15:01 id_rsa.pub

10. 公開キーを SSHで接続するマシンにコピーし、アクセス許可を修正します。
cat id_rsa.pub >> /root/.ssh/authorized_keys
chmod 700 /root/.ssh
chmod 600 /root/.ssh/*

11. パスワードなしでリモートスイッチに SSHまたは SCP：
ssh -p <port#> userid@hostname [<remote command>]
scp -P <port#> userid@hostname/filepath /destination

localtime

Guest Shellは、ホストシステムと /etc/localtimeを共有します。

ホストと同じ localtimeを共有したくない場合は、このシンボリックリンクを切断して、ゲス
トシェル固有の /etc/localtimeを作成できます。

（注）

switch(config)# clock timezone PDT -7 0
switch(config)# clock set 10:00:00 27 Jan 2017
Fri Jan 27 10:00:00 PDT 2017
switch(config)# show clock
10:00:07.554 PDT Fri Jan 27 2017
switch(config)# run guestshell
guestshell:~$ date
Fri Jan 27 10:00:12 PDT 2017

Guest Shellへのアクセス
Cisco NX-OSでは、デフォルトで network-adminユーザのみがゲストシェルにアクセスできま
す。これはシステムで自動的に有効になっており、run guestshellコマンドを使用してアクセ
スできます。run bashコマンドと一致して、これらのコマンドは、NX-OS CLIコマンドの run
guestshell コマンド形式を使用して Guest Shell内で発行できます。
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Guest Shellは、4 GBを超える RAMを搭載したシステムで自動的に有効になります。（注）

switch# run guestshell ls -al /bootflash/*.ova
-rw-rw-rw- 1 2002 503 83814400 Aug 21 18:04 /bootflash/pup.ova
-rw-rw-rw- 1 2002 503 40724480 Apr 15 2012 /bootflash/red.ova

2.2(0.2)以降の Guest Shellは、スイッチにログインしているユーザーと同じユーザーアカウン
トを動的に作成します。ただし、他のすべての情報は、スイッチと Guest Shellのユーザーア
カウント間で共有されません。

さらに、Guest Shellアカウントは自動的に削除されないため、不要になったときにネットワー
ク管理者が削除する必要があります。

（注）

ゲストシェルに使用されるリソース
デフォルトでは、ゲストシェルのリソースは、通常のスイッチ操作に使用できるリソースに小

さな影響を与えます。ネットワーク管理者がゲストシェルに追加のリソースを必要とする場

合、guestshell resize {cpu | memory | rootfs}コマンドは、これらの制限を変更します

最小/最大デフォルトリソース

1/620%1 %CPU

256/3840 MB400 MBメモリ

200/2000 MB200 MBストレージ

CPU制限は、システム内の他のコンピューティング負荷との競合がある場合に、ゲストシェ
ル内で実行されているタスクに与えられるシステムコンピューティングキャパシティのパー

センテージです。CPUリソースの競合がない場合、ゲストシェル内のタスクは制限されませ
ん。

リソース割り当てを変更した後は、ゲストシェルの再起動が必要です。そのために、guestshell
rebootコマンドを使用できます。

（注）

ゲストシェルの機能
Guestshellには、デフォルトで利用可能な多くのユーティリティと機能があります。
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ゲストシェルは CentOS 7 Linux環境であり、この流通向けにビルドされたソフトウェアパッ
ケージを、yumインストールすることができます。Guestshellには、net-tools、iproute、tcpdump
とOpenSSHなどのネットワーキングデバイスで自然に期待される多くの一般的なツールが事
前に入力されています。Guestshell 2.xの場合、追加のpythonパッケージをインストールするた
めの PIPと同様に、python 2.7.5がデフォルトで含まれています。Guestshell 2.11では、デフォ
ルトで python 3.6も含まれています。

デフォルトでは、ゲストシェルは 64ビットの実行スペースです。32ビットのサポートが必要
な場合は、glibc.i686パッケージを yumでインストールできます。

Guestshellは、スイッチの管理ポートとデータポートを表すために使用されるLinuxネットワー
クインターフェイスにアクセスできます。ifconfigと ethtoolなどの典型的な Linuxのメソッド
とユーティリティは、カウンターの収集に使用できます。インターフェイスが NX-OS CLIで
VRFに配置されると、Linuxネットワークインターフェイスはその VRFのネットワーク名前
空間に配置されます。名前空間は /var/run/netnsで見ることができ、ip netnsユーティリ
ティを使用してさまざまな名前空間のコンテキストで実行できます。いくつかのユーティリ

ティ、chvrfと vrfinfoは、別の名前空間で実行し、プロセスが実行されている名前空間 /vrfに
関する情報を取得するために提供されています。

systemdは、ゲストシェルを含む CentOS 8環境でサービスを管理するために使用されます。

Guest Shellの NX-OS CLI
ゲストシェルは、ユーザーがゲストシェル環境からホストネットワーク要素に NX-OSコマ
ンドを発行できるようにするアプリケーションを提供します。dohostアプリケーションは、有
効なNX-OS構成または execコマンドを受け入れ、それらをホストネットワーク要素に発行し
ます。

dohostコマンドを呼び出すときは、各 NX-OSコマンドを一重引用符または二重引用符で囲む
ことができます：

dohost "<NXOS CLI>"

NX-OS CLIは連鎖させることができます：

[guestshell@guestshell ~]$ dohost "sh lldp time | in Hold" "show cdp global"
Holdtime in seconds: 120
Global CDP information:
CDP enabled globally
Refresh time is 21 seconds
Hold time is 180 seconds
CDPv2 advertisements is enabled
DeviceID TLV in System-Name(Default) Format
[guestshell@guestshell ~]$

NX-OS CLIは、各コマンドの間にセミコロンを追加することにより、NX-OSスタイルのコマ
ンドチェーン技術を使用して一緒にチェーンすることもできます。（セミコロンの両側にス

ペースが必要です。）：

[guestshell@guestshell ~]$ dohost "conf t ; cdp timer 13 ; show run | inc cdp"
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Enter configuration commands, one per line. End with CNTL/Z.
cdp timer 13
[guestshell@guestshell ~]$

Guest Shell 2.2 (0.2)以降を使用するリリース 7.0(3)I5(2)の場合、dohostコマンドを介してホス
トで発行されたコマンドは、ゲストシェルユーザの有効なロールに基づく特権で実行されま

す。

以前のバージョンのゲストシェルは、ネットワーク管理者レベルの権限でコマンドを実行しま

す。

NX-APIへのUDS接続の数が最大許容数に達すると、dohostコマンドは機能不全になります。

（注）

Guest Shellでのネットワークアクセス
NX-OSスイッチポートは、Guest Shellでは Linuxネットワークインターフェイスとして表さ
れます。ifconfigまたは ethtoolを使用して、/proc/net/devの表示統計などの一般的な Linuxメ
ソッドはすべてサポートされています。

GuestShellには、多くの一般的なネットワークユーティリティがデフォルトで含まれており、
chvrf vrf commandコマンドを使用してさまざまな VRFで使用できます。
[guestshell@guestshell bootflash]$ ifconfig Eth1-47
Eth1-47: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 13.0.0.47 netmask 255.255.255.0 broadcast 13.0.0.255
ether 54:7f:ee:8e:27:bc txqueuelen 100 (Ethernet)
RX packets 311442 bytes 21703008 (20.6 MiB)
RX errors 0 dropped 185 overruns 0 frame 0
TX packets 12967 bytes 3023575 (2.8 MiB)
TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0

Guest Shell内では、ネットワーク状態をモニタリングできますが、変更することはできませ
ん。ネットワーク状態を変更するには、ホストのbashシェルでNX-OSCLIまたは適切なLinux
ユーティリティを使用します。

この tcpdumpコマンドはGuest Shellにパッケージ化されており、管理ポートまたはスイッチ
ポートでパントされたトラフィックのパケットトレースを可能にします。

この sudo ip netns exec management pingユーティリティは、指定されたネットワーク名前空間
のコンテキストでコマンドを実行するための一般的な方法です。これはGuest Shell内で実行で
きます。

[guestshell@guestshell bootflash]$ sudo ip netns exec management ping 10.28.38.48
PING 10.28.38.48 (10.28.38.48) 56(84) bytes of data.
64 bytes from 10.28.38.48: icmp_seq=1 ttl=48 time=76.5 ms

chvrfユーティリティは便宜のために提供されています。
guestshell@guestshell bootflash]$ chvrf management ping 10.28.38.48
PING 10.28.38.48 (10.28.38.48) 56(84) bytes of data.
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64 bytes from 10.28.38.48: icmp_seq=1 ttl=48 time=76.5 ms

コマンドなしで実行される chvrfコマンドは、現在の VRF /ネットワーク名前空間で実行され
ます。

（注）

たとえば、管理VRF経由で IPアドレス10.0.0.1をpingするには、コマンドは「chvrf management
ping 10.0.0.1」です。 scpまたは sshなどの他のユーティリティも同様です。

例：

switch# guestshell
[guestshell@guestshell ~]$ cd /bootflash
[guestshell@guestshell bootflash]$ chvrf management scp foo@10.28.38.48:/foo/index.html
index.html
foo@10.28.38.48's password:
index.html 100% 1804 1.8KB/s 00:00
[guestshell@guestshell bootflash]$ ls -al index.html
-rw-r--r-- 1 guestshe users 1804 Sep 13 20:28 index.html
[guestshell@guestshell bootflash]$
[guestshell@guestshell bootflash]$ chvrf management curl cisco.com
<!DOCTYPE HTML PUBLIC "-//IETF//DTD HTML 2.0//EN">
<html><head>
<title>301 Moved Permanently</title>
</head><body>
<h1>Moved Permanently</h1>
<p>The document has moved <a href="http://www.cisco.com/">here</a>.</p>
</body></html>
[guestshell@guestshell bootflash]$

システム上のVRFのリストを取得するには、NX-OSからネイティブに、show vrfまたはdohost
コマンドを介してコマンドを使用します。

例：

[guestshell@guestshell bootflash]$ dohost 'sh vrf'
VRF-Name VRF-ID State Reason
default 1 Up --
management 2 Up --
red 6 Up --

Guest Shell内では、VRFに関連付けられたネットワーク名前空間が実際に使用されます。どの
ネットワーク名前空間が存在するかを確認する方が便利な場合があります。

[guestshell@guestshell bootflash]$ ls /var/run/netns
default management red
[guestshell@guestshell bootflash]$

Guest Shell内からドメイン名を解決するには、リゾルバーを構成する必要があります。Guest
Shellで /etc/resolv.confファイルを編集して、ネットワークに適した DNSネームサーバとドメ
インを含めます。

例：
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nameserver 10.1.1.1
domain cisco.com

ネームサーバーとドメインの情報は、NX-OS構成で構成されたものと一致する必要がありま
す。

例：

switch(config)# ip domain-name cisco.com
switch(config)# ip name-server 10.1.1.1
switch(config)# vrf context management
switch(config-vrf)# ip domain-name cisco.com
switch(config-vrf)# ip name-server 10.1.1.1

スイッチが HTTPプロキシサーバーを使用するネットワーク内にある場合、http_proxyおよ
び https_proxy環境変数も Guest Shell内で設定する必要があります。

例：

export http_proxy=http://proxy.esl.cisco.com:8080
export https_proxy=http://proxy.esl.cisco.com:8080

これらの環境変数は、.bashrcファイルまたは適切なスクリプトで設定して、永続的であること
を確認する必要があります。

ゲストシェルでのブートフラッシュへのアクセス

ネットワーク管理者は、NX-OS CLIコマンドの使用に加えて、Linuxコマンドとユーティリ
ティを使用してファイルを管理できます。ゲストシェル環境の /bootflashにシステムブートフ
ラッシュをマウントすることにより、network-adminはLinuxコマンドを使用してこれらのファ
イルを操作できます。

例：

find . –name “foo.txt”
rm “/bootflash/junk/foo.txt”

ゲストシェル内のユーザーの名前はホストの場合と同じですが、ゲストシェルは別のユーザー

名前空間にあり、uidはホスト上のユーザーの名前と一致しません。グループおよびその他の
ファイルのアクセス許可は、ゲストシェルユーザーがファイルに対して持つアクセスの種類

を制御します。

（注）
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Guest Shellの Python
Pythonはインタラクティブに使用できますが、pythonスクリプトをゲストシェルで実行する
こともできます。

例：

guestshell:~$ python
Python 2.7.5 (default, Jun 24 2015, 00:41:19)
[GCC 4.8.3 20140911 (Red Hat 4.8.3-9)] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>>
guestshell:~$

ネットワーク管理者が新しい Pythonパッケージをインストールできるように、ゲストシェル
には pip pythonパッケージマネージャが含まれています。

例：

[guestshell@guestshell ~]$ sudo su
[root@guestshell guestshell]# pip install Markdown
Collecting Markdown
Downloading Markdown-2.6.2-py2.py3-none-any.whl (157kB)
100% |################################| 159kB 1.8MB/s
Installing collected packages: Markdown
Successfully installed Markdown-2.6.2
[root@guestshell guestshell]# pip list | grep Markdown
Markdown (2.6.2)
[root@guestshell guestshell]#

pip installコマンドを入力する前に、sudo suコマンドを入力する必要があります。（注）

Guest Shellバージョン 2.10までの Python 3（CentOS 7）
ゲストシェル 2.Xは、デフォルトで Python 3がインストールされていない CentOS 7.1環境を
提供します。CentOS 7.1に Python 3をインストールするには、サードパーティのリポジトリを
使用する、送信元からビルドするなど、複数の方法があります。別のオプションは、同じシス

テム内に複数のバージョンのPythonのインストールをサポートするRedHat SoftwareCollections
を使用することです。

Red Hat Software Collections（SCL）ツールをインストールするには:

1. scl-utilsパッケージをインストールします。

2. CentOS SCLリポジトリを有効にして、提供されている Python 3 RPMのいずれかをインス
トールします。

[admin@guestshell ~]$ sudo su
[root@guestshell admin]# dnf install -y scl-utils | tail
Running transaction test
Transaction test succeeded
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Running transaction
Installing : scl-utils-20130529-19.el7.x86_64 1/1
Verifying : scl-utils-20130529-19.el7.x86_64 1/1

Installed:
scl-utils.x86_64 0:20130529-19.el7

Complete!

[root@guestshell admin]# dnf install -y centos-release-scl | tail
Verifying : centos-release-scl-2-3.el7.centos.noarch 1/2
Verifying : centos-release-scl-rh-2-3.el7.centos.noarch 2/2

Installed:
centos-release-scl.noarch 0:2-3.el7.centos

Dependency Installed:
centos-release-scl-rh.noarch 0:2-3.el7.centos

Complete!

[root@guestshell admin]# dnf install -y rh-python36 | tail
warning: /var/cache/dnf/x86_64/7/centos-sclo-rh/packages/rh-python36-2.0-1.el7.x86_64.rpm:
Header V4 RSA/SHA1 Signature, key ID f2ee9d55: NOKEY
http://centos.sonn.com/7.7.1908/os/x86_64/Packages/groff-base-1.22.2-8.el7.x86_64.rpm:
[Errno 12] Timeout on
http://centos.sonn.com/7.7.1908/os/x86_64/Packages/groff-base-1.22.2-8.el7.x86_64.rpm:
(28, 'Operation too slow. Less than 1000 bytes/sec transferred the last 30 seconds')
Trying other mirror.
Importing GPG key 0xF2EE9D55:
Userid : "CentOS SoftwareCollections SIG
(https://wiki.centos.org/SpecialInterestGroup/SCLo) <security@centos.org>"
Fingerprint: c4db d535 b1fb ba14 f8ba 64a8 4eb8 4e71 f2ee 9d55
Package : centos-release-scl-rh-2-3.el7.centos.noarch (@extras)
From : /etc/pki/rpm-gpg/RPM-GPG-KEY-CentOS-SIG-SCLo
rh-python36-python-libs.x86_64 0:3.6.9-2.el7
rh-python36-python-pip.noarch 0:9.0.1-2.el7
rh-python36-python-setuptools.noarch 0:36.5.0-1.el7
rh-python36-python-virtualenv.noarch 0:15.1.0-2.el7
rh-python36-runtime.x86_64 0:2.0-1.el7
scl-utils-build.x86_64 0:20130529-19.el7
xml-common.noarch 0:0.6.3-39.el7
zip.x86_64 0:3.0-11.el7

Complete!

SCLを使用すると、Python 3の環境変数を自動的に設定して、インタラクティブな bashセッ
ションを作成できます。

SCL Pythonインストールを使用するためにルートユーザーは必要ありません。（注）

[admin@guestshell ~]$ scl enable rh-python36 bash
[admin@guestshell ~]$ python3
Python 3.6.9 (default, Nov 11 2019, 11:24:16)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>

Python SCLのインストールでは、pipユーティリティも提供されます。
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[admin@guestshell ~]$ pip3 install requests --user
Collecting requests
Downloading

https://files.pythonhosted.org/packages/51/bd/23c926cd341ea6b7dd0b2a00aba99ae0f828be89d72b2190f27c11d4b7fb/requests-2.22.0-py2.py3-none-any.whl
(57kB)

100% |################################| 61kB 211kB/s
Collecting idna<2.9,>=2.5 (from requests)
Downloading

https://files.pythonhosted.org/packages/14/2c/cd551d81dbe15200be1cf41cd03869a46fe7226e7450af7a6545bfc474c9/idna-2.8-py2.py3-none-any.whl
(58kB)

100% |################################| 61kB 279kB/s
Collecting chardet<3.1.0,>=3.0.2 (from requests)
Downloading

https://files.pythonhosted.org/packages/bc/a9/01ffebfb562e4274b6487b4bb1ddec7ca55ec7510b22e4c51f14098443b8/chardet-3.0.4-py2.py3-none-any.whl
(133kB)

100% |################################| 143kB 441kB/s
Collecting certifi>=2017.4.17 (from requests)
Downloading

https://files.pythonhosted.org/packages/b9/63/df50cac98ea0d5b006c55a399c3bf1db9da7b5a24de7890bc9cfd5dd9e99/certifi-2019.11.28-py2.py3-none-any.whl
(156kB)

100% |################################| 163kB 447kB/s
Collecting urllib3!=1.25.0,!=1.25.1,<1.26,>=1.21.1 (from requests)
Downloading

https://files.pythonhosted.org/packages/e8/74/6e4f91745020f967d09332bb2b8b9b10090957334692eb88ea4afe91b77f/urllib3-1.25.8-py2.py3-none-any.whl
(125kB)

100% |################################| 133kB 656kB/s
Installing collected packages: idna, chardet, certifi, urllib3, requests
Successfully installed certifi-2019.11.28 chardet-3.0.4 idna-2.8 requests-2.22.0
urllib3-1.25.8
You are using pip version 9.0.1, however version 20.0.2 is available.
You should consider upgrading via the 'pip install --upgrade pip' command.
[admin@guestshell ~]$ python3
Python 3.6.9 (default, Nov 11 2019, 11:24:16)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> import requests
>>> requests.get("https://cisco.com")
<Response [200]>

デフォルトの Python 2インストールは、SCL Pythonインストールと一緒に使用できます。
[admin@guestshell ~]$ which python3
/opt/rh/rh-python36/root/usr/bin/python3
[admin@guestshell ~]$ which python2
/bin/python2
[admin@guestshell ~]$ python2
Python 2.7.5 (default, Aug 7 2019, 00:51:29)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> print 'Hello world!'
Hello world!

Software Collectionsを使用すると、同じ RPMの複数のバージョンをシステムにインストール
できます。この場合、Python 3.6に加えて Python 3.5をインストールすることが可能です。
[admin@guestshell ~]$ sudo dnf install -y rh-python35 | tail
Dependency Installed:
rh-python35-python.x86_64 0:3.5.1-13.el7
rh-python35-python-devel.x86_64 0:3.5.1-13.el7
rh-python35-python-libs.x86_64 0:3.5.1-13.el7
rh-python35-python-pip.noarch 0:7.1.0-2.el7
rh-python35-python-setuptools.noarch 0:18.0.1-2.el7
rh-python35-python-virtualenv.noarch 0:13.1.2-2.el7
rh-python35-runtime.x86_64 0:2.0-2.el7
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Complete!

[admin@guestshell ~]$ scl enable rh-python35 python3
Python 3.5.1 (default, May 29 2019, 15:41:33)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-36)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>

複数の Pythonバージョンが SCLにインストールされているときに新しいインタラクティブ
bashセッションを作成すると、libpython共有オブジェクトファイルをロードできないという
問題が発生する可能性があります。source scl_source enable python-installationコマンドを使用
して、現在の bashセッションで環境を適切にセットアップできる回避策があります。

デフォルトのGuest Shellストレージのキャパシティが、Python 3をインストールするのに十分
ではありません。guestshell resize rootfs size-in-MBコマンドを使用して、ファイルシステムの
サイズを増やします。通常、rootfsのサイズを 550 MBに設定すれば十分です。

（注）

Guest Shellバージョン 2.10までの Python 3（CentOS 7）
ゲストシェル 2.Xは、デフォルトで Python 3がインストールされていない CentOS 7.1環境を
提供します。CentOS 7.1に Python 3をインストールするには、サードパーティのリポジトリを
使用する、送信元からビルドするなど、複数の方法があります。別のオプションは、同じシス

テム内に複数のバージョンのPythonのインストールをサポートするRedHat SoftwareCollections
を使用することです。

Red Hat Software Collections（SCL）ツールをインストールするには:

1. scl-utilsパッケージをインストールします。

2. CentOS SCLリポジトリを有効にして、提供されている Python 3 RPMのいずれかをインス
トールします。

[admin@guestshell ~]$ sudo su
[root@guestshell admin]# dnf install -y scl-utils | tail
Running transaction test
Transaction test succeeded
Running transaction
Installing : scl-utils-20130529-19.el7.x86_64 1/1
Verifying : scl-utils-20130529-19.el7.x86_64 1/1

Installed:
scl-utils.x86_64 0:20130529-19.el7

Complete!

[root@guestshell admin]# dnf install -y centos-release-scl | tail
Verifying : centos-release-scl-2-3.el7.centos.noarch 1/2
Verifying : centos-release-scl-rh-2-3.el7.centos.noarch 2/2

Installed:
centos-release-scl.noarch 0:2-3.el7.centos

Dependency Installed:
centos-release-scl-rh.noarch 0:2-3.el7.centos
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Complete!

[root@guestshell admin]# dnf install -y rh-python36 | tail
warning: /var/cache/dnf/x86_64/7/centos-sclo-rh/packages/rh-python36-2.0-1.el7.x86_64.rpm:
Header V4 RSA/SHA1 Signature, key ID f2ee9d55: NOKEY
http://centos.sonn.com/7.7.1908/os/x86_64/Packages/groff-base-1.22.2-8.el7.x86_64.rpm:
[Errno 12] Timeout on
http://centos.sonn.com/7.7.1908/os/x86_64/Packages/groff-base-1.22.2-8.el7.x86_64.rpm:
(28, 'Operation too slow. Less than 1000 bytes/sec transferred the last 30 seconds')
Trying other mirror.
Importing GPG key 0xF2EE9D55:
Userid : "CentOS SoftwareCollections SIG
(https://wiki.centos.org/SpecialInterestGroup/SCLo) <security@centos.org>"
Fingerprint: c4db d535 b1fb ba14 f8ba 64a8 4eb8 4e71 f2ee 9d55
Package : centos-release-scl-rh-2-3.el7.centos.noarch (@extras)
From : /etc/pki/rpm-gpg/RPM-GPG-KEY-CentOS-SIG-SCLo
rh-python36-python-libs.x86_64 0:3.6.9-2.el7
rh-python36-python-pip.noarch 0:9.0.1-2.el7
rh-python36-python-setuptools.noarch 0:36.5.0-1.el7
rh-python36-python-virtualenv.noarch 0:15.1.0-2.el7
rh-python36-runtime.x86_64 0:2.0-1.el7
scl-utils-build.x86_64 0:20130529-19.el7
xml-common.noarch 0:0.6.3-39.el7
zip.x86_64 0:3.0-11.el7

Complete!

SCLを使用すると、Python 3の環境変数を自動的に設定して、インタラクティブな bashセッ
ションを作成できます。

SCL Pythonインストールを使用するためにルートユーザーは必要ありません。（注）

[admin@guestshell ~]$ scl enable rh-python36 bash
[admin@guestshell ~]$ python3
Python 3.6.9 (default, Nov 11 2019, 11:24:16)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>

Python SCLのインストールでは、pipユーティリティも提供されます。
[admin@guestshell ~]$ pip3 install requests --user
Collecting requests
Downloading

https://files.pythonhosted.org/packages/51/bd/23c926cd341ea6b7dd0b2a00aba99ae0f828be89d72b2190f27c11d4b7fb/requests-2.22.0-py2.py3-none-any.whl
(57kB)

100% |################################| 61kB 211kB/s
Collecting idna<2.9,>=2.5 (from requests)
Downloading

https://files.pythonhosted.org/packages/14/2c/cd551d81dbe15200be1cf41cd03869a46fe7226e7450af7a6545bfc474c9/idna-2.8-py2.py3-none-any.whl
(58kB)

100% |################################| 61kB 279kB/s
Collecting chardet<3.1.0,>=3.0.2 (from requests)
Downloading

https://files.pythonhosted.org/packages/bc/a9/01ffebfb562e4274b6487b4bb1ddec7ca55ec7510b22e4c51f14098443b8/chardet-3.0.4-py2.py3-none-any.whl
(133kB)

100% |################################| 143kB 441kB/s
Collecting certifi>=2017.4.17 (from requests)
Downloading

https://files.pythonhosted.org/packages/b9/63/df50cac98ea0d5b006c55a399c3bf1db9da7b5a24de7890bc9cfd5dd9e99/certifi-2019.11.28-py2.py3-none-any.whl
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(156kB)
100% |################################| 163kB 447kB/s

Collecting urllib3!=1.25.0,!=1.25.1,<1.26,>=1.21.1 (from requests)
Downloading

https://files.pythonhosted.org/packages/e8/74/6e4f91745020f967d09332bb2b8b9b10090957334692eb88ea4afe91b77f/urllib3-1.25.8-py2.py3-none-any.whl
(125kB)

100% |################################| 133kB 656kB/s
Installing collected packages: idna, chardet, certifi, urllib3, requests
Successfully installed certifi-2019.11.28 chardet-3.0.4 idna-2.8 requests-2.22.0
urllib3-1.25.8
You are using pip version 9.0.1, however version 20.0.2 is available.
You should consider upgrading via the 'pip install --upgrade pip' command.
[admin@guestshell ~]$ python3
Python 3.6.9 (default, Nov 11 2019, 11:24:16)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> import requests
>>> requests.get("https://cisco.com")
<Response [200]>

デフォルトの Python 2インストールは、SCL Pythonインストールと一緒に使用できます。
[admin@guestshell ~]$ which python3
/opt/rh/rh-python36/root/usr/bin/python3
[admin@guestshell ~]$ which python2
/bin/python2
[admin@guestshell ~]$ python2
Python 2.7.5 (default, Aug 7 2019, 00:51:29)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-39)] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> print 'Hello world!'
Hello world!

Software Collectionsを使用すると、同じ RPMの複数のバージョンをシステムにインストール
できます。この場合、Python 3.6に加えて Python 3.5をインストールすることが可能です。
[admin@guestshell ~]$ sudo dnf install -y rh-python35 | tail
Dependency Installed:
rh-python35-python.x86_64 0:3.5.1-13.el7
rh-python35-python-devel.x86_64 0:3.5.1-13.el7
rh-python35-python-libs.x86_64 0:3.5.1-13.el7
rh-python35-python-pip.noarch 0:7.1.0-2.el7
rh-python35-python-setuptools.noarch 0:18.0.1-2.el7
rh-python35-python-virtualenv.noarch 0:13.1.2-2.el7
rh-python35-runtime.x86_64 0:2.0-2.el7

Complete!

[admin@guestshell ~]$ scl enable rh-python35 python3
Python 3.5.1 (default, May 29 2019, 15:41:33)
[GCC 4.8.5 20150623 (Red Hat 4.8.5-36)] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>
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複数の Pythonバージョンが SCLにインストールされているときに新しいインタラクティブ
bashセッションを作成すると、libpython共有オブジェクトファイルをロードできないという
問題が発生する可能性があります。source scl_source enable python-installationコマンドを使用
して、現在の bashセッションで環境を適切にセットアップできる回避策があります。

デフォルトのGuest Shellストレージのキャパシティが、Python 3をインストールするのに十分
ではありません。guestshell resize rootfs size-in-MBコマンドを使用して、ファイルシステムの
サイズを増やします。通常、rootfsのサイズを 550 MBに設定すれば十分です。

（注）

ゲストシェルでの RPMのインストール
/etc/dnf.repos.d/CentOS-Base.repoファイルは、デフォルトでCentOSミラーリストを使用するよ
うに設定されています。変更が必要な場合は、そのファイルの指示に従ってください。

dnfは、yumrepo_x86_64.repoファイルを変更するか、repos.dディレクトリにnew.repo
ファイルを追加することによって、いつでも 1つ以上のリポジトリを指すことができます。

ゲストシェル 2.x内にインストールするアプリケーションについては、http://mirror.centos.org/
centos/7/os/x86_64/Packages/にあるCentOS 7リポジトリに移動します。

ゲストシェル 4.x内にインストールするアプリケーションについては、https://dl.rockylinux.org/
vault/rocky/9.2/BaseOS/x86_64/にある RockyLinux 9リポジトリに移動します。ミラーリンクの
いずれかを選択し、パッケージを表示します。

Dnfは依存関係を解決し、必要なすべてのパッケージをインストールします。
[guestshell@guestshell ~]$ sudo chvrf management dnf -y install glibc.i686
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile
* base: bay.uchicago.edu
* extras: pubmirrors.dal.corespace.com
* updates: mirrors.cmich.edu
Resolving Dependencies
"-->" Running transaction check
"--->" Package glibc.i686 0:2.17-78.el7 will be installed
"-->" Processing Dependency: libfreebl3.so(NSSRAWHASH_3.12.3) for package:
glibc-2.17-78.el7.i686
"-->" Processing Dependency: libfreebl3.so for package: glibc-2.17-78.el7.i686
"-->" Running transaction check
"--->" Package nss-softokn-freebl.i686 0:3.16.2.3-9.el7 will be installed
"-->" Finished Dependency Resolution

Dependencies Resolved

============================================================================================================================================================================
Package Arch Version Repository Size
============================================================================================================================================================================
Installing:
glibc i686 2.17-78.el7 base 4.2 M
Installing for dependencies:
nss-softokn-freebl i686 3.16.2.3-9.el7 base 187 k

Transaction Summary
============================================================================================================================================================================
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Install 1 Package (+1 Dependent package)

Total download size: 4.4 M
Installed size: 15 M
Downloading packages:
Delta RPMs disabled because /usr/bin/applydeltarpm not installed.
(1/2): nss-softokn-freebl-3.16.2.3-9.el7.i686.rpm | 187 kB 00:00:25
(2/2): glibc-2.17-78.el7.i686.rpm | 4.2 MB 00:00:30
----------------------------------------------------------------------------------------------------------------------------------------------------------------------------
Total 145 kB/s | 4.4 MB 00:00:30
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction
Installing : nss-softokn-freebl-3.16.2.3-9.el7.i686 1/2
Installing : glibc-2.17-78.el7.i686 2/2
error: lua script failed: [string "%triggerin(glibc-common-2.17-78.el7.x86_64)"]:1:
attempt to compare number with nil
Non-fatal "<"unknown">" scriptlet failure in rpm package glibc-2.17-78.el7.i686
Verifying : glibc-2.17-78.el7.i686 1/2
Verifying : nss-softokn-freebl-3.16.2.3-9.el7.i686 2/2

Installed:
glibc.i686 0:2.17-78.el7

Dependency Installed:
nss-softokn-freebl.i686 0:3.16.2.3-9.el7

Complete!

パッケージをインストールまたは実行するためにゲストシェルルートファイルシステムによ

り多くのスペースが必要な場合は、guestshell resize roofs size-in-MBコマンドを使用してファイ
ルシステムのサイズを増やします。

（注）

リポジトリからの一部のオープンソースソフトウェアパッケージは、ホストシステムの完全

性を保護するために設定された制限の結果として、ゲストシェルで期待どおりにインストール

または実行されない場合があります。

（注）

仮想サービスゲストシェルのセキュリティポスチャ
スイッチでのゲストシェルと仮想サービスの使用は、ネットワーク管理者がシステムの機能を

管理または拡張できる多くの方法のうちの 2つにすぎません。これらのオプションは、ネイ
ティブホストコンテキストから切り離された実行環境を提供することを目的としています。

この分離により、ネイティブの実行環境と互換性がない可能性のあるソフトウェアをシステム

に導入できます。また、システムの動作、パフォーマンス、またはスケールに影響を与えない

環境でソフトウェアを実行することもできます。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
42

シェルとスクリプト化

仮想サービスゲストシェルのセキュリティポスチャ



スイッチでのゲストシェルの使用は、ネットワーク管理者がシステムの機能を管理または拡張

できる多くの方法の 1つにすぎません。ゲストシェルは、ネイティブホストコンテキストか
ら切り離された実行環境を提供することを目的としています。この分離により、ネイティブの

実行環境と互換性がない可能性のあるソフトウェアをシステムに導入できます。また、システ

ムの動作、パフォーマンス、またはスケールに影響を与えない環境でソフトウェアを実行する

こともできます。

[デジタル署名されたアプリケーションパッケージ（Digitally Signed
Application Packages）]

デフォルトでは、Ciscoネットワーク要素は、アプリケーションのランタイムに有効な Cisco
デジタル署名を提供することを要求します。Ciscoのデジタル署名により、Ciscoが開発した
パッケージとアプリケーションの完全性が保証されます。

Cisco Nexus 30009000シリーズスイッチは、署名されていない OVAソフトウェアパッケージ
を許可する署名レベルポリシーの構成をサポートしています。署名されていないパッケージと

Cisco署名されたパッケージで仮想サービスを作成できるようにするために、ネットワーク管
理者は次を構成できます。

virtual-service
signing level unsigned

ゲストシェルソフトウェアパッケージにはCiscoの署名があり、この構成は必要ありません。（注）

[カーネル脆弱性パッチ（Kernel Vulnerability Patches）]
シスコは、既知の脆弱性に対処するプラットフォームアップデートで、関連する Common
Vulnerabilities and Exposures（CVE）に対応します。

シスコは、Guestshell 4.x（RockyLinux 9）環境の脆弱性を追跡しており、将来の修正を、Rocky
Linuxから入手可能になった時点で含めます。

（注）

[ASLRおよび X-Spaceのサポート（ASLR and X-Space Support）]
Cisco 3000 9000 NX-OSは、ランタイムディフェンスのためのアドレス空間LayoutRandomization
（ASLR）とExecutable Space Protection（X-Space）の使用をサポートしています。Ciscoが署名
したパッケージのソフトウェアは、この機能を利用します。システムに他のソフトウェアがイ

ンストールされている場合は、これらのテクノロジをサポートするホスト OSと開発ツール
チェーンを使用して構築することをお勧めします。これにより、ソフトウェアが潜在的な侵入

者に提示する潜在的な攻撃対象領域が減少します。
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名前空間の分離

ホストと仮想サービスは、別々の名前空間に分けられます。これは、仮想サービスの実行ス

ペースをホストから分離する基礎を提供します。名前空間の分離は、信頼境界間の偶発的また

は意図的なデータの上書きによるデータの損失やデータの破損から保護するのに役立ちます。

また、機密データ漏洩を防止することにより、機密データの完全性を確保するのにも役立ちま

す。ある仮想サービスのアプリケーションは、別の仮想サービスのデータにアクセスできませ

ん。

名前空間の分離

Guest Shell環境は、さまざまな名前空間を使用してGuest Shellの実行スペースをホストの実行
スペースから切り離すLinuxコンテナー内で実行されます。NX-OS9.2(1)リリース以降、Guest
Shellは別のユーザー名前空間で実行され、Guest Shell内でルートとして実行されているプロセ
スはホストのルートではないため、ホストシステムの整合性を保護するのに役立ちます。これ

らのプロセスは、uidマッピングのためにGuest Shell内で uid 0として実行されているように見
えますが、カーネルはこれらのプロセスの実際の uidを認識しており、適切なユーザー名前空
間内の POSIX機能を評価します。

ユーザーがホストからGuest Shellに入ると、Guest Shell内に同じ名前のユーザーが作成されま
す。名前は一致しますが、Guest Shell内のユーザーの uidは、ホストの uidと同じではありま
せん。Guest Shell内のユーザが共有メディア（たとえば、/bootflash または /volatile
）上のファイルに引き続きアクセスできるようにするために、ホストで使用される一般的な

NX-OS gid（たとえば、 network-adminまたは network-operator）が Guest Shellにマッピングさ
れます。その際に、値は同じになり、ユーザーのGuestShellインスタンスがホスト上のグルー
プメンバーシップに基づく適切なグループに関連付けられています。

例として、ユーザー bobについて考えてみましょう。ホスト上で、bobには次の uidおよび gid
メンバーシップがあります。

bash-4.3$ id
uid=2004(bob) gid=503(network-admin) groups=503(network-admin),504(network-operator)

ユーザー bobがGuest Shellにある場合、ホストからのグループメンバーシップがGuest Shellに
設定されます。

[bob@guestshell ~]$ id
uid=1002(bob) gid=503(network-admin)
groups=503(network-admin),504(network-operator),10(wheel)

ホスト BashシェルとGuest Shellでユーザー bobによって作成されたファイルの所有者識別子

は異なります。以下の出力例は、Guest Shell内から作成されたファイルの所有者識別子が、上
記の出力例の 1002ではなく 12002であることを示しています。これは、ホスト Bashシェルか
ら発行されたコマンドと、Guest Shellの識別子スペースが識別子 11000で始まるためです。
ファイルのグループ識別子は network-adminで、両方の環境で 503です。
bash-4.3$ ls -ln /bootflash/bob_*
-rw-rw-r-- 1 12002 503 4 Jun 22 15:47 /bootflash/bob_guestshell
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-rw-rw-r-- 1 2004 503 4 Jun 22 15:47 /bootflash/bob_host

bash-4.3$ ls -l /bootflash/bob_*
-rw-rw-r-- 1 12002 network-admin 4 Jun 22 15:47 /bootflash/bob_guestshell
-rw-rw-r-- 1 bob network-admin 4 Jun 22 15:47 /bootflash/bob_host

network-adminグループのファイルパーミッション設定と、bobがホストシェルとGuest Shell
の両方で network-adminのメンバーであるため、ユーザーはファイルにアクセスできます。

以下の出力例は、Guest Shell環境内で、bobによってホストから作成されたファイルの所有者

識別子が65534であることを示しています。これは、実際の識別子が、ユーザーの名前空間に
マップされた識別子の範囲外の範囲にあることを示しています。マップされていない識別子

は、この値として表示されます。

[bob@guestshell ~]$ ls -ln /bootflash/bob_*
-rw-rw-r-- 1 1002 503 4 Jun 22 15:47 /bootflash/bob_guestshell
-rw-rw-r-- 1 65534 503 4 Jun 22 15:47 /bootflash/bob_host

[bob@guestshell ~]$ ls -l /bootflash/bob_*
-rw-rw-r-- 1 bob network-admin 4 Jun 22 15:47 /bootflash/bob_guestshell
-rw-rw-r-- 1 65534 network-admin 4 Jun 22 15:47 /bootflash/bob_host

ルートユーザーの制限

安全なコードを開発するためのベストプラクティスとして、割り当てられたタスクを実行する

ために必要な最小限の特権でアプリケーションを実行することを推薦します。意図しないアク

セスを防ぐために、GuestShellに追加されたソフトウェアは、このベストプラクティスに従う
必要があります。

仮想サービス内のすべてのプロセスで、Guest Shellは Linuxの機能が低下したことによる制限
の対象となります。アプリケーションで root権限を必要とする操作を実行する必要がある場合
は、rootアカウントの使用を、rootアクセスが絶対に必要な最小限の操作セットに制限し、そ
のモードでアプリケーションを実行できる時間のハード制限などの他の制御を課します。

Guest Shellが従う仮想サービス内のルートに対してドロップされる一連の Linux機能は次のと
おりです。

CAP_SYS_PACCTCAP_MKNODCAP_SYS_BOOT

CAP_SYS_RESOURCECAP_MAC_OVERRIDECAP_SYS_MODULE

CAP_AUDIT_WRITECAP_SYS_RAWIOCAP_SYS_TIME

CAP_NET_ADMINCAP_SYS_NICECAP_AUDIT_CONTROL

CAP_SYS_PTRACECAP_MAC_ADMIN

• cap_audit_control

• cap_audit_write

• cap_mac_admin
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• cap_mac_override

• cap_mknod

• cap_net_broadcast

• cap_sys_boot

• cap_syslog

• cap_sys_module

• cap_sys_nice

• cap_sys_pacct

• cap_sys_ptrace

• cap_sys_rawio

• cap_sys_resource

• cap_sys_time

• cap_wake_alarm

仮想サービス内のルートとして、tmpfsと ramfsマウントだけでなくバインドマウントも使用
できます。他のマウントは防止されます。

net_admin機能は削除されませんが、ユーザー名前空間とネットワーク名前空間のホスト所有
権により、Guest Shellユーザーはインターフェイスの状態を変更できません。Guest Shell内の
rootとして、tmpfsと ramfsマウントだけでなくバインドマウントも使用できます。他のマウ
ントは防止されます。

リソース管理

DDoS攻撃は、攻撃対象のユーザがマシンやネットワーク技術情報を使用できないようにする
試みます。不適切な動作または悪意のあるアプリケーションコードは、接続帯域幅、ディスク

容量、メモリ、およびその他のリソースの過剰消費の結果として DoSを引き起こす可能性が
あります。ホストは、ゲストシェルとホスト上のサービス間のすべての仮想サービス間で技術

情報を公平に割り当てる技術情報管理機能を提供します。

ゲストファイルシステムのアクセス制限
仮想サービス内のファイルの完全性を維持するために、仮想サービスのファイルシステムには

NX-OSCLIからアクセスできません。特定の仮想サービスがファイルの変更を許可している場
合、これを実行できる代替手段 (つまりyuminstall、scp、ftpなど)を提供する必要があります。

ゲストシェル内のファイルの完全性を維持するために、ゲストシェルのファイルシステムに

は NX-OS CLIからアクセスできません。
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ゲストシェルは、ホストシステムの[ブートフラッシュ（bootflash）]を [ / ブートフラッシュ

（/bootflash）]にマウントします。ネットワーク管理者は、ゲストシェル内から NX-OS
CLIまたは Linuxコマンドを使用してファイルにアクセスできます。

ホストの [ブートフラッシュ：（bootflash:）]と [揮発性：（volatile:）]は、ゲストシェル内で [

/ ブートフラッシュ（/bootflash）]および [ / 揮発性（/volatile）]としてマウント
されます。ネットワーク管理者は、ホストから NX-OS execコマンドを使用するか、ゲスト
シェル内から Linuxコマンドを使用して、このメディア上のファイルにアクセスできます。

ゲストシェルの管理
以下は、ゲストシェルを管理するためのコマンドです。

表 2 :ゲストシェル CLIコマンド

説明コマンド

• [ゲストシェルOVAファイル（guest shell

OVA file）]指定時：

システムイメージに組み込まれている

OVAを使用して、ゲストシェルをインス
トールしてアクティブ化します。

指定されたソフトウェアパッケージ

（OVAファイル）またはシステムイメー
ジからの組み込みパッケージ（パッケー

ジが指定されていない場合）を使用して、

ゲストシェルをインストールしてアク

ティブ化します。当初、ゲストシェル

パッケージは、システムイメージに埋め

込むことによってのみ利用できます。

ゲストシェルがすでにインストールされ

ている場合、このコマンドはインストー

ルされているゲストシェルを有効にしま

す。通常、これは guestshell disableコマ
ンドの後に使用されます。

• rootfs-file-URIが指定されている場合：

ゲストシェルが破棄された状態のとき

に、ゲストシェル rootfsをインポートし
ます。このコマンドは、指定されたパッ

ケージでゲストシェルを起動します。

guestshell enable {package [guest shell OVA file
| rootfs-file-URI]}

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
47

シェルとスクリプト化

ゲストシェルの管理



説明コマンド

ゲストシェルの rootfsファイルをローカル
URI（ブートフラッシュ、USB1など）にエク
スポートします。[（7.0（3）I7（1）以降のリ
リース）]

guestshell export rootfs package
destination-file-URI

シャットダウンとゲストシェルの無効化guestshell disable

• [ゲストシェルOVAファイル（guest shell

OVA file）]指定時：

指定されたソフトウェアパッケージ

（OVAファイル）またはシステムイメー
ジからの組み込みパッケージ（パッケー

ジが指定されていない場合）を使用して、

ゲストシェルを非アクティブ化してアッ

プグレードします。当初、ゲストシェル

パッケージは、システムイメージに埋め

込むことによってのみ利用できます。

ゲストシェルの現在の rootfsは、ソフト
ウェアパッケージの rootfsに置き換えら
れます。ゲストシェルは、アップグレー

ド後も持続するセカンダリファイルシス

テムを利用しません。永続的なセカンダ

リファイルシステムがない場合、

guestshell destroyコマンドに続けて
guestshell enableコマンドを使用して rootfs
を置き換えることもできます。アップグ

レードが成功すると、ゲストシェルがア

クティブ化されます。

アップグレードコマンドを実行する前

に、確認を求めるプロンプトが表示され

ます。

• rootfs-file-URIが指定されている場合：

ゲストシェルがすでにインストールされ

ている場合、ゲストシェルの rootfsファ
イルをインポートします。このコマンド

は、既存のゲストシェルを削除します。

指定されたパッケージにインストールし

ます。

guestshell upgrade {package [guest shell OVA file
| rootfs-file-URI]}
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説明コマンド

ゲストシェルを非アクティブ化してから、再

度アクティブ化します。

リブートコマンドを実行する前に、確認を求

めるプロンプトが表示されます。

（注）

これは、execモードで guestshell disableコマ
ンドの後に guestshell enableコマンドが続く
のと同じです。

これは、ゲストシェル内のプロセスが停止し

ており、再起動する必要がある場合に役立ち

ます。この run guestshellコマンドは、ゲスト
シェルで実行されているsshdに依存していま

す。

コマンドが機能しない場合は、sshdプロセス

が誤って停止した可能性があります。NX-OS
CLIからゲストシェルの再起動を実行する
と、再起動してコマンドを復元できます。

guestshell reboot

ゲストシェルサービスを非アクティブ化し

て、アンインストールします。ゲストシェル

に関連付けられているすべての技術情報がシ

ステムに返されます。この show virtual-service
globalコマンドは、これらの技術情報がいつ
利用可能になるかを示します。

このコマンドを発行すると、destroyコマンド
を実行する前に確認を求めるプロンプトが表

示されます。

guestshell destroy

シェルプロンプトですでに実行されているゲ

ストシェルに接続します。必要なユーザー名

/パスワード

guestshell

run guestshell

ゲストシェル環境のコンテキスト内で Linux /
UNIXコマンドを実行します。

コマンドの実行後、スイッチプロンプトに戻

ります。

guestshell run command

run guestshell command
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説明コマンド

ゲストシェルに割り当てられた使用可能な技

術情報を変更します。変更は、次にゲストシェ

ルが有効化または再起動されたときに有効に

なります。

（注）

サイズ変更の値は、guestshell destroyコマン
ドを使用するとクリアされます。

guestshell resize[cpu |memory |rootfs]

アクティブスーパーバイザとスタンバイスー

パーバイザがあるシステムでは、このコマン

ドはゲストシェルの格納ファイルをアクティ

ブスーパーバイザからスタンバイスーパーバ

イザに同期します。network-adminは、スタン
バイスーパーバイザが現用系スーパーバイザ

になったときに同じ rootfsを使用するように
ゲストシェル rootfsが設定されているときに、
このコマンドを発行します。このコマンドを

使用しない場合、スタンバイスーパーバイザ

がそのスーパーバイザで利用可能なゲストシェ

ルパッケージを使用してアクティブロールに

移行するときに、ゲストシェルが新たにイン

ストールされます。

guestshell sync

ゲストシェルまたは仮想サービスを管理でき

ない場合は、システムのリロード後でも、reset
コマンドを使用してゲストシェルとすべての

仮想サービスを強制的に削除します。クリー

ンアップを実行するには、システムを再ロー

ドする必要があります。このコマンドを発行

した後は、システムがリロードされるまで、

ゲストシェルまたは追加の仮想サービスをイ

ンストールまたは有効にすることはできませ

ん。

リセットを開始する前に確認を求められます。

virtual-service reset force

ゲストシェル環境を有効化 /無効化し、アクセスするには、管理者権限が必要です。（注）
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ゲストシェルは、ホストシステム上の Linuxコンテナ（LXC）として導入されます。NX-OS
デバイスでは、LXCは virtual-serviceコマンドでインストールと管理されます。ゲストシェル
は、virtual-serviceコマンドに guestshell+という名前の仮想サービスとして表示されます。

（注）

ゲストシェルに関係のない仮想サービスコマンドは廃止されます。これらのコマンドはNX-OS
9.2（1）リリースでは非表示になっており、将来のリリースでは削除されます。

次の execキーワードは廃止予定です。
# virtual-service ?
connect Request a virtual service shell
install Add a virtual service to install database
uninstall Remove a virtual service from the install database
upgrade Upgrade a virtual service package to a different version

# show virtual-service ?
detail Detailed information config)

次の構成キーワードは廃止されます。

(config) virtual-service ?
WORD Virtual service name (Max Size 20)

(config-virt-serv)# ?
activate Activate configured virtual service
description Virtual service description

（注）

Guest Shellの無効化
guestshell disableコマンドはシャットダウンして、Guest Shellを無効化します。

Guest Shellが無効化された状態でシステムをリロードすると、Guest Shellは無効化されたまま
になります。

例：

switch# show virtual-service list
Virtual Service List:
Name Status Package Name
-----------------------------------------------------------
guestshell+ Activated guestshe11.ova
switch# guestshell disable
You will not be able to access your guest shell if it is disabled. Are you sure you want
to disable the guest shell? (y/n) [n) y

2014 Jul 30 19:47:23 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Deactivating virtual
service 'guestshell+'
2014 Jul 30 18:47:29 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully deactivated
virtual service 'guestshell+'
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switch# show virtual-service list
Virtual Service List:
Name Status Package Name
guestshell+ Deactivated guestshell.ova

guestshell enableコマンドで Guest Shellが再アクティブ化されます。（注）

ゲストシェルの破棄

guestshell destroyコマンドは、ゲストシェルとそのアーティファクトをアンインストールしま
す。このコマンドでは、ゲストシェル OVAは削除されません。

ゲストシェルが破棄された状態でシステムをリロードすると、ゲストシェルは破棄されたま

まになります。

switch# show virtual-service list
Virtual Service List:
Name Status Package Name
-------------------------------------------------
guestshell+ Deactivated guestshell.ova

switch# guestshell destroy

You are about to destroy the guest shell and all of its contents. Be sure to save your
work. Are you sure you want to continue? (y/n) [n] y
2014 Jul 30 18:49:10 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Destroying virtual service

'guestshell+'
2014 Jul 30 18:49:10 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Successfully destroyed
virtual service 'guestshell +'

switch# show virtual-service list
Virtual Service List:

guestshell enableコマンドを使用して、ゲストシェルを再度有効にすることができます。（注）

ゲストシェルを使用しない場合は、guestshell destroyコマンドで削除できます。ゲストシェ
ルが削除されると、その後のリロードのために削除されたままになります。つまり、ゲスト

シェルコンテナが削除され、スイッチが再ロードされても、ゲストシェルコンテナは自動的

に開始されません。

（注）
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Guest Shellの有効化
この guestshell enableコマンドは、Guest Shellソフトウェアパッケージから Guest Shellをイン
ストールします。デフォルトでは、システムイメージに埋め込まれたパッケージがインストー

ルに使用されます。Guest Shellが無効化されている場合は、このコマンドを使用して、Guest
Shellを再アクティブ化することもできます。

Guest Shellが有効化された状態でシステムをリロードすると、Guest Shellは有効化されたまま
になります。

例：

switch# show virtual-service list
Virtual Service List:
switch# guestshell enable
2014 Jul 30 18:50:27 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Installing virtual service
'guestshell+'
2014 Jul 30 18;50;42 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Install success virtual
service 'guestshell+'; Activating

2014 Jul 30 18:50:42 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Activating virtual
service 'guestshell+'
2014 Jul 30 18:51:16 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully activated
virtual service 'guestshell+'

switch# show virtual-service list
Virtual Service List:
Name Status Package Name
guestshell+ Activated guestshell.ova

ベースブートモードでの Guest Shellの有効化

NX-OS 9.2(1)リリース以降、システムを [基本ブートモード（base boot mode）]でブートする
ことを選択できます。システムを基本ブートモードで起動すると、Guest Shellはデフォルト
では開始されません。このモードでGuestShellを使用するには、仮想化インフラストラクチャ
とGuest Shellイメージを含むRPMをアクティブにする必要があります。これを行うと、Guest
Shellと virtual-serviceコマンドが使用できるようになります。

RPMアクティベーションコマンドが次の順序で実行された場合：

1. install activate guestshell

2. install activate virtualization

GuestShellコンテナは、システムがフルモードで起動した場合と同様に自動的にアクティブ化
されます。

RPMアクティベーションコマンドを逆の順序で実行した場合：

1. install activate virtualization

2. install activate guestshell
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その後、[guestshellを有効化（guestshell enable）]コマンドを実行するまで、Guest Shellは有
効になりません。

圧縮されたイメージを使用した Cisco Nexus 3000での Guest Shellの有効化

Guest Shellソフトウェアは、1.6 GBのブートフラッシュと 4 GBの RAMを備えた Cisco Nexus
3000シリーズスイッチ用に圧縮された Cisco NX-OSイメージでは使用できません。この場合
も引き続きGuest Shellを使用できますが、software.cisco.comからCisco NX-OSリリース用のソ
フトウェアパッケージをダウンロードしてから、それを Cisco Nexus 3000シリーズスイッチ
にコピーして有効にする必要があります。それ。

コンパクトイメージの詳細については、『Cisco Nexus 3000 Series NX-OS Software Upgrade and
Downgrade Guide, Release 9.2(1)』を参照してください。

Guest Shellソフトウェアは、スイッチのブートフラッシュにインストールされます。できるだ
け多くの空きブートフラッシュスペースを作成するには、ダウンロードしたguestshell.ova
ファイルを volatile:ストレージメディアに置きます。Guest Shellが正常にアクティブ化され
たら、guestshell.ovaファイルを削除できます。ある時点で Guest Shellが破棄され、再イ
ンストールする必要がない限り、再度必要になることはありません。

例：

switch# copy scp://admin@1.2.3.4/guestshell.ova volatile: vrf management
guestshell.ova 100% 55MB 10.9MB/s 00:05
Copy complete, now saving to disk (please wait)...
Copy complete.

switch# dir volatile: | inc .ova
57251840 Jun 22 11:56:51 2018 guestshell.ova

switch# guestshell enable package volatile:guestshell.ova
2018 Jun 7 19:13:03 n3x-164 %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Installing virtual service
'guestshell+'
2018 Jun 7 19:13:56 n3x-164 %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Install success virtual
service 'guestshell+'; Activating
2018 Jun 7 19:13:56 n3x-164 %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Activating virtual
service 'guestshell+'
2018 Jun 7 19:15:34 n3x-164 %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully activated
virtual service 'guestshell+'

switch# del volatile:guestshell.ova
Do you want to delete "/guestshell.ova" ? (yes/no/abort) [y] y

switch# guestshell
[admin@guestshell ~]$

ゲストシェルの複製

CiscoNX-OSリリース 7.0（3）I7（1）以降、1つのスイッチでカスタマイズされたゲストシェ
ル rootfsを複数のスイッチに展開できます。

アプローチは、ゲストシェル rootfsをカスタマイズしてからエクスポートし、ファイルサー
バに保存することです。POAPスクリプトは、ゲストシェル rootfsを他のスイッチにダウン
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ロード (インポート)し、特定のゲストシェルを多数のデバイスに同時にインストールできま
す。

ゲストシェル rootfsのエクスポート

ゲストシェル rootfsをエクスポートするには、guestshell export rootfs packagedestination-file-URI
コマンドを使用します。

destination-file-URIパラメータは、ゲストシェル rootfsのコピー先のファイルの名前です。こ
のファイルでは、ローカル URIオプション（ブートフラッシュ、USB1など）が可能です。

guestshell export rootfs packageコマンドでは、次の処理が行われます。

•ゲストシェルを無効にします（すでに有効になっている場合）。

•ゲストシェルインポート YAMLファイルを作成し、rootfs ext4ファイルの /ciscoディレ
クトリに挿入します。

• rootfs ext4ファイルをターゲット URIの場所にコピーします。

•ゲストシェルが以前に有効になっていた場合は、再度有効にします。

Guest Shell rootfsのインポート

Guest Shell rootfsをインポートする場合、考慮すべき 2つの状況があります。

• Guest Shellが破棄された状態の場合は、 guestshell enable package rootfs-file-URIコマンド
を使用して、GuestShellrootfsをインポートします。このコマンドは、指定されたパッケー
ジで Guest Shellを起動します。

• Guest Shellがすでにインストールされている場合は、 guestshell upgrade package
rootfs-file-URIコマンドを使用して、Guest Shell rootfsをインポートします。このコマンド
は、既存のGuest Shellを削除し、指定されたパッケージをインストールします。

rootfs-file-URI パラメータは、ローカルストレージ（ブートフラッシュ、USBなど）に保存さ
れている rootfsファイルです。

ブートフラッシュにあるファイルでこのコマンドを実行すると、ファイルはブートフラッシュ

のストレージプールに移動されます。

ベストプラクティスとして、 guestshell upgrade package rootfs-file-URIコマンドを使用する前
に、ファイルをブートフラッシュにコピーし、md5sumを検証する必要があります。

guestshell upgrade package rootfs-file-URIコマンドは、Guest Shell内から実行（注）
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rootfsファイルはシスコの署名付きパッケージではありません。例に示すように、有効にする
前に、署名されていないパッケージを許可するように設定する必要があります。

(config-virt-serv-global)# signing level unsigned
Note: Support for unsigned packages has been user-enabled. Unsigned packages are not
endorsed by Cisco. User assumes all responsibility.

（注）

rootfsの組み込みバージョンを復元するには：

• Guest Shellが既にインストールされている場合は、 guestshell upgradeコマンドを（追加
のパラメーターなしで）使用します。

• Guest Shellが破棄されたときに、 guestshell enableコマンドを（追加パラメータなしで）
使用します。

（注）

Guest Shell内から、または NX-APIを使用してスイッチの外部からこのコマンドを実行する場
合は、プロンプトをスキップするように設定する必要があります。terminal dont-ask

（注）

guestshell enable package rootfs-file-URIコマンド：

• rootfsファイルの基本的な検証を実行します。

• rootfsをストレージプールに移動します。

• rootfsをマウントして、/ciscoディレクトリから YAMLファイルを抽出します。

• YAMLファイルを解析して VM定義（リソース要件を含む）を取得します。

• Guest Shellをアクティブにします。

guestshell enable のワークフローの例：

switch# copy scp://user@10.1.1.1/my_storage/gs_rootfs.ext4 bootflash: vrf management
switch# guestshell resize cpu 8
Note: System CPU share will be resized on Guest shell enable
switch# guestshell enable package bootflash:gs_rootfs.ext4
Validating the provided rootfs
switch# 2017 Jul 31 14:58:01 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Installing virtual
service 'guestshell+'
2017 Jul 31 14:58:09 switch %$ VDC-1 %$ %VMAN-2-INSTALL_STATE: Install success virtual
service 'guestshell+'; Activating
2017 Jul 31 14:58:09 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Activating virtual
service 'guestshell+'
2017 Jul 31 14:58:33 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully activated
virtual service 'guestshell+'
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guestshell upgradeのワークフローの前に、既存の Guest Shellが破棄されます。（注）

サイズ変更の値は、 guestshell upgradeコマンドを使用するとクリアされます。（注）

YAMLファイルのインポート

GuestShellのユーザーが変更可能ないくつかの特性を定義するYAMLファイルは、エクスポー
ト操作の一部として自動的に作成されます。これは、/ciscoディレクトリの Guest Shell rootfs
に組み込まれています。これは、Guest Shellコンテナの完全な記述子ではありません。ユー
ザーが変更できるパラメータの一部のみが含まれています。

Guest Shellインポート YAMLファイルの例：

---
import-schema-version: "1.0"
info:
name: "GuestShell"
version: "2.2(0.3)"
description: "Exported GuestShell: 20170216T175137Z"

app:
apptype: "lxc"
cpuarch: "x86_64"
resources:
cpu: 3
memory: 307200
disk:
- target-dir: "/"
capacity: 250

...

guestshell export rootfs packageコマンドを実行すると、YAMLファイルが生成されます。この
ファイルは、現在実行中の Guest Shellの値をキャプチャします。

情報セクションには、GuestShellの識別に役立つ非運用データが含まれています。showguestshell
detailコマンドの出力に一部の情報が表示されます。

説明の値は、YAMLファイルが作成されたときの UTC時間のエンコーディングです。時刻文
字列のフォーマットは、RFC5545（iCal）の DTSTAMPと同じです。

リソースセクションでは、Guest Shellをホストするために必要な情報技術について説明しま
す。この例の target-dirの値「/」は、ディスクを rootfsとして識別します。

Guest Shellが破棄されたときにサイズ変更された値が指定された場合、guestshell enable package
コマンドの使用時にそれらの値がインポート YAMLファイルの値よりも優先されます。

（注）

cpuarch値は、コンテナの実行が予想される CPUアーキテクチャを示します。
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エクスポート操作が完了した後、YAMLファイルを変更できます（説明などを変更したり、必
要に応じて技術情報パラメータを増やしたりできます）。

Ciscoは、JSONスキーマを使用して変更された YAMLファイルを検証するために実行できる
Pythonスクリプトを提供しています。完全なテストではありませんが（たとえば、デバイス固
有のリソース制限はチェックされません）、一般的なエラーにフラグを付けることができま

す。例を含む Pythonスクリプトは、[Guest Shellインポートエクスポート（Guest Shell Import
Export）]https://github.com/datacenter/opennxos/tree/master/guestshell_import_exportにあります。
次の JSONファイルは、Guest Shellインポート YAMLのバージョン 1.0のスキーマを記述して
います。

{
"$schema": "http://json-schema.org/draft-04/schema#",
"title": "Guest Shell import schema",
"description": "Schema for Guest Shell import descriptor file - ver 1.0",
"copyright": "2017 by Cisco systems, Inc. All rights reserved.",
"id": "",
"type": "object",
"additionalProperties": false,
"properties": {
"import-schema-version": {
"id": "/import-schema-version",
"type": "string",
"minLength": 1,
"maxLength": 20,
"enum": [

"1.0"
]

},
"info": {
"id": "/info",
"type": "object",
"additionalProperties": false,
"properties": {
"name": {
"id": "/info/name",
"type": "string",
"minLength": 1,
"maxLength": 29

},
"description": {
"id": "/info/description",
"type": "string",
"minLength": 1,
"maxLength": 199

},
"version": {
"id": "/info/version",
"type": "string",
"minLength": 1,
"maxLength": 63

},
"author-name": {
"id": "/info/author-name",
"type": "string",
"minLength": 1,
"maxLength": 199

},
"author-link": {
"id": "/info/author-link",
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"type": "string",
"minLength": 1,
"maxLength": 199

}
}

},
"app": {
"id": "/app",
"type": "object",
"additionalProperties": false,
"properties": {
"apptype": {
"id": "/app/apptype",
"type": "string",
"minLength": 1,
"maxLength": 63,
"enum": [
"lxc"

]
},
"cpuarch": {
"id": "/app/cpuarch",
"type": "string",
"minLength": 1,
"maxLength": 63,
"enum": [
"x86_64"

]
},
"resources": {
"id": "/app/resources",
"type": "object",
"additionalProperties": false,
"properties": {
"cpu": {
"id": "/app/resources/cpu",
"type": "integer",
"multipleOf": 1,
"maximum": 100,
"minimum": 1

},
"memory": {
"id": "/app/resources/memory",
"type": "integer",
"multipleOf": 1024,
"minimum": 1024

},
"disk": {
"id": "/app/resources/disk",
"type": "array",
"minItems": 1,
"maxItems": 1,
"uniqueItems": true,
"items": {
"id": "/app/resources/disk/0",
"type": "object",
"additionalProperties": false,
"properties": {
"target-dir": {
"id": "/app/resources/disk/0/target-dir",
"type": "string",
"minLength": 1,
"maxLength": 1,
"enum": [
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"/"
]

},
"file": {
"id": "/app/resources/disk/0/file",
"type": "string",
"minLength": 1,
"maxLength": 63

},
"capacity": {
"id": "/app/resources/disk/0/capacity",
"type": "integer",
"multipleOf": 1,
"minimum": 1

}
}

}
}

},
"required": [
"memory",
"disk"

]
}

},
"required": [
"apptype",
"cpuarch",
"resources"

]
}

},
"required": [
"app"

]
}

show guestshellコマンド

show guestshell detailコマンドの出力には、ゲストシェルがインポートされたか、OVAからイ
ンストールされたかを示す情報が含まれます。

rootfsをインポートした後の show guestshell detailコマンドの例。

switch# show guestshell detail
Virtual service guestshell+ detail
State : Activated
Package information
Name : rootfs_puppet
Path : usb2:/rootfs_puppet
Application
Name : GuestShell
Installed version : 3.0(0.0)
Description : Exported GuestShell: 20170613T173648Z

Signing
Key type : Unsigned
Method : Unknown

Licensing
Name : None
Version : None
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仮想サービスと Guest Shell情報の検証
次のコマンドを使用して、仮想サービスとゲストシェルの情報を検証できます。

説明コマンド

仮想サービスのグローバ

ル状態と制限を表示しま

す。

show virtual-service global

switch# show virtual-service global

Virtual Service Global State and Virtualization Limits:

Infrastructure version : 1.11
Total virtual services installed : 1
Total virtual services activated : 1

Machine types supported : LXC
Machine types disabled : KVM

Maximum VCPUs per virtual service : 1

Resource virtualization limits:
Name Quota Committed Available
-----------------------------------------------------------------------
system CPU (%) 20 1 19
memory (MB) 3840 256 3584
bootflash (MB) 8192 200 7992
switch#

仮想サービスの概要、仮

想サービスのステータス、

およびインストールされ

ているソフトウェアパッ

ケージを表示します。

show virtual-service list

switch# show virtual-service list *

Virtual Service List:

Name Status Package Name
------------------------------------------------------------------
guestshell+ Activated guestshell.ova
chef Installed
chef-0.8.1-n9000-spa-k9.ova
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説明コマンド

guestshellパッケージに関
する詳細（バージョン、

署名リソース、デバイス

など）を表示します。

show guestshell detail

switch# show guestshell detail
Virtual service guestshell+ detail
State : Activated
Package information
Name : guestshell.ova
Path : /isan/bin/guestshell.ova
Application
Name : GuestShell
Installed version : 3.0(0.0)
Description : Cisco Systems Guest Shell

Signing
Key type : Cisco key
Method : SHA-1

Licensing
Name : None
Version : None

Resource reservation
Disk : 400 MB
Memory : 256 MB
CPU : 1% system CPU

Attached devices
Type Name Alias
---------------------------------------------
Disk _rootfs
Disk /cisco/core
Serial/shell
Serial/aux
Serial/Syslog serial2
Serial/Trace serial3

ゲストシェルからのアプリケーションの永続的な起動
アプリケーションには、 /usr/lib/systemd/system/application_name.serviceにインス
トールされる systemd / systemctlサービスファイルが必要です。このサービスファイ
ルは、次の一般的なフォーマットにする必要があります。

[Unit]
Description=Put a short description of your application here

[Service]
ExecStart=Put the command to start your application here
Restart=always
RestartSec=10s

[Install]
WantedBy=multi-user.target
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特定のユーザーとして systemdを実行するには、サービスの [サービス（Service）]セクショ

ンに User=<username>を追加します。

（注）

Guest Shellからアプリケーションを永続的に起動する手
順

手順

ステップ 1 上記で作成したアプリケーションサービスファイルを /usr/lib/systemd/system/application_name

にインストールします。サービス

ステップ 2 systemctl start application_nameでアプリケーションを開始します

ステップ 3 アプリケーションが systemctl status -l application_name で実行されていることを確認します

ステップ 4 systemctl enable application_name でリロード時にアプリケーションを再起動できるようにします

ステップ 5 アプリケーションが systemctl status -l application_name で実行されていることを確認します

ゲストシェルでのサンプルアプリケーション
次の例は、ゲストシェルのアプリケーションを示しています。

root@guestshell guestshell]# cat /etc/init.d/hello.sh
#!/bin/bash

OUTPUTFILE=/tmp/hello

rm -f $OUTPUTFILE
while true
do

echo $(date) >> $OUTPUTFILE
echo 'Hello World' >> $OUTPUTFILE
sleep 10

done
[root@guestshell guestshell]#
[root@guestshell guestshell]#
[root@guestshell system]# cat /usr/lib/systemd/system/hello.service
[Unit]
Description=Trivial "hello world" example daemon

[Service]
ExecStart=/etc/init.d/hello.sh &
Restart=always
RestartSec=10s
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[Install]
WantedBy=multi-user.target
[root@guestshell system]#
[root@guestshell system]# systemctl start hello
[root@guestshell system]# systemctl enable hello
[root@guestshell system]# systemctl status -l hello
hello.service - Trivial "hello world" example daemon

Loaded: loaded (/usr/lib/systemd/system/hello.service; enabled)
Active: active (running) since Sun 2015-09-27 18:31:51 UTC; 10s ago

Main PID: 355 (hello.sh)
CGroup: /system.slice/hello.service

##355 /bin/bash /etc/init.d/hello.sh &
##367 sleep 10

Sep 27 18:31:51 guestshell hello.sh[355]: Executing: /etc/init.d/hello.sh &
[root@guestshell system]#
[root@guestshell guestshell]# exit
exit
[guestshell@guestshell ~]$ exit
logout
switch# reload
This command will reboot the system. (y/n)? [n] y

リロード後

[root@guestshell guestshell]# ps -ef | grep hello
root 20 1 0 18:37 ? 00:00:00 /bin/bash /etc/init.d/hello.sh &
root 123 108 0 18:38 pts/4 00:00:00 grep --color=auto hello
[root@guestshell guestshell]#
[root@guestshell guestshell]# cat /tmp/hello
Sun Sep 27 18:38:03 UTC 2015
Hello World
Sun Sep 27 18:38:13 UTC 2015
Hello World
Sun Sep 27 18:38:23 UTC 2015
Hello World
Sun Sep 27 18:38:33 UTC 2015
Hello World
Sun Sep 27 18:38:43 UTC 2015
Hello World
[root@guestshell guestshell]#

systemd / systemctlで実行すると、アプリケーションが停止した場合（または強制終了
した場合）、アプリケーションは自動的に再起動されます。プロセス識別子はもともと 226
です。アプリケーションを強制終了すると、プロセス識別子257で自動的に再起動されます。
[root@guestshell guestshell]# ps -ef | grep hello
root 226 1 0 19:02 ? 00:00:00 /bin/bash /etc/init.d/hello.sh &
root 254 116 0 19:03 pts/4 00:00:00 grep --color=auto hello
[root@guestshell guestshell]#
[root@guestshell guestshell]# kill -9 226
[root@guestshell guestshell]#
[root@guestshell guestshell]# ps -ef | grep hello
root 257 1 0 19:03 ? 00:00:00 /bin/bash /etc/init.d/hello.sh &
root 264 116 0 19:03 pts/4 00:00:00 grep --color=auto hello
[root@guestshell guestshell]#
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Guest Shellに関する問題のトラブルシューティング

7.0（3）I7へのダウングレード後にゲストシェルにアクセスできない

ゲストシェルのアクティブ化または非アクティブ化のプロセス中に、NX-OS 9.2（1）リリー
スから NX-OS 7.0（3）7リリースイメージ（ユーザー名前空間のサポートがない）にダウン
グレードした場合、次のコマンドを実行できます。ゲストシェルは起動しますが、ゲストシェ

ルにアクセスできない次の状態になります。この問題の理由は、ゲストシェルの移行中にリ

ロードが発行された場合、ゲストシェル内のファイルがユーザー名前空間のサポートがない

NX-OSリリースで使用可能な識別子範囲に戻されないためです。
switch# guestshell
Failed to mkdir .ssh for admin
admin RSA add failed
ERROR: Failed to connect with Virtual-service 'guestshell+'
switch#
switch# sh virt list

Virtual Service List:
Name Status Package Name
-----------------------------------------------------------------------
guestshell+ Activated guestshell.ova

switch# run bash ls -al /isan/vdc_1/virtual-instance/guestshell+/rootfs/
drwxr-xr-x 24 11000 11000 1024 Apr 11 10:44 .
drwxrwxrwx 4 root root 80 Apr 27 20:08 ..
-rw-r--r-- 1 11000 11000 0 Mar 21 16:24 .autorelabel
lrwxrwxrwx 1 11000 11000 7 Mar 21 16:24 bin -> usr/bin

ゲストシェルの格納ファイルを失うことなくこの問題から回復するには、以前に実行されてい

た NX-OS 9.2（x）イメージを使用してシステムをリロードし、NX-OS 7.0（3）I7イメージで
システムをリロードする前に、ゲストシェルが[アクティブ化（Activated）]された状態になるよ

うにします。もう1つのオプションは、NX-OS9.2（x）の実行中にゲストシェルを無効にし、
7.0（3）I7でリロードした後に再度有効にすることです。

ゲストシェルに保存するものがなく、復元するだけの場合は、イメージを変更せずに破棄して

再作成できます。

ゲストシェルのルートからブートフラッシュのファイルにアクセスできない

ゲストシェルのルートからブートフラッシュのファイルにアクセスできない場合があります。

ホストから：

root@switch# ls -al /bootflash/try.that
-rw-r--r-- 1 root root 0 Apr 27 20:55 /bootflash/try.that
root@switch#

ゲストシェルから：

[root@guestshellbootflash]# ls -al /bootflash/try.that
-rw-r--r-- 1 65534 host-root 0 Apr 27 20:55 /bootflash/try.that
[root@guestshellbootflash]# echo "some text" >> /bootflash/try.that
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-bash: /bootflash/try.that: Permission denied
[root@guestshellbootflash]#

これは、ユーザーの名前空間がホストシステムを保護するために使用されているため、ゲスト

シェルのルートが実際にはシステムのルートではないことが原因である可能性があります。

この問題から回復するには、ファイルのアクセス許可とファイルのグループ識別子で、ブー

トフラッシュ上の共有ファイルに期待どおりにアクセスできることを確認します。ホストBash
セッションからアクセス許可またはグループ識別子を変更する必要がある場合があります。
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第 5 章

Python API

• [Python APIについて（About the Python API）] （67ページ）
• Pythonの使用（67ページ）

[Python APIについて（About the Python API）]
Pythonは簡単に習得できる強力なプログラミング言語です。効率的で高水準なデータ構造を持
ち、オブジェクト指向プログラミングに対してシンプルで効果的なアプローチを取っていま

す。Pythonは、簡潔な構文、動的な型指定、インタープリタ型という特長を持っており、ほと
んどのプラットフォームのさまざまな分野でスクリプティングと高速アプリケーション開発が

可能な理想的な言語です。

Pythonインタープリタと広範な標準規格ライブラリが Python Webサイトで送信元形式または
バイナリ形式で自由に利用できます：

http://www.python.org/

また、このサイトには、サードパーティが無償で提供している多数の Pythonモジュール、プ
ログラム、ツールのディストリビューションとそれらへのリンク、さらに追加のドキュメン

テーションが掲載されています。

スイッチは、インタラクティブモードと非インタラクティブ（スクリプト）モードの両方で

Python v2.7.5をサポートし、ゲストシェルで使用できます。

Pythonスクリプト機能は、さまざまなタスクを実行するためにデバイスのコマンドラインイ
ンターフェイス（CLI）PowerOn Auto Provisioning（POAP）または Embedded Event Manager
（EEM）アクションへのプログラムによるアクセスを提供します。Pythonは Bashシェルから
もアクセスできます。

Pythonインタプリタは Cisco NX-OSソフトウェアで利用できます。

Pythonの使用
ここでは、Pythonスクリプトの作成と実行の方法について説明します。
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Cisco Pythonパッケージ
Cisco NX-OSは、インターフェイス、VLAN、VRF、ACL、ルートなど、多くのコアネット
ワークデバイスモジュールへのアクセスを可能にするCiscoPythonパッケージを提供します。
help()コマンドを入力すると、Cisco Pythonパッケージの詳細を表示できます。モジュール内
のクラスとメソッドに関する追加情報を取得するには、特定のモジュールに対してhelpコマン
ドを実行します。たとえば、help（cisco.interface）は、cisco.interfaceモジュールのプロパティ
を表示します。

次の例は、Cisco Pythonパッケージに関する情報を表示する方法を示します。
>>> import cisco
>>> help(cisco)
Help on package cisco:

NAME
cisco

FILE
/isan/python/scripts/cisco/__init__.py

PACKAGE CONTENTS
acl
bgp
cisco_secret
cisco_socket
feature
interface
key
line_parser
md5sum
nxcli
ospf
routemap
routes
section_parser
ssh
system
tacacs
vrf

CLASSES
__builtin__.object

cisco.cisco_secret.CiscoSecret
cisco.interface.Interface
cisco.key.Key

次に、Python 3用の Cisco Pythonパッケージに関する情報を表示する方法の例を示します。
switch# python3
Python 3.7.3 (default, Nov 20 2019, 14:38:01)
[GCC 5.2.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> import cisco
>>> help(cisco)
Help on package cisco:

NAME
cisco

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
68

シェルとスクリプト化

Cisco Pythonパッケージ



PACKAGE CONTENTS
acl
bgp
buffer_depth_monitor
check_port_discards
cisco_secret
feature
historys
interface
ipaddress
key
line_parser
mac_address_table
md5sum
nxcli
nxos_cli
ospf
routemap
routes
section_parser
ssh
system
tacacs
transfer
vlan
vrf

CLASSES
builtins.dict(builtins.object)
cisco.history.History
builtins.object
cisco.cisco_secret.CiscoSecret
cisco.interface.Interface
cisco.key.Key

CLIコマンド APIの使用
Pythonプログラミング言語は、CLIコマンドを実行できる 3つの APIを使用します。APIは
Python CLIモジュールから利用できます。

これらの APIについては、次の表で説明します。* from cli import コマンドを使用して APIを
有効にする必要があります。これらの APIの引数は CLIコマンドの文字列です。Pythonイン
タープリタ経由でCLIコマンドを実行するには、次のAPIのいずれかの引数文字列としてCLI
コマンドを入力します。
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表 3 : CLIコマンド API

説明API

制御文字または特殊文字を含む CLIコマンド
の未処理の出力を返します。

（注）

インタラクティブな Pythonインタープリタ
は、制御文字または特殊文字を「エスケー

プ」して出力します。改行は「\n」として出
力され、結果が読みにくい場合があります。

clip() APIは、判読性が高い結果を出力しま
す。

cli()

例：

string = cli (“cli-command”)

cli-commandコマンドにXMLサポートが存在
する場合は、JSON出力を返します。それ以外
の場合は、例外がスローされます。

（注）

このAPIは、showコマンドの出力の検索時に
使用すると便利な場合があります。

clid()

例：

json_string = clid (“cli-command”)

CLIコマンドの出力を直接 stdoutに出力し、
Pythonには何も返されません。

（注）
clip (“cli-command”)

と同等です（is equivalent to）
r=cli(“cli-command”)
print r

clip()

例：

clip (“cli-command”)

2つ以上のコマンドを個別に実行すると、その状態は 1つのコマンドから後続のコマンドまで
持続しません。

次の例では、最初のコマンドの状態が 2番目のコマンドで持続しないため、2番目のコマンド
が失敗します。

>>> cli("conf t")
>>> cli("interface eth4/1")

2つ以上のコマンドを同時に実行すると、その状態は 1つのコマンドから後続のコマンドまで
持続します。

次の例では、2番目と 3番目のコマンドの状態が持続するため、2番目のコマンドは成功して
います。

>>> cli("conf t ; interface eth4/1 ; shut")
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例に示すように、コマンドは「;」で区切られます。セミコロン ( ; )は、単一のブランク文字
で囲む必要があります。

（注）

CLIからの Pythonインタープリタの呼び出し
次に、CLIから Python 2を呼び出す方法を表示します：

Pythonインタープリタのプロンプトは「>>>」または「…」で表示されます。（注）

Python 2.7のサポートは終了し、将来の NX-OSソフトウェアは Python 2.7のサポートを廃止し
ます。新しいスクリプトでは、代わりにpython3'を使用することをお勧めします。新しいシェ
ルを使用するように python3を入力します。

重要

switch# python
switch# python

Warning: Python 2.7 is End of Support, and future NXOS software will deprecate
python 2.7 support. It is recommended for new scripts to use 'python3' instead.
Type "python3" to use the new shell.

Python 2.7.11 (default, Jun 4 2020, 09:48:24)
[GCC 4.6.3] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>>
>>> from cli import *
>>> import json
>>> cli('configure terminal ; interface loopback 1 ; no shut')
''
>>> intflist=json.loads(clid('show interface brief'))
>>> i=0
>>> while i < len(intflist['TABLE_interface']['ROW_interface']):
... intf=intflist['TABLE_interface']['ROW_interface'][i]
... i=i+1
... if intf['state'] == 'up':
... print intf['interface']
...
mgmt0
loopback1
>>>

次に、CLIから Python 3を呼び出す方法を表示します：
switch# python3
Python 3.7.3 (default, Nov 20 2019, 14:38:01)
[GCC 5.2.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>>
>>> from cli import *
>>> import json
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>>> cli('configure terminal ; interface loopback 1 ; no shut')
''
>>> intflist=json.loads(clid('show interface brief'))
>>> i=0
>>> while i < len(intflist['TABLE_interface']['ROW_interface']):
... intf=intflist['TABLE_interface']['ROW_interface'][i]
... i=i+1
... if intf['state'] == 'up':
... print(intf['interface'])
...
mgmt0
loopback1
>>>

表示フォーマット

次に、Python APIを使用したさまざまな表示フォーマットを示します：

例 1：
>>> from cli import *
>>> cli("conf ; interface loopback 1")
''
>>> clip('where detail')
mode:
username: admin
vdc: switch
routing-context vrf: default

例 2：
>>> from cli import *
>>> cli("conf ; interface loopback 1")
''
>>> cli('where detail')
' mode: \n username: admin\n vdc:
switch\n routing-context vrf: default\n'
>>>

例 3：
>>> r = cli('where detail')
>>> print(r)
mode:
username: admin
vdc: switch
routing-context vrf: default

>>>

例 4：
>>> from cli import *
>>> import json
>>> out=json.loads(clid('show version'))
>>> for k in out.keys():
... print("%30s - %s" % (k,out[k]))
...
header_str - Cisco Nexus Operating System (NX-OS) Software
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TAC support: http://www.cisco.com/tac
Copyright (C) 2002-2020, Cisco and/or its affiliates.
All rights reserved.
The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their own
licenses, such as open source. This software is provided "as is," and unless
otherwise stated, there is no warranty, express or implied, including but not
limited to warranties of merchantability and fitness for a particular purpose.
Certain components of this software are licensed under
the GNU General Public License (GPL) version 2.0 or
GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or
Lesser General Public License (LGPL) Version 2.0.
A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.
bios_ver_str - 07.67
kickstart_ver_str - 9.3(5) [build 9.3(4)IIL9(0.879)]
nxos_ver_str - 9.3(5) [build 9.3(4)IIL9(0.879)]
bios_cmpl_time - 01/29/2020
kick_file_name - bootflash:///nxos.9.3.4.IIL9.0.879.bin
nxos_file_name - bootflash:///nxos.9.3.4.IIL9.0.879.bin
kick_cmpl_time - 5/10/2020 21:00:00
nxos_cmpl_time - 5/10/2020 21:00:00
kick_tmstmp - 05/12/2020 07:08:44
nxos_tmstmp - 05/12/2020 07:08:44
chassis_id - Nexus9000 93180YC-EX chassis
cpu_name - Intel(R) Xeon(R) CPU @ 1.80GHz
memory - 24632252
mem_type - kB
proc_board_id - FDO22280FFK
host_name - switch
bootflash_size - 53298520
kern_uptm_days - 0
kern_uptm_hrs - 0
kern_uptm_mins - 19
kern_uptm_secs - 34
rr_usecs - 641967
rr_ctime - Tue May 12 09:52:28 2020
rr_reason - Reset Requested by CLI command reload
rr_sys_ver - 9.4(1)
rr_service - None
plugins - Core Plugin, Ethernet Plugin
manufacturer - Cisco Systems, Inc.
>>>

非インタラクティブ Python
Pythonスクリプト名を引数として Python CLIコマンドで使用することで、Pythonスクリプト
を非インタラクティブモードで実行できます。Pythonスクリプトは、ブートフラッシュまた
は揮発性スキームの下に配置する必要があります。PythonCLIコマンドでは、Pythonスクリプ
トの最大 32個のコマンドライン引数を使用できます。

Cisco NX-OSは、Pythonスクリプトを実行するためのソースCLIコマンドもサポートしていま
す。bootflash:scriptsディレクトリは、ソース CLIコマンドのデフォルトのスクリプト
ディレクトリです。
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この例では、最初にスクリプトを表示してから実行します。保存は、任意のファイルをブート

フラッシュに持ってくるようなものです。

switch# show file bootflash:scripts/deltaCounters.py
#!/isan/bin/python3
from cli import *
import sys, time
ifName = sys.argv[1]
delay = float(sys.argv[2])
count = int(sys.argv[3])
cmd = 'show interface ' + ifName + ' counters'
out = json.loads(clid(cmd))
rxuc = int(out['TABLE_rx_counters']['ROW_rx_counters'][0]['eth_inucast'])
rxmc = int(out['TABLE_rx_counters']['ROW_rx_counters'][1]['eth_inmcast'])
rxbc = int(out['TABLE_rx_counters']['ROW_rx_counters'][1]['eth_inbcast'])
txuc = int(out['TABLE_tx_counters']['ROW_tx_counters'][0]['eth_outucast'])
txmc = int(out['TABLE_tx_counters']['ROW_tx_counters'][1]['eth_outmcast'])
txbc = int(out['TABLE_tx_counters']['ROW_tx_counters'][1]['eth_outbcast'])
print ('row rx_ucast rx_mcast rx_bcast tx_ucast tx_mcast tx_bcast')
print ('=========================================================')
print (' %8d %8d %8d %8d %8d %8d' % (rxuc, rxmc, rxbc, txuc, txmc, txbc))
print ('=========================================================')
i = 0
while (i < count):

time.sleep(delay)
out = json.loads(clid(cmd))
rxucNew = int(out['TABLE_rx_counters']['ROW_rx_counters'][0]['eth_inucast'])
rxmcNew = int(out['TABLE_rx_counters']['ROW_rx_counters'][1]['eth_inmcast'])
rxbcNew = int(out['TABLE_rx_counters']['ROW_rx_counters'][1]['eth_inbcast'])
txucNew = int(out['TABLE_tx_counters']['ROW_tx_counters'][0]['eth_outucast'])
txmcNew = int(out['TABLE_tx_counters']['ROW_tx_counters'][1]['eth_outmcast'])
txbcNew = int(out['TABLE_tx_counters']['ROW_tx_counters'][1]['eth_outbcast'])
i += 1
print ('%-3d %8d %8d %8d %8d %8d %8d' % (i, rxucNew - rxuc, rxmcNew - rxmc, rxbcNew

- rxbc, txucNew - txuc, txmcNew - txmc, txbcNew - txbc))

switch# python bootflash:scripts/deltaCounters.py mgmt0 1 5
row rx_ucast rx_mcast rx_bcast tx_ucast tx_mcast tx_bcast
=========================================================

291 8233 1767 185 57 2
=========================================================
1 1 4 1 1 0 0
2 2 5 1 2 0 0
3 3 9 1 3 0 0
4 4 12 1 4 0 0
5 5 17 1 5 0 0
switch#

次の例は、送信元コマンドでコマンドライン引数を指定する方法を表示しています。この例で

は、policy-mapは cgrep pythonスクリプトへの引数です。この例は、送信元コマンドがパイプ

演算子 (「|」)の後に続くことも示しています。
switch# show running-config | source sys/cgrep policy-map

policy-map type network-qos nw-pfc
policy-map type network-qos no-drop-2
policy-map type network-qos wred-policy
policy-map type network-qos pause-policy
policy-map type qos foo
policy-map type qos classify
policy-map type qos cos-based
policy-map type qos no-drop-2
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policy-map type qos pfc-tor-port

Embedded Event Managerでのスクリプトの実行
Cisco Nexus 3600プラットフォームスイッチ上の組み込みイベントマネージャ（EEM）ポリ
シーは、Pythonスクリプトをサポートします。

次の例は、EEMアクションとして Pythonスクリプトを実行する方法を示しています。

•アクションコマンドを使用することで、EEMアプレットに Pythonスクリプトを含めるこ
とができます。

switch# show running-config eem

!Command: show running-config eem
!Running configuration last done at: Thu Jun 25 15:29:38 2020
!Time: Thu Jun 25 15:33:19 2020

version 9.3(5) Bios:version 07.67
event manager applet a1
event cli match "show clock"
action 1 cli python bootflash:pydate.py

switch# show file logflash:vdc_1/event_archive_1 | last 33

eem_event_time:06/25/2020,15:34:24 event_type:cli event_id:24 slot:active(1) vdc
:1 severity:minor applets:a1
eem_param_info:command = "exshow clock"
Starting with policy a1
stty: standard input: Inappropriate ioctl for device
Executing the following commands succeeded:

python bootflash:pydate.py
Completed executing policy a1
Event Id:24 event type:10241 handling completed

• show file logflash:event_archive_1コマンドを実行して、ログファイル内のイベントによっ
てトリガーされたアクションを検索できます。

switch# show file logflash:event_archive_1 | last 33

eem_event_time:05/01/2011,19:40:28 event_type:cli event_id:8 slot:active(1)
vdc:1 severity:minor applets:a1
eem_param_info:command = "exshow clock"
Starting with policy a1
Python

2011-05-01 19:40:28.644891
Executing the following commands succeeded:

python bootflash:pydate.py

PC_VSH_CMD_TLV(7679) with q
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Cisco NX-OSネットワークインターフェイスとの Python統合
Cisco Nexusスイッチでは、Pythonが基盤となる Cisco NX-OSネットワークインターフェイス
と統合されています。cisco.vrf.set_global_vrf（）APIを介してコンテキストを設定することに
より、ある仮想ルーティングコンテキストから別の仮想ルーティングコンテキストに切り替

えることができます。

次の例は、デバイスの管理インターフェイスを介して HTMLドキュメントを取得する方法を
示しています。目的の仮想ルーティングコンテキストに切り替えることにより、帯域内イン

ターフェイスを介して外部エンティティへの接続を確立することもできます。

switch# python

Warning: Python 2.7 is End of Support, and future NXOS software will deprecate
python 2.7 support. It is recommended for new scripts to use 'python3' instead.
Type "python3" to use the new shell.

Python 2.7.11 (default, Jun 4 2020, 09:48:24)
[GCC 4.6.3] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> import urllib2
>>> from cisco.vrf import *
>>> set_global_vrf('management')
>>> page=urllib2.urlopen('http://172.23.40.211:8000/welcome.html')
>>> print page.read()
Hello Cisco Nexus 3600
>>>
>>> import cisco
>>> help(cisco.vrf.set_global_vrf)
Help on function set global vrf in module cisco.vrf:
set global vrf(vrf)
Sets the global vrf. Any new sockets that are created (using socket.socket)
will automatically get set to this vrf (including sockets used by other
python libraries).
Arguments:
vrf: VRF name (string) or the VRF ID (int).
Returns: Nothing
>>>

Pythonによる Cisco NX-OSセキュリティ
Cisco NX-OS情報技術は、ソフトウェアのCisco NX-OSサンドボックスレイヤおよびCLIロー
ルベースアクセスコントロール（RBAC）によって保護されます。

Cisco NX-OS network-adminまたは dev-opsロールに関連付けられているすべてのユーザは、特
権ユーザです。カスタムロールで Pythonへのアクセスが許可されているユーザーは、非特権
ユーザーと見なされます。非特権ユーザは、ファイルシステム、ゲストシェル、Bashコマン
ドなどのCiscoNX-OS情報技術へのアクセスが制限されています。特権ユーザは、CiscoNX-OS
のすべての情報技術へのアクセスが向上します。

セキュリティとユーザー権限の例

次の例は、特権ユーザーがコマンドを実行する方法を示しています：

switch# python
Python 2.7.5 (default, Oct 8 2013, 23:59:43)
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[GCC 4.6.3] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> import os
>>> os.system('whoami')
admin
0
>>> f=open('/tmp/test','w')
>>> f.write('hello from python')
>>> f.close()
>>> r=open('/tmp/test','r')
>>> print r.read()
hello from python
>>> r.close()

次の例は、アクセスを拒否されている非特権ユーザーを示しています：

switch# python
Python 2.7.5 (default, Oct 8 2013, 23:59:43)
[GCC 4.6.3] on linux2
Type "help", "copyright", "credits" or "license" for more information.
>>> import os
>>> os.system('whoami')
system(whoami): rejected!
-1
>>> f=open('/tmp/test','r')
Permission denied. Traceback (most recent call last):
File "<stdin>", line 1, in <module>

IOError: [Errno 13] Permission denied: '/tmp/test'
>>>

RBACは、ログインユーザー権限に基づいて CLIアクセスを制御します。ログインユーザー
の IDは、CLIシェルまたはBashから呼び出される Pythonに与えられます。Pythonは、Python
から呼び出されたサブプロセスにログインユーザーの IDを渡します。

以下は、特権ユーザーの例です：

>>> from cli import *
>>> cli('show clock')
'11:28:53.845 AM UTC Sun May 08 2011\n'
>>> cli('configure terminal ; vrf context myvrf')
''
>>> clip('show running-config l3vm')

!Command: show running-config l3vm
!Time: Sun May 8 11:29:40 2011

version 6.1(2)I2(1)

interface Ethernet1/48
vrf member blue

interface mgmt0
vrf member management

vrf context blue
vrf context management
vrf context myvrf

以下は、非特権ユーザーの例です：

>>> from cli import *
>>> cli('show clock')
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'11:18:47.482 AM UTC Sun May 08 2011\n'
>>> cli('configure terminal ; vrf context myvrf2')
Traceback (most recent call last):
File "<stdin>", line 1, in <module>
File "/isan/python/scripts/cli.py", line 20, in cli
raise cmd_exec_error(msg)

errors.cmd_exec_error: '% Permission denied for the role\n\nCmd exec error.\n'

次の例は、RBAC構成を示しています：
switch# show user-account
user:admin

this user account has no expiry date
roles:network-admin

user:pyuser
this user account has no expiry date
roles:network-operator python-role

switch# show role name python-role

スケジューラでスクリプトを実行する例

次の例は、スケジューラ機能を使用してスクリプトを実行する Pythonスクリプトを示してい
ます。

#!/bin/env python
from cli import *
from nxos import *
import os

switchname = cli("show switchname")
try:

user = os.environ['USER']
except:

user = "No user"
pass

msg = user + " ran " + __file__ + " on : " + switchname
print msg
py_syslog(1, msg)
# Save this script in bootflash:///scripts

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# feature scheduler
switch(config)# scheduler job name testplan
switch(config-job)# python bootflash:///scripts/testplan.py
switch(config-job)# exit
switch(config)# scheduler schedule name testplan
switch(config-schedule)# job name testplan
switch(config-schedule)# time start now repeat 0:0:4
Schedule starts from Mon Mar 14 16:40:03 2011
switch(config-schedule)# end
switch# term mon
2011 Mar 14 16:38:03 switch %VSHD-5-VSHD_SYSLOG_CONFIG_I: Configured from vty by admin
on 10.19.68.246@pts/2
switch# show scheduler schedule
Schedule Name : testplan
------------------------------
User Name : admin
Schedule Type : Run every 0 Days 0 Hrs 4 Mins
Start Time : Mon Mar 14 16:40:03 2011
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Last Execution Time : Yet to be executed
-----------------------------------------------

Job Name Last Execution Status
-----------------------------------------------

testplan -NA-
==============================================================================
switch#
switch# 2011 Mar 14 16:40:04 switch %USER-1-SYSTEM_MSG: No user ran
/bootflash/scripts/testplan.py on : switch - nxpython
2011 Mar 14 16:44:04 switch last message repeated 1 time
switch#
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第 6 章

tclによるスクリプティング

• Tclについて（81ページ）
• Tclshコマンドの実行（84ページ）
• Tclshコマンドからの Cisco NX-OSモード間の移動（85ページ）
• tclの参照（86ページ）

Tclについて
Tcl (「ティックル」と発音)は、CLIコマンドの柔軟性を高めるスクリプト言語です。Tclを使
用して showコマンドの出力の特定の値を抽出したり、スイッチを設定したり、Cisco NX-OS
コマンドをループで実行したり、スクリプトでEmbeddedEventManager（EEM）ポリシーを定
義したりすることができます。

このセクションでは、Tclスクリプトを実行する方法、またはスイッチで Tclを対話的に実行
する方法について説明します。

注意事項と制約事項

次に、TCLスクリプトに関する注意事項と制限事項を示します。

• Tclは、Cisco Nexusスイッチではサポートされません。

•一部のプロセスおよびコマンドでは、大量の出力が発生する可能性があります。showス
クリプトを実行していて、実行時間の長い出力を終了する必要がある場合は、Ctrl+C（Ctrl+Z
ではなく）を使用してコマンド出力を終了します。Ctrl+Zを使用すると、SIGCONT（信
号継続）メッセージが生成され、スクリプトが停止する可能性があります。SIGCONTメッ
セージによって停止されたスクリプトは、動作を再開するためにユーザーの介入が必要で

す。

tclshコマンドのヘルプ
Tclコマンドでは、コマンドのヘルプは使用できません。インタラクティブ tclシェル内から
Cisco NX-OSコマンドのヘルプ機能に引き続きアクセスできます。
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次に、インタラクティブ Tclシェルで Tclコマンドのヘルプがない場合の例を示します。
switch# tclsh
switch-tcl# set x 1
switch-tcl# puts ?

^
% Invalid command at '^' marker.
switch-tcl# configure ?
<CR>
session Configure the system in a session
terminal Configure the system from terminal input

switch-tcl#

上の例では、Cisco NX-OSコマンドのヘルプ機能が引き続き使用できますが、Tclの putsコマ
ンドはヘルプ機能からのエラーを返します。

（注）

tclshコマンドの履歴
端末で矢印キーを使用して、以前にインタラクティブ Tclシェルで入力したコマンドにアクセ
スできます。

インタラクティブ Tclシェルを終了すると、 tclshコマンドの履歴は保存されません。（注）

tclshのタブ補完
インタラクティブ Tclシェルを実行している場合は、Cisco NX-OSコマンドのタブ補完を使用
できます。Tclコマンドでは、タブ補完は使用できません。

tclshの CLIコマンド
インタラクティブ tclシェル内から直接 Cisco NX-OSコマンドにアクセスできますが、 Tcl cli
コマンドにより付加される場合のみ tclスクリプト内でCiscoNX-OSコマンドを実行できます。

インタラクティブ Tclシェルでは、次のコマンドは同じであり、正しく実行されます：
switch-tcl# cli show module 1 | incl Mod
switch-tcl# cli "show module 1 | incl Mod"
switch-tcl# show module 1 | incl Mod

Tclスクリプトで、次の例のように、Cisco NX-OSコマンドに Tcl cliコマンドを付加する必要
があります：

set x 1
cli show module $x | incl Mod
cli "show module $x | incl Mod"
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スクリプトで次のコマンドを使用すると、そのスクリプトは機能不全になり、Tclシェルにエ
ラーが表示されます：

show module $x | incl Mod
"show module $x | incl Mod"

tclshコマンドの区切り
セミコロン（;）は、Cisco NX-OSと Tclの両方でのコマンド区切りです。Tclコマンドで複数
の Cisco NX-OSコマンドを実行するには、各 Cisco NX-OSコマンドを引用符（""）で囲む必
要があります。

双方向性 Tclシェルでは、次のコマンドは同じであり、正しく実行されます。
switch-tcl# cli "configure terminal ; interface loopback 10 ; description loop10"
switch-tcl# cli configure terminal ; cli interface loopback 10 ; cli description loop10
switch-tcl# cli configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

switch(config-tcl)# cli interface loopback 10
switch(config-if-tcl)# cli description loop10
switch(config-if-tcl)#

双方向性 Tclシェルでは、Tcl cliコマンドを付加せずに、直接 Cisco NX-OSコマンドを実行す
ることもできます。

switch-tcl# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

switch(config-tcl)# interface loopback 10
switch(config-if-tcl)# description loop10
switch(config-if-tcl)#

tcl変数
Tcl変数をCisco NX-OSコマンドへの引数として使用できます。また、Tclスクリプトに引数を
渡すこともできます。tcl変数は永続的ではありません。

次の例は、Cisco NX-OSコマンドの引数として Tcl変数を使用する方法を表示しています。
switch# tclsh
switch-tcl# set x loop10
switch-tcl# cli "configure terminal ; interface loopback 10 ; description $x"
switch(config-if-tcl)#

tclquit
tclquitコマンドは、どの Cisco NX-OSコマンドモードが現在現用系であるかには関係なく Tcl
シェルを終了します。また、Ctrl+Cを押して Tclシェルを終了することもできます。exitと
endCisco NX-OSコマンドは、コマンドモードを変更します。exitコマンドは、EXECコマン
ドモードからのみ Tclシェルを終了します。
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Tclshセキュリティ
tclシェルは、CiscoNX-OSシステムの特定の部分への不正アクセスを防止するために、サンド
ボックスで実行されます。システムは、無限ループや過剰なメモリ使用率などのイベントを検

出するために、tclシェルによって使用されている CPU、メモリ、ファイルなどのシステムリ
ソースをモニタリングします。

初期の tcl環境は、scripting tcl init init-fileコマンドで設定します。

scripting tcl recursion-limit iterationsコマンドを使用して、tcl環境のループ制限を定義できま
す。デフォルトの再帰制限は 1000回の繰り返しです。

Tclshコマンドの実行
tclshコマンドを使用すると、スクリプトまたはコマンドラインから tclコマンドを実行できま
す。

CLIプロンプトの状態で tclスクリプトファイルを作成することはできません。スクリプト
ファイルをリモートデバイスで作成して、Cisco NX-OSデバイスの bootflash:ディレクトリに
コピーすることができます。

（注）

手順の概要

1. tclsh [bootflash:filename [argument ... ]]

手順の詳細

手順

目的コマンドまたはアクション

tclシェルを開始します。tclsh [bootflash:filename [argument ... ]]

例：

ステップ 1

引数を指定せずに tclshコマンドを実行すると、シェ
ルは対話形式で実行され、標準入力から tclコマンswitch# tclsh ?

<CR>
bootflash: The file to run

ドを読み込んで、コマンドの結果とエラーメッセー

ジを標準出力に出力します。tclquitを入力するか、
Ctrl-Cを押すとインタラクティブ tclシェルが終了
します。

引数を指定して tclshコマンドを実行すると、最初
の引数は、tclコマンドが記述されたスクリプトファ
イルの名前になり、他の引数をスクリプトで変数と

して使用できます。
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例

次の例は、インタラクティブな Tclシェルを示しています。
switch# tclsh
switch-tcl# set x 1
switch-tcl# cli show module $x | incl Mod
Mod Ports Module-Type Model Status
1 36 36p 40G Ethernet Module N9k-X9636PQ ok
Mod Sw Hw
Mod MAC-Address(es) Serial-Num

switch-tcl# exit
switch#

次に、Tclスクリプトを実行する方法の例を示します。
switch# show file bootflash:showmodule.tcl
set x 1
while {$x < 19} {
cli show module $x | incl Mod
set x [expr {$x + 1}]
}

switch# tclsh bootflash:showmodule.tcl
Mod Ports Module-Type Model Status
1 36 36p 40G Ethernet Module N9k-X9636PQ ok
Mod Sw Hw
Mod MAC-Address(es) Serial-Num

switch#

Tclshコマンドからの Cisco NX-OSモード間の移動
インタラクティブ Tclシェルの実行中に Cisco NX-OSのモードを変更できます。

手順の概要

1. tclsh
2. configure terminal
3. tclquit

手順の詳細

手順

目的コマンドまたはアクション

インタラクティブ Tclシェルを開始します。tclsh

例：

ステップ 1
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目的コマンドまたはアクション

switch# tclsh
switch-tcl#

Tclシェルで Cisco NX-OSのコマンドを実行して、
モードを変更します。

configure terminal

例：

ステップ 2

（注）switch-tcl# configure terminal
switch(config-tcl)# Tclプロンプトが変化して、Cisco NX-OSコマンド

モードになったことが示されます。

Tclシェルを終了し、始めのモードに戻ります。tclquit

例：

ステップ 3

switch-tcl# tclquit
switch#

例

次の例は、対話型TclシェルからCiscoNX-OSモードを変更する方法を示しています：
switch# tclsh
switch-tcl# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config-tcl)# interface loopback 10
switch(config-if-tcl)# ?
description Enter description of maximum 80 characters
inherit Inherit a port-profile
ip Configure IP features
ipv6 Configure IPv6 features
logging Configure logging for interface
no Negate a command or set its defaults
rate-limit Set packet per second rate limit
shutdown Enable/disable an interface
this Shows info about current object (mode's instance)
vrf Configure VRF parameters
end Go to exec mode
exit Exit from command interpreter
pop Pop mode from stack or restore from name
push Push current mode to stack or save it under name
where Shows the cli context you are in

switch(config-if-tcl)# description loop10
switch(config-if-tcl)# tclquit
Exiting Tcl
switch#

tclの参照
次のタイトルは、参照のために示されています。
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• Mark Harrison (ed)、『Tcl/Tk Tools』、O'Reilly Media、ISBN 1-56592-218-2、1997年

• MarkHarrisonおよびMichaelMcLennan、『Effective Tcl/Tk Programming』、Addison-Wesley、
Reading、MA、USA、ISBN 0-201-63474-0、1998年

• Brent B. Ousterhout、『Tcl and the Tk Toolkit』、Addison-Wesley、Reading、MA、USA、ISBN
0-201-63337-X、1994年

• Brent B.Welch、『Practical Programming in Tcl and Tk』、Prentice Hall、Upper Saddle River、
NJ、USA、ISBN 0-13-038560-3、2003年

• J Adrian Zimmer、『Tcl/Tk for Programmers』、IEEE Computer Society、John Wiley and Sons
により出版、ISBN 0-8186-8515-8、1998年
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第 7 章

iPXE

この章は、次の内容で構成されています。

• iPXEについて（89ページ）
•ネットブート要件（90ページ）
•注意事項と制約事項（90ページ）
•ブートモードの構成（99ページ）
•ブート順の構成の確認（100ページ）

iPXEについて
iPXEは、オープンソースのネットワークブートファームウェアです。 iPXEは、Etherbootか
ら派生したオープンソースの PXEクライアントファームウェアおよびブートローダーである
gPXEに基づいています。標準の PXEクライアントは TFTPを使用してデータを転送します
が、gPXEは追加のプロトコルをサポートします。

標準 PXEよりも iPXEが提供する追加機能のリストを次に示します。

• HTTP、iSCSI SAN、FCoEなどを介したWebサーバーからのブート

• IPv4と IPv6の両方をサポート

• Netbootは HTTP/TFTP、IPv4、および IPv6をサポート、

•イメージへの埋め込みスクリプトや、HTTP/TFTP、その他によって提供されるスクリプト
などをサポートします。そして、

• DHCPv6のステートレスアドレス自動構成（SLAAC）およびステートフル IP自動構成バ
リアントをサポートします。 iPXEは、DHCPv6オプションのブート URIとパラメータを
サポートします。これは、IPv6ルータアドバタイズメントに依存します。

さらに、次のようなセキュリティ上の理由から、iPXEの既存の機能の一部が無効になってい
ます。

• bzImage+initramfs/initrd、または ISO、その他の標準 Linuxイメージ形式のブートサポー
ト
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• FCoE、iSCSI SAN、ワイヤレス、その他の未使用のネットワークブートオプション

•適切にコード署名されていないシステムイメージを起動される可能性があるため、サポー
トされていない NBP（syslinux/pxelinuxなど）のロード。

ネットブート要件
主要な要件は次のとおりです。

•適切に構成された DHCPサーバー。

• TFTP/HTTPサーバー。

•デバイスが PXEブートされるときにNX-OSがイメージをダウンロードするため、デバイ
スのブートフラッシュに十分なスペース。

• IPv4/IPv6サポート：導入の柔軟性を向上

注意事項と制約事項
PXEに関する注意事項と制限事項は次のとおりです。

• iPXEによる自動ブート中は、Ctrl+Bを入力して PXEブートを終了できる 3秒間のウィ
ンドウがあります。次のオプションのプロンプトが表示されます。

Please choose a bootloader shell:
1). GRUB shell
2). PXE shell
Enter your choice:

• HTTPイメージのダウンロードと TFTP：TFTPは UDPベースであるため、パケット損失
が発生し始めた場合に問題が発生する可能性があります。TCPはウィンドウベースのプロ
トコルであり、帯域幅の共有/損失をより適切に処理します。そのため、Cisco NX-OSイ
メージのサイズが 250 Mbを超える場合には、TCPベースのプロトコルサポートの方が適
しています。

• iPXEは、Ciscoの署名付き NBIイメージのみを許可/ブートします。その他の標準イメー
ジフォーマットのサポートは、セキュリティ上の理由から無効になっています。

iPXEのメモ

DHCPサーバーのインストール

デフォルトでは、 DHCPはサーバーにインストールされません。 service dhcpd statusコマン
ドを使用して、 DHCPサーバーのインストールを確認できます。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
90

シェルとスクリプト化

ネットブート要件



[switch etc]# service dhcpd status
dhcpd: unrecognized service /* indicates that dhcp server is not installed */

DHCPは yum install dhcp コマンドでインストールできます。

DHCPサーバーをインストールするには、ルートログイン情報が必要です。（注）

[switch etc]# yum install dhcp
Repository base is listed more than once in the configuration
Setting up Install Process
Resolving Dependencies
--> Running transaction check
---> Package dhcp.x86_64 12:3.0.5-23.el5 set to be updated
--> Finished Dependency Resolution

Dependencies Resolved
=============================================================================================

Package Arch Version Repository
Size
=============================================================================================
Installing:
dhcp x86_64 12:3.0.5-23.el5 workstation
883 k

Transaction Summary
=============================================================================================
Install 1 Package(s)
Upgrade 0 Package(s)

Total download size: 883 k
Is this ok [y/N]: y
Downloading Packages:
dhcp-3.0.5-23.el5.x86_64.rpm | 883 kB 00:00
Running rpm_check_debug
Running Transaction Test
Finished Transaction Test
Transaction Test Succeeded
Running Transaction
Installing : dhcp
1/1

Installed:
dhcp.x86_64 12:3.0.5-23.el5

Complete!
[switch etc]#

DHCPサーバーに構成を追加する

DHCPサーバーをインストールすると、構成ファイルは /etc/dhcpd.confに配置されます。

次に、 dhcpd.confファイルの例を示します。

-------------------------------------------------------------------------------------------------------------------

# Set the amount of time in seconds that a client may keep the IP address
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default-lease-time 300;
max-lease-time 7200;
one-lease-per-client true;

#Indicate the preferred interface that your DHCP server listens only to that interface
and to no other . Preferred interface should be added to the DHCPDARGS variable
DHCPDARGS=eth0

#A subnet section is generated for each of the interfaces present on your Linux system
subnet 10.0.00.0 netmask 255.255.255.0 {

# The range of IP addresses the server will issue to DHCP enabled PC clients booting up
on the network
range 10.0.00.2 10.0.00.100;

#Address of the preferred inteface
next-server 10.0.00.4;

#The default gateway to be used
option routers 10.0.00.254;

#The file path where the ipxe boot looks for the image
filename = "http://10.0.00.4/pxe/dummy";

# (http://10.0.00.4 points to the httpd service path mentioned in DocumentRoot variable
# at /etc/httpd/conf/httpd.conf ) .
# By default it points to "DocumentRoot "/var/www/html" (Refer the HTTP service section)

option domain-name "cisco.com";
option domain-name-servers 100.00.000.183;

host Nexus {
hardware ethernet e4:c7:22:bd:c4:f9;
fixed-address 10.0.00.42;
filename = "http://10.0.00.4/ipxe/nxos-image.bin";

host Nexus {
hardware ethernet 64:f6:9d:07:52:f7;
fixed-address 10.0.00.8;
filename = "tftp://100.00.000.48/nxos-image.bin";

-------------------------------------------------------------------------------------------------------------------

DHCPサービスの管理

DHCPサービスのインストール後、サービスを開始する必要があります。（注）

• DHCPサービスの確認

[switch etc]# service dhcpd status
dhcpd is stopped

• DHCPサービスの開始

[switch etc]# service dhcpd start
Starting dhcpd: [ok]

• DHCPサービスの停止
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[switch etc]# service dhcpd stop
Stopping dhcpd: [ok]

• DHCPサービスの再起動

DHCP構成ファイル /etc/dhcpd.confが更新されたら、サービスを
再起動する必要があります。

（注）

[switch etc]# service dhcpd restart
Starting dhcpd: [ok]

HTTPサーバーの管理

• HTTPサーバーのインストール

[switch conf]# yum install httpd

• HTTPサービスの開始

[switch conf]# service httpd start
Starting httpd: httpd: Could not reliably determine the server's fully qualified
domain name,
using 100.00.000.127 for ServerName

[ OK ]

• HTTPサービスの停止

[switch conf]# service httpd stop
Stopping httpd: [ OK ]

• HTTPサービスの再起動

[switch conf]# service httpd restart
Stopping httpd: [FAILED]
Starting httpd: httpd: Could not reliably determine the server's fully qualified
domain name,
using 100.00.000.127 for ServerName

[ OK ]

• HTTPステータスの確認

[switch conf]# service httpd status
httpd (pid 23032) is running...

HTTPの構成ファイルは、/etc/httpd/conf/httpd.confにあります。（注）
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• DocumentRoot：ドキュメントを配信するディレクトリ。デ
フォルトでは、すべての要求がこのディレクトリから取得さ

れますが、シンボリックリンクとエイリアスを使用して他の

場所を指すこともできます。

• DocumentRoot /var/www/html

DocumentRoot変数には、http://<ip_add>ファイル名変数を使
用して dhcpd.confファイルのフィールドに追加します。

次に、例を示します。

host Nexus {
hardware ethernet e4:c7:22:bd:c4:f9;
fixed-address 10.0.00.42;

filename = "http://10.0.00.4/ipxe/nxos-image.bin";

ファイル名のパスは /var/www/html/ipxe/nxos-image.binにリ
ダイレクトされ、ipxeブートアップがイメージを検索します。

（注）

• TFTPサーバーのインストール

[switch conf]# yum install tftp

TFTP構成ファイル /etc/xinetd.d/tftp。

次に、TFTP構成ファイルの例を示します。

[switch xinetd.d]# cat tftp
# default: off
# description: The tftp server serves files using the trivial file transfer \
# protocol. The tftp protocol is often used to boot diskless \
# workstations, download configuration files to network-aware printers, \
# and to start the installation process for some operating systems.
service tftp
{

disable = no
socket_type = dgram
protocol = udp
wait = yes
user = root
server = /usr/sbin/in.tftpd
server_args = -s /tftpboot # Indicates the tftp path
per_source = 11
cps = 100 2
flags = IPv4

}

• TFTPサービスの停止

[switch xinetd.d]# chkconfig tftp off

• TFTPサービスの開始
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[switch xinetd.d]# chkconfig tftp on

TFTP構成ファイルを変更した場合、TFTPサービスを再起動する
必要があります。

（注）

host Nexus {
hardware ethernet 64:f6:9d:07:52:f7;
fixed-address 10.0.00.8;
filename = "tftp://100.00.000.48/nxos-image.bin";

前提条件は、上記の TFTPパス /tftpbootの例で示されているよう
に、nxos_image.binを /tftpbootにコピーする必要があることです。

（注）

• HTTPプロトコルを使用する iPXE

switch# sh int mgmt0
mgmt0 is up
admin state is up,
Hardware: GigabitEthernet, address: e4c7.22bd.c4a6 (bia e4c7.22bd.c4a6)
Internet Address is 10.0.00.42/24
MTU 1500 bytes, BW 100000 Kbit, DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255

Encapsulation ARPA, medium is broadcast
full-duplex, 100 Mb/s
Auto-Negotiation is turned on
Auto-mdix is turned off
EtherType is 0x0000
1 minute input rate 312 bits/sec, 0 packets/sec
1 minute output rate 24 bits/sec, 0 packets/sec
Rx
5433 input packets 10 unicast packets 5368 multicast packets
55 broadcast packets 405677 bytes

Tx
187 output packets 9 unicast packets 175 multicast packets
3 broadcast packets 45869 bytes

switch#

switch# ping 199.00.000.48 vrf management
PING 199.00.000.48 (199.00.000.48): 56 data bytes
64 bytes from 199.00.000.48: icmp_seq=0 ttl=61 time=82.075 ms
64 bytes from 199.00.000.48: icmp_seq=1 ttl=61 time=0.937 ms
64 bytes from 199.00.000.48: icmp_seq=2 ttl=61 time=0.861 ms
64 bytes from 199.00.000.48: icmp_seq=3 ttl=61 time=0.948 ms
64 bytes from 199.00.000.48: icmp_seq=4 ttl=61 time=0.961 ms

--- 199.00.000.48 ping statistics ---
5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min/avg/max = 0.861/17.156/82.075 ms
switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# no boot nxos
switch(config)# boot order pxe bootflash
switch(config)# end
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switch# copy running-config startup-config
[########################################] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.
switch# reload
This command will reboot the system. (y/n)? [n] y

CISCO SWITCH Ver 8.32

CISCO SWITCH Ver 8.32
Memory Size (Bytes): 0x0000000080000000 + 0x0000000380000000
Relocated to memory
Time: 9/8/2017 1:3:28
Detected CISCO IOFPGA
Booting from Primary Bios
Code Signing Results: 0x0
Using Upgrade FPGA
FPGA Revison : 0x20
FPGA ID : 0x1168153
FPGA Date : 0x20140317
Reset Cause Register: 0x20
Boot Ctrl Register : 0x60ff
EventLog Register1 : 0xc2004000
EventLog Register2 : 0xfbc77fff
Version 2.16.1240. Copyright (C) 2013 American Megatrends, Inc.
Board type 1
IOFPGA @ 0xe8000000
SLOT_ID @ 0x1b
Standalone chassis
check_bootmode: pxe2grub: Launch pxe
Trying to load ipxe
Loading Application:
/Vendor(429bdb26-48a6-47bd-664c-801204061400)/UnknownMedia(6)/EndEntire
iPXE initialising devices...ok

Cisco iPXE
iPXE 1.0.0+ (3cb3) -- Open Source Network Boot Firmware -- http://ipxe.org
Features: HTTP DNS TFTP NBI Menu
net6: e4:c7:22:bd:c4:a6 using dh8900cc on PCI02:00.3 (open)
[Link:up, TX:0 TXE:0 RX:0 RXE:0]

Configuring (net6 e4:c7:22:bd:c4:a6).................. ok
net0: fe80::2a0:c9ff:fe00:0/64 (inaccessible)
net1: fe80::2a0:c9ff:fe00:1/64 (inaccessible)
net2: fe80::2a0:c9ff:fe00:2/64 (inaccessible)
net3: fe80::2a0:c9ff:fe00:3/64 (inaccessible)
net4: fe80::200:ff:fe00:5/64 (inaccessible)
net5: fe80::200:ff:fe00:7/64 (inaccessible)
net6: 10.0.00.7/255.255.255.0 gw 10.0.00.254
net6: fe80::e6c7:22ff:febd:c4a5/64
net7: fe80::200:ff:fe00:0/64 (inaccessible)
Next server: 10.0.00.4
Filename: http://10.0.00.4/ipxe/nxos-image.bin
http://10.0.00.4/ipxe/nxos-image.bin... ok
http://10.0.00.4/ipxe/nxos_image.bin... 46%
Further device bootsup fine .

• TFTPプロトコルの使用

switch# sh int mgmt0
mgmt0 is up
admin state is up,
Hardware: GigabitEthernet, address: e4c7.22bd.c4a6 (bia e4c7.22bd.c4a6)
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Internet Address is 10.0.00.8/24
MTU 1500 bytes, BW 100000 Kbit, DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, medium is broadcast
full-duplex, 100 Mb/s
Auto-Negotiation is turned on
Auto-mdix is turned off
EtherType is 0x0000
1 minute input rate 312 bits/sec, 0 packets/sec
1 minute output rate 24 bits/sec, 0 packets/sec
Rx
5433 input packets 10 unicast packets 5368 multicast packets
55 broadcast packets 405677 bytes

Tx
187 output packets 9 unicast packets 175 multicast packets
3 broadcast packets 45869 bytes

switch#
switch# ping 199.00.000.48 vrf management
PING 199.00.000.48 (199.00.000.48): 56 data bytes
64 bytes from 199.00.000.48: icmp_seq=0 ttl=61 time=82.075 ms
64 bytes from 199.00.000.48: icmp_seq=1 ttl=61 time=0.937 ms
64 bytes from 199.00.000.48: icmp_seq=2 ttl=61 time=0.861 ms
64 bytes from 199.00.000.48: icmp_seq=3 ttl=61 time=0.948 ms
64 bytes from 199.00.000.48: icmp_seq=4 ttl=61 time=0.961 ms

--- 199.00.000.48 ping statistics ---
5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min/avg/max = 0.861/17.156/82.075 ms

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# no boot nxos
switch(config)# boot order pxe bootflash
switch(config)# end

switch# copy running-config startup-config
[########################################] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.

switch# reload
This command will reboot the system. (y/n)? [n] y

CISCO SWITCH Ver 8.32

CISCO SWITCH Ver 8.32
Memory Size (Bytes): 0x0000000080000000 + 0x0000000380000000
Relocated to memory
Time: 9/8/2017 1:3:28
Detected CISCO IOFPGA
Booting from Primary Bios
Code Signing Results: 0x0
Using Upgrade FPGA
FPGA Revison : 0x20
FPGA ID : 0x1168153
FPGA Date : 0x20140317
Reset Cause Register: 0x20
Boot Ctrl Register : 0x60ff
EventLog Register1 : 0xc2004000
EventLog Register2 : 0xfbc77fff
Version 2.16.1240. Copyright (C) 2013 American Megatrends, Inc.
Board type 1
IOFPGA @ 0xe8000000
SLOT_ID @ 0x1b
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Standalone chassis
check_bootmode: pxe2grub: Launch pxe
Trying to load ipxe
Loading Application:
/Vendor(429bdb26-48a6-47bd-664c-801204061400)/UnknownMedia(6)/EndEntire
iPXE initialising devices...ok

Cisco iPXE
iPXE 1.0.0+ (3cb3) -- Open Source Network Boot Firmware -- http://ipxe.org
Features: HTTP DNS TFTP NBI Menu
net6: e4:c7:22:bd:c4:a6 using dh8900cc on PCI02:00.3 (open)
[Link:up, TX:0 TXE:0 RX:0 RXE:0]

Configuring (net6 e4:c7:22:bd:c4:a6).................. ok
net0: fe80::2a0:c9ff:fe00:0/64 (inaccessible)
net1: fe80::2a0:c9ff:fe00:1/64 (inaccessible)
net2: fe80::2a0:c9ff:fe00:2/64 (inaccessible)
net3: fe80::2a0:c9ff:fe00:3/64 (inaccessible)
net4: fe80::200:ff:fe00:5/64 (inaccessible)
net5: fe80::200:ff:fe00:7/64 (inaccessible)
net6: 10.0.00.7/255.255.255.0 gw 10.0.00.254
net6: fe80::e6c7:22ff:febd:c4a5/64
net7: fe80::200:ff:fe00:0/64 (inaccessible)
Next server: 10.0.00.4
filename: tftp://199.00.000.48/nxos-image.bin
tftp://199.00.000.48/nxos-image.bin... ok
tftp://199.00.000.48/nxos_image.bin... 26%

********************************************************************

•プロセスの中断

プロセスを中断し、iPXEシェルに到達するには、crtl-Bを活用します。

•次に、 HTTPプロトコルを使用して PXEサーバーに存在するイメージをブートする
例を示します：

iPXE> dhcp
Configuring (net6 e4:c7:22:bd:c4:a6)................ ok
iPXE>boot http://10.0.0.4/ipxe/nxos-image.bin

•次に、TFTPプロトコルを使用して PXEサーバー上に存在するイメージをブートする
例を示します：

iPXE> dhcp
iPXE> boot tftp://199.00.00.48/nxos-image.bin

exitを使用します、iPXEシェルを終了します。
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ブートモードの構成

VSH CLI

switch# configure terminal
switch(conf)# boot order bootflash|pxe [bootflash|pxe]
switch(conf)# end

キーワードは、Grubベースのブートであることを示します。bootflash（注）

たとえば、PXEブートモードのみを実行する場合、コンフィギュレーションコマンドは次の
ようになります。

switch(conf)# boot order pxe

最初に Grubを起動し、次に PXEを起動するには、次の手順を実行します。
switch(conf)# boot order bootflash pxe

最初に PXEを起動し、次に Grubを起動するには、次の手順を実行します。
switch(conf)# boot order pxe bootflash

コマンドを使用しない場合、デフォルトのブート順序は Grubです。boot order

次のセクションでは、Grubと iPXEを切り替える方法について説明します。（注）

GRUB CLI

[ | | | ] bootmode-g-p-p2g-g2p

機能キーワード

GRUBのみ-g

PXEのみ-p

最初にPXE、次にPXEが失敗した場合はGrub-p2g

最初にGrub、次にGrubが失敗した場合はPXE-g2p

Grub CLIは、完全な Cisco NX-OSイメージを起動せずにシリアルコンソールからブートモー
ドを切り替える場合に役立ちます。また、継続的な PXEブート状態からボックスを取得する
ためにも使用できます。
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iPXE CLI

[ | ] [ | ] [ | ] [ | ] bootmode-g--grub-p--pxe-a--pxe2grub-b--grub2pxe

機能キーワード

GRUBのみ– – grub

PXEのみ– – pxe

最初にPXE、次にPXEが失敗した場合はGrub– – pxe2grub

最初にGrub、次にGrubが失敗した場合はPXE– – grub2pxe

iPXE CLIは、完全な Cisco NX-OSイメージを起動せずにシリアルコンソールからブートモー
ドを切り替える場合に役立ちます。また、継続的な PXEブート状態からボックスを取得する
ためにも使用できます。

ブート順の構成の確認
ブート順の構成情報を表示するには、次のコマンドを入力します。

目的コマンド

実行コンフィギュレーションからの現在のブー

ト順序と、スタートアップコンフィギュレー

ションからの次のリロード時のブート順序値

を表示します。

show boot order
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第 8 章

カーネルスタック

この章で説明する内容は、次のとおりです。

•カーネルスタックについて（101ページ）
•注意事項と制約事項（101ページ）
•ポート範囲の変更（102ページ）

カーネルスタックについて
カーネルスタック（kstack）は、既知の Linux APIを使用してルートとフロントパネルポート
を管理します。

オープンコンテナは、ゲストシェルと同様に、ホストソフトウェアから分離された Linux環
境です。お客様は、ホストソフトウェアパッケージに影響を与えることなく、その環境内で

ソフトウェアをインストールまたは変更できます。

カーネルスタックには次の機能があります：

注意事項と制約事項
カーネルスタックの使用には、次の注意事項と制約事項があります。

•ゲストシェル、他のオープンコンテナ、およびホストBashシェルは、カーネルスタック
（kstack）を使用します。

•ホストのデフォルト名前空間で開始されるオープンコンテナ

•他のネットワーク名前空間には、setnsシステムコールを使用してアクセスできます。

• nsenterおよび ip netns execユーティリティは、異なるネットワーク名前空間のコン
テキスト内で実行するために使用できます。

• ip netnsコマンドのPIDおよび識別オプションは、ファイルシステムデバイスチェッ
クのため、変更なしでは機能しません。ネットワーク管理者に同じ情報を提供する

vrfinfoユーティリティが提供されています。
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•オープンコンテナは、/proc/net/devからインターフェイス状態を読み取るか、netstat
またはifconfig変更なしで他の通常のLinuxユーティリティを使用できます。これにより、
スイッチで開始または終了したパケットのカウンタが提供されます。

•オープンコンテナは、ネットデバイスから拡張統計情報を取得するためにethtool–Sを使用
できます。これには、インターフェイスを介してスイッチングされるパケットが含まれま

す。

•オープンコンテナは、スイッチで開始または終了したパケットをキャプチャするtcpdump
などのパケットキャプチャアプリケーションを実行できます。

•オープンコンテナからのネットワーク状態の変更（インターフェイスの作成/削除、IPア
ドレスの構成、MTUの変更など）はサポートされていません。

• IPv4と IPv6がサポートされます

• Raw PF_PACKETがサポートされています

•ウェルノウンポート（0～ 15000）は、ネットワーク名前空間に関係なく、一度に 1つの
スタック（Netstackまたは kstack）でのみ使用できます。

• Netstackアプリケーションと kstackアプリケーションの間に IP接続はありません。これ
は、オープンコンテナにも適用されるホストの制限です。

•オープンコンテナは、ラインカードまたはスタンバイSupと通信するために、イーサネッ
トアウトオブバンドチャネル（EOBC）インターフェイスを介してパケットを直接送信す
ることはできません。

•オープンコンテナ内から、ラインカードまたはスタンバイスーパーバイザとの内部通信
に使用されるEOBCインターフェイスに直接アクセスできます。このアクセスが必要な場
合は、ホスト bashシェルを使用する必要があります。

•管理インターフェイス（mgmt0）は、カーネルネットデバイスで eth1として表されます。

•カーネルスタックを使用するアプリケーションでは、VXLANオーバーレイインターフェ
イス（NVE x）の使用はサポートされていません。CLIコマンドを含む NX-OS機能は、
netstackを介してこのインターフェイスを使用できます。

ポート範囲の変更
Netstackと kstackは、それらの間のポート範囲を分割します。デフォルトのポート範囲は次の
とおりです：

• Kstack：15001～58000

• Netstack：58001～65535

この範囲内で、63536～65535は NAT用に予約されています。（注）
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手順の概要

1. [no] sockets local-port-range start-port end-port

手順の詳細

手順

目的コマンドまたはアクション

このコマンドは、kstackのポート範囲を変更します。
このコマンドは、Netstackの範囲を変更しません。

[no] sockets local-port-range start-port end-portステップ 1

例

次に、kstackポート範囲を設定する例を示します：
switch# sockets local-port-range 15001 25000

次のタスク

コマンドを入力した後は、次の点に注意する必要があります：

•コマンドを入力した後には、スイッチをリロードする必要があります。

• Netstackで使用される 7000以上のポートを、未割り当てのままにする必要があります。

•ポート範囲に抜けが生じるのを回避するには、start-portを 15001に指定するか、end-port
を 65535に指定する必要があります。
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第 II 部

アプリケーション
•サードパーティ製アプリケーション（107ページ）
• Ansible（125ページ）
• Puppet Agent（127ページ）
• Cisco NX-OSでのシェフクライアントの使用（131ページ）
• Nexusアプリケーション開発：ISO（135ページ）
• Nexusアプリケーション開発：SDK（139ページ）
• NX-SDK（149ページ）
• Cisco NX-OSでの Dockerの使用（157ページ）





第 9 章

サードパーティ製アプリケーション

この章は、次の内容で構成されています。

•サードパーティ製アプリケーションについて（107ページ）
•キーの自動インポートによる署名付きサードパーティRPMのインストール（107ページ）
•署名付き RPMのインストール（109ページ）
•永続的なサードパーティ RPM（115ページ）
• VSHからの RPMのインストール（116ページ）
•サードパーティ製アプリケーション（121ページ）

サードパーティ製アプリケーションについて
サードパーティ製アプリケーションの RPMは、https://devhub.cisco.com/artifactory/open-nxos/
7.0-3-I2-1/x86_64/https://devhub.cisco.com/artifactory/open-nxos/9.2.1/のリポジトリで入手できま
す。これらのアプリケーションは、Bashシェルで dnfコマンドを使用するか、NX-OS CLIを
介してネイティブホストにインストールされます。

dnf install rpmコマンドを入力すると、CiscoDNFプラグインが実行されます。このプラグイン
は、RPMを表示されない場所にコピーします。スイッチのリロード時に、システムはRPMを
再インストールします。

構成が /etcに置かれている場合、Linuxプロセス、incrondは、ディレクトリで作成された
アーティファクトをモニターし、それらを表示されない場所にコピーし、この場所から /etc
にコピーし直します。

キーの自動インポートによる署名付きサードパーティ

RPMのインストール
キーと RPMを指すように yumリポジトリをセットアップします。
root@switch# cat /etc/yum/repos.d/puppet.repo

[puppet]
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name=Puppet RPM

baseurl=file:///bootflash/puppet

enabled=1

gpgcheck=1

gpgkey=http://yum.puppetlabs.com/RPM-GPG-KEY-puppetlabs

metadata_expire=0

cost=500

bash-4.2# yum install puppet-enterprise

Loaded plugins: downloadonly, importpubkey, localrpmDB, patchaction, patching,
protect-packages

groups-repo | 1.1 kB 00:00 ...

localdb | 951 B 00:00 ...

patching | 951 B 00:00 ...

puppet | 951 B 00:00 ...

thirdparty | 951 B 00:00 ...

Setting up Install Process

Resolving Dependencies

--> Running transaction check

---> Package puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos will be installed

--> Finished Dependency Resolution

Dependencies Resolved

==============================================================================================

Package Arch Version Repository Size

==============================================================================================

Installing:

puppet-enterprise x86_64 3.7.1.rc2.6.g6cdc186-1.pe.nxos puppet 14 M

Transaction Summary

==============================================================================================

Install 1 Package

Total download size: 14 M
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Installed size: 46 M

Is this ok [y/N]: y

Retrieving key from file:///bootflash/RPM-GPG-KEY-puppetlabs

Importing GPG key 0x4BD6EC30:

Userid: "Puppet Labs Release Key (Puppet Labs Release Key) <info@puppetlabs.com>"

From : /bootflash/RPM-GPG-KEY-puppetlabs

Is this ok [y/N]: y

Downloading Packages:

Running Transaction Check

Running Transaction Test

Transaction Test Succeeded

Running Transaction

Warning! Standby is not ready. This can cause RPM database inconsistency.

If you are certain that standby is not booting up right now, you may proceed.

Do you wish to continue?

Is this ok [y/N]: y

Warning: RPMDB altered outside of yum.

Installing : puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64
1/1

/sbin/ldconfig: /usr/lib/libboost_regex.so.1.49.0 is not a symbolic link

Installed:

puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos

Complete!

署名付き RPMのインストール

署名済み RPMの確認
次のコマンドを実行して、特定の RPMが署名されているかどうかを確認します。
Run, rpm -K rpm_file_name
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署名付き RPMではありません

bash-4.2# rpm -K bgp-1.0.0-r0.lib32_n3600.rpm

bgp-1.0.0-r0.lib32_n3600.rpm: (sha1) dsa sha1 md5 OK

署名付き RPMです

bash-4.2#
rpm -K puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm

puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm: RSA sha1 MD5 NOT_OK

bash-4.2#

署名されたサードパーティ rpmでは、パッケージをインストールする前に公開 GPG
キーをインポートする必要があります。そうしないと、yumは次のエラーを発生させ
ます：

bash-4.2#
yum install puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm -q

Setting up Install Process

warning: rpmts_HdrFromFdno: Header V4 RSA/SHA1 signature: NOKEY, key ID 4bd6ec30

Cannot open: puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm. Skipping.

Error: Nothing to do

キーの手動インポートによる署名付き RPMのインストール
• GPGキーを /etc rootfsにコピーして、再起動後も保持されるようにします。
bash-4.2# mkdir -p /etc/pki/rpm-gpg

bash-4.2# cp -f RPM-GPG-KEY-puppetlabs /etc/pki/rpm-gpg/

•以下のコマンドを使用して、キーをインポートします。
bash-4.2# rpm --import /etc/pki/rpm-gpg/RPM-GPG-KEY-puppetlabs

bash-4.2#

bash-4.2# rpm -q gpg-pubkey

gpg-pubkey-4bd6ec30-4c37bb40

bash-4.2# rpm --import /etc/pki/rpm-gpg/RPM-GPG-KEY-puppetlabs

bash-4.2#

bash-4.2# rpm -q gpg-pubkey

gpg-pubkey-4bd6ec30-4c37bb40

• yumコマンドを使用して署名付き RPMをインストールする
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bash-4.2#
yum install puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm

Loaded plugins: downloadonly, importpubkey, localrpmDB, patchaction, patching,
protect-packages

groups-repo | 1.1 kB 00:00 ...

.
localdb | 951 B 00:00 ...

patching | 951 B 00:00 ...

thirdparty | 951 B 00:00 ...

Setting up Install Process

Examining puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm:
puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64

Marking puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm to be installed

Resolving Dependencies

--> Running transaction check

---> Package puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos will be
installed

--> Finished Dependency ResolutionDependencies Resolved

============================================================================================

Package Arch Version Repository
Size

============================================================================================

Installing:

puppet-enterprise x86_64 3.7.1.rc2.6.g6cdc186-1.pe.nxos /puppet-enterprise-
46 M

3.7.1.rc2.6.g6cdc186-1.

pe.nxos.x86_64

Transaction Summary

============================================================================================

Install 1 Package

Total size: 46 M
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Installed size: 46 M

Is this ok [y/N]: y

Downloading Packages:

Running Transaction Check

Running Transaction Test

Transaction Test Succeeded

Running Transaction

Installing : puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64

1/1

Installed:

puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos

Complete!

bash-4.2#

キーの自動インポートによる署名付きサードパーティ RPMのインス
トール

キーと RPMを指すように yumリポジトリをセットアップします。
root@switch# cat /etc/yum/repos.d/puppet.repo

[puppet]

name=Puppet RPM

baseurl=file:///bootflash/puppet

enabled=1

gpgcheck=1

gpgkey=http://yum.puppetlabs.com/RPM-GPG-KEY-puppetlabs

metadata_expire=0

cost=500

bash-4.2# yum install puppet-enterprise

Loaded plugins: downloadonly, importpubkey, localrpmDB, patchaction, patching,
protect-packages

groups-repo | 1.1 kB 00:00 ...

localdb | 951 B 00:00 ...
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patching | 951 B 00:00 ...

puppet | 951 B 00:00 ...

thirdparty | 951 B 00:00 ...

Setting up Install Process

Resolving Dependencies

--> Running transaction check

---> Package puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos will be installed

--> Finished Dependency Resolution

Dependencies Resolved

==============================================================================================

Package Arch Version Repository Size

==============================================================================================

Installing:

puppet-enterprise x86_64 3.7.1.rc2.6.g6cdc186-1.pe.nxos puppet 14 M

Transaction Summary

==============================================================================================

Install 1 Package

Total download size: 14 M

Installed size: 46 M

Is this ok [y/N]: y

Retrieving key from file:///bootflash/RPM-GPG-KEY-puppetlabs

Importing GPG key 0x4BD6EC30:

Userid: "Puppet Labs Release Key (Puppet Labs Release Key) <info@puppetlabs.com>"

From : /bootflash/RPM-GPG-KEY-puppetlabs

Is this ok [y/N]: y

Downloading Packages:

Running Transaction Check

Running Transaction Test

Transaction Test Succeeded

Running Transaction
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Warning! Standby is not ready. This can cause RPM database inconsistency.

If you are certain that standby is not booting up right now, you may proceed.

Do you wish to continue?

Is this ok [y/N]: y

Warning: RPMDB altered outside of yum.

Installing : puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64
1/1

/sbin/ldconfig: /usr/lib/libboost_regex.so.1.49.0 is not a symbolic link

Installed:

puppet-enterprise.x86_64 0:3.7.1.rc2.6.g6cdc186-1.pe.nxos

Complete!

リポジトリへの署名済み RPMの追加

手順

ステップ 1 署名済み RPMをリポジトリディレクトリにコピーする

ステップ 2 リポジトリの作成を成功させるには、対応するキーをインポートします。

bash-4.2# ls
puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm RPM-GPG-KEY-puppetlabs
bash-4.2#
bash-4.2# rpm --import RPM-GPG-KEY-puppetlabs
bash-4.2# createrepo .
1/1 - puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm
Saving Primary metadata
Saving file lists metadata
Saving other metadata
bash-4.2#

キーをインポートしない場合

bash-4.2# ls
puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm RPM-GPG-KEY-puppetlabs
bash-4.2#
bash-4.2# createrepo .
warning: rpmts_HdrFromFdno: Header V4 RSA/SHA1 signature: NOKEY, key ID 4bd6ec30

Error opening package - puppet-enterprise-3.7.1.rc2.6.g6cdc186-1.pe.nxos.x86_64.rpm

Saving Primary metadata
Saving file lists metadata
Saving other metadata

ステップ 3 このリポジトリを指す /etc/yum/repos.dの下にリポジトリ構成ファイルを作成します。
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bash-4.2# cat /etc/yum/repos.d/puppet.repo
[puppet]
name=Puppet RPM
baseurl=file:///bootflash/puppet
enabled=1
gpgcheck=1
gpgkey=file:///bootflash/puppet/RPM-GPG-KEY-puppetlabs
#gpgkey=http://yum.puppetlabs.com/RPM-GPG-KEY-puppetlabs
metadata_expire=0
cost=500

bash-4.2# yum list available puppet-enterprise -q
Available Packages
puppet-enterprise.x86_64 3.7.1.rc2.6.g6cdc186-1.pe.nxos

puppet
bash-4.2#

永続的なサードパーティ RPM
次に、永続的なサードパーティ RPMの背後にあるロジックを示します。

•ローカルリポジトリは、永続的なサードパーティ RPM専用です。dnf /etc/yum/repos.d/
thirdparty.repoは /bootflash/.rpmstore/ thirdpartyを指します。

•コマンドを入力するたびに、RPMのコピーが //bootflash/.rpmstore/ thirdpartyに保存されま
す。dnf install third-party.rpm

•リブート中に、サードパーティ製リポジトリ内のすべてのRPMがスイッチに再インストー
ルされます。

• /etc構成ファイルの変更は、/bootflash/.rpmstore/config/etcの下に保持され、/etcでの起動時
に再生されます。

• /etcディレクトリに作成されたスクリプトは、リロード後も保持されます。たとえ
ば、/etc/init.d/の下に作成されたサードパーティのサービススクリプトは、リロード中に
アプリケーションを起動します。

iptablesのルールは、bashシェルで変更された場合、再起動後は保
持されません。

変更した iptablesを永続化するには、「」を参照してください。
リロード間で Iptableを永続化する（221ページ）

（注）
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VSHからの RPMのインストール

パッケージの追加

NX-OS機能 RPMは、VSH CLIを使用してインストールすることもできます。

手順の概要

1. show install packages
2. install add ?
3. install add rpm-packagename

手順の詳細

手順

目的コマンドまたはアクション

すでに存在するパッケージとバージョンを表示しま

す。

show install packagesステップ 1

サポートされている URIを決定します。install add ?ステップ 2

The install addコマンドは、ローカルストレージデ
バイスまたは、ネットワークサーバーへパッケージ

ファイルをコピーします。

install add rpm-packagenameステップ 3

例

次に、Chef RPMをアクティブにする例を示します：
switch# show install packages
switch# install add ?
WORD Package name
bootflash: Enter package uri
ftp: Enter package uri
http: Enter package uri
modflash: Enter package uri
scp: Enter package uri
sftp: Enter package uri
tftp: Enter package uri
usb1: Enter package uri
usb2: Enter package uri
volatile: Enter package uri
switch# install add
bootflash:chef-12.0.0alpha.2+20150319234423.git.1608.b6eb10f-1.el5.x86_64.rpm
[####################] 100%
Install operation 314 completed successfully at Thu Aug 6 12:58:22 2015
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次のタスク

パッケージをアクティブ化する準備ができたら、[パッケージアクティベーション（Package
Activation）]に移動します。

RPMパッケージの追加とアクティブ化は、次の 1つのコマンドで実行できます。
switch#
install add bootflash:chef-12.0.0alpha.2+20150319234423.git.1608.b6eb10f-1.el5.x86_64.rpm
activate

（注）

パッケージのアクティブ化

始める前に

RPMは事前に追加しておく必要があります。

手順の概要

1. show install inactive
2. install activate rpm-packagename

手順の詳細

手順

目的コマンドまたはアクション

追加されていても、アクティブ化されていないパッ

ケージのリストを表示します。

show install inactiveステップ 1

パッケージをアクティブ化します。install activate rpm-packagenameステップ 2

例

次に、パッケージをアクティブ化する例を示します：

switch# show install inactive
Boot image:

NXOS Image: bootflash:///yumcli6.bin

Inactive Packages:
sysinfo-1.0.0-7.0.3.x86_64

Loaded plugins: downloadonly, importpubkey, localrpmDB, patchaction, patching,
: protect-packages

Available Packages
chef.x86_64 12.0.0alpha.2+20150319234423.git.1608.b6eb10f-1.el5 thirdparty
eigrp.lib32_n3600 1.0.0-r0 groups-rep
o
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sysinfo.x86_64 1.0.0-7.0.3 patching
switch# install activate chef-12.0-1.el5.x86_64.rpm
[####################] 100%
Install operation completed successfully at Thu Aug 6 12:46:53 2015

パッケージの非アクティブ化

手順の概要

1. install deactivate package-name

手順の詳細

手順

目的コマンドまたはアクション

RPMパッケージを非アクティブ化します。install deactivate package-nameステップ 1

例

次に、Chef RPMパッケージを非アクティブ化する例を示します。
switch# install deactivate chef

パッケージの削除

始める前に

パッケージを削除する前に非アクティブ化します。非アクティブ化された RPMパッケージの
み削除できます。

手順の概要

1. install remove package-name

手順の詳細

手順

目的コマンドまたはアクション

RPMパッケージを削除します。install remove package-nameステップ 1
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例

次に、Chef RPMパッケージを削除する例を示します。
switch# install remove chef-12.0-1.el5.x86_64.rpm

インストール済みパッケージの表示

手順の概要

1. show install packages

手順の詳細

手順

目的コマンドまたはアクション

インストールされているパッケージのリストを表示

します。

show install packagesステップ 1

例

次に、インストールされているパッケージのリストを表示する例を示します。

switch# show install packages

詳細ログの表示

手順の概要

1. show tech-support install

手順の詳細

手順

目的コマンドまたはアクション

詳細ログを表示します。show tech-support installステップ 1
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例

次の例は、詳細ログを表示する方法を示しています。

switch# show tech-support install

パッケージのアップグレード

手順の概要

1. インストール追加 package-nameアクティベートアップグレード

手順の詳細

手順

目的コマンドまたはアクション

パッケージをアップグレードします。インストール追加package-nameアクティベートアッ
プグレード

ステップ 1

例

次に、パッケージをアップグレードする例を示します：

switch# install add bootflash:bgp-1.0.1-r0.lib32_n3600.rpm activate ?
downgrade Downgrade package
forced Non-interactive
upgrade Upgrade package
switch# install add bootflash:bgp-1.0.1-r0.lib32_n3600.rpm activate upgrade
[####################] 100%
Install operation completed successfully at Thu Aug 6 12:46:53 2015

パッケージのダウングレード

手順の概要

1. インストール追加 package-nameアクティベートダウングレード

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
120

アプリケーション

パッケージのアップグレード



手順の詳細

手順

目的コマンドまたはアクション

パッケージをダウングレードします。インストール追加 package-nameアクティベートダ
ウングレード

ステップ 1

例

次の例は、パッケージをダウングレードする方法を示しています。

switch# install add bootflash:bgp-1.0.1-r0.lib32_n3600.rpm activate ?
downgrade Downgrade package
forced Non-interactive
upgrade Upgrade package
switch# install add bootflash:bgp-1.0.1-r0.lib32_n3600.rpm activate downgrade
[####################] 100%
Install operation completed successfully at Thu Aug 6 12:46:53 2015

サードパーティ製アプリケーション

NX-OS
NX-API REST APIオブジェクトモデルの仕様の詳細については、https://developer.cisco.com/
media/dme/index.htmlを参照してください。

collectd
collectdは、システムパフォーマンスの統計情報を定期的に収集し、RRDファイルなどの値を
保存する複数の手段を提供するデーモンです。これらの統計情報を使用して、現在のパフォー

マンスのボトルネック（パフォーマンス分析）を見つけたり、将来のシステム負荷を予測した

りできます（つまり、キャパシティプランニング）。

詳細については、https://collectd.orgを参照してください。

Ganglia
Gangliaは、クラスタやグリッドなどのハイパフォーマンスコンピューティングシステム向け
のスケーラブルな分散モニタリングシステムです。これは、クラスタのフェデレーションを対

象とした階層設計に基づいています。データ表現のための XML、コンパクトでポータブルな
データ転送のための XDR、データストレージと可視化のための RRDtoolなど、広く使用され
ているテクノロジーを活用します。設計されたデータ構造とアルゴリズムを使用して、ノード

あたりのオーバーヘッドを非常に低く抑え、同時実行性を高めます。この実装は堅牢であり、

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
121

アプリケーション

サードパーティ製アプリケーション

https://developer.cisco.com/media/dme/index.html
https://developer.cisco.com/media/dme/index.html
https://collectd.org


広範なオペレーティングシステムとプロセッサアーキテクチャに移植されており、現在、世界

中の何千ものクラスタで使用されています。世界中の大学キャンパス間でクラスタをリンクす

るために使用されており、2000ノードのクラスタを処理するように拡張できます。

詳細については、http://ganglia.infoを参照してください。

Iperf
Iperfは、TCPおよびUDPの最大帯域幅パフォーマンスを測定するためにNLANR/DASTによっ
て開発されました。Iperfを使用すると、さまざまなパラメータと UDP特性を調整できます。
Iperfは、帯域幅、遅延ジッターとデータグラム損失を報告します。

詳細については、http://sourceforge.net/projects/iperf/またはhttp://iperf.sourceforge.netを参照してく
ださい。

LLDP
リンク層検出プロトコル（LLDP）は、EDPやCDPなどの独自のリンク層プロトコルに代わる
ように設計された業界標準プロトコルです。LLDPの目的は、隣接するネットワークデバイス
にリンク層通知を配信するための、ベンダー間互換性のあるメカニズムを提供することです。

詳細については、「https://vincentbernat.github.io/lldpd/index.html」を参照してください。

Nagios
Nagiosは、ネットワークサービス（ ICMP、 SNMP、 SSH、 FTP、HTTPなどを介して）、ホ
ストリソース（CPU負荷、ディスク使用率、システムログなど）、およびサーバー、スイッ
チ、アプリケーション、およびサービスとのプラグインの接続を確立します。

詳細については、「https://www.nagios.org/」を参照してください。

OpenSSH
OpenSSHは、盗聴、接続ハイジャック、およびその他の攻撃を効果的に排除するために、すべ
てのトラフィック（パスワードを含む）を暗号化する SSH接続ツールのオープンソースバー
ジョンです。OpenSSHは、セキュアなトンネリング機能と複数の認証方式を提供し、すべての
SSHプロトコルバージョンをサポートします。

詳細については、「http://www.openssh.com」を参照してください。

Quagga
Quaggaは、さまざまなルーティングプロトコルを実装するネットワークルーティングソフト
ウェアスイートです。Quaggaデーモンは、ネットワークアクセス可能CLI（「vty」という）
を使用して構成できます。
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Quagga BGPのみが検証されています。（注）

詳細については、「http://www.nongnu.org/quagga/」を参照してください。

スプランク

Splunkは、Webベースのデータ収集、分析、およびモニタリングツールであり、ユースケー
スに合わせて検索、可視化、および事前にパッケージ化されたコンテンツを備えています。raw
データは、Splunk Universal Forwarderを使用して Splunkサーバーに送信されます。ユニバーサ
ルフォワーダは、リモートソースからの信頼性の高いセキュアなデータ収集を可能にし、その

データをインデックス作成と統合のために Splunk Enterpriseに転送します。数万のリモートシ
ステムに拡張でき、パフォーマンスへの影響を最小限に抑えながらテラバイト単位のデータを

収集できます。

詳細については、http://www.splunk.com/en_us/download/universal-forwarder.htmlを参照してくだ
さい。

tcollector
tcollectorは、ローカルコレクタからデータを収集し、そのデータをオープン時系列データベー
ス（OpenTSDB）にプッシュするクライアント側プロセスです。

tcollectorには次の機能があります：

•データコレクタを実行し、データを照合し、

•時系列データベース（TSD）への接続を管理し、

•コレクタに TSDコードを埋め込む必要がなくなり、

•繰り返される値の重複を排除し、

•ワイヤプロトコル作業を処理します。

詳細については、http://opentsdb.net/docs/build/html/user_guide/utilities/tcollector.htmlを参照して
ください。

tcpdump
Tcpdumpは、ネットワークインターフェイス上の boolean式に一致するパケットの内容に関す
る説明を出力するCLIアプリケーションです。説明の前にタイムスタンプが表示されます。デ
フォルトでは、午前0時からの時間、分、秒、および小数点以下の秒として出力されます。ま
た、実行時に -wフラグを指定して、パケットデータを後で分析するためにファイルに保存す
ることもできます。ネットワークインターフェイスからではなく保存されたパケットファイ

ルからデータを読み取るには、-rフラグを指定します。-Vフラグで実行することもできます。
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それにより、保存されたパケットファイルのリストを読み取ります。いずれの場合も、tcpdump
は式に一致するパケットだけを処理します。

詳細については、「http://www.tcpdump.org/manpages/tcpdump.1.html」を参照してください。

Tshark
TSharkは、CLIのネットワークプロトコルアナライザです。稼働中のネットワークからパケッ
トデータをキャプチャしたり、保存済みのキャプチャファイルからパケットを読み取ったり

できます。読み取ったパケットは、復号された形で標準出力に出力することまたはファイルに

書き込むことができます。T-Sharkのネイティブキャプチャファイル形式は pcapです。この
ファイル形式は、tcpdumpや他のさまざまなツールでも使用されています。TSharkは、
cap_net_adminファイル機能を削除した後、ゲストシェル 2.1内で使用できます。
setcap
cap_net_raw=ep /sbin/dumpcap

このコマンドは、ゲストシェル内で実行する必要があります。（注）

詳細については、「https://www.wireshark.org/docs/man-pages/tshark.html」を参照してください。
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第 10 章

Ansible

•前提条件（125ページ）
•アンシブルについて（125ページ）
• Cisco Ansibleモジュール（126ページ）

前提条件
サポートされている制御環境のインストール要件については、https://docs.ansible.com/ansible/
latest/getting_started/index.htmlを参照してください。

アンシブルについて
Ansibleは、クラウドプロビジョニング、構成管理、アプリケーションの展開、サービス内オー
ケストレーション、およびその他の ITニーズを自動化するオープンソースの IT自動化エンジ
ンです。

Ansibleは、Ansibleモジュールと呼ばれる小さなプログラムを使用してノードへの API呼び出
しを行い、Playbookで定義された構成を適用します。

デフォルトでは、Ansibleは、すべての管理対象マシンを独自に選択したグループに入れる単
純な INIファイルを使用して、管理対象のマシンを表します。

詳細については、Ansibleから入手できます。

https://www.ansible.com/Ansible

https://docs.ansible.com/Ansible自動化ソリューションインストール手
順、プレイブックの手順と例、モジュールリ

ストなどが含まれます。
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Cisco Ansibleモジュール
次のリンクの表に示すように、Ansibleには複数の Cisco NX-OSでサポートされるモジュール
とプレイブックがあります。

構成管理ツールNX-OSデベロッパーのランディ
ングページ。

Ansible nxos PlaybookのリポジトリAnsible NX-OSプレイブックの
例

nxosネットワークモジュールAnsible NX-OSネットワークモ
ジュール
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第 11 章

Puppet Agent

この章は、次の項で構成されています。

• Puppetについて（127ページ）
•前提条件（128ページ）
• Puppetエージェント NX-OS環境（128ページ）
• ciscopuppetモジュール（128ページ）

Puppetについて
Puppet Labsによって開発された Puppetソフトウェアパッケージは、サーバやその他の技術情
報を管理するためのオープンソースの自動化ツールセットです。Puppetソフトウェアは、構
成設定などのデバイス状態を適用することにより、サーバとリソースの管理を実現します。

Puppetコンポーネントには、管理対象デバイス（ノード）および Puppet Primary（サーバ）上
で動作する Puppetエージェントが含まれます。通常、Puppet Primaryは個別の専用サーバ上で
実行され、複数のデバイスにサービスを提供します。Puppetエージェントの操作では、Puppet
Primaryに定期的に接続する必要があります。そして、Puppet Primaryは構成マニフェストをコ
ンパイルしてエージェントに送信します。エージェントは、ノードの現在の状態でこのマニ

フェストを調整し、相違点に基づいて状態を更新します。

Puppetマニフェストは、デバイスの状態を設定するためのプロパティ定義の集合です。これら
のプロパティ状態の確認および設定の詳細は抽象化されているため、マニフェストは複数のオ

ペレーティングシステムまたはプラットフォームで使用できます。マニフェストは、通常、構

成時の設定を定義するために使用されますが、ソフトウェアパッケージのインストール、ファ

イルのコピー、およびサービスの開始にも使用できます。

詳細については、Puppet Labsを参照してください。

https://puppetlabs.comPuppet Labs

https://puppet.com/blog/
how-get-started-puppet-enterprise-faq/

Puppet Labs FAQ

https://puppet.com/docsPuppet Labsドキュメント
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前提条件
Puppetエージェントの前提条件は次のとおりです。

•インストールをサポートするスイッチおよびオペレーティングシステムソフトウェアリ
リースが必要です：

• Cisco Nexus 3600プラットフォームスイッチ。

• Cisco Nexus 3500プラットフォームスイッチ

• Cisco Nexus 3100プラットフォームスイッチ。

• Cisco Nexus 3000シリーズスイッチ。

• Cisco NX-OSリリース 7.0（3）I5（1）以降。

•仮想サービスのインストールとPuppetAgentの展開に必要なディスクストレージをデバイ
スで使用できる必要があります。

•ブートフラッシュに最低 450MBの空きディスク容量

• Puppet 4.0以降の Puppetプライマリサーバが必要です。

• Puppetエージェント 4.0以降が必要です。

Puppetエージェント NX-OS環境
Puppet Agentソフトウェアは、ゲストシェル（CentOSを実行する Linuxコンテナ環境）のス
イッチにインストールする必要があります。ゲストシェルは、ホストから切り離された安全で

オープンな実行環境を提供します。

Cisco NX-OSリリース 9.2（1）以降、Puppet Agentの Bash-shell（Cisco NX-OSの基盤となるネ
イティブWindRiver Linux環境）インストールはサポートされなくなりました。

次に、エージェントソフトウェアのダウンロード、インストール、およびセットアップに関す

る情報を示します：

https://github.com/cisco/
cisco-network-puppet-module/blob/develop/docs/
README-agent-install.md

Puppet Agent：Cisco Nexusスイッチでのイン
ストールとセットアップ（手動セットアップ）

ciscopuppetモジュール
ciscopuppetモジュールは、Ciscoが開発したオープンソースソフトウェアモジュールです。
これは、Puppetマニフェストの抽象技術情報構成と、CiscoNX-OSオペレーティングシステム
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およびプラットフォームの特定の実装の詳細との間のインターフェイスとなります。このモ

ジュールは Puppetプライマリにインストールされ、Cisco Nexusスイッチでの Puppetエージェ
ントの操作に必要です。

ciscopuppetモジュールは、Puppet Forgeで利用できます。

ここでは、ciscopuppetモジュールインストール手順についての追加情報を提供します：

Puppet Forgeciscopuppetモジュールの場所

（Puppet Forge）

[Cisco Puppet技術情報の参照先（Cisco Puppet Resource
Reference）]

リソースの種類のカタログ

[Cisco Network Puppetモジュール（Cisco Network Puppet
Module）]

ciscopuppetモジュール：送信元
コードリポジトリ

Cisco Puppetモジュール::README.mdciscopuppetモジュール：セット
アップと使用法

https://puppet.com/docs/puppet/7/modules_installing.htmlPuppet Labs:モジュールのイン
ストール

[Cisco Network Puppetモジュールの例（Cisco Network Puppet
Module Examples）]

PuppetNX-OSマニフェストの例

構成管理ツールNX-OSデベロッパーのランディ
ングページ。
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第 12 章

Cisco NX-OSでのシェフクライアントの使
用

この章は、次の項で構成されています。

•シェフについて（131ページ）
•前提条件（132ページ）
• Chefクライアント NX-OS環境（132ページ）
• cisco-cookbook（133ページ）

シェフについて
Chefは、Chef Software、 Inc.によって開発されたオープンソースソフトウェアパッケージで
す。ソフトウェアパッケージは、インフラストラクチャのサイズに関係なく、物理、仮想、ま

たはクラウドの場所にサーバーとアプリケーションを導入する、システムおよびクラウドイン

フラストラクチャの自動化フレームワークです。各組織は、1つ以上のワークステーション、
単一サーバー、Chefクライアントが設定されていて、維持されているすべてのノードで構成さ
れます。各ノードの設定方法について Chefクライアントに指示するために、クックブックと
レシピが使用されます。すべてのノードにインストールされている Chefクライアントが、実
際の設定を行います。

Chefクックブックは、設定とポリシーの配布の基本単位です。クックブックではシナリオを定
義します。また、そのシナリオをサポートするために必要なすべての内容（ライブラリ、レシ

ピ、ファイルなど）が含まれています。Chefレシピは、デバイスの状態を設定するためのプロ
パティ定義の集合です。これらのプロパティ状態の確認および設定の詳細は抽象化されている

ため、レシピは複数のオペレーティングシステムまたはプラットフォームで使用できます。レ

シピは、通常、構成時の設定を定義するために使用されますが、ソフトウェアパッケージのイ

ンストール、ファイルのコピー、およびサービスの開始などにも使用できます。

次のリファレンスは、Chefからの詳細情報を提供します。

リンクトピック

https://www.chef.ioChefホーム
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リンクトピック

https://docs.chef.io/chef_overview.htmlChefの概要

https://docs.chef.io/Chefのドキュメント（すべて）

前提条件
シェフの前提条件は次のとおりです：

•インストールをサポートするCiscoデバイスおよびオペレーティングシステムソフトウェ
アリリースが必要です。

• Cisco Nexus 3600プラットフォームスイッチ

• Cisco Nexus 3500プラットフォームスイッチ

• Cisco Nexus 3100プラットフォームスイッチ

• Cisco Nexus 3000シリーズスイッチ

• Cisco NX-OSリリース 7.0(3)I2(1)またはそれ以降

•シェフの展開に必要なディスクストレージがデバイス上に用意されている必要がありま
す：

•ブートフラッシュに最低 500 MBの空きディスク容量

•シェフ 12.4.1以降のシェフサーバが必要です。

•シェフクライアント 12.4.1以降が必要です。

Chefクライアント NX-OS環境
chef-clientソフトウェアは、ゲストシェル（CentOSを実行する Linuxコンテナ環境）のスイッ
チにインストールする必要があります。このソフトウェアは、ホストから切り離された安全で

オープンな実行環境を提供します。

Cisco NX-OSリリース 9.2(1)以降、chef-clientの Bash-shell（NX-OSの基盤となるネイティブ
WindRiver Linux環境）インストールはサポートされなくなりました。

次のドキュメントには、エージェントソフトウェアのダウンロード、インストール、および手

順ごとのガイダンスが記載されています。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
132

アプリケーション

前提条件

https://docs.chef.io/chef_overview.html
https://docs.chef.io/


リンクトピック

cisco-cookbook::README-install-agent.mdChefクライアント：Cisco Nexusプラット
フォームでのインストールとセットアップ（手

動セットアップ）

cisco-cookbook::README-chef-provisioning.mdChefクライアント：スイッチでのインストー
ルとセットアップ（Chefプロビジョナを使用
した自動インストール）

cisco-cookbook
cisco-cookbookは、Chefレシピの抽象情報技術構成と、CiscoNexusスイッチの特定の実装の詳
細との間の、Ciscoが開発したオープンソースインターフェイスです。このクックブックは
Chef Serverにインストールされ、Cisco Nexusスイッチでの Chef Clientの適切な動作に必要で
す。

cisco-cookbookは、Chef Supermarketにあります。

次のドキュメントには、cisco-cookbookおよび一般的なクックブックのインストール手順の詳
細が記載されています。

リンクトピック

Chef Supermarket Ciscoクックブックcisco-cookbookの場所

リソースカタログ（テクノロジー別）リソースの種類のカタログ

Cisco Network Chefクックブックcisco-cookbook:ソースコードリポジトリ

Chefクックブックの設定と使用方法cisco-cookbook:セットアップと使用法

Chef SupermarketChef Supermarket

Cisco Network ChefクックブックのレシピPuppet NX-OSマニフェストの例
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第 13 章

Nexusアプリケーション開発：ISO

この章は、次の内容で構成されています。

• ISOについて（135ページ）
• ISOのインストール（135ページ）
• ISOを使用したアプリケーションの構築（136ページ）
• RPMを使用したアプリケーションのパッケージ化（137ページ）

ISOについて
ISOイメージは、サードパーティ製アプリケーションを構築し、スイッチ上でネイティブに実
行するために必要なツール、ライブラリ、およびヘッダーを含み、RPMパッケージ化された
ブート可能なWind River 5環境です。

格納ファイルはすべてを網羅しているわけではなく、特定のアプリケーションに必要な依存関

係をユーザーがダウンロードして構築する必要がある場合があります。

一部のアプリケーションは、Cisco devhub Webサイトからダウンロードしてすぐに使用できる
ようになっていて、構築する必要はありません。

（注）

ISOのインストール
ISOイメージは、次のURLからダウンロードできます：http://devhub.cisco.com/artifactory/simple/
open-nxos/7.0-3-I2-1/x86_64/satori-vm-intel-xeon-core.iso。

ISOは、仮想マシンとしてインストールすることを目的としています。仮想化ベンダーの指示
に従って、ISOをインストールします。
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手順

ステップ 1 （任意） VMwareベースのインストール。

VMWare仮想マシンに ISOイメージをインストールするには、仮想ディスクを SCSIではなく SATAとし
て構成する必要があります。

ステップ 2 （任意） QEMUベースのインストール。

次のコマンドを入力します。

bash$ qemu-img create satori.img 10G
bash$ qemu-system-x86_64 -cdrom ./satori-vm-intel-xeon-core.iso -hda ./satori.img -m 8192

ISOの起動が開始されると、メニューが表示されます。[グラフィックコンソールのインストール（Graphics
Console Install）]オプションを選択します。これにより、仮想 HDにインストールされます。インストー
ルが完了したら、仮想マシンを再起動する必要があります。

次のタスク

システムにログインするには、ログインとして rootを、パスワードとして rootを入力しま
す。

ISOを使用したアプリケーションの構築SDKおよび一般的なLinuxで動作するほとんどの構築
手順は、ISO環境にも適用されます。ただし、実行するシェル環境スクリプトはありません。
インストールされているツールを使用するには、デフォルトのパスで問題ありません。アプリ

ケーションの送信元コードは、送信元 tarファイルや gitリポジトリなどの通常のメカニズムを
使用して取得する必要があります。

送信元コードを構築します。

bash$ tar --xvzf example-lib.tgz
bash$ mkdir example-lib-install
bash$ cd example-lib/
bash$ ./configure --prefix=/path/to/example_lib_install
bash$ make

bash$ make install

ISOを使用したアプリケーションの構築
SDKおよび一般的な Linuxで動作するビルド手順のほとんどは、ISO環境にも適用されます。
ただし、実行するシェル環境スクリプトはありません。インストールされているツールを使用

するには、デフォルトのパスで問題ありません。アプリケーションの送信元コードは、送信元

tarファイルや gitリポジトリなどの通常のメカニズムを使用して取得する必要があります。
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手順

送信元コードを構築ドします。

a) tar –xvzf example-lib.tgz
b) mkdir example-lib-install
c) cd example-lib/
d) ./configure –prefix=path_to_example-lib-install
e) make
f) make install

手順は通常の Linuxです。

例：

次に、送信元コードを構築する例を示します。

bash$ tar –xvzf example-lib.tgz
bash$ mkdir example-lib-install
bash$ cd example-lib/
bash$ ./configure –prefix=<path_to_example-lib-install>
bash$ make
bach$ make install

RPMを使用したアプリケーションのパッケージ化
「make」を使用してアプリケーションが正常にビルドされた場合は、RPMにパッケージ化で
きます。

RPMおよび仕様ファイル

RPMパッケージ形式は、特定のアプリケーションの完全なインストールに必要なすべてのファ
イル（バイナリ、ライブラリ、設定、ドキュメントなど）をパッケージ化するように設計され

ています。したがって、RPMファイルを作成するプロセスは簡単ではありません。RPMビル
ドプロセスを支援するために、ビルドプロセスに関するすべてを制御する .specファイルが使
用されます。

（注）

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
137

アプリケーション

RPMを使用したアプリケーションのパッケージ化



多くのサードパーティ製アプリケーションは、tarballにパッケージ化されたソースコードの形
式でインターネット上で入手できます。多くの場合、これらの tarballには RPMビルドプロセ
スに役立つ .specファイルが含まれています。残念ながら、これらの .specファイルの多くは、
ソースコード自体ほど頻繁には更新されません。さらに悪いことに、specファイルがまったく
ない場合もあります。このような場合、RPMを構築できるように、仕様ファイルを編集また
は最初から作成する必要があります。

（注）
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第 14 章

Nexusアプリケーション開発：SDK

この章は、次の内容で構成されています。

• Cisco SDKについて（139ページ）
• SDKのインストール（139ページ）
•インストールと環境の初期化の手順（140ページ）
• SDKを使用したアプリケーションの構築（141ページ）
• RPMを使用したアプリケーションのパッケージ化（142ページ）
• RPMビルド環境の作成（143ページ）
•一般的な RPMビルド手順の使用（144ページ）
•オプションのプラグインを使用しない collectd RPMの構築例（145ページ）
•オプションの Curlプラグインを使用した collectdの RPMのビルド例（146ページ）

Cisco SDKについて
Cisco SDKは、Yocto 1.2に基づく開発キットです。Cisco NX-OSリリース 7.0(3)I2(1)以降を実
行するスイッチで実行するアプリケーションを構築するために必要なすべてのツールが含まれ

ています。基本コンポーネントは、多くのアプリケーションで一般的に使用されるCクロスコ
ンパイラ、リンカ、ライブラリ、およびヘッダーファイルです。リストはすべてを網羅してい

るわけではなく、特定のアプリケーションに必要な依存関係をダウンロードして構築する必要

がある場合があります。一部のアプリケーションは、Cisco devhub Webサイトからダウンロー
ドして使用する準備ができており、構築を必要としないことに注意してください。SDKは、ス
イッチに直接インストールできる RPMパッケージをビルドするために使用できます。

SDKのインストール
以下にシステム要件を示します。

• SDKは、ほとんどの最新の 64ビット x86_64 Linuxシステムで実行できます。CentOS 7お
よび Ubuntu 14.04で検証済みです。Bashシェルで SDKをインストールして実行します。
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• SDKには、32ビットアーキテクチャと 64ビットアーキテクチャの両方のバイナリが含
まれているため、32ビットライブラリもインストールされている x86_64 Linuxシステム
で実行する必要があります。

手順

32ビットライブラリがインストールされているかどうかを確認します。

例：

bash$ ls /lib/ld-linux.so.2

このファイルが存在する場合は、32ビットライブラリがすでにインストールされています。それ以外の場
合は、次のように 32ビットライブラリをインストールします。

• CentOS 7の場合：
bash$ sudo dnf install glibc.i686

• Ubuntu 14.04の場合：
bash$ sudo apt-get install gcc-multilib

インストールと環境の初期化の手順
SDKは https://devhub.cisco.com/artifactory/open-nxos/10.0.1/nx-linux-x86_
64-nxos-rootfs-n9k-sup-toolchain-1.1.0.shからダウンロードできます。

このファイルは自己解凍アーカイブで、SDKを任意のディレクトリにインストールできます。
SDKのインストールディレクトリへのパスの入力が求められます。

bash$ ./wrlinux-8.0.0.25-glibc-x86_64-n9000-nxos-image-rpm-sdk-sdk.sh
Wind River Linux SDK installer version 8.0-n9000
================================================
Enter target directory for SDK (default: /opt/windriver/wrlinux/8.0-n9000):
You are about to install the SDK to "/opt/windriver/wrlinux/8.0-n9000". Proceed[Y/n]? Y
Extracting
SDK...............................................................................done
Setting it up...done
SDK has been successfully set up and is ready to be used.

. environment-setup-corei7-64-nxos-linux

. environment-setup-corei7-32-nxosmllib32-linux

source environment-setup-corei7-64-nxos-linux
source environment-setup-corei7-32-nxosmllib32-linux
=============================
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source environment-setup-x86_64-wrs-linuxコマンドを使用して、SDK固有のパスをシェル環
境に追加します。これは、SDKで使用するシェルごとに実行する必要があります。これは、ビ
ルドツールとライブラリの正しいバージョンを使用するために SDKを設定するためのキーで
す。

手順

ステップ 1 インストール先ディレクトリを参照します。

ステップ 2 Bashプロンプトで次のコマンドを入力します。
bash$ source environment-setup-x86_64-wrs-linux

SDKを使用したアプリケーションの構築
一般的な Linuxビルドプロセスの多くは、このシナリオで機能します。状況に最適な方法を使
用してください。

アプリケーションパッケージのソースコードは、さまざまな方法で取得できます。たとえば、

tarファイル形式で、またはパッケージが存在する gitリポジトリからダウンロードして、ソー
スコードを取得できます。

次は最も一般的なケースの一例です。

（オプション）アプリケーションパッケージが標準の configure/make/make installを使用して
ビルドされることを確認します。

bash$ tar --xvzf example-app.tgz
bash$ mkdir example-lib-install
bash$ cd example-app/
bash$ ./configure --prefix=/path/to/example-app-install
bash$ make
bash$ make install

場合によっては、./configureスクリプトに追加のオプションを渡す必要があります。たとえば、
必要なオプションのコンポーネントと依存関係を指定する場合などです。追加オプションを渡

すかどうかは、構築するアプリケーションに完全に依存します。

例：Gangliaとその依存関係の構築

この例では、gangliaと、必要なサードパーティライブラリ（libexpat、libapr、および libconfuse）
を作成します。

libexpat

bash$ wget 'http://downloads.sourceforge.net/project/expat/expat/2.1.0/expat-2.1.0.tar.gz'
bash$ mkdir expat-install
bash$ tar xvzf expat-2.1.0.tar.gz
bash$ cd expat-2.1.0
bash$ ./configure --prefix=/home/sdk-user/expat-install
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bash$ make
bash$ make install
bash$ cd ..

libapr

bash$ wget 'http://www.eu.apache.org/dist/apr/apr-1.5.2.tar.gz'
bash$ mkdir apr-install
bash$ tar xvzf apr-1.5.2.tar.gz
bash$ cd apr-1.5.2
bash$ ./configure --prefix=/home/sdk-user/apr-install
bash$ make
bash$ make install
bash$ cd ..

libconfuse

confuseには、./configureに追加の --enable-sharedオプションが必要です。そうでない場合、必
要な共有ライブラリの代わりに静的にリンクされたライブラリが構築されます。

（注）

bash$ wget 'http://savannah.nongnu.org/download/confuse/confuse-2.7.tar.gz'
bash$ mkdir confuse-install
bash$ tar xvzf confuse-2.7.tar.gz
bash$ cd confuse-2.7
bash$ ./configure --prefix=/home/sdk-user/confuse-install --enable-shared
bash$ make
bash$ make install
bash$ cd ..

ganglia

必要なすべてのライブラリの場所が ./configureに渡されます。（注）

bash$ wget
'http://downloads.sourceforge.net/project/ganglia/ganglia%20monitoring%20core/3.7.2/ganglia-3.7.2.tar.gz'
bash$ mkdir ganglia-install
bash$ tar xvzf ganglia-3.7.2.tar.gz
bash$ cd ganglia-3.7.2
bash$ ./configure --with-libexpat=/home/sdk-user/expat-install
--with-libapr=/home/sdk-user/apr-install/bin/apr-1-config
--with-libconfuse=/home/sdk-user/confuse-install --prefix=/home/sdk-user/ganglia-install
bash$ make
bash$ make install
bash$ cd ..

RPMを使用したアプリケーションのパッケージ化
「make」を使用してアプリケーションが正常にビルドされた場合は、RPMにパッケージ化で
きます。
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RPMおよび仕様ファイル

RPMパッケージ形式は、特定のアプリケーションの完全なインストールに必要なすべてのファ
イル（バイナリ、ライブラリ、設定、ドキュメントなど）をパッケージ化するように設計され

ています。したがって、RPMファイルを作成するプロセスは簡単ではありません。RPMビル
ドプロセスを支援するために、ビルドプロセスに関するすべてを制御する .specファイルが使
用されます。

（注）

多くのサードパーティ製アプリケーションは、tarballにパッケージ化されたソースコードの形
式でインターネット上で入手できます。多くの場合、これらの tarballには RPMビルドプロセ
スに役立つ .specファイルが含まれています。残念ながら、これらの .specファイルの多くは、
ソースコード自体ほど頻繁には更新されません。さらに悪いことに、specファイルがまったく
ない場合もあります。このような場合、RPMを構築できるように、仕様ファイルを編集また
は最初から作成する必要があります。

（注）

RPMビルド環境の作成
SDKを使用して RPMをビルドする前に、RPMビルドディレクトリ構造を作成し、いくつか
の RPMマクロを設定する必要があります。

手順

ステップ 1 ディレクトリ構造を作成します：

bash$ mkdir rpmbuild
bash$ cd rpmbuild
bash$ mkdir BUILD RPMS SOURCES SPECS SRPMS

ステップ 2 上で作成したディレクトリ構造を指すように topdirマクロを設定します：
bash$ echo "_topdir ${PWD}" > ~/.rpmmacros

（注）

この手順は、現在のユーザーがすでに設定されている .rpmmacrosファイルを有していないことを前提とし
ています。既存の .rpmmacrosファイルを変更するのが不便な場合は、すべての rpmbuildコマンドラインに
次を追加できます。

--define "_topdir ${PWD}"

ステップ 3 RPM DBを更新します。
bash$ rm /path/to/sdk/sysroots/x86_64-wrlinuxsdk-linux/var/lib/rpm/__db.*
bash$ rpm --rebuilddb
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（注）

SDKの rpmおよび rpmbuildツールは、RPMデータベースとして通常の /var/lib/rpmの代わりに
/path/to/sdk/sysroots/x86_64-wrlinuxsdk-linux/var/lib/rpmを使用するように変更されま
した。この変更により、SDKを使用していない場合にホストの RPMデータベースと競合することが回避
され、ルートアクセスの必要性がなくなります。SDKのインストール後、この手順に従って SDK RPM
データベースを再構築する必要があります。

一般的な RPMビルド手順の使用
一般的な RPMビルド手順は次のとおりです。
bash$ wget --no-check-certificate --directory-prefix=SOURCES http://<URL of example-app
tarball>
bash$ # determine location of spec file in tarball:
bash$ tar tf SOURCES/example-app.tar.bz2 | grep '.spec$'
bash$ tar xkvf SOURCES/example-app.tar.bz2 example-app/example-app.spec
bash$ mv example-app/example-app.spec SPECS/
bash$ rm -rf example-app
bash$ rpmbuild -v --bb SPECS/example-app.spec

結果はRPMS/に作成されるバイナリRPMで、スイッチにコピーしてインストールできます。
アプリケーションのインストール方法と構成には様々なバリエーションがあり得ます。これら

の手順については、アプリケーションのドキュメントを参照してください。

この rpmビルドとスイッチへのインストールは、アプリケーションをサポートするために必要
なすべてのソフトウェアパッケージで必要です。SDKにまだ含まれていないソフトウェアの依
存関係を満たすことが必要な場合は、ソースコードを取得して、依存関係のあるソフトウェア

もビルドする必要があります。ビルド用のマシンでは、パッケージを手動でビルドして、依存

関係を検証することができます。次に、最も一般的な手順の例を示します。

bash$ tar xkzf example-lib.tgz
bash$ mkdir example-lib-install
bash$ cd example-lib/
bash$ ./configure --prefix=/path/to/example-lib-install
bash$ make
bash$ make install

これらのコマンドは、ビルドファイル（バイナリ、ヘッダー、ライブラリなど）をインストー

ルディレクトリに配置します。ここから、標準のコンパイラとリンカのフラグを使用して、依

存関係を満たすための新しい場所を選択できます。ライブラリなどのランタイムコードがあれ

ば、それらもスイッチにインストールする必要があるため、必要なランタイムコードを RPM
にパッケージ化しなければなりません。

Cisco devhubのWebサイトには、すでに RPM形式にまとめられているサポートライブラリが
多数あります。

（注）

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
144

アプリケーション

一般的な RPMビルド手順の使用



オプションのプラグインを使用しない collectd RPMの構
築例

ソース tarballをダウンロードし、仕様ファイルを抽出します。
bash$ wget --no-check-certificate --directory-prefix=SOURCES
https://collectd.org/files/collectd-5.5.0.tar.bz2
bash$ tar tf SOURCES/collectd-5.5.0.tar.bz2 | grep '.spec$'
collectd-5.5.0/contrib/redhat/collectd.spec
collectd-5.5.0/contrib/aix/collectd.spec
collectd-5.5.0/contrib/sles10.1/collectd.spec
collectd-5.5.0/contrib/fedora/collectd.spec
bash$ tar xkvf SOURCES/collectd-5.5.0.tar.bz2 collectd-5.5.0/contrib/redhat/collectd.spec
bash$ mv collectd-5.5.0/contrib/redhat/collectd.spec SPECS/
bash$ rm -rf collectd-5.5.0

この tarballには 4つの specファイルがあります。Red Hat仕様ファイルは最も包括的であり、
正しい collectdバージョンを含む唯一のファイルです。これを例として使用します。

この仕様ファイルは、/sbin/chkconfigを使用して collectdをインストールするように RPMを設
定します。ただし、スイッチでは、代わりに /usr/sbin/chkconfigを使用します。仕様ファイルで
編集された以下を編集します。

bash$ sed -r -i.bak 's%(^|\s)/sbin/chkconfig%\1/usr/sbin/chkconfig%' SPECS/collectd.spec

collectdには多数のオプションプラグインがあります。この仕様ファイルは、デフォルトで多
くのプラグインを有効にします。多くのプラグインには外部依存関係があるため、これらのプ

ラグインを無効にするオプションをコマンドラインに渡す必要があります。rpmbuild1つの長
いコマンドラインを入力する代わりに、次のように Bash配列でオプションを管理できます。
bash$ rpmbuild_opts=()
bash$ for rmdep in \
> amqp apache ascent bind curl curl_xml dbi ipmi java memcachec mysql nginx \
> notify_desktop notify_email nut openldap perl pinba ping postgresql python \
> rrdtool sensors snmp varnish virt write_http write_riemann
> do
> rpmbuild_opts+=("--without")
> rpmbuild_opts+=(${rmdep})
> done
bash$ rpmbuild_opts+=(--nodeps)
bash$ rpmbuild_opts+=(--define)
bash$ rpmbuild_opts+=("_unpackaged_files_terminate_build 0")

その後、次のように rpmbuildに渡され、ビルドおよびRPMパッケージプロセス全体が開始さ
れます。

bash$ rpmbuild "${rpmbuild_opts[@]}" -bb SPECS/collectd.spec

その後、RPMSディレクトリで collectdの結果の RPMを見つけることができます。
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これらのRPMファイルをスイッチにコピーし、スイッチのBashシェルからインストールする
ことができます：

bash$ rpm --noparentdirs -i /bootflash/collectd-5.5.0-1.ia32e.rpm

オプションの Curlプラグインを使用した collectdの RPM
のビルド例

collectd curlプラグインには、依存関係として libcurlがあります。

RPMビルドプロセス中にこのリンクの依存関係を満たすには、SDKで curlをダウンロードし
てビルドする必要があります。

bash$ wget --no-check-certificate http://curl.haxx.se/download/curl-7.24.0.tar.gz
bash$ tar xkvf curl-7.24.0.tar.gz
bash$ cd curl-7.24.0
bash$ ./configure --without-ssl --prefix /path/to/curl-install
bash$ make
bash$ make install
bash$ cd ..

curlバイナリとライブラリは、/path/to/curl-installにインストールされます。このディ
レクトリが存在しない場合は作成されるため、現在のユーザーには書き込み権限が必要です。

次に、ソース tarballをダウンロードし、specファイルを抽出します。この手順は、プラグイン
がない場合の collectdの例とまったく同じです。

（注）

bash$ wget --no-check-certificate --directory-prefix=SOURCES
https://collectd.org/files/collectd-5.5.0.tar.bz2
bash$ tar tf SOURCES/collectd-5.5.0.tar.bz2 | grep '.spec$'
collectd-5.5.0/contrib/redhat/collectd.spec
collectd-5.5.0/contrib/aix/collectd.spec
collectd-5.5.0/contrib/sles10.1/collectd.spec
collectd-5.5.0/contrib/fedora/collectd.spec
bash$ tar xkvf SOURCES/collectd-5.5.0.tar.bz2 collectd-5.5.0/contrib/redhat/collectd.spec
bash$ mv collectd-5.5.0/contrib/redhat/collectd.spec SPECS/
bash$ rm -rf collectd-5.5.0

この specファイルは、/sbin/chkconfigを使用して collectdをインストールするようにRPM
をセットアップします。ただし、スイッチでは、代わりに/usr/sbin/chkconfigを使用す
る必要があるため、specファイルで次のように編集します。

この tarballには 4つの specファイルがあります。Red Hatの specファイルは最も包括的であ
り、正しい collectdバージョンを含む唯一のファイルです。これを例として使用します。

（注）

bash$ sed -r -i.bak 's%(^|\s)/sbin/chkconfig%\1/usr/sbin/chkconfig%' SPECS/collectd.spec
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この点は、前の例と違っています。collectd rpmbuildプロセスは、libcurlの場所を認識する必要
があります。collectdの specファイルを編集して、以下を追加します。

SPECS/collectd.specで文字列%configureを検索します。この行とそれに続く行は、rpmbuild
が ./configureスクリプトに渡すオプションを定義します。

次のオプションを追加します：

--with-libcurl=/path/to/curl-install/bin/curl-config \

次に、rpmbuildコマンドオプションを含む Bashアレイが再度構築されます。次の違いに留意
してください。

• curlをビルドされないプラグインのリストから削除

• --with curl=forceの追加

bash$ rpmbuild_opts=()
bash$ for rmdep in \
> amqp apache ascent bind curl_xml dbi ipmi java memcachec mysql nginx \
> notify_desktop notify_email nut openldap perl pinba ping postgresql python \
> rrdtool sensors snmp varnish virt write_http write_riemann
> do
> rpmbuild_opts+=("--without")
> rpmbuild_opts+=(${rmdep})
> done
bash$ rpmbuild_opts+=("--with")
bash$ rpmbuild_opts+=("curl=force")bash$ rpmbuild_opts+=(--nodeps)
bash$ rpmbuild_opts+=(--define)
bash$ rpmbuild_opts+=("_unpackaged_files_terminate_build 0")

それからこれは次のように rpmbuildに渡され、ビルドおよびRPMパッケージプロセス全体が
開始されます：

bash$ rpmbuild "${rpmbuild_opts[@]}" -bb SPECS/collectd.spec

RPMsディレクトリ内の結果の RPMには、collectd-curlも含まれるようになりました。これら
のRPMファイルをスイッチにコピーし、スイッチのBashシェルからインストールすることが
できます：

bash$ rpm --noparentdirs -i /bootflash/collectd-5.5.0-1.ia32e.rpm
bash$ rpm --noparentdirs -i /bootflash/collectd-curl-5.5.0-1.ia32e.rpm
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第 15 章

NX-SDK

この章は次のトピックで構成されています。

• NX-SDKについて（149ページ）
•オンボックス（ローカル）アプリケーションについて（151ページ）
•デフォルト Dockerイメージ（151ページ）
• NX-SDKに関する注意事項と制限事項（151ページ）
• NX-SDK2.0について （152ページ）
• NX-SDK2.5について（152ページ）
•リモートアプリケーションについて（153ページ）
• NX-SDKセキュリティ（153ページ）
• NX SDK 2.0のセキュリティプロファイル（154ページ）

NX-SDKについて
Cisco NX-OS SDK（NX-SDK）は、自動化およびカスタムアプリケーションの作成（カスタム
の生成など）のためのインフラストラクチャへのアクセスを合理化する C++抽象化およびプ
ラグインライブラリレイヤです。

• CLI

• Syslog

•イベントマネージャとエラーマネージャ

•アプリケーション間通信

•ハイアベイラビリティ（HA）

•ルートマネージャ

NX-SDKを使用したアプリケーション開発には、C++、Python、または Goを使用できます。

要件

NX-SDKでは次の要件があります。
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• Docker

• Linux環境（Ubuntu 14.04またはCentos 6.7のいずれか）。提供されているNX-SDKDocker
コンテナを使用することをお勧めします。詳細については、「Cisco DevNet NX-SDK」を
参照してください。

ローカル（オンスイッチ）およびリモート（オフスイッチ）アプリケーションのサポート

NX-SDKを使用して開発するアプリケーションは、Cisco Nexusスイッチではなく、NX-SDK
が提供する Dockerコンテナで作成または開発することになります（オフスイッチ）。アプリ
ケーションの作成後、アプリケーションを展開できる場所を柔軟に選択できます。

•ローカル（オンボックス）アプリケーションはスイッチ上で実行されます。詳細について
は、オンボックス（ローカル）アプリケーションについて（151ページ）を参照してくだ
さい。

•リモート（オフボックス）アプリケーションは、スイッチをオフにして実行されます。こ
のオプションは NX-SDK 2.0以降でサポートされており、アプリケーションをスイッチ以
外の場所で実行するようにデプロイできます。詳細については、リモートアプリケーショ

ンについて（153ページ）を参照してください。

関連情報

Cisco NX-SDKの詳細については、次にアクセスしてください。

• Cisco DevNet NX-SDK。バージョン .mdリンク（）をクリックします。https://github.com/
CiscoDevNet/NX-SDK/blob/master/versions.mdを参照してください。

• NX-SDK Readme

必要に応じて、Ciscoは NX-SDKの情報を GitHubに追加します。

Goバインディングに関する考慮事項
Goバインディングは、NX-SDKのリリースと、アプリがローカルで実行されているかリモー
トで実行されているかに応じて、さまざまなレベルでサポートされます。

• NX-SDKリモートアプリケーションのすべてのバージョンの Goバインディングは、EFT
前の品質です。

•ローカル NX-SDK 2.0アプリケーションの Goバインディングは、EFT前です。

•ローカルNX-SDK1.7.5以前のアプリケーションのGoバインディングがサポートされてい
ます。

詳細については、「NX-SDKアプリケーションのGOバインディング」を参照してください。
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オンボックス（ローカル）アプリケーションについて
オンボックス（ローカル）アプリケーションでは、NX-SDKをインストールし、選択したサ
ポート対象言語でアプリケーションをビルドし、スイッチにインストールできる .rpmファイ

ルとしてアプリをパッケージ化し、スイッチにアプリケーションをインストールして実行しま

す。。.rpmファイルは手動で生成することも、自動生成することもできます。

アプリケーション開発は、NX-SDKが提供するコンテナで行われます。ローカルアプリケー
ションには、リモートアプリケーションとは異なるコンテナとツールを使用します。詳細につ

いては、デフォルト Dockerイメージ（151ページ）を参照してください。

ローカルアプリケーションのビルド、インストール、および実行については、Cisco DevNet
NX-SDKを参照してください。

デフォルト Dockerイメージ
NX-SDKには、ローカルまたはリモートで使用するための次の Dockerイメージとツールがデ
フォルトで含まれています。

目次使用方法

Cisco ENXOS SDK

クロスコンパイル用のWind River Linux
（WRL）ツールチェーン

多言語バインディングツールキット

NX-SDK 1.75以降、Goコンパイラ

スイッチの場合

事前にビルドされた libnxsdk.soを備えた
NX-SDK多言語バインディングツールキット

Goコンパイラ

RapidJSON

リモート APIサポートのための gRPC

オフスイッチ（リモート）

詳細については、https://github.com/CiscoDevNet/NX-SDK#readmeを参照してください。

NX-SDKに関する注意事項と制限事項
NX-SDKには、アプリケーションをローカル（オンボックス）またはリモート（オフボック
ス）で実行するための使用上の注意事項と制限事項があります。

注意事項と制限事項については、Cisco DevNet NX-SDKの「役立つメモ」を参照してくださ
い。
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NX-SDK2.0について
NX-SDKバージョン 2.0は、開発者が必要な場所でアプリケーションを実行できる実行環境の
柔軟性を可能にします。このバージョンの NX-SDKでは、アプリケーションは引き続きコン
テナ内のスイッチをオフにして開発されますが、たとえばクラウドなどで、アプリケーション

をスイッチ上またはスイッチ外のいずれかで実行できます。

NX-SDK 2.0には次のような利点があります。

•スイッチをお客様の環境に簡単に統合できます。

•スイッチがデータセンター、パブリッククラウド、プライベートクラウドでシームレス
に動作できるようにする拡張性。

•スイッチレベルのリソースでの変更がアプリケーションの変更または書き換えを必要とし
ないように、スイッチリソースから顧客アプリを切り離します。

•アプリケーションがリンクするための使いやすいAPIを備えた単一のライブラリ。これに
より、スイッチの相互作用が簡素化され、アプリケーションをより簡単に記述およびデ

バッグできる高水準言語で記述できます。

•リモートサービスの実行は、オンボックスアプリケーションよりも安全です。

詳細については、https://github.com/CiscoDevNet/NX-SDK/blob/master/readmes/NXSDK_in_NXOS.md
を参照してください。

NX-SDK2.5について
Cisco NX-OS Release 9.3(3)以降では、ストリーミング Syslog機能が追加されています。

詳細については、『CiscoDevNet』を参照してください。https://github.com/CiscoDevNet/NX-SDK/
blob/master/versions.md

表 4 : syslogイベント

詳細機能

• CiscoNX-OS syslogイベントに登録するカ
スタムアプリケーションの機能。

•詳細については、nx_trace.hのwatchSyslog
および postSyslogCb APIを参照してくだ
さい。https://wwwin-github.cisco.com/
sathsrin/nxsdk/blob/master/include/nx_trace.h

syslogイベント
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リモートアプリケーションについて
リモートアプリケーションは、Cisco Nexusスイッチではない別のスイッチに置くことができ
ます。リモートまたはオフボックスのアプリケーションは、NX-SDKレイヤを介して呼び出
し、スイッチと対話して情報の読み取り（取得）または情報の書き込み（設定）をします。

ローカルとリモートの両方のNX-SDKアプリケーションは同じAPIを使用するため、NX-SDK
アプリケーションをオンボックスまたはオフボックスで柔軟に展開できます。

リモートで実行するには、アプリケーションが特定の要件を満たしている必要があります。詳

細については、https://github.com/CiscoDevNet/NX-SDK/blob/master/readmes/NXSDK_in_NXOS.md
を参照してください。

2.0より前の NX-SDKアプリケーションの後方互換性

NX-SDK2.0には、NX-SDKv1.75アプリケーションの開発方法に応じて、条件付きの後方互換
性があります。

•通常、NX-SDKは、NX-SDK 2.0より前に作成したアプリのリモート実行をサポートして
おり、アプリを完全に書き直す必要はありません。代わりに、API呼び出しを変更するた
めに変更せずに、同じアプリを再利用できます。新しい NX-SDK 2.0モデルで古いアプリ
をサポートするには、API呼び出しで IPおよびポートのパラメータを提供する必要があり
ます。これらのパラメータは NX-SDK 1.75以前では使用できませんが、アプリが SDK
サーバにエクスポートできる環境変数として IPアドレスとポート情報を追加できます。

•ただし、NX-SDK 2.0より前のアプリの下位互換性がサポートされていない場合がありま
す。古いアプリの一部のAPIは、リモートでの実行をサポートしていないか、実行できな
い可能性があります。この場合、APIは例外をスローできます。元のアプリケーションに
対する例外処理の完全性と堅牢性によっては、アプリケーションが予期しない動作をする

可能性があり、最悪の場合、クラッシュする可能性があります。

詳細については、https://github.com/CiscoDevNet/NX-SDK/blob/master/readmes/NXSDK_in_NXOS.md
を参照してください。

NX-SDKセキュリティ
NX-OS 9.3（1）以降、NX-SDK 2.0は次のセキュリティ機能をサポートしています。

•セッションセキュリティ。リモートアプリケーションは、トランスポートレイヤーサー
ビス（TLS)を介してスイッチ上の NX SDKサーバに接続し、アプリケーションとスイッ
チの NX SDKサーバ間に暗号化されたセッションを提供できます。

•サーバ証明書のセキュリティ。Cisco NX-OS 9.3（1）を使用した新しいスイッチ展開の場
合、NX-SDKサーバは 1日限りの一時証明書を生成して、カスタム証明書をインストール
するのに十分な時間を提供します。
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たとえば、以前のNX-SDKバージョンからNX-SDK 2.0にアップグレードする場合など、
NX-SDKサーバにカスタム証明書がすでにインストールされている場合、既存の証明書は
アップグレード後も保持され、使用されます。

• API書き込み呼び出し制御。NX-SDK 2.0では、セキュリティプロファイルが導入されて
います。これにより、アプリケーションが NX-SDKサーバをどの程度制御できるかを制
御するための事前定義されたポリシーを選択できます。セキュリティプロファイルに関

する詳細情報を入手するには、 NX SDK 2.0のセキュリティプロファイル（154ページ）
を参照します。

NX SDK 2.0のセキュリティプロファイル
以前のリリースでは、SDKバージョン 1.75の APIは、イベントのデータの読み取りと取得の
みが許可されていました。Cisco NX-OSリリース 9.3(1)以降、NX-SDK 2.0は書き込みコール
を含むさまざまなタイプの操作をサポートします。

アプリがスイッチを読み書きする機能は、セキュリティプロファイルを介して制御できます。

セキュリティプロファイルは、スイッチで実行されているアプリケーションのサービスに付加

されるオプションのオブジェクトです。セキュリティプロファイルは、スイッチに書き込むア

プリケーションの機能を制御し、スイッチ機能を変更、削除、または構成するアプリケーショ

ンの機能を制御します。デフォルトでは、アプリケーションの書き込みは許可されていないた

め、アプリケーションごとに、スイッチへの書き込みアクセスを有効にするセキュリティプロ

ファイルを作成する必要があります。

Ciscoの NX-SDKは、次のセキュリティプロファイルを提供します。

値説明プロファイル

これはデフォルトプロファイ

ルです。

CLIの追加を除き、API呼び出しが
スイッチに書き込まれないようにし

ます。

拒否

スロットルは 50回のAPI呼び
出しであり、スロットルは 5
秒後にリセットされます。

スイッチを変更するAPIを許可しま
すが、指定された数の呼び出しまで

のみ許可します。このセキュリティ

プロファイルは、スロットリングを

適用してAPI呼び出しの数を制御し
ます。

アプリケーションは制限まで書き込

むことができますが、制限を超える

と書き込みが停止し、応答でエラー

メッセージが送信されます。

スロットル

スイッチを変更するAPIは制限なし
で許可されます

許可
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NX-SDKのセキュリティプロファイルの詳細については、[NX-SDKアプリケーションのセキュ
リティプロファイル（Security Profiles for NX-SDK Applications）]を参照してください。

アプリケーションの構築、インストール、および実行の詳細については、CiscoDevNetNX-SDK
にアクセスしてください。
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第 16 章

Cisco NX-OSでの Dockerの使用

この章は次のトピックで構成されています。

• Cisco NX-OSでの Dockerについて（157ページ）
•注意事項と制約事項（158ページ）
• Cisco NX-OS内で Dockerコンテナを設定するための前提条件（158ページ）
• Dockerデーモンの開始（159ページ）
•自動的に起動するように Dockerを構成する（159ページ）
• Dockerコンテナの開始:ホストネットワークモデル（160ページ）
• Dockerコンテナの開始:ブリッジ型ネットワークモデル（161ページ）
• Dockerコンテナでのブートフラッシュおよび揮発性パーティションのマウント（162ペー
ジ）

•拡張 ISSUスイッチオーバーでの Dockerデーモンの永続性の有効化（163ページ）
• Dockerストレージバックエンドのサイズ変更（164ページ）
• Dockerデーモンの停止（166ページ）
• Dockerコンテナセキュリティ（167ページ）
• Dockerのトラブルシューティング（169ページ）

Cisco NX-OSでの Dockerについて
Dockerは、すべての依存関係とライブラリと共にパッケージ化された、コンテナー内で安全に
分離されたアプリケーションを実行する方法を提供します。Dockerの詳細にを表示するために
https://docs.docker.com/を参照してください。

Cisco NX-OSリリース 9.2（1）以降、スイッチ上の Cisco NX-OS内で Dockerを使用するため
のサポートが追加されました。

スイッチに含まれる Dockerのバージョンは CE 18.09.0です。Dockerデーモンはデフォルトで
は実行されていません。手動で起動するか、スイッチの起動時に自動的に再起動するように設

定する必要があります。

このセクションでは、スイッチ環境の特定のコンテキストで Dockerを有効にして使用する方
法について説明します。一般的な Dockerの使用方法と機能の詳細については、
https://docs.docker.com/にある Dockerのドキュメントを参照してください。
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注意事項と制約事項
次に、スイッチ上の Cisco NX-OSで Dockerを使用するためのガイドラインと制限事項を示し
ます。

• Docker機能は、少なくとも 8 GBのシステム RAMを備えたスイッチでサポートされてい
ます。

Cisco NX-OS内で Dockerコンテナを設定するための前提
条件

スイッチの Cisco NX-OSで Dockerを使用するための前提条件は次のとおりです：

•ホスト Bashシェルを有効にします。スイッチの Cisco NX-OSでDockerを使用するには、
ホスト Bashシェルのルートユーザーである必要があります：
switch# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# feature bash-shell

•スイッチが HTTPプロキシサーバを使用するネットワーク内にある場合、http_proxyと

https_proxy環境変数を /etc/sysconfig/dockerに構成する必要があります。

•スイッチのクロックが正しく設定されていることを確認してください。そうしないと、次
のエラーメッセージが表示される場合があります：

x509: certificate has expired or is not yet valid

•ドメイン名とネームサーバがネットワークに対して適切に構成されていること、および
/etc/resolv.confファイルに反映されていることを確認します：

switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vrf context management
switch(config-vrf)# ip domain-name ?
WORD Enter the default domain (Max Size 64)

switch(config-vrf)# ip name-server ?
A.B.C.D Enter an IPv4 address
A:B::C:D Enter an IPv6 address

root@switch# cat /etc/resolv.conf
domain cisco.com #bleed
nameserver 171.70.168.183 #bleed
root@switch#
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Dockerデーモンの開始
初めてDockerデーモンを開始すると、固定サイズのバックエンドストレージスペースがブー
トフラッシュの dockerpartと呼ばれるファイルに切り出され、次に /var/lib/dockerにマウン

トされます。必要に応じて、Dockerデーモンを初めて開始する前に /etc/sysconfig/dockerを

編集して、この領域のデフォルトサイズを調整できます。後で説明するように、必要に応じて

このストレージスペースのサイズを変更することもできます。

Dockerデーモンを開始するには：

手順

ステップ 1 Bashを読み込み、スーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 Dockerデーモンを起動します。
root@switch# service docker start

ステップ 3 ステータスをチェックします。

root@switch# service docker status
dockerd (pid 3597) is running...
root@switch#

（注）

Dockerデーモンを起動したら、ブートフラッシュの dockerpartファイルを削除したり、改ざんしたりし

ないでください。これは、dockerの機能にとって重要であるからです。
switch# dir bootflash:dockerpart
2000000000 Mar 14 12:50:14 2018 dockerpart

自動的に起動するように Dockerを構成する
スイッチの起動時に常に自動的に起動するように Dockerデーモンを構成できます。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -
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ステップ 2 chkconfigユーティリティを使用して、Dockerサービスを永続化します。
root@switch# chkconfig --add docker
root@n9k-2#

ステップ 3 chkconfigユーティリティを使用して、Dockerサービスの設定を確認します。
root@switch# chkconfig --list | grep docker
docker 0:off 1:off 2:on 3:on 4:on 5:on 6:off
root@switch#

ステップ 4 Dockerが自動的に起動しないように構成を削除するには：
root@switch# chkconfig --del docker
root@switch# chkconfig --list | grep docker
root@switch#

Dockerコンテナの開始:ホストネットワークモデル
Dockerコンテナがデータポートと管理を含むすべてのホストネットワークインターフェイス
にアクセスできるようにする場合は、--networkホストオプションを使用して Dockerコンテ
ナを起動します。コンテナ内のユーザーは、ip netns exec <net_namespace> <cmd>を使用し

て、/var/run/netns（Cisco NX-OSで設定されたさまざまなVRFに対応）でさまざまなネット
ワーク名前空間を切り替えることができます。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 Dockerコンテナを開始します。

以下は、スイッチで Alpine Dockerコンテナを起動し、すべてのネットワークインターフェイスを表示す
る例です。コンテナは、デフォルトで管理ネットワークの名前空間で起動されます。

root@switch# docker run --name=alpinerun -v /var/run/netns:/var/run/netns:ro,rslave --rm --network
host --cap-add SYS_ADMIN -it alpine
/ # apk --update add iproute2
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/main/x86_64/APKINDEX.tar.gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/community/x86_64/APKINDEX.tar.gz
(1/6) Installing libelf (0.8.13-r3)
(2/6) Installing libmnl (1.0.4-r0)
(3/6) Installing jansson (2.10-r0)
(4/6) Installing libnftnl-libs (1.0.8-r1)
(5/6) Installing iptables (1.6.1-r1)
(6/6) Installing iproute2 (4.13.0-r0)
Executing iproute2-4.13.0-r0.post-install
Executing busybox-1.27.2-r7.trigger
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OK: 7 MiB in 17 packages
/ #
/ # ip netns list
management
default
/ #
/ # ip address
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_lft forever preferred_lft forever
inet6 ::1/128 scope host
valid_lft forever preferred_lft forever
2: tunl0@NONE: <NOARP> mtu 1480 qdisc noop state DOWN group default
link/ipip 0.0.0.0 brd 0.0.0.0
3: gre0@NONE: <NOARP> mtu 1476 qdisc noop state DOWN group default
link/gre 0.0.0.0 brd 0.0.0.0
...
/ #
/ # ip netns exec default ip address
1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/16 scope host lo
valid_lft forever preferred_lft forever
2: dummy0: <BROADCAST,NOARP> mtu 1500 qdisc noop state DOWN group default
link/ether 42:0d:9b:3c:d4:62 brd ff:ff:ff:ff:ff:ff
3: tunl0@NONE: <NOARP> mtu 1480 qdisc noop state DOWN group default
link/ipip 0.0.0.0 brd 0.0.0.0
...

Dockerコンテナの開始:ブリッジ型ネットワークモデル
Dockerコンテナに外部ネットワーク接続（通常は管理インターフェースを介して）のみを許可
し、特定のデータポートまたは他のスイッチインターフェースへの可視性を必ずしも気にし

ない場合は、デフォルトの Dockerブリッジネットワークモデルで Dockerコンテナを開始で
きます。これは、ネットワーク名前空間の分離も提供するため、前のセクションで説明したホ

ストネットワーキングモデルよりも安全です。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 Dockerコンテナを開始します。

以下は、スイッチで Alpine Dockerコンテナを開始し、iproute2パッケージをインストールする例です。

root@switch# docker run -it --rm alpine
/ # apk --update add iproute2
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/main/x86_64/APKINDEX.tar.gz
fetch http://dl-cdn.alpinelinux.org/alpine/v3.7/community/x86_64/APKINDEX.tar.gz
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(1/6) Installing libelf (0.8.13-r3)
(2/6) Installing libmnl (1.0.4-r0)
(3/6) Installing jansson (2.10-r0)
(4/6) Installing libnftnl-libs (1.0.8-r1)
(5/6) Installing iptables (1.6.1-r1)
(6/6) Installing iproute2 (4.13.0-r0)
Executing iproute2-4.13.0-r0.post-install
Executing busybox-1.27.2-r7.trigger
OK: 7 MiB in 17 packages
/ #
/ # ip netns list
/ #

ステップ 3 ユーザー名前空間の分離を設定するかどうかを決定します。

ブリッジネットワークモデルを使用するコンテナの場合、ユーザー名前空間の分離を設定して、セキュリ

ティをさらに向上させることもできます。詳細については、「ユーザー[名前空間（namespace）]の分離に
よる Dockerコンテナの保護（167ページ）」を参照してください。

標準のDockerポートオプションを使用して、sshdなどのコンテナー内からサービスを公開できます。例：
root@switch# docker run -d -p 18877:22 --name sshd_container sshd_ubuntu

これにより、コンテナ内のポート 22がスイッチのポート 18877にマップされます。次の例に示すように、
ポート 18877を介してサービスに外部からアクセスできるようになりました。
root@ubuntu-vm# ssh root@ip_address -p 18887

Dockerコンテナでのブートフラッシュおよび揮発性パー
ティションのマウント

Dockerコンテナの runコマンドで -v /bootflash:/bootflashおよび -v /volatile:/volatileオ

プションを渡すことで、ブートフラッシュおよび揮発性パーティションをDockerコンテナに表示で
きます。これは、新しい NX-OSシステムイメージをブートフラッシュにコピーするなど、コ
ンテナ内のアプリケーションがホストと共有するファイルにアクセスする必要がある場合に役

立ちます。

この -vコマンドオプションを使用すると、任意のディレクトリをコンテナにマウントでき、
NX-OSシステムの動作に影響を与える可能性のある情報漏えいやその他のアクセスが発生す
る可能性があります。これを、NX-OS CLIを使用してすでにアクセス可能な /bootflashや
/volatileなどのリソースに制限します。

（注）
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手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 Dockerコンテナの実行コマンドに -v /bootflash:/bootflashおよび -v /volatile:/volatileオプションを

渡します。

root@switch# docker run -v /bootflash:/bootflash -v /volatile:/volatile -it --rm alpine
/# ls /
bin etc media root srv usr
bootflash home mnt run sys var
dev lib proc sbin tmp volatile
/ #

拡張 ISSUスイッチオーバーでの Dockerデーモンの永続
性の有効化

Dockerデーモンと実行中のコンテナの両方を拡張 ISSUスイッチオーバーで持続させることが
できます。これが可能なのは、バックエンドのDockerストレージが存在するブートフラッシュ
が同じであり、アクティブスーパーバイザとスタンバイスーパーバイザの両方で共有される

ためです。

Dockerコンテナは、切り替え中に中断（再起動）されるため、継続的に実行されません。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 スイッチオーバーを開始する前に、chkconfigユーティリティを使用してDockerサービスを永続化します。
root@switch# chkconfig --add docker
root@n9k-2#

ステップ 3 スイッチオーバー後にコンテナが自動的に再起動されるように、--restart without-stoppedオプションを

使用してコンテナを起動します。

次の例では、Alpineコンテナを開始し、明示的に停止するか、Dockerを再起動しない限り、常に再起動す
るように構成します。
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root@switch# docker run -dit --restart unless-stopped alpine
root@n9k-2#

Dockerコンテナは、切り替え中に中断（再起動）されるため、継続的に実行されません。

Dockerストレージバックエンドのサイズ変更
Dockerデーモンを起動または使用した後、必要に応じて Dockerバックエンドストレージス
ペースのサイズを増やすことができます。

手順

ステップ 1 Guest Shellを無効にします。

ゲストシェルを無効にしないと、サイズ変更が妨げられる可能性があります。

switch# guestshell disable
You will not be able to access your guest shell if it is disabled. Are you sure you want to disable
the guest shell? (y/n) [n] y
switch# 2018 Mar 15 17:16:55 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Deactivating virtual
service 'guestshell+'
2018 Mar 15 17:16:57 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully deactivated virtual
service 'guestshell+'

ステップ 2 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 3 現在利用可能なストレージ容量に関する情報を取得します。

root@switch# df -kh /var/lib/docker
Filesystem Size Used Avail Use% Mounted on
/dev/loop12 1.9G 7.6M 1.8G 1% /var/lib/docker
root@n9k-2#

ステップ 4 Dockerデーモンを停止します。
root@switch# service docker stop
Stopping dockerd: dockerd shutdown

ステップ 5 Dockerバックエンドストレージスペース（/bootflash/dockerpart）の現在のサイズに関する情報を取

得します。

root@switch# ls -l /bootflash/dockerpart
-rw-r--r-- 1 root root 2000000000 Mar 15 16:53 /bootflash/dockerpart
root@n9k-2#

ステップ 6 Dockerバックエンドストレージスペースのサイズを変更します。
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たとえば、次のコマンドはサイズを 500メガバイト増やします。
root@switch# truncate -s +500MB /bootflash/dockerpart
root@n9k-2#

ステップ 7 Dockerバックエンドストレージスペースのサイズに関する最新情報を取得して、サイズ変更プロセスが
正常に完了したことを確認します。

たとえば、次の出力は、Dockerバックエンドストレージのサイズが 500メガバイト増加したことを確認
します。

root@switch# ls -l /bootflash/dockerpart
-rw-r--r-- 1 root root 2500000000 Mar 15 16:54 /bootflash/dockerpart
root@n9k-2#

ステップ 8 /bootflash/dockerpartのファイルシステムのサイズを確認します。

root@switch# e2fsck -f /bootflash/dockerpart
e2fsck 1.42.9 (28-Dec-2013)
Pass 1: Checking inodes, blocks, and sizes
Pass 2: Checking directory structure
Pass 3: Checking directory connectivity
Pass 4: Checking reference counts
Pass 5: Checking group summary information
/bootflash/dockerpart: 528/122160 files (0.6% non-contiguous), 17794/488281 blocks

ステップ 9 /bootflash/dockerpartのファイルシステムのサイズを変更します。

root@switch# /sbin/resize2fs /bootflash/dockerpart
resize2fs 1.42.9 (28-Dec-2013)
Resizing the filesystem on /bootflash/dockerpart to 610351 (4k) blocks.
The filesystem on /bootflash/dockerpart is now 610351 blocks long.

ステップ 10 /bootflash/dockerpartのファイルシステムのサイズを再度チェックして、ファイルシステムのサイズ

が正常に変更されたことを確認します。

root@switch# e2fsck -f /bootflash/dockerpart
e2fsck 1.42.9 (28-Dec-2013)
Pass 1: Checking inodes, blocks, and sizes
Pass 2: Checking directory structure
Pass 3: Checking directory connectivity
Pass 4: Checking reference counts
Pass 5: Checking group summary information
/bootflash/dockerpart: 528/154736 files (0.6% non-contiguous), 19838/610351 blocks

ステップ 11 Daemonデーモンを再起動します。
root@switch# service docker start
Updating certificates in /etc/ssl/certs...
0 added, 0 removed; done.
Running hooks in /etc/ca-certificates/update.d...
done.
Starting dockerd with args '--debug=true':

ステップ 12 使用可能なストレージ領域の大きさを確認します。

root@switch# df -kh /var/lib/docker
Filesystem Size Used Avail Use% Mounted on
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/dev/loop12 2.3G 7.6M 2.3G 1% /var/lib/docker

ステップ 13 BASHシェルを終了します。
root@switch# exit
logout
switch#

ステップ 14 Guest Shellを有効にします。
switch# guestshell enable

switch# 2018 Mar 15 17:12:53 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Activating virtual
service 'guestshell+'
switch# 2018 Mar 15 17:13:18 switch %$ VDC-1 %$ %VMAN-2-ACTIVATION_STATE: Successfully activated
virtual service 'guestshell+'

Dockerデーモンの停止
Dockerを今後使用しない場合は、このトピックの手順に従ってDockerデーモンを停止します。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 Dockerデーモンを停止します。
root@switch# service docker stop
Stopping dockerd: dockerd shutdown

ステップ 3 Dockerデーモンが停止していることを確認します。
root@switch# service docker status
dockerd is stopped
root@switch#

（注）

必要に応じて、この時点でブートフラッシュの dockerpartファイルを削除することもできます。

switch# delete bootflash:dockerpart
Do you want to delete "/dockerpart" ? (yes/no/abort) y
switch#
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Dockerコンテナセキュリティ
Dockerコンテナのセキュリティに関する推奨事項は次のとおりです。

•可能であれば、別のユーザー [名前空間（namespace）]で実行します。

•可能であれば、別のネットワーク [名前空間（namespace）]で実行します。

• cgroupを使用して技術情報を制限します。既存の cgroup（ ext_ser）が作成され、ホスト

されているアプリケーションを、プラットフォームチームがスイッチで実行される追加の

ソフトウェアに対して妥当と見なしたものに制限します。Dockerでは、これを使用して、
コンテナごとの技術情報を制限できます。

•不要な POSIX機能を追加しないでください。

ユーザー[名前空間（namespace）]の分離による Dockerコンテナの保
護

ブリッジネットワークモデルを使用するコンテナの場合、ユーザー名前空間の分離を設定し

て、セキュリティをさらに向上させることもできます。詳細については、「https://docs.docker.com/
engine/security/userns-remap/」を参照してください。

手順

ステップ 1 システムに dockremapグループがすでに存在するかどうかを確認します。

dockremapユーザーは、デフォルトでシステムにすでに設定されている必要があります。dockremapグルー

プがまだ存在しない場合は、次の手順に従って作成します。

a) 次のコマンドを入力して dockremapグループを作成します。

root@switch# groupadd dockremap -r

b) dockremapユーザーを作成します（まだ存在していない場合）。

root@switch# useradd dockremap -r -g dockremap

c) dockremapグループと dockremapユーザーが正常に作成されたことを確認します。

root@switch# id dockremap
uid=999(dockremap) gid=498(dockremap) groups=498(dockremap)
root@switch#

ステップ 2 再マップされた必要な IDと範囲を /etc/subuidと /etc/subgidに追加します。

例：
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root@switch# echo "dockremap:123000:65536" >> /etc/subuid
root@switch# echo "dockremap:123000:65536" >> /etc/subgid

ステップ 3 テキストエディタを使用して、--userns-remap=defaultオプションを /etc/sysconfig/dockerファイルの

other_argsフィールドに追加します。

例：

other_args="–debug=true --userns-remap=default"

ステップ 4 [サービス ドッカー [re]start（service docker [re]start）]を使用して、Dockerデーモンを再起動するか、
まだ実行されていない場合は起動します。

例：

root@switch# service docker [re]start

ユーザー名前空間の分離によるコンテナの構成と使用の詳細については、https://docs.docker.com/engine/
security/userns-remap/で Dockerのドキュメントを参照してください。

cgroupパーティションの移動

サードパーティサービスの cgroupパーティションは ext_serで、CPU使用率をコアあたり
25%に制限します。この ext_serパーティションで Dockerコンテナを実行することをお勧め
します。

--cgroup-parent=/ext_ser/オプションを指定せずにDockerコンテナを実行すると、最大 100%
のホストCPUアクセスが可能になり、CiscoNX-OSの通常の動作を妨げる可能性があります。

手順

ステップ 1 Bashをロードしてスーパーユーザーになります。
switch# run bash sudo su -

ステップ 2 ext_serパーティションで Dockerコンテナを実行します。

例：

root@switch# docker run --name=alpinerun -v /var/run/netns:/var/run/netns:ro,rslave --rm --network
host --cgroup-parent=/ext_ser/ --cap-add SYS_ADMIN -it alpine
/ #
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Dockerのトラブルシューティング
これらのトピックでは、Dockerコンテナで発生する可能性のある問題について説明し、考えら
れる解決策を提供します。

Dockerの起動が機能不全になる
[問題：（Problem:）]Dockerの起動に失敗し、次のようなエラーメッセージが表示されます：
switch# run bash
bash-4.3$ service docker start
Free bootflash: 39099 MB, total bootflash: 51771 MB
Carving docker bootflash storage: 2000 MB
2000+0 records in
2000+0 records out
2000000000 bytes (2.0 GB) copied, 22.3039 s, 89.7 MB/s
losetup: /dev/loop18: failed to set up loop device: Permission denied
mke2fs 1.42.9 (28-Dec-2013)
mkfs.ext4: Device size reported to be zero. Invalid partition specified, or

partition table wasn't reread after running fdisk, due to
a modified partition being busy and in use. You may need to reboot
to re-read your partition table.

Failed to create docker volume

[考えられる原因：（Possible Cause:）] rootユーザーではなく、管理ユーザーとして Bashを実
行している可能性があります。

[解決策：（Solution:）] rootユーザーではなく、管理ユーザーとしてBashを実行しているかど
うかを確認します。

bash-4.3$ whoami
admin

Bashを終了し、ルートユーザーとして Bashを実行します：

bash-4.3$ exit
switch# run bash sudo su -

ストレージが不足しているため、Dockerが起動に失敗する
問題：ブートフラッシュストレージが不足しているため、Dockerの起動に失敗し、次のよう
なエラーメッセージが表示されます。

root@switch# service docker start
Free bootflash: 790 MB, total bootflash: 3471 MB
Need at least 2000 MB free bootflash space for docker storage

考えられる原因：十分な空きブートフラッシュストレージがない可能性があります。
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解決策：スペースを解放するか、必要に応じて /etc/sysconfig/dockerの変数 _dockerstrg値を
調整してから、Dockerデーモンを再起動します。
root@switch# cat /etc/sysconfig/docker
# Replace the below with your own docker storage backend boundary value (in MB)
# if desired.
boundary_dockerstrg=5000

# Replace the below with your own docker storage backend values (in MB) if
# desired. The smaller value applies to platforms with less than
# $boundary_dockerstrg total bootflash space, the larger value for more than
# $boundary_dockerstrg of total bootflash space.
small_dockerstrg=300
large_dockerstrg=2000

Docker Hubからのイメージのプルの失敗（509証明書失効エラーメッ
セージ）

問題：システムが Dockerハブからイメージをプルできず、次のようなエラーメッセージが表
示されます。

root@switch# docker pull alpine
Using default tag: latest
Error response from daemon: Get https://registry-1.docker.io/v2/: x509: certificate has
expired or is not yet valid

[考えられる原因：（Possible Cause:）]システムクロックが正しく設定されていない可能性が
あります。

[解決策：（Solution:）]クロックが正しく設定されているかどうかを確認します。

root@n9k-2# sh clock
15:57:48.963 EST Thu Apr 25 2002
Time source is Hardware Calendar

必要に応じて、時計をリセットします：

root@n9k-2# clock set hh:mm:ss { day month | month day } year

例：

root@n9k-2# clock set 14:12:00 10 feb 2018

Docker Hubからのイメージのプルの失敗（クライアントタイムアウト
エラーメッセージ）

問題：システムが Dockerハブからイメージをプルできず、次のようなエラーメッセージが表
示されます。

root@switch# docker pull alpine
Using default tag: latest
Error response from daemon: Get https://registry-1.docker.io/v2/: net/http: request
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canceled while waiting for connection (Client.Timeout exceeded while awaiting headers)

考えられる原因：プロキシまたは DNS設定が正しく設定されていない可能性があります。

解決策：プロキシ設定を確認し、必要に応じて修正してから、Dockerデーモンを再起動しま
す。

root@switch# cat /etc/sysconfig/docker | grep proxy
root@switch# service docker [re]start

DNS設定を確認し、必要に応じて修正してから、Dockerデーモンを再起動します。
root@switch# cat /etc/resolv.conf
domain cisco.com #bleed
nameserver 171.70.168.183 #bleed
root@switch# # conf t

Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vrf context management
switch(config-vrf)# ip domain-name ?
WORD Enter the default domain (Max Size 64)

switch(config-vrf)# ip name-server ?
A.B.C.D Enter an IPv4 address
A:B::C:D Enter an IPv6 address

root@switch# service docker [re]start

スイッチのリロードまたはスイッチオーバーでDockerデーモンまたは
コンテナが実行されない

問題：スイッチのリロードまたはスイッチオーバーを実行した後、Dockerデーモンまたはコン
テナーが実行されません。

考えられる原因：Dockerデーモンが、スイッチのリロードまたはスイッチオーバーで持続する
ように構成されていない可能性があります。

解決策：Dockerデーモンが chkconfigコマンドを使用してスイッチのリロードまたはスイッチ

オーバーで持続するように構成されていることを確認してから、--restart unless-stoppedオ

プションを使用して必要な Dockerコンテナを開始します。たとえば、Alpineコンテナを開始
するには：

root@switch# chkconfig --add docker
root@switch#
root@switch# chkconfig --list | grep docker
docker 0:off 1:off 2:on 3:on 4:on 5:on 6:off
root@switch# docker run -dit --restart unless-stopped alpine

Dockerストレージバックエンドのサイズ変更が失敗する
問題：Dockerバックエンドストレージのサイズを変更しようとして失敗しました。

考えられる原因：ゲストシェルが無効になっていない可能性があります。
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解決策：次のコマンドを使用して、ゲストシェルが無効になっているかどうかを確認します。

root@switch# losetup -a | grep dockerpart
root@n9k-2#

ゲストシェルが無効になっている場合、コマンドは出力を表示しません。

必要に応じて、次のコマンドを入力してゲストシェルを無効にします。

switch# guestshell disable

それでもDockerバックエンドストレージのサイズを変更できない場合は、/bootflash/dockerpart

を削除し、/etc/sysconfig/dockerの [small_]large_dockerstrgを調整してから、Dockerを再
度起動して、必要なサイズの新しい Dockerパーティションを取得します。

Dockerコンテナがポートで着信トラフィックを受信しない
問題：Dockerコンテナがポートで着信トラフィックを受信しません。

考えられる原因：Dockerコンテナが kstackポートではなく netstackポートを使用している可能
性があります。

解決策：Dockerコンテナによって使用されるエフェメラルポートが kstackの範囲内にあるこ
とを確認します。そうしないと、着信パケットがサービスのために netstackに送信され、ド
ロップされる可能性があります。

switch# show socket local-port-range
Kstack local port range (15001 - 58000)
Netstack local port range (58001 - 63535) and nat port range (63536 - 65535)
switch# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# sockets local-port-range <start_port> <end_port>
switch# run bash sudo su -
root@switch# cat /proc/sys/net/ipv4/ip_local_port_range
15001 58000
root@switch#

Dockerコンテナでデータポートと /または管理インターフェイスを表
示できません

問題： Dockerコンテナにデータポートまたは管理インターフェースが表示されません。

解決方法：

• -v /var/run/netns:/var/run/netns:ro,rslave --network hostオプションを使用して、す

べてのホスト名前空間がマップされたホストネットワーク名前空間で Dockerコンテナが
開始されていることを確認します。

•コンテナに入ると、デフォルトで管理ネットワークの名前空間に入ります。ip netnsユー

ティリティを使用して、データポートインターフェイスを持つデフォルト（init）ネッ
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トワーク名前空間に移動できます。ip netnsユーティリティは、dnf、apkなどを使用して
コンテナにインストールする必要がある場合があります。

一般的なトラブルシューティングのヒント

[問題：（Problem:）]他のトラブルシューティングプロセスを使用しても解決されなかった
Dockerコンテナに関する他の問題があります。

解決方法：

• /var/log/dockerで dockerdデバッグ出力を探して、何が問題なのかの手掛かりを見つけて
ください。

•スイッチに 8 GB以上の RAMがあることを確認します。Docker機能は、RAMが 8 GB未
満のスイッチではサポートされていません。
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第 III 部

アプリケーションホスティング
•アプリケーションホスティング（177ページ）





第 17 章

アプリケーションホスティング

ホステッドアプリケーションは Software as a Service（SaaS）ソリューションであり、コマンド
を使用してリモート実行できます。アプリケーションのホスティングによって、管理者には独

自のツールやユーティリティを利用するためのプラットフォームが与えられます。

アプリケーションホスティングは Dockerアプリケーションのみをサポートします。（注）

このモジュールでは、アプリケーションホスティング機能とその有効化の方法について説明し

ます。

•アプリケーションホスティングの注意事項と制限事項（177ページ）
•アプリケーションホスティングに関する情報（178ページ）
•アプリケーションホスティングの設定方法（179ページ）
•アプリケーションデータのコピー（189ページ）
•アプリケーションデータの削除（190ページ）
•アプリケーションホスティング設定の確認（190ページ）
•アプリケーションホスティングの設定例（193ページ）
•その他の参考資料（194ページ）
•アプリケーションホスティングに関する機能情報（195ページ）

アプリケーションホスティングの注意事項と制限事項
この項では、アプリケーションホスティング機能の注意事項と制限事項について示します。

•コンテナごとに 1つのインターフェイスのみがサポートされます。

• Cisco NX-OSリリース 10.3(3)F以降、アプリケーションホスティング機能は Cisco Nexus
3600 N3K-C36180YC-R、N3K-C3636C-R、および N3K-C36480LD-R2 PIDでのみサポート
されます。
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アプリケーションホスティングに関する情報
ここでは、アプリケーションホスティングについて説明します。

アプリケーションホスティングの必要性

仮想環境への移行により、再利用可能でポータブル、かつスケーラブルなアプリケーションを

構築する必要性が高まりました。アプリケーションのホスティングによって、管理者には独自

のツールやユーティリティを利用するためのプラットフォームが与えられます。ネットワーク

デバイスでホストされるアプリケーションは、自動化、設定管理のモニタリング、既存のツー

ルチェーンとの統合など、さまざまな目的で使用できます。

このドキュメントでは、コンテナは Dockerアプリケーションを指します。（注）

アプリケーションホスティングの概要

シスコのアプリケーションホスティングフレームワークは、デバイス上で実行される仮想化

アプリケーションやコンテナアプリケーションを管理する、NX-OSの Pythonプロセスです。

アプリケーションホスティングは、次のサービスを提供します。

•コンテナ内の指定されたアプリケーションを起動する。

•使用可能なリソース（メモリ、CPU、およびストレージ）を確認し、それらを割り当て、
管理する。

• REST APIを介してサービスへのアクセスを提供する。

• CLIエンドポイントを提供する。

• Cisco Application Framework（CAF）と呼ばれるアプリケーションホスティングインフラ
ストラクチャを提供する。

•特別なアプリケーションブリッジインターフェイスを介する、プラットフォーム固有の
ネットワーキング（パケットパス）をセットアップする。

アプリケーションホスティングのコンテナは、ホストオペレーティングシステムでゲストア

プリケーションを実行するために提供される仮想環境と呼ばれています。Cisco NX-OSアプリ
ケーションホスティング機能は、ゲストアプリケーションを実行するための管理性とネット

ワーキングモデルを提供します。仮想化インフラストラクチャにより、管理者はホストとゲス

ト間の接続を指定する論理インターフェイスを定義できます。Cisco NX-OSは、論理インター
フェイスをゲストアプリケーションが使用する仮想ネットワークインターフェイスカード

（vNIC）にマッピングします。
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コンテナに展開されるアプリケーションは、.tarまたは .tar.gzファイルとしてパッケージ化さ
れています。これらのアプリケーションに固有の構成も、.tarまたは .tar.gzファイルの一部と
してパッケージ化されています。

アプリケーションホスティングの設定方法
ここでは、アプリケーションホスティングの設定を構成するさまざまな作業について説明しま

す。

アプリケーションホスティング機能の有効化

このタスクを実行して、シスコのアプリケーションホスティング機能を有効にします。この機

能は、ホストシステム上のアプリケーションの管理、管轄、モニター、トラブルシューティン

グのためのユーザーインターフェイスコマンドと APIインターフェイスを有効にし、関連す
る様々な活動を実行できるようにします。

手順の概要

1. configure terminal
2. feature app-hosting
3. end

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

シスコアプリケーションホスティング機能を有効

にします。

feature app-hosting

例：

ステップ 2

switch(config)# feature app-hosting

グローバルコンフィギュレーションモードを終了

し、特権 EXECモードに戻ります。
end

例：

ステップ 3

switch(config)# end
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アプリケーションホスティングブリッジ接続の設定

アプリケーションコンテナへのレイヤ 3接続には、独自のエンドポイント IPv4アドレスが必
要です。NX-OSでは、アプリケーションホスティングブリッジと呼ばれる仮想ブリッジメカ
ニズムが、Cisco Nexusスイッチ内のアプリケーションコンテナをホストします。

ブリッジは、アプリケーションコンテナへのゲートウェイとして機能し、アタッチされたVRF
ルーティングコンテキストにトラフィックをルーティングするのに役立ちます。ブリッジは、

VRFコンテキストごとに、スイッチインターフェイスを介してアプリケーションのサブネッ
トトラフィックを転送します。

スイッチインターフェイスを介するネットワーク接続を使用したアプリケーションコンテナ

のホスティングには、少なくとも2つの割り当て可能なアドレスを持つ専用のエンドポイント
IPサブネットが必要です。1つの IPアドレスはアプリケーションコンテナのゲストインター
フェイス用で、もう 1つの IPアドレスはアプリケーションコンテナのゲートウェイ用です。

内部的には、アプリケーションコンテナのゲストインターフェイスは、アプリケーションホ

スティング仮想ブリッジからは独立した、仮想ネットワークインターフェイスカード（vNIC）
です。

手順の概要

1. configure terminal
2. app-hosting bridge bridge-index

3. ip address ip-address/mask

4. vrf member name

5. exit
6. app-hosting appid name

7. app-vnic gateway bridge bridge-index guest-interface guest-interface-number

8. guest-ipaddress ip-address/mask

9. exit
10. app-default-gateway ip-address guest-interface guest-interface

11. end

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal

アプリケーションホスティングブリッジを設定し、

アプリケーションホスティングブリッジ構成モー

ドを開始します。

app-hosting bridge bridge-index

例：

switch(config)# app-hosting bridge 1

ステップ 2
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目的コマンドまたはアクション

• <1-8>ブリッジインデックス

アプリケーションコンテナへのゲートウェイとし

て機能するアプリケーションブリッジ IPv4アドレ
スを設定します。

ip address ip-address/mask

例：

switch(config-app-hosting-bridge)# ip address
172.25.44.1/30

ステップ 3

（注）

IPがインターフェイスまたは仮想 IPのいずれかに
よって使用されている場合、サブネットは拒否さ

れます。

VRFコンテキストを設定します。構成していなけ
れば、VRFのデフォルトに属しています。

vrf member name

例：

ステップ 4

switch(config-app-hosting-bridge)# vrf member
overlay-VRF

アプリケーションブリッジ構成モードを終了して、

グローバル構成モードに戻ります。

exit

例：

ステップ 5

switch(config-app-hosting-bridge)# exit

アプリケーションを構成し、アプリケーションホ

スティング構成モードを開始します。

app-hosting appid name

例：

ステップ 6

switch(config)# app-hosting appid te_app

アプリケーションのゲストVNICインターフェイス
を設定し、アプリケーションホスティング vnicイ
ンターフェイスモードを開始します。

app-vnic gateway bridge bridge-index guest-interface
guest-interface-number

例：

ステップ 7

（注）switch(config-app-hosting)# app-vnic gateway
bridge 1 guest-interface 0 Cisco NX-OSリリース 10.3(3)F以降では、1つの

VNICのみを構成できます。

ブリッジ 1サブネットから使用可能な IPv4アドレ
スの 1つを設定します。

guest-ipaddress ip-address/mask

例：

ステップ 8

switch(config-app-hosting-app-vnic)#
guest-ipaddress 172.25.44.2/30

アプリケーション vnicインターフェイス構成モー
ドを終了して、アプリケーションホスティング構

成モードに戻ります。

exit

例：

switch(config-app-hosting-app-vnic)# exit

ステップ 9

ブリッジ 1サブネットから使用可能な IPv4アドレ
スを構成します。

app-default-gateway ip-address guest-interface
guest-interface

例：

ステップ 10

ステップ 3で説明されたようにゲートウェイアド
レスを構成します。
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目的コマンドまたはアクション

switch(config-app-hosting-appid)#
app-default-gateway 172.25.44.1 guest-interface
0

アプリケーションホスティング構成モードを終了

し、特権 EXECモードに戻ります。
end

例：

ステップ 11

switch(config-app-hosting)# end

アプリケーションのライフサイクル

次の EXECコマンドは、アプリケーションをアップグレードする方法を示しています。

アプリケーションのインストール後に構成の変更を行った場合、実行状態のアプリケーション

にはこれらの変更が反映されません。アプリケーションの起動後に変更を加えるには、変更を

行う前にアプリケーションを停止して非アクティブ化し、アプリケーションを再度アクティブ

化して起動します。

（注）

手順の概要

1. enable
2. app-hosting install appid application-name package package-path

3. app-hosting activate appid application-name

4. app-hosting start appid application-name

5. app-hosting stop appid application-name

6. app-hosting deactivate appidapplication-name

7. app-hosting uninstall appid application-name

手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

指定した場所からアプリケーションをインストール

します。

app-hosting install appid application-name package
package-path

例：

ステップ 2
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目的コマンドまたはアクション

switch# app-hosting install appid te_app package
bootflash:my_te_app.tar

•ローカルの保管場所（つまり、ブートフラッ
シュ）からアプリケーションをインストールす

ることができます。

アプリケーションをアクティブ化します。app-hosting activate appid application-name

例：

ステップ 3

•このコマンドは、すべてのアプリケーションリ
ソース要求を検証します。すべてのリソースがswitch# app-hosting activate appid te_app

使用可能な場合、コマンドはアプリケーション

をアクティブにします。それ以外の場合、アク

ティブ化は失敗します。

アプリケーションを起動します。app-hosting start appid application-name

例：

ステップ 4

•アプリケーションの起動スクリプトをアクティ
ブにします。switch# app-hosting start appid te_app

（任意）アプリケーションを停止します。app-hosting stop appid application-name

例：

ステップ 5

switch# app-hosting stop appid te_app

（任意）アプリケーションに割り当てられているす

べてのリソースを無効にします。

app-hosting deactivate appidapplication-name

例：

ステップ 6

switch# app-hosting deactivate appid te_app

（任意）アプリケーションをアンインストールしま

す。

app-hosting uninstall appid application-name

例：

ステップ 7

•保存されているすべてのパッケージとイメージ
をアンインストールします。また、アプリケー

switch# app-hosting uninstall appid te_app

ションに加えられたすべての変更とアップグ

レードを削除します。

アプリケーションのアップグレード

次の EXECコマンドは、アプリケーションをアップグレードする方法を示しています。

手順の概要

1. enable
2. switch# app-hosting upgrade appid application-name package package-path
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手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

既存のアプリケーションを新しいバージョンにアッ

プグレードします。その間、このコマンドはアプリ

switch# app-hosting upgrade appid application-name
package package-path

例：

ステップ 2

ケーションを停止し、アップグレードし、新しいア

プリケーションイメージでアップグレード前の状態

に戻します。
switch# app-hosting upgrade appid tea package
bootflash:thousandeyes-enterprise-agent-4.1.0.cisco.tar

（注）

• STOPPED状態のアプリケーションをアップグ
レードした場合、アップグレードが正常に完了

すると、新しい app-hosting状態はACTIVATED
に変わります。

•ローカルの保管場所（つまり、ブートフラッ
シュ）からアプリケーションをアップグレード

することができます。

Dockerランタイムオプションの設定
最大 30行のランタイムオプションを追加できます。システムは、1行目から 30行目までの連
結文字列を生成します。文字列には、複数の Dockerランタイムオプションを指定できます。

実行時オプションを変更するには、アプリケーションが非アクティブ状態になっている必要が

あります。

（注）

手順の概要

1. enable
2. configure terminal
3. app-hosting appid application-name

4. app-resource docker
5. run-opts options

6. end
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手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 2

switch# configure terminal

アプリケーションを設定し、アプリケーションホス

ティングコンフィギュレーションモードを開始し

ます。

app-hosting appid application-name

例：

switch(config)# app-hosting appid te_app

ステップ 3

アプリケーションホスティングDockerコンフィギュ
レーションモードを開始して、アプリケーションリ

ソースの更新を指定します。

app-resource docker

例：

switch(config-app-hosting)# app-resource docker

ステップ 4

Dockerランタイムオプションを指定します。run-opts options

例：

ステップ 5

switch(config-app-hosting-docker)# run-opts 1 "-v
$(APP_DATA):/data"

アプリケーションホスティングDockerコンフィギュ
レーションモードを終了し、特権EXECモードに戻
ります。

end

例：

switch(config-app-hosting-docker)# end

ステップ 6

管理インターフェイスでのアプリケーションホスティングの構成

NX-OSを使用すると、アプリケーションコンテナは Cisco NX-OS管理インターフェイスを介
してネットワーク接続を共有できます。仮想 NATブリッジを内部的に設定し、ゲスト vNIC
インターフェイスにプライベート IPアドレスを割り当てることができます。ゲストインター
フェイスのプライベート IPアドレスは、Apphostingフレームワークによって自動的に割り当
てられます。

手順の概要

1. enable
2. configure terminal
3. app-hosting appid name
4. app-vnic management guest-interface network-interface
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5. end

手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

グローバル構成モードを開始します。configure terminal

例：

ステップ 2

switch# configure terminal

アプリケーションを設定し、アプリケーションホス

ティングコンフィギュレーションモードを開始し

ます。

app-hosting appid name

例：

switch(config)# app-hosting appid te_app

ステップ 3

ゲストインターフェイスを管理ポートに接続し、ア

プリケーションホスティング管理ゲートウェイコン

フィギュレーションモードを開始します。

app-vnic management guest-interface network-interface

例：

switch(config-app-hosting)# app-vnic management
guest-interface 0

ステップ 4

• managementキーワードは、プライベート IPNAT
モードでコンテナに接続する Cisco NX-OSイン
ターフェイス mgmt0を指定します。

• guest-interfacenetwork-interfaceのキーワード引
数ペアは、Cisco NX-OS管理インターフェイス
mgmt0に接続されているコンテナの内部イーサ
ネットインターフェイス番号を指定します。こ

の例では、コンテナのイーサネット 0インター
フェイスに対して guest-interface 0を使用してい
ます。

アプリケーションホスティング管理ゲートウェイコ

ンフィギュレーションモードを終了し、特権EXEC
モードに戻ります。

end

例：

switch(config-app-hosting-mgmt-gateway)# end

ステップ 5
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アプリケーションのリソース設定の上書き

リソースの変更を有効にするには、最初に app-hosting stop および app-hosting deactivate コマ
ンドを使用してアプリケーションを停止して非アクティブ化し、次に app-hosting activate お
よび app-hosting start コマンドを使用してアプリケーションを再起動する必要があります。

これらのコマンドを使用して、リソースと app-hosting appid構成の両方をリセットできます。

手順の概要

1. enable
2. configure terminal
3. app-hosting appid name

4. app-resource profile name

5. cpu unit

6. memory memory

7. end

手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

グローバル構成モードを開始します。configure terminal

例：

ステップ 2

switch# configure terminal

アプリケーションホスティングをイネーブルにし、

アプリケーションホスティングコンフィギュレー

ションモードを開始します。

app-hosting appid name

例：

switch(config)# app-hosting appid te_app

ステップ 3

カスタムアプリケーションリソースプロファイル

を設定し、カスタムアプリケーションリソースプ

app-resource profile name

例：

ステップ 4

ロファイルコンフィギュレーションモードを開始

します。
switch(config-app-hosting)# app-resource profile
custom

•カスタムプロファイル名のみがサポートされて
います。

アプリケーションのデフォルトのCPU割り当てを変
更します。

cpu unit

例：

ステップ 5
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目的コマンドまたはアクション

switch(config-app-resource-profile-custom)# cpu
7400

•リソース値はアプリケーション固有のため、こ
れらの値を変更した場合、アプリケーションが

変更後も確実に稼働できることを確認する必要

があります。

デフォルトのメモリ割り当てを変更します。memory memory

例：

ステップ 6

switch(config-app-resource-profile-custom)# memory
2048

カスタムアプリケーションリソースプロファイル

構成モードを終了し、特権 EXECモードに戻りま
す。

end

例：

switch(config-app-resource-profile-custom)# end

ステップ 7

高度なアプリケーションホスティング機能

デフォルトでは、アプリケーションホスティング機能は、シスコがサポートする署名付きアプ

リケーションパッケージのみを許可します。シスコ以外の署名付きアプリケーション Docker
イメージをインストールするには、署名検証機能をオフにする必要があります。これはグロー

バル設定であり、インストールされているすべてのアプリケーションに影響します。app-hosting
signed-verification [disable | enable]コマンドは、署名検証を無効にし、シスコ以外のDockerア
プリケーションのインストールを支援します。

アプリケーションホスティング機能が設定されている場合、ブートフラッシュから 2 GBの
ファイルスペースがアプリケーションストレージスペースとして予約されます。特定のアプ

リケーションにさらに多くの領域が必要な場合は、パーティションサイズを増やすことができ

ます。または、app-hosting bootflash backend storage limit sizeグローバル構成コマンドを使用
して、アプリケーションのスペース要件に基づき、スペースを減らすこともできます。アプリ

ケーションは再起動します。

手順の概要

1. enable
2. configure terminal
3. app-hosting signed-verification [disable | enable]
4. app-hosting bootflash backend storage limit size

5. end
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手順の詳細

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パスワードを入力
します。switch# enable

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 2

switch# configure terminal

パッケージ検証を無効にして、シスコ以外のアプリ

ケーションを許可します。

app-hosting signed-verification [disable | enable]

例：

ステップ 3

•署名による検証はデフォルトで有効になってい
ます。

switch(config)# app-hosting signed-verification
disable

インストールするすべてのアプリケーションを考慮

して、必要なアプリケーションストレージサイズ

を設定します。

app-hosting bootflash backend storage limit size

例：

switch(config)# app-hosting bootflash backend
storage limit 600

ステップ 4

•デフォルトでは 2048 MBが使用されます。

•サイズはMB単位で指定します。ブートフラッ
シュの使用可能な空き領域よりも小さくする必

要があります。

カスタムアプリケーションリソースプロファイル

構成モードを終了し、特権 EXECモードに戻りま
す。

end

例：

switch(config-app-resource-profile-custom)# end

ステップ 5

アプリケーションデータのコピー
アプリケーションの永続データマウントからアプリケーションデータを削除するには、特権

EXECモードでapp-hosting data appid <appid> copyコマンドを使用します。

app-hosting data appid tea copy bootflash:src dest

値は次のとおりです。

srcはブートフラッシュからの送信元ファイルで、destは接続先ファイルパスです。
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アプリケーションデータの削除
アプリケーションの永続データマウントからアプリケーションデータを削除するには、特権

EXECモードでapp-hosting data appid <appid> deleteコマンドを使用します。

app-hosting data appid tea delete file

値は次のとおりです。

fileは、アプリケーションの永続データマウントから削除されるファイルです。

アプリケーションホスティング設定の確認
showコマンドを使用して設定を確認します。任意の順序でこれらのコマンドを使用できます。

手順の概要

1. show app-hosting infra
2. show app-hosting list
3. show app-hosting bridge
4. show app-hosting detail
5. show app-hosting resource
6. show app-hosting app-hosting utilization appid <app-name>
7. show-tech app-hosting

手順の詳細

手順

ステップ 1 show app-hosting infra

アプリケーションホスティングインフラの概要を表示します。

（注）

さらに操作を実行する前に、CAFを動作状態に移行します。

例：

switch(config)# show app-hosting infra
App signature verification: disabled
Docker partition size: 0 MB
Inband packet rate limit: 0 PPS
Services
-----------------------------------
CAF 1.16.0.0 : Running
HA : Running
App Manager : Running
Libvirtd 4.7.0 : Running
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Dockerd 18.09.0-ce : Running
Linux kernel 5.10.126 : Running

ステップ 2 show app-hosting list

動作しているアプリのリストを表示します。

例：

switch(config)# show app-hosting list
App id State
---------------------------------------------------------
nginx_1 started

ステップ 3 show app-hosting bridge

アプリケーションホスティングブリッジのリストを表示します。

例：

switch(config)# show app-hosting bridge
Bridge ID VRF IP Address IPv6 Address
---------------------------------------------------------------------------
1 blue 172.10.23.45/24 ::/0

ステップ 4 show app-hosting detail

プリケーションホスティングについての詳細情報を表示します。

例：

switch(config)# show app-hosting detail
App id : nginx_1
Owner : appmgr
State : started
Application
Type : docker
Name : nginx
Version : latest
Description :
Author :
Path : /bootflash/nginx.tar.gz
URL Path :
Activated profile name : default

Resource reservation
Memory : 64 MB
Disk : 10 MB
CPU : 200 units

Platform resource profiles
Profile Name CPU(unit) Memory(MB) Disk(MB)
--------------------------------------------------------------

Attached devices
Name Type Alias
---------------------------------------------
iox_trace serial/trace serial3
iox_syslog serial/syslog serial2
iox_console_aux serial/aux serial1
iox_console_shell serial/shell serial0

Network interfaces
---------------------------------------
eth0:
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MAC address : 5254.9999.0000
IPv4 address : 192.168.10.130
IPv6 address : fe80::5054:99ff:fe99:0/64
Network name : iox-nat_docker0
Tx Packets : 9
Tx Bytes : 726
Tx Errors : 0
Rx Packets : 0
Rx Bytes : 0
Rx Errors : 0

Docker
------
Run-time information
Command :
Entry-point : /docker-entrypoint.sh nginx -g 'daemon off;'
Run options in use : --publish=40080:80
Package run options :
Application health information
Status : 0
Last probe error :
Last probe output :

ステップ 5 show app-hosting resource

アプリケーションホスティングのリソースに関する情報を表示します。

例：

switch(config)# show app-hosting resource
CPU:
Total: 7400 units
Available: 7200 units
VCPU:
Application Hosting
Additional References
Application Hosting
46
Count: 1
Memory:
Total: 3840(MB)
Available: 3776(MB)
Storage space:
Total: 110745(MB)
Available: 93273(MB)
vice

ステップ 6 show app-hosting app-hosting utilization appid <app-name>

アプリケーションの使用率を表示します。

例：

switch(config)# show app-hosting utilization appid nginx_1
Application: nginx_1
CPU Utilization:
CPU Allocation: 200 units
CPU Used: 0 %
Memory Utilization:
Memory Allocation: 64 MB
Memory Used: 7000 KB
Disk Utilization:
Disk Allocation: 10 MB
Disk Used: 0 MB

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
192

アプリケーションホスティング

アプリケーションホスティング設定の確認



ステップ 7 show-tech app-hosting

すべてのアプリケーションホスティングログと、関連する依存コンポーネントログを表示します。

この show-techコマンドは、次の showコマンドの詳細を収集します。

例：

show system internal app-hosting
show system internal app-hosting event-history debug
show system internal app-hosting event-history error
show system internal app-hosting event-history msgs
show app-hosting list
show app-hosting detail
show app-hosting utilization
show app-hosting infra
show app-hosting resource
show app-hosting bridge
show routing appmgr vrf all
show routing ipv6 appmgr vrf all

アプリケーションホスティングの設定例
次に、アプリケーションホスティング機能の設定に関するさまざまな例を示します。

例：AppHosting機能の有効化

次の例は、Cisco Apphosting機能を有効にする方法を示しています。
switch# configure terminal
switch(config)# feature app-hosting
switch(config)# end

例：アプリケーションホスティングブリッジ接続の構成

この例は、アプリケーションホスティングブリッジ接続を構成する方法を示しています。

switch(config)# configure terminal
switch(config)# app-hosting bridge 1
switch(config-app-hosting-bridge)# ip address 172.25.44.1/30
switch(config-app-hosting-bridge)# vrf member overlay-VRF
switch(config-app-hosting-bridge)# exit
switch(config)# app-hosting appid te_app
switch(config- app-hosting)# app-vnic bridge 1 guest-interface 0
switch(config-app-hosting-app-vnic)# guest-ipaddress 172.25.44.2/30
switch(config-app-hosting-app-vnic)# exit
switch(config-app-hosting-appid)# app-default-gateway 172.25.44.1 guest-interface 0
switch(config-app-hosting)# end
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例：Dockerランタイムオプションの設定

この例では、Dockerランタイムオプションを設定する方法を示します。
switch> enable
switch# configure terminal
switch(config)# app-hosting appid te_app
switch(config-app-hosting)# app-resource docker
switch(config-app-hosting-docker)# run-opts 1 "-v $(APP_DATA):/data"
switch(config-app-hosting-docker)# end

例：管理インターフェイスでのアプリケーションホスティングの構成

次に、管理インターフェイスでアプリケーションホスティングを構成する例を示しま

す。

switch> enable
switch# configure terminal
switch(config)# app-hosting appid te_app
switch(config-app-hosting)# app-vnic management guest-interface 0
switch(config-app-hosting)# end

例：アプリケーションのリソース設定の上書き

この例では、アプリケーションのリソース設定を上書きする方法を示します。

switch> enable
switch# configure terminal
switch(config)# app-hosting appid te_app
switch(config-app-hosting)# app-resource profile custom
switch(config-app-resource-profile-custom)# cpu 7400
switch(config-app-resource-profile-custom)# memory 2048
switch(config-app-resource-profile-custom)# end

その他の参考資料

関連資料

マニュアルタイトル関連項目

Cisco Nexus 3000 and 9000 Series NX-API
REST SDK User Guide and API Reference
（Cisco Nexus 3000および 9000シリー
ズ NX-API REST SDKユーザガイドと
APIリファレンス）

アプリケーションホスティングの構成
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テクニカルサポート

リンク説明

http://www.cisco.com/supportCiscoのサポートWebサイトでは、Ciscoの製品やテクノロジーに
関するトラブルシューティングにお役立ていただけるように、マ

ニュアルやツールをはじめとする豊富なオンラインリソースを提

供しています。

お使いの製品のセキュリティ情報や技術情報を入手するために、

Cisco Notification Service（Field Noticeからアクセス）、Cisco
Technical Services Newsletter、Really Simple Syndication（RSS）
フィードなどの各種サービスに加入できます。

シスコのサポートWebサイトのツールにアクセスする際は、
Cisco.comのユーザ IDおよびパスワードが必要です。

アプリケーションホスティングに関する機能情報
次の表に、このモジュールで説明した機能に関するリリース情報を示します。その機能は、特

に断りがない限り、それ以降の一連のソフトウェアリリースでもサポートされます。

プラットフォームのサポートおよびシスコソフトウェアイメージのサポートに関する情報を検

索するには、Cisco Feature Navigatorを使用します。Cisco Feature Navigatorにアクセスするに
は、www.cisco.com/go/cfnにアクセスしてください。Cisco.comのアカウントは必要ありませ
ん。
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表 5 :アプリケーションホスティングに関する機能情報

機能情報リリース機能名

ホスト対象のアプリケーショ

ンは Software as a Service
（SaaS）ソリューションであ
り、ユーザーはこのソリュー

ションの実行と運用を完全に

クラウドから行うことができ

ます。このモジュールでは、

Ciscoアプリケーションホス
ティング機能とその有効化の

方法について説明します。

アプリケーションホスティン

グ機能は、以下の PIDでCisco
Nexus 3600シリーズでサポー
トされています。

• N3K-C36180YC-R

• N3K-C3636C-R

• N3K-C36480LD-R2

CiscoNX-OSリリース 10.3(3)FCiscoアプリケーションホス
ティングフレームワーク

（CAF）
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第 IV 部

NX-API
• NX-API CLI（199ページ）
• NX-API REST（235ページ）
• NX-API開発者サンドボックス（241ページ）





第 18 章

NX-API CLI

• NX-API CLIについて（199ページ）
• NX-API CLIの使用（201ページ）
• XMLおよび JSONでサポートされたコマンド（226ページ）

NX-API CLIについて
スイッチでは、コマンドラインインターフェイス（CLI）はスイッチ上でのみ実行されます。
NX-APICLIはHTTP /HTTPSを使ってスイッチの外部でCLIを使用できるようにすることで、
これらの CLIのユーザー補助を改善します。この拡張機能をスイッチの既存の Cisco NX-OS
CLIシステムに使用できます。NX-API CLIは showコマンド、構成と Linux Bashをサポートし
ます。

NX-API CLIは JSON-RPCをサポートしています。

NX- API CLIは、Cisco Nexusスイッチでの JSON/ CLIの実行もサポートしています。

転送

NX-APIは、転送のようにHTTPまたはHTTPSを使用します。CLIは、HTTP / HTTPS POST本
文にエンコードされます。

NX-APIバックエンドはNginxHTTPサーバを使用します。Nginxプロセスとそのすべての子プ
ロセスは、CPUとメモリの使用量が制限されている Linux cgroup保護下にあります。Nginxの
メモリ使用量が cgroupの制限を超えると、Nginxプロセスが再起動されて復元されます。

7.xリリースの場合、「no feature NXAPI」コマンドを使用して NX-APIを無効にした後でも、
Nginxプロセスは引き続き実行されます。これは、他の管理関連プロセスに必要です。6.xリ
リースでは、「no feature NXAPI」コマンドを実行するとすべてのプロセスが強制終了されて
いました。これは、7.xリリースでの動作の変更です。

（注）
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メッセージ形式

• NX-API XML出力は、情報を使いやすいフォーマットで表示します。

• NX-API XMLは、Cisco NX-OS NETCONF導入に直接マッピングされません。

• NX-API XML出力は、JSONに変換できます。

（注）

セキュリティ

NX-APIは HTTPSをサポートします。HTTPSを使用すると、デバイスへのすべての通信が暗
号化されます。

NX-APIは、デバイスの認証システムに統合されています。ユーザーは、NX-APIを介してデ
バイスにアクセスするための適切なアカウントを持っている必要があります。NX-APIでは
HTTP basic認証が使用されます。すべてのリクエストには、HTTPヘッダーにユーザー名とパ
スワードが含まれている必要があります。

ユーザーのログイン資格情報を保護するには、HTTPSの使用を検討する必要があります。（注）

[機能（feature）]マネージャCLIコマンドを使用して、NX-APIを有効にすることができます。
NX-APIはデフォルトで無効になっています。

NX-APIは、ユーザーが最初に認証に成功したときに、セッションベースのCookie、nxapi_auth
を提供します。セッションCookieを使用すると、デバイスに送信される後続のすべてのNX-API
要求にユーザー名とパスワードが含まれます。ユーザー名とパスワードは、完全な認証プロセ

スの再実行をバイパスするために、セッション Cookieで使用されます。セッション Cookieが
後続の要求に含まれていない場合は、別のセッション Cookieが必要であり、認証プロセスに
よって提供されます。認証プロセスの不必要な使用を避けることで、デバイスのワークロード

を軽減できます。

nxapi_auth cookieは 600秒（10分）で期限切れになります。この値は固定されており、調整で
きません。

（注）

NX-APIは、スイッチ上の Programmable Authentication Module（PAM）を使用して認証を行い
ます。cookieを使用して PAMの認証数を減らし、PAMの負荷を減らします。

（注）
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NX-API CLIの使用
スイッチのコマンド、コマンドタイプ、および出力タイプは、CLIをHTTP/HTTPS POSTの本
文にエンコードすることにより、NX-APIを使用して入力されます。要求に対する応答は、XML
または JSON出力形式で返されます。

NX-API応答コードの詳細については、NX-API応答コードの表（223ページ）を参照してくだ
さい。

（注）

デバイスで feature manager CLIコマンドを使用してNX-APIを有効にする必要があります。デ
フォルトでは、NX-APIは無効になっています。

次の例は、NX-API CLIを構成して起動する方法を示しています。

•管理インターフェイスを有効にします。
switch# conf t
switch(config)# interface mgmt 0
switch(config)# ip address 192.0.20.123/24
switch(config)# vrf context managment
switch(config)# ip route 10.0.113.1/0 1.2.3.1

• NX-API nxapi機能を有効にします。

switch# conf t
switch(config)# feature nxapi

次の例は、リクエストとそのレスポンスを XML形式で示しています。

要求:
<?xml version="1.0" encoding="ISO-8859-1"?>
<ins_api>
<version>0.1</version>
<type>cli_show</type>
<chunk>0</chunk>
<sid>session1</sid>
<input>show switchname</input>
<output_format>xml</output_format>

</ins_api>

応答：

<?xml version="1.0"?>
<ins_api>
<type>cli_show</type>
<version>0.1</version>
<sid>eoc</sid>
<outputs>
<output>
<body>
<hostname>switch</hostname>

</body>
<input>show switchname</input>
<msg>Success</msg>

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
201

NX-API

NX-API CLIの使用



<code>200</code>
</output>

</outputs>
</ins_api>

次の例は、JSON形式の要求とその応答を示しています。

要求:
{

"ins_api": {
"version": "0.1",
"type": "cli_show",
"chunk": "0",
"sid": "session1",
"input": "show switchname",
"output_format": "json"

}
}

応答：

{
"ins_api": {

"type": "cli_show",
"version": "0.1",
"sid": "eoc",
"outputs": {

"output": {
"body": {

"hostname": "switch"
},
"input": "show switchname",
"msg": "Success",
"code": "200"

}
}

}
}

NX-APIで権限を rootにエスカレーションする
NX-APIでは、管理者ユーザーの権限を rootアクセスの権限にエスカレーションできます。

以下は、権限をエスカレーションするためのガイドラインです：

•特権を rootにエスカレーションできるのは管理者ユーザーのみです。

• rootへのエスカレーションはパスワードで保護されています。

次の例は、管理者の権限を rootにエスカレーションする方法と、エスカレーションを確認する
方法を示しています。rootになっても、whoamiコマンドを実行すると adminとして表示され
ることに注意してください。ただし、adminアカウントにはすべての root権限があります。

最初の例：

<?xml version="1.0"?>
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<ins_api>
<version>1.0</version>
<type>bash</type>
<chunk>0</chunk>
<sid>sid</sid>
<input>sudo su root ; whoami</input>
<output_format>xml</output_format>

</ins_api>

<?xml version="1.0" encoding="UTF-8"?>
<ins_api>
<type>bash</type>
<version>1.0</version>
<sid>eoc</sid>
<outputs>
<output>
<body>admin </body>
<code>200</code>
<msg>Success</msg>

</output>
</outputs>

</ins_api>

2番目の例：

<?xml version="1.0"?>
<ins_api>
<version>1.0</version>
<type>bash</type>
<chunk>0</chunk>
<sid>sid</sid>
<input>sudo cat path_to_file </input>
<output_format>xml</output_format>

</ins_api>

<?xml version="1.0" encoding="UTF-8"?>
<ins_api>
<type>bash</type>
<version>1.0</version>
<sid>eoc</sid>
<outputs>
<output>
<body>[Contents of file]</body>
<code>200</code>
<msg>Success</msg>

</output>
</outputs>

</ins_api>

NX-API管理コマンド
次の表にリストされている CLIコマンドを使用して、NX-APIを有効にして管理できます。

表 6 : NX-API管理コマンド

説明NX-API管理コマンド

NX-APIを有効化します。feature nxapi
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説明NX-API管理コマンド

NX-APIを無効化します。no feature nxapi

ポートを指定します。nxapi {http | https} port port

HTTP / HTTPSを無効化します。no nxapi {http | https}

ポートと証明書情報を表示します。

（注）

「 show nxapi」コマンドは、network-operatorロールの
証明書/設定情報を表示しません。

show nxapi

次のアップロードを指定します：

• httpscrtが指定されている場合の HTTPS証明書。

• httpskeyが指定されている場合の HTTPSキー。

HTTPS証明書の例：
nxapi certificate httpscrt certfile bootflash:cert.crt

HTTPSキーの例：
nxapi certificate httpskey keyfile
bootflash:privkey.key

nxapi certificate {httpscrt certfile |
httpskey keyfile} filename

暗号化された秘密キーを使用してNX-API証明書をイン
ストールします。

（注）

暗号化された秘密キーを復号するためのパスフレーズ

は pass123!です。

例:
nxapi certificate httpskey keyfile
bootflash:encr-cc.pem password pass123!

ファイル名パスフレーズ nxapi
certificatehttpskey keyfile password

証明書を有効化します。nxapi certificate enable
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説明NX-API管理コマンド

nxapi certificate trustpoint <trustpoint
label>
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説明NX-API管理コマンド

Cisco NX-OSリリース 10.2(3)F以降では、トラストポイ
ントインフラを使用して NX-APIの証明書をインポー
トするか、CA証明書を使用できるようになりました。

（注）

•最初に証明書をインポートするように crypto ca
importトラストポイントを設定するには、『Cisco
Nexus 9000 Security Configuration Guide』を参照し
てください。

•現在、この形式では pkcs12証明書のインポートの
みがサポートされています。NX-API証明書の有効
化/NX-API証明書のトラストポイントとNX-API証
明書のSUDIは相互に排他的であり、各設定によっ
て証明書/キーが上書きされます。

• NX-API証明書の有効化でサポートされる証明書/
キーの最大サイズは 8kです。サイズが 8kを超え
る場合は、NX-API証明書トラストポイントを使用
して証明書をインポートします。

•トラストポイントインフラを使用して NX-APIで
カスタム証明書を設定した場合、reload asciiコマ
ンドを入力すると、設定が失われます。デフォル

トの day-1 NX-API証明書に戻ります。reload ascii
コマンドを入力すると、スイッチがリロードされ

ます。スイッチが再び起動したら、NX-API証明書
トラストポイントの設定を再設定する必要があり

ます。

• Cisco NX-OSリリース 10.3(1)F以降では、ASCIIト
ラストポイントリロードのサポートが追加されて

います。

•現在の実行コンフィギュレーションにトラストポ
イントとインポートされた証明書が含まれていな

いが、ターゲットコンフィギュレーションにトラ

ストポイント「crypto ca trustpoint」の作成が含まれ
ている場合、コンフィギュレーション置換は失敗

します。<trustpoint name> "および "nxapi certificate
trustpoint<trustpoint-name> "CLIを選択します。トラ
ストポイントが存在しない場合は、最初にトラス

トポイントを作成し、証明書をインポートする必

要があります。<trustpoint-label> "。

• NX-APIに関連付けられている証明書またはトラス
トポイントが削除されると、NX-APIの現在のイン

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
206

NX-API

NX-API管理コマンド



説明NX-API管理コマンド

スタンスは引き続き機能しますが、リンクは切断

されます。NX-API構成の変更または再起動によ
り、NX-APIはデフォルトの証明書で実行され、
show nxapiはこれらの詳細を表示します。

NX-APIに関連付けられている証明書とトラストポ
イントが再度追加されると、NX-APIは自動的に再
起動され、引き続き機能します。

暗号化証明書を使用した ASCIIリロードまたは
ISSUの場合、システムの準備後にすべての証明書
が復元されるまで、NGINXの再起動が複数回発生
する可能性があります。

NX-APIを使用するために証明書が復元されるのを
待ちます
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説明NX-API管理コマンド

この CLIは、Secure Unique Device Identifier（SUDI）を
使用してデバイスを安全に認証する方法を提供します。

nginxの SUDIベースの認証は、CISCO SUDI準拠のコ
ントローラによって使用されます。

SUDIは、X.509v3証明書に含まれる IEEE 802.1AR準拠
のセキュアデバイス識別子で、Ciscoデバイスの製品識
別子とシリアル番号を維持します。IDは製造時に実装
され、公的に識別可能なルート認証局につながれます。

（注）

• NX-APIが SUDI証明書を使用する場合、ブラウ
ザ、curlなどのサードパーティアプリケーション
からはアクセスできません。

•「nxapi certificate sudi」は、設定されている場合に
カスタム証明書/キーを上書きし、カスタム証明書/
キーを元に戻す方法はありません。

•「nxapi certificate sudi」と「nxapi certificate
trustpoint」と「nxapi certificate enable」は相互に排
他的であり、一方を設定するともう一方の設定が

削除されます。

• NX-APIは、SUDI証明書ベースのクライアント証
明書認証をサポートしていません。クライアント

証明書認証が必要な場合は、アイデンティティ証

明書を使用する必要があります。

• NX-API証明書 CLIは show runの出力に存在しな
いため、現在、CR/ロールバックの場合は、「nxapi
certificate sudi」オプションで上書きされるとカス
タム証明書に戻りません。

• Cisco NX-OSリリース 10.5(2)F以降、「nxapi
certificate sudi」は Cisco NX-OSスイッチの FIPS
モードでブロックされます。

nxapi certificate sudi

これにより、SUDIが無効になり、NX-APIにはデフォ
ルトの自己署名証明書が付属します。

no nxapi certificate sudi
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説明NX-API管理コマンド

Cisco NX-OSリリース 9.2(1)以降、弱い暗号はデフォル
トで無効になっています。このコマンドを実行すると、

デフォルトの動作が変更され、NGINXの弱い暗号が有
効になります。このコマンドの no形式を使用すると、
デフォルトに変更されます（デフォルトでは、弱い暗号

は無効になります）。

nxapi ssl-ciphers weak
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説明NX-API管理コマンド

Cisco NX-OSリリース 10.2(4)M以降、TLSv1.3が Cisco
Nexus9000シリーズプラットフォームスイッチでサポー
トされています。このコマンドを実行すると、文字列で

指定された TLSバージョンが有効になります。Cisco
NX-OSリリース9.3(2)以降では、TLSv1.2のみがデフォ
ルトで有効になっています。

このコマンドの no形式を使用すると、TLSバージョン
がデフォルトバージョンに変更されます。

•特定の TLSバージョンを有効にする場合は、それ
ぞれの TLSバージョンのみを指定します。

たとえば、TLSv1.3が必要な場合は、次のコマンド
を使用します。

switch(config)# nxapi ssl protocols TLSv1.3

•後の段階で後方互換性のために複数のTLSバージョ
ンを有効にする場合は、サポートされていて必要な

すべての TLSバージョンを指定します。

次に例を示します。

• TLSv1.1～ TLSv1.3が必要な場合は、次のコマ
ンドを使用して、必要なすべてのTLSバージョ
ンを有効にします。

switch(config)# nxapi ssl protocols TLSv1.2
TLSv1.3

•後方互換性が必要な場合は、次のコマンドを使
用してそのバージョンを有効にします。

switch(config)# nxapi ssl protocols TLSv1.2

（注）

•下位互換性のために、TLSv1.2およびTLSv1.3を使
用することをお勧めします。

switch(config)# nxapi ssl protocols TLSv1.2
TLSv1.3

次の場合を例にします：

• TLSv1.3を設定する前に、TLSv1.3をサポートする
ためにサーバーとクライアントの証明書を検証し

ます。

• NX-APIサーバ側の SUDI証明書は、TLSv1.3では
サポートされていません。

nxapi ssl-protocols {TLSv1.0 TLSv1.1
TLSv1.2 TLSv1.3}
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説明NX-API管理コマンド

デフォルトVRF、管理VRF、または名前付きVRFを指
定します。

（注）

Cisco NX-OSリリース 7.0(3)I2(1)では、NGINXは 1つ
の VRFでのみリッスンします。

nxapi use-vrf vrf

Cisco NX-OSリリース 10.2(3)F以降、NGINXサーバー
では、コマンドを実行するためのデフォルトのタイムア

ウトは5分です。ユーザは、必要に応じて、およびコマ
ンドの実行にかかる時間に応じて、タイムアウトを 60
秒（1分）から3600秒（1時間）の任意の値に増やすこ
とができます。

system server session cmd-timeout
<timeout>

アクセス制限を実装し、管理 VRFで実行できます。

（注）

機能 bash-shellを有効にしてから、Bashシェルからコ
マンドを実行する必要があります。Bashシェルの詳細
については、Bashの章を参照してください。

Iptablesは、ポリシーチェーンを使用してトラフィック

を許可またはブロックするコマンドラインファイア

ウォールユーティリティであり、ほとんどの場合、Linux

ディストリビューションにプリインストールされていま

す。

（注）

iptablesが bashシェルで変更されたときに、リロード後
も iptablesを永続化する方法の詳細については、「」を
参照してください。リロード間で Iptableを永続化する
（221ページ）

ip netns exec management iptables

リリース 9.3(5)以降では、アイドル状態のNX-APIセッ
ションが無効になるまでの時間を設定できます。指定で

きる時間は 1～ 1440分です。デフォルトの時間は 10分
です。デフォルト値に戻すには、このコマンドの no形
式を使用します。 no nxapi idle-timeout <timeout>

nxapi idle-timeout <timeout>

次に、SUDIの NX-API出力の例を示します。
switch(config)# nxapi certificate sudi
switch# show nxapi
nxapi enabled
NXAPI timeout 10
NXAPI cmd timeout 300
HTTP Listen on port 80
HTTPS Listen on port 443
Certificate Information:

Issuer: issuer=CN = High Assurance SUDI CA, O = Cisco
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Expires: Aug 9 20:58:26 2099 GMT
switch#
switch#
switch# show run | sec nxapi
feature nxapi
nxapi http port 80
nxapi certificate sudi
switch#

次に、トラストポイントの設定例を示します。

switch(config)# crypto ca trustpoint ngx
switch(config-trustpoint)# crypto ca import ngx pkcs12 bootflash:server.pfx cisco123
witch(config)# nxapi certificate trustpoint ngx
switch(config)# show nxapi
nxapi enabled
NXAPI timeout 10
NXAPI cmd timeout 300
HTTP Listen on port 80
Trustpoint label ngx
HTTPS Listen on port 443
Certificate Information:
Issuer: issuer=C = IN, ST = KA, L = bang, O = cisco, OU = nxpi, CN = %username%@cisco.com,
emailAddress = %username%@cisco.com
Expires: Jan 13 06:13:50 2023 GMT
switch(config)#
switch(config)# show run | sec nxapi
feature nxapi
nxapi http port 80
nxapi certificate trustpoint ngx

以下は、HTTPS証明書の正常なアップロードの例です：
switch(config)# nxapi certificate httpscrt certfile certificate.crt
Upload done. Please enable. Note cert and key must match.
switch(config)# nxapi certificate enable
switch(config)#

証明書を有効にする前に、証明書とキーを設定する必要があります。（注）

以下は、HTTPSキーの正常なアップロードの例です：
switch(config)# nxapi certificate httpskey keyfile bootflash:privkey.key
Upload done. Please enable. Note cert and key must match.
switch(config)# nxapi certificate enable
switch(config)#

次に、暗号化された NXAPIサーバー証明書をインストールする方法の例を示します。
switch(config)# nxapi certificate httpscrt certfile bootflash:certificate.crt
switch(config)# nxapi certificate httpskey keyfile bootflash:privkey.key password pass123!

switch(config)#nxapi certificate enable
switch(config)#

状況によっては、証明書が無効であることを示すエラーメッセージが表示されることがありま

す。

switch(config)# nxapi certificate httpscrt certfile bootflash:certificate.crt
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switch(config)# nxapi certificate httpskey keyfile bootflash:privkey.key
ERROR: Unable to load private key!
Check keyfile or provide pwd if key is encrypted, using 'nxapi certificate httpskey
keyfile <keyfile> password <passphrase>'.

この場合、filename passphraseを使用して暗号化キーファイルのパスフレーズを指定する必要
があります。nxapi certificatehttpskey keyfile password

これが問題の原因である場合、証明書を正常にインストールできるはずです。

switch(config)# nxapi certificate httpskey keyfile bootflash:privkey.key password pass123!
switch(config)# nxapi certificate enable
switch(config)#

NX-APIを使用したインタラクティブコマンドの操作
対話型コマンドの確認プロンプトを無効にし、エラーコード500によるタイムアウトを回避す
るには、対話型コマンドの前に[端末の dont-ask（terminal dont-ask）]を追加します。を使
用。複数の対話型コマンドを区切るには、それぞれが。は単一のブランク文字で囲まれていま

す。

エラーコード 500でのタイムアウトを回避するために端末の dont-askを使用する対話型コマ
ンドの例をいくつか次に示します：

terminal dont-ask ; reload module 21

terminal dont-ask ; system mode maintenance

NX-APIリクエスト要素
NX-APIリクエスト要素は、XMLフォーマットまたは JSONフォーマットでデバイスに送信さ
れます。リクエストのHTTPヘッダーは、リクエストのコンテンツタイプを識別する必要があ
ります。

次の表にリストされている NX-API要素を使用して、CLIコマンドを指定します。

表 7 : XMLまたは JSON形式の NX-API要求要素

説明NX-APIリクエスト要素

NX-APIバージョンを指定します。version
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説明NX-APIリクエスト要素

実行するコマンドのタイプを指定します。

次のタイプのコマンドがサポートされています。

• cli_show

構造化された出力が必要なCLI showコマンド。コマ
ンドが XML出力をサポートしていない場合は、エ
ラーメッセージが返されます。

• cli_show_array

構造化された出力が必要なCLI showコマンド。show
コマンド専用。cli_showに似ていますが、
cli_show_arrayを使用すると、データは角括弧 [ ]で
囲まれた 1つの要素のリストまたは配列として返さ
れます。

• cli_show_ascii

ASCII出力が必要な CLI showコマンド。これは、
ASCII出力を解析する既存のスクリプトと一致しま
す。ユーザーは、最小限の変更で既存のスクリプト

を使用できます。

• cli_conf

CLI構成コマンド

• bash

Bashコマンド。ほとんどの非対話型 Bashコマンド
は、NX-APIでサポートされています。

（注）

•各コマンドは、現在のユーザーの権限でのみ実行可
能です。

•メッセージタイプがASCIIの場合、出力でパイプ操
作がサポートされます。出力が XML形式の場合、
パイプ操作はサポートされていません。

•最大 10の連続する showコマンドがサポートされて
います。showコマンドの数が 10を超える場合、11
番目以降のコマンドは無視されます。

•対話型コマンドはサポートされていません。

type
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説明NX-APIリクエスト要素

一部の showコマンドは、大量の出力を返す場合がありま
す。コマンド全体が完了する前に NX-APIクライアント
が出力の処理を開始するために、NX-APIは showコマン
ドの出力チャンクをサポートしています。

次の設定を有効または無効にできます。

チャンク出力しません。0

チャンク出力。1

（注）

•チャンクをサポートするのは showコマンドだけで
す。一連の showコマンドが入力されると、最初の
コマンドだけがチャンクされて返されます。

•出力メッセージ形式のオプションは、XMLまたは
JSONです。

• XML出力メッセージ形式の場合<または>などの特
殊文字は、有効な XMLメッセージを形成するため
に変換されます（<は <に変換されます >は >に変
換されます）。

XML SAXを使用して、チャンクされた出力を解析
できます。

•出力メッセージ形式が JSONの場合、チャンクが連
結されて有効なJSONオブジェクトが作成されます。

（注）

チャンクが有効になっている場合、現在サポートされて

いる最大メッセージサイズは、チャンク出力の 200MB
です。

チャンク
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説明NX-APIリクエスト要素

コンフィギュレーション CLIに対してのみ有効であり、
showコマンドに対しては有効ではありません。コンフィ
ギュレーションロールバックオプションを指定します。

次のいずれかのオプションを指定します。

• Stop-on-error：最初に失敗した CLIで停止します。

• Continue-on-error：他の CLIを無視して続行します。

• Rollback-on-error：システム設定を以前の状態にロー
ルバックします。

（注）

入力要求形式が XMLまたは JSONの場合、ロールバッ
ク要素は cli_confモードで使用できます。

ロールバック

セッション ID要素は、応答メッセージがチャンクされて
いる場合にのみ有効です。メッセージの次のチャンクを

取得するには、前の応答メッセージの sidと一致する sid
を指定する必要があります。

NX-OSリリース 9.3(1)では、sidオプション clearが導入

されています。sidを clearに設定して新しいチャンクリ

クエストが開始されると、現在のチャンクリクエストは

すべて破棄または破棄されます。

応答コード 429 を受け取った場合：同時チャンク リクエストの最

大数は 2 です。sid clearを使用して、現在のチャンクリ

クエストを破棄します。sid clearを使用した後、後続の

応答コードは、残りのリクエストに対して通常どおり動

作します。

sid
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説明NX-APIリクエスト要素

入力は 1つのコマンドまたは複数のコマンドです。ただ
し、異なるメッセージタイプに属するコマンドを混在さ

せてはなりません。たとえば、showコマンドは cli_show
メッセージタイプであり、cli_confモードではサポートさ
れません。

（注）

bashを除き、複数のコマンドは「;」で区切ります。（;
は、単一のブランク文字で囲む必要があります。）

bashの場合、複数のコマンドは「;」で区切ります。（;
は単一のブランク文字で囲まれていません。）

以下は、複数のコマンドの例です。

show version ; show interface brief ; show
vlan

cli_show

interface Eth4/1 ; no shut ; switchportcli_conf

cd /bootflash;mkdir new_dirbash

input

使用可能な出力メッセージ形式は次のとおりです。

XML形式を指定します。xml

JSON形式で出力を指定します。json

output_format

JSON-RPCが入力リクエスト形式である場合、次の表にリストされている NX-API要素を使用
して、CLIコマンドを指定します。

表 8 : JSON-RPC形式の NX-API要求要素

説明NX-APIリクエスト要素

JSON-RPCプロトコルのバージョンを指定する文字列。

バージョンは 2.0であることが必要です。

jsonrpc
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説明NX-APIリクエスト要素

呼び出されるメソッドの名前を含む文字列。

NX-APIは、次のいずれかをサポートします。

• cli：showまたは構成コマンド

• cli_ascii：showまたは構成コマンド。フォーマットせ
ずに出力

• cli_array：showコマンド専用。cliに似ていますが、
cli_arrayはデータを角括弧（[ ]）で囲まれた 1つの
要素のリスト、つまり配列として返します。

method

メソッドの呼び出し中に使用されるパラメータ値を保持

する構造化された値。

以下が含まれている必要があります。

• cmd：CLIコマンド

• version：NX-APIリクエストのバージョン識別子

params

コンフィギュレーション CLIに対してのみ有効であり、
showコマンドに対しては有効ではありません。構成ロー
ルバックオプション次のいずれかのオプションを指定で

きます。

• Stop-on-error：最初に失敗した CLIで停止します。

• Continue-on-error：失敗した CLIを無視し、他の CLI
を続行します。

• Rollback-on-error：システム設定を以前の状態にロー
ルバックします。

ロールバック

構成検証設定この要素を使用すると、スイッチに適用す

る前にコマンドを検証できます。これにより、設定を適

用する前に、設定の整合性（必要なハードウェアリソー

スの可用性など）を確認できます。[検証タイプ
（Validation Type）]ドロップダウンリストから検証タイ
プを選択します。

• Validate-Only：設定を検証しますが、設定は適用しま
せん。

• Validate-and-Set：設定を検証し、検証が成功した場合
はスイッチに設定を適用します。

検証
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説明NX-APIリクエスト要素

構成の排他ロックを指定できます。これにより、このロッ

クが保持されている場合、他の管理エージェントまたは

プログラミングエージェントは構成を変更できません。

ロック

クライアントによって確立されるオプションの識別子。

指定されている場合は、文字列、数値、または null値を
含む必要があります。値は nullにならないはずです。数
値には小数部を含めません。ユーザーが idパラメータを
指定しなかった場合、サーバーはリクエストが単なる通

知であるとみなし、応答はしません。パラメータはid: 1
などのように指定します。

id

NX-API応答要素
CLIコマンドに応答する NX-API要素を次の表に示します。

表 9 : NX-API応答要素

説明NX-API応答要素

NX-APIバージョン。version

実行するコマンドのタイプ。type

応答のセッション識別子。この要素は、応答メッセージがチャ

ンクされている場合にのみ有効です。

sid

すべてのコマンド出力を囲むタグ。

複数のコマンドが cli_showまたは cli_show_asciiにある場合、各
コマンド出力は単一の出力タグで囲まれます。

メッセージタイプが cli_confまたは bashの場合、cli_confおよ
び bashコマンドにはコンテキストが必要なため、すべてのコマ
ンドに単一の出力タグがあります。

outputs

単一のコマンド出力の出力を囲むタグ。

cli_confと bashメッセージタイプの場合、この要素にはすべて
のコマンドの出力が含まれます。

出力

リクエストで指定された 1つのコマンドを囲むタグ。この要素
は、要求入力要素を適切な応答出力要素に関連付けるのに役立

ちます。

input

コマンド応答の本文。本文
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説明NX-API応答要素

コマンドの実行から返された原因コード。

NX-APIは、ハイパーテキスト転送プロトコル（HTTP）ステー
タスコードレジストリ

（http://www.iana.org/assignments/http-status-codes/http-status-codes.xhtml）
で説明されている標準規格の HTTP原因コードを使用します。

コード

返された原因コードに関連付けられたエラーメッセージ。msg

NX-APIへのアクセスの制限
ACLは、VRFが構成されておらず、管理VRFがNX- API向けに構成されている場合にも適用
されるようになりました。

デフォルトおよびカスタム VRFのアクセス制限は iptableを介して行なわれます。iptable内で
は、VRF名を指定することによって実行されます。

iptableの更新

iptableを使用すると、VRFがNX-API通信用に設定されている場合に、デバイスへのHTTPま
たは HTTPSアクセスを制限できます。このセクションでは、既存の iptableへの HTTPおよび
HTTPSアクセスをブロックするルールを追加、確認、および削除する方法を示します。

手順

ステップ 1 HTTPアクセスをブロックするルールを作成するには、次の手順を実行します。
bash-4.3# ip netns exec management iptables -A INPUT -p tcp --dport 80 -j DROP

（注）

この手順に記載されている managementは VRF名です。 management | default | custom vrf nameを使用で
きます。

ステップ 2 HTTPSアクセスをブロックするルールを作成するには、次の手順を実行します。
bash-4.3# ip netns exec management iptables -A INPUT -p tcp --dport 443 -j DROP

ステップ 3 適用されたルールを確認するには、次の手順を実行します。

bash-4.3# ip netns exec management iptables -L

Chain INPUT (policy ACCEPT)
target prot opt source destination
DROP tcp -- anywhere anywhere tcp dpt:http
DROP tcp -- anywhere anywhere tcp dpt:https

Chain FORWARD (policy ACCEPT)
target prot opt source destination
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Chain OUTPUT (policy ACCEPT)
target prot opt source destination

ステップ 4 ポート 80への 10.155.0.0/24サブネットを持つすべてのトラフィックをブロックするルールを作成して確認
するには、次の手順を実行します。

bash-4.3# ip netns exec management iptables -A INPUT -s 10.155.0.0/24 -p tcp --dport 80 -j DROP
bash-4.3# ip netns exec management iptables -L

Chain INPUT (policy ACCEPT)
target prot opt source destination
DROP tcp -- 10.155.0.0/24 anywhere tcp dpt:http

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

ステップ 5 以前に適用したルールを削除して確認するには、次の手順を実行します。

この例では、最初のルールを INPUTから削除します。

bash-4.3# ip netns exec management iptables -D INPUT 1
bash-4.3# ip netns exec management iptables -L

Chain INPUT (policy ACCEPT)
target prot opt source destination

Chain FORWARD (policy ACCEPT)
target prot opt source destination

Chain OUTPUT (policy ACCEPT)
target prot opt source destination

次のタスク

iptablesのルールを bashシェルで変更した場合、リロード後は保持されません。ルールを永続
的にするには、を参照してください。リロード間で Iptableを永続化する（221ページ）

リロード間で Iptableを永続化する

iptableのルールを bashシェルで変更した場合、リロード後は保持されません。このセクショ
ンでは、リロード後も変更された iptableを永続化する方法について説明します。

始める前に

iptableを変更したとします。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
221

NX-API

リロード間で Iptableを永続化する



手順

ステップ 1 iptables_init.logという名前のファイルを /etcディレクトリに作成します：
bash-4.3# touch /etc/iptables_init.log; chmod 777 /etc/iptables_init.log

ステップ 2 iptableの変更を保存する /etc/sys/iptablesファイルを作成します：
bash-4.3# ip netns exec management iptables-save > /etc/sysconfig/iptables

ステップ 3 次の一連のコマンドを使用して、/etc/init.dディレクトリに「iptables_init」という起動スクリプトを作成し
ます：

#!/bin/sh

### BEGIN INIT INFO

# Provides: iptables_init

# Required-Start:

# Required-Stop:

# Default-Start: 2 3 4 5

# Default-Stop:

# Short-Description: init for iptables

# Description: sets config for iptables

# during boot time

### END INIT INFO

PATH=/usr/local/sbin:/usr/local/bin:/sbin:/bin:/usr/sbin:/usr/bin
start_script() {

ip netns exec management iptables-restore < /etc/sysconfig/iptables
ip netns exec management iptables
echo "iptables init script executed" > /etc/iptables_init.log

}
case "$1" in
start)
start_script
;;
stop)
;;

restart)
sleep 1
$0 start
;;

*)
echo "Usage: $0 {start|stop|status|restart}"
exit 1

esac
exit 0
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ステップ 4 起動スクリプトに適切な権限を設定します：

bash-4.3# chmod 777 /etc/init.d/iptables_int

ステップ 5 chkconfigユーティリティを使用して、「iptables_int」起動スクリプトを「オン」に設定します：
bash-4.3# chkconfig iptables_init on

「iptables_init」起動スクリプトは、リロードを実行するたびに実行されます。これで iptableルールを永続
的にすることができました。

NX-API応答コードの表
次に、NX-API応答の考えられる NX-APIエラー、エラーコード、およびメッセージを示しま
す。

標準の HTTPエラーコードは、ハイパーテキスト転送プロトコル (HTTP)ステータスコード
レジストリ (http://www.iana.org/assignments/http-status-codes/http-status-codes.xhtml)にあります。

（注）

表 10 : NX-API応答コード

メッセージコード[NX-API応答（NX-API Response）]

成功。200成功

要求により、出力は別の場所にパイプされ

ます。

204CUST_OUTPUT_PIPED

入力 Bashコマンドエラー。400BASH_CMD_ERR

チャンクは1つのコマンドにのみ許可され
ます。

400CHUNK_ALLOW_ONE_CMD_ERR

CLIの実行エラー400CLI_CLIENT_ERR

CLIコマンドエラーの入力。400CLI_CMD_ERR

eoc値は、リクエストのセッション IDと
して許可されていません。

400EOC_NOT_ALLOWED_ERR

要求メッセージが無効です。400IN_MSG_ERR

メッセージバージョンの不一致400MSG_VER_MISMATCH

入力コマンドがありません。400NO_INPUT_CMD_ERR
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セッション IDとして入力された文字が無
効です。

400SID_NOT_ALLOWED_ERR

権限が拒否されました。401PERM_DENY_ERR

構成モードは [表示（show）]を許可しま
せん。

405CONF_NOT_ALLOW_SHOW_ERR

表示モードでは構成できません。405SHOW_NOT_ALLOW_CONF_ERR

連続する showコマンドの最大数を超えま
した。最大値は 10です。

413EXCEED_MAX_SHOW_ERR

応答サイズが大きすぎます。413MSG_SIZE_LARGE_ERR

応答サイズが最大メッセージサイズを超

えたため、処理を停止しました。最大サイ

ズは 200 MBです。

413RESP_SIZE_LARGE_ERR

同時チャンクリクエストの最大数は超え

ています。最大は 2です。
429EXCEED_MAX_INFLIGHT_CHUNK_REQ_ERR

要求したオブジェクトが存在しません。432OBJ_NOT_EXIST

バックエンド処理エラー。500BACKEND_ERR

チェックポイントの作成をするエラー。500CREATE_CHECKPOINT_ERR

チェックポイントの削除中にエラーが発生

しました。

500DELETE_CHECKPOINT_ERR

システム内部ファイル操作エラー。500FILE_OPER_ERR

システムの内部 LIBXML NSエラー。500LIBXML_NS_ERR

システムの内部 LIBXML解析エラー。500LIBXML_PARSE_ERR

システムの内部 LIBXMLパスコンテキス
トエラー。

500LIBXML_PATH_CTX_ERR

システムの内部メモリ割り当てエラー。500MEM_ALLOC_ERR

ロールバックの実行中にエラーが発生しま

した。

500ROLLBACK_ERR

サーバーがビジー状態のため、リクエスト

は拒否されました。

500SERVER_BUSY_ERR

入力またはキャッシュからユーザーが見つ

かりません。

500USER_NOT_FOUND_ERR

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
224

NX-API

NX-API応答コードの表



揮発性メモリは一杯です。メモリスペー

スを解放して、再試行してください。

500VOLATILE_FULL

XMLから JSONへの変換エラー。500XML_TO_JSON_CONVERT_ERR

Bashコマンドはサポートされていません。501BASH_CMD_NOT_SUPPORTED_ERR

チャンクはXML出力のみを許可します。501CHUNK_ALLOW_XML_ONLY_ERR

応答のチャンクは、showコマンドでのみ

許可されます。

501CHUNK_ONLY_ALLOWED_IN_SHOW_ERR

チャンク応答の生成中にタイムアウトしま

した。

501CHUNK_TIMEOUT

CLIコマンドはサポートされていません。501CLI_CMD_NOT_SUPPORTED_ERR

大量の出力のため、JSONはサポートされ
ていません。

501JSON_NOT_SUPPORTED_ERR

不正な XML出力。501MALFORMED_XML

メッセージタイプはサポートされていま

せん

501MSG_TYPE_UNSUPPORTED_ERR

出力リダイレクトはサポートされていませ

ん。

501OUTPUT_REDIRECT_NOT_SUPPORTED_ERR

パイプ操作はサポートされていません。501PIPE_OUTPUT_NOT_SUPPORTED_ERR

入力でパイプ XMLは許可されていませ
ん。

501PIPE_XML_NOT_ALLOWED_IN_INPUT

この入力タイプにはパイプを使用できませ

ん。

501PIPE_NOT_ALLOWED_IN_INPUT

応答が許容最大値を超えています。最大は

10 MBです。チャンクを有効にして XML
または JSON出力を使用します。

501RESP_BIG_USE_CHUNK_ERR

応答の出力量が多い。JSONはサポートさ
れません。

501RESP_BIG_JSON_NOT_ALLOWED_ERR

構造化出力はサポートされていません。501STRUCT_NOT_SUPPORTED_ERR

未定義。600ERR_UNDEFINED
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XMLおよび JSONでサポートされたコマンド
NX-OSは、次の構造化された出力フォーマットで、さまざまな showコマンドの標準規格出力
のリダイレクトをサポートしています。

• XML
• JSON
• JSONフォーマット出力の標準規格ブロックを読みやすくする JSON Pretty
• NX-OSリリース 9.3（1）で導入された JSON Nativeと JSON Pretty Nativeは、追加のコマ
ンド解釈レイヤーをバイパスすることにより、JSON出力をより高速かつ効率的に表示し
ます。JSON Nativeおよび JSON Pretty Nativeは、出力のデータ型を保持します。出力用の
文字列に変換する代わりに、整数を整数として表示します。

標準規格の NX-OS出力を JSON、JSON Pretty、または XMLフォーマットに変換することは、
出力を JSONまたは XMLインタープリターに「パイプ」することによって、NX-OS CLIで発
生します。たとえば、論理パイプ ( | )を使用して show ip accessコマンドを発行し、JSON、
JSON Pretty、JSON Native、JSON Native Pretty、または XMLを指定すると、NX-OSコマンド
出力が適切に構造化され、そのフォーマットでエンコードされます。この機能により、プログ

ラムによるデータの解析が可能になり、ソフトウェアストリーミングテレメトリを介したス

イッチからのストリーミングデータがサポートされます。CiscoNX-OSのほとんどのコマンド
は、JSON、JSON Pretty、および XML出力をサポートしています。

この機能の選択された例を以下に表示します。

JSONの概要（JavaScriptオブジェクト表記）
JSONは、判読可能なデータのために設計された軽量テキストベースのオープンスタンダード
で、XMLの代替になります。JSONはもともと JavaScriptから設計されましたが、言語に依存
しないデータ形式です。JSONプリティ形式、および JSONネイティブおよび JSONプリティ
ネイティブがサポートされています。

JSON/CLI実行は現在、N3500でサポートされています。

ほぼすべての最新のプログラミング言語で何らかの方法でサポートされている 2つの主要な
データ構造は次のとおりです。

•順序付きリスト ::配列
•順序付けられていないリスト（名前/値のペア）::オブジェクト

showコマンドの JSON /XML出力には、サンドボックス経由でアクセスすることもできます。

CLIの実行
BLR-VXLAN-NPT-CR-179# show cdp neighbors | json
{"TABLE_cdp_neighbor_brief_info": {"ROW_cdp_neighbor_brief_info": [{"ifindex": "
83886080", "device_id": "SW-SPARSHA-SAVBU-F10", "intf_id": "mgmt0", "ttl": "148"
, "capability": ["switch", "IGMP_cnd_filtering"], "platform_id": "cisco WS-C2960
S-48TS-L", "port_id": "GigabitEthernet1/0/24"}, {"ifindex": "436207616", "device
_id": "BLR-VXLAN-NPT-CR-178(FOC1745R01W)", "intf_id": "Ethernet1/1", "ttl": "166
", "capability": ["router", "switch", "IGMP_cnd_filtering", "Supports-STP-Disput
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e"], "platform_id": "N3K-C3132Q-40G", "port_id": "Ethernet1/1"}]}}
BLR-VXLAN-NPT-CR-179#

XMLおよび JSON出力の例
次の例は、ハードウェアテーブルのユニキャストおよびマルチキャストルーティングエント

リを JSON形式で表示する方法を示しています。

switch(config)# show hardware profile status | json
{"total_lpm": ["8191", "1024"], "total_host": "8192", "max_host4_limit": "4096",
"max_host6_limit": "2048", "max_mcast_limit": "2048", "used_lpm_total": "9", "u
sed_v4_lpm": "6", "used_v6_lpm": "3", "used_v6_lpm_128": "1", "used_host_lpm_tot
al": "0", "used_host_v4_lpm": "0", "used_host_v6_lpm": "0", "used_mcast": "0", "
used_mcast_oifl": "2", "used_host_in_host_total": "13", "used_host4_in_host": "1
2", "used_host6_in_host": "1", "max_ecmp_table_limit": "64", "used_ecmp_table":
"0", "mfib_fd_status": "Disabled", "mfib_fd_maxroute": "0", "mfib_fd_count": "0"
}
switch(config)#

次に、ハードウェアテーブルのユニキャストおよびマルチキャストルーティングエントリを

XML形式で表示する例を示します。

switch(config)# show hardware profile status | xml
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0" xmlns="http://w
ww.cisco.com/nxos:1.0:fib">
<nf:data>
<show>
<hardware>
<profile>
<status>
<__XML__OPT_Cmd_dynamic_tcam_status>
<__XML__OPT_Cmd_dynamic_tcam_status___readonly__>
<__readonly__>
<total_lpm>8191</total_lpm>
<total_host>8192</total_host>
<total_lpm>1024</total_lpm>
<max_host4_limit>4096</max_host4_limit>
<max_host6_limit>2048</max_host6_limit>
<max_mcast_limit>2048</max_mcast_limit>
<used_lpm_total>9</used_lpm_total>
<used_v4_lpm>6</used_v4_lpm>
<used_v6_lpm>3</used_v6_lpm>
<used_v6_lpm_128>1</used_v6_lpm_128>
<used_host_lpm_total>0</used_host_lpm_total>
<used_host_v4_lpm>0</used_host_v4_lpm>
<used_host_v6_lpm>0</used_host_v6_lpm>
<used_mcast>0</used_mcast>
<used_mcast_oifl>2</used_mcast_oifl>
<used_host_in_host_total>13</used_host_in_host_total>
<used_host4_in_host>12</used_host4_in_host>
<used_host6_in_host>1</used_host6_in_host>
<max_ecmp_table_limit>64</max_ecmp_table_limit>
<used_ecmp_table>0</used_ecmp_table>
<mfib_fd_status>Disabled</mfib_fd_status>
<mfib_fd_maxroute>0</mfib_fd_maxroute>
<mfib_fd_count>0</mfib_fd_count>
</__readonly__>
</__XML__OPT_Cmd_dynamic_tcam_status___readonly__>
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</__XML__OPT_Cmd_dynamic_tcam_status>
</status>
</profile>
</hardware>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>
switch(config)#

この例では、JSON形式でスイッチ上に LLDPタイマーを表示する例を示します。

switch(config)# show lldp timers | json
{"ttl": "120", "reinit": "2", "tx_interval": "30", "tx_delay": "2", "hold_mplier
": "4", "notification_interval": "5"}
switch(config)#

この例では、XML形式でスイッチ上に LLDPタイマーを表示する例を示します。

switch(config)# show lldp timers | xml
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0" xmlns="http://w
ww.cisco.com/nxos:1.0:lldp">
<nf:data>
<show>
<lldp>
<timers>
<__XML__OPT_Cmd_lldp_show_timers___readonly__>
<__readonly__>
<ttl>120</ttl>
<reinit>2</reinit>
<tx_interval>30</tx_interval>
<tx_delay>2</tx_delay>
<hold_mplier>4</hold_mplier>
<notification_interval>5</notification_interval>
</__readonly__>
</__XML__OPT_Cmd_lldp_show_timers___readonly__>
</timers>
</lldp>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>
switch(config)#

この例は、ACL統計を XML形式で表示する方法を示しています。
switch-1(config-acl)# show ip access-lists acl-test1 | xml
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns="http://www.cisco.com/nxos:1.0:aclmgr" xmlns:nf="urn:ietf:p
arams:xml:ns:netconf:base:1.0">
<nf:data>
<show>
<__XML__OPT_Cmd_show_acl_ip_ipv6_mac>
<ip_ipv6_mac>ip</ip_ipv6_mac>
<access-lists>
<__XML__OPT_Cmd_show_acl_name>
<name>acl-test1</name>
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<__XML__OPT_Cmd_show_acl_capture>
<__XML__OPT_Cmd_show_acl_expanded>
<__XML__OPT_Cmd_show_acl___readonly__>
<__readonly__>
<TABLE_ip_ipv6_mac>
<ROW_ip_ipv6_mac>
<op_ip_ipv6_mac>ip</op_ip_ipv6_mac>
<show_summary>0</show_summary>
<acl_name>acl-test1</acl_name>
<statistics>enable</statistics>
<frag_opt_permit_deny>permit-all</frag_opt_permit_deny>
<TABLE_seqno>
<ROW_seqno>
<seqno>10</seqno>
<permitdeny>permit</permitdeny>
<ip>ip</ip>
<src_ip_prefix>192.0.2.1/24</src_ip_prefix>
<dest_any>any</dest_any>
</ROW_seqno>
</TABLE_seqno>
</ROW_ip_ipv6_mac>
</TABLE_ip_ipv6_mac>
</__readonly__>
</__XML__OPT_Cmd_show_acl___readonly__>
</__XML__OPT_Cmd_show_acl_expanded>
</__XML__OPT_Cmd_show_acl_capture>
</__XML__OPT_Cmd_show_acl_name>
</access-lists>
</__XML__OPT_Cmd_show_acl_ip_ipv6_mac>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>
switch-1(config-acl)#

この例は、ACL統計を JSON形式で表示する方法を示しています。
switch-1(config-acl)# show ip access-lists acl-test1 | json
{"TABLE_ip_ipv6_mac": {"ROW_ip_ipv6_mac": {"op_ip_ipv6_mac": "ip", "show_summar
y": "0", "acl_name": "acl-test1", "statistics": "enable", "frag_opt_permit_deny
": "permit-all", "TABLE_seqno": {"ROW_seqno": {"seqno": "10", "permitdeny": "pe
rmit", "ip": "ip", "src_ip_prefix": "192.0.2.1/24", "dest_any": "any"}}}}}
switch-1(config-acl)#

この例は、スイッチの冗長性情報を JSON Pretty Native形式で表示する方法を示しています。
switch-1# show system redundancy status | json-pretty native
{

"rdn_mode_admin": "HA",
"rdn_mode_oper": "None",
"this_sup": "(sup-1)",
"this_sup_rdn_state": "Active, SC not present",
"this_sup_sup_state": "Active",
"this_sup_internal_state": "Active with no standby",
"other_sup": "(sup-1)",
"other_sup_rdn_state": "Not present"

}
switch-1#

次の例は、スイッチの冗長ステータスを JSON形式で表示する方法を示しています。
switch-1# show system redundancy status | json
{"rdn_mode_admin": "HA", "rdn_mode_oper": "None", "this_sup": "(sup-1)", "this_
sup_rdn_state": "Active, SC not present", "this_sup_sup_state": "Active", "this
_sup_internal_state": "Active with no standby", "other_sup": "(sup-1)", "other_
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sup_rdn_state": "Not present"}
nxosv2#
switch-1#

次に、XML形式で IPルート要約を表示する例を示します。
switch-1# show ip route summary | xml
<?xml version="1.0" encoding="ISO-8859-1"?> <nf:rpc-reply
xmlns="http://www.cisco.com/nxos:1.0:urib"
xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0">
<nf:data>
<show>
<ip>
<route>
<__XML__OPT_Cmd_urib_show_ip_route_command_ip>
<__XML__OPT_Cmd_urib_show_ip_route_command_unicast>
<__XML__OPT_Cmd_urib_show_ip_route_command_topology>
<__XML__OPT_Cmd_urib_show_ip_route_command_l3vm-info>
<__XML__OPT_Cmd_urib_show_ip_route_command_rpf>
<__XML__OPT_Cmd_urib_show_ip_route_command_ip-addr>
<__XML__OPT_Cmd_urib_show_ip_route_command_protocol>
<__XML__OPT_Cmd_urib_show_ip_route_command_summary>
<__XML__OPT_Cmd_urib_show_ip_route_command_vrf>
<__XML__OPT_Cmd_urib_show_ip_route_command___readonly__>
<__readonly__>
<TABLE_vrf>
<ROW_vrf>
<vrf-name-out>default</vrf-name-out>
<TABLE_addrf>
<ROW_addrf>
<addrf>ipv4</addrf>
<TABLE_summary>
<ROW_summary>
<routes>938</routes>
<paths>1453</paths>
<TABLE_unicast>
<ROW_unicast>
<clientnameuni>am</clientnameuni>
<best-paths>2</best-paths>
</ROW_unicast>
<ROW_unicast>
<clientnameuni>local</clientnameuni>
<best-paths>105</best-paths>
</ROW_unicast>
<ROW_unicast>
<clientnameuni>direct</clientnameuni>
<best-paths>105</best-paths>
</ROW_unicast>
<ROW_unicast>
<clientnameuni>broadcast</clientnameuni>
<best-paths>203</best-paths>
</ROW_unicast>
<ROW_unicast>
<clientnameuni>ospf-10</clientnameuni>
<best-paths>1038</best-paths>
</ROW_unicast>
</TABLE_unicast>
<TABLE_route_count>
<ROW_route_count>
<mask_len>8</mask_len>
<count>1</count>
</ROW_route_count>
<ROW_route_count>
<mask_len>24</mask_len>
<count>600</count>
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</ROW_route_count>
<ROW_route_count>
<mask_len>31</mask_len>
<count>13</count>
</ROW_route_count>
<ROW_route_count>
<mask_len>32</mask_len>
<count>324</count>
</ROW_route_count>
</TABLE_route_count>
</ROW_summary>
</TABLE_summary>
</ROW_addrf>
</TABLE_addrf>
</ROW_vrf>
</TABLE_vrf>
</__readonly__>
</__XML__OPT_Cmd_urib_show_ip_route_command___readonly__>
</__XML__OPT_Cmd_urib_show_ip_route_command_vrf>
</__XML__OPT_Cmd_urib_show_ip_route_command_summary>
</__XML__OPT_Cmd_urib_show_ip_route_command_protocol>
</__XML__OPT_Cmd_urib_show_ip_route_command_ip-addr>
</__XML__OPT_Cmd_urib_show_ip_route_command_rpf>
</__XML__OPT_Cmd_urib_show_ip_route_command_l3vm-info>
</__XML__OPT_Cmd_urib_show_ip_route_command_topology>
</__XML__OPT_Cmd_urib_show_ip_route_command_unicast>
</__XML__OPT_Cmd_urib_show_ip_route_command_ip>
</route>
</ip>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>
switch-1#

次の例は、スイッチのOSPFルーティングパラメータを JSONネイティブ形式で表示する方法
を示しています。

switch-1# show ip ospf | json native
{"TABLE_ctx":{"ROW_ctx":[{"ptag":"Blah","instance_number":4,"cname":"default","
rid":"0.0.0.0","stateful_ha":"true","gr_ha":"true","gr_planned_only":"true","gr
_grace_period":"PT60S","gr_state":"inactive","gr_last_status":"None","support_t
os0_only":"true","support_opaque_lsa":"true","is_abr":"false","is_asbr":"false"
,"admin_dist":110,"ref_bw":40000,"spf_start_time":"PT0S","spf_hold_time":"PT1S"
,"spf_max_time":"PT5S","lsa_start_time":"PT0S","lsa_hold_time":"PT5S","lsa_max_
time":"PT5S","min_lsa_arr_time":"PT1S","lsa_aging_pace":10,"spf_max_paths":8,"m
ax_metric_adver":"false","asext_lsa_cnt":0,"asext_lsa_crc":"0","asopaque_lsa_cn
t":0,"asopaque_lsa_crc":"0","area_total":0,"area_normal":0,"area_stub":0,"area_
nssa":0,"act_area_total":0,"act_area_normal":0,"act_area_stub":0,"act_area_nssa
":0,"no_discard_rt_ext":"false","no_discard_rt_int":"false"},{"ptag":"100","ins
tance_number":3,"cname":"default","rid":"0.0.0.0","stateful_ha":"true","gr_ha":
"true","gr_planned_only":"true","gr_grace_period":"PT60S","gr_state":"inactive"
,"gr_last_status":"None","support_tos0_only":"true","support_opaque_lsa":"true"
,"is_abr":"false","is_asbr":"false","admin_dist":110,"ref_bw":40000,"spf_start_
time":"PT0S","spf_hold_time":"PT1S","spf_max_time":"PT5S","lsa_start_time":"PT0
S","lsa_hold_time":"PT5S","lsa_max_time":"PT5S","min_lsa_arr_time":"PT1S","lsa_
aging_pace":10,"spf_max_paths":8,"max_metric_adver":"false","asext_lsa_cnt":0,"
asext_lsa_crc":"0","asopaque_lsa_cnt":0,"asopaque_lsa_crc":"0","area_total":0,"
area_normal":0,"area_stub":0,"area_nssa":0,"act_area_total":0,"act_area_normal"
:0,"act_area_stub":0,"act_area_nssa":0,"no_discard_rt_ext":"false","no_discard_
rt_int":"false"},{"ptag":"111","instance_number":1,"cname":"default","rid":"0.0
.0.0","stateful_ha":"true","gr_ha":"true","gr_planned_only":"true","gr_grace_pe
riod":"PT60S","gr_state":"inactive","gr_last_status":"None","support_tos0_only"
:"true","support_opaque_lsa":"true","is_abr":"false","is_asbr":"false","admin_d
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ist":110,"ref_bw":40000,"spf_start_time":"PT0S","spf_hold_time":"PT1S","spf_max
_time":"PT5S","lsa_start_time":"PT0S","lsa_hold_time":"PT5S","lsa_max_time":"PT
5S","min_lsa_arr_time":"PT1S","lsa_aging_pace":10,"spf_max_paths":8,"max_metric
_adver":"false","asext_lsa_cnt":0,"asext_lsa_crc":"0","asopaque_lsa_cnt":0,"aso
paque_lsa_crc":"0","area_total":0,"area_normal":0,"area_stub":0,"area_nssa":0,"
act_area_total":0,"act_area_normal":0,"act_area_stub":0,"act_area_nssa":0,"no_d
iscard_rt_ext":"false","no_discard_rt_int":"false"},{"ptag":"112","instance_num
ber":2,"cname":"default","rid":"0.0.0.0","stateful_ha":"true","gr_ha":"true","g
r_planned_only":"true","gr_grace_period":"PT60S","gr_state":"inactive","gr_last
_status":"None","support_tos0_only":"true","support_opaque_lsa":"true","is_abr"
:"false","is_asbr":"false","admin_dist":110,"ref_bw":40000,"spf_start_time":"PT
0S","spf_hold_time":"PT1S","spf_max_time":"PT5S","lsa_start_time":"PT0S","lsa_h
old_time":"PT5S","lsa_max_time":"PT5S","min_lsa_arr_time":"PT1S","lsa_aging_pac
e":10,"spf_max_paths":8,"max_metric_adver":"false","asext_lsa_cnt":0,"asext_lsa
_crc":"0","asopaque_lsa_cnt":0,"asopaque_lsa_crc":"0","area_total":0,"area_norm
al":0,"area_stub":0,"area_nssa":0,"act_area_total":0,"act_area_normal":0,"act_a
rea_stub":0,"act_area_nssa":0,"no_discard_rt_ext":"false","no_discard_rt_int":"
false"}]}}
switch-1#

次の例は、OSPFルーティングパラメータを JSON Pretty Native形式で表示する方法を示して
います。

switch-1# show ip ospf | json-pretty native
{

"TABLE_ctx": {
"ROW_ctx": [{

"ptag": "Blah",
"instance_number": 4,
"cname": "default",
"rid": "0.0.0.0",
"stateful_ha": "true",
"gr_ha": "true",
"gr_planned_only": "true",
"gr_grace_period": "PT60S",
"gr_state": "inactive",
"gr_last_status": "None",
"support_tos0_only": "true",
"support_opaque_lsa": "true",
"is_abr": "false",
"is_asbr": "false",
"admin_dist": 110,
"ref_bw": 40000,
"spf_start_time": "PT0S",
"spf_hold_time": "PT1S",
"spf_max_time": "PT5S",
"lsa_start_time": "PT0S",
"lsa_hold_time": "PT5S",
"lsa_max_time": "PT5S",
"min_lsa_arr_time": "PT1S",
"lsa_aging_pace": 10,
"spf_max_paths": 8,
"max_metric_adver": "false",
"asext_lsa_cnt": 0,
"asext_lsa_crc": "0",
"asopaque_lsa_cnt": 0,
"asopaque_lsa_crc": "0",
"area_total": 0,
"area_normal": 0,
"area_stub": 0,
"area_nssa": 0,
"act_area_total": 0,
"act_area_normal": 0,
"act_area_stub": 0,
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"act_area_nssa": 0,
"no_discard_rt_ext": "false",
"no_discard_rt_int": "false"

}, {
"ptag": "100",
"instance_number": 3,
"cname": "default",
"rid": "0.0.0.0",
"stateful_ha": "true",
"gr_ha": "true",
"gr_planned_only": "true",
"gr_grace_period": "PT60S",
"gr_state": "inactive",

... content deleted for brevity ...

"max_metric_adver": "false",
"asext_lsa_cnt": 0,
"asext_lsa_crc": "0",
"asopaque_lsa_cnt": 0,
"asopaque_lsa_crc": "0",
"area_total": 0,
"area_normal": 0,
"area_stub": 0,
"area_nssa": 0,
"act_area_total": 0,
"act_area_normal": 0,
"act_area_stub": 0,
"act_area_nssa": 0,
"no_discard_rt_ext": "false",
"no_discard_rt_int": "false"

}]
}

}
switch-1#

次の例は、JSON形式で IPルート要約を表示する例を示します。
switch-1# show ip route summary | json
{"TABLE_vrf": {"ROW_vrf": {"vrf-name-out": "default", "TABLE_addrf": {"ROW_addrf":
{"addrf": "ipv4", "TABLE_summary": {"ROW_summary": {"routes": "938", "paths": "
1453", "TABLE_unicast": {"ROW_unicast": [{"clientnameuni": "am", "best-paths": "2"},
{"clientnameuni": "local", "best-paths": "105"}, {"clientnameuni": "direct",
"best-paths": "105"}, {"clientnameuni": "broadcast", "best-paths": "203"},
{"clientnameuni": "ospf-10", "best-paths": "1038"}]}, "TABLE_route_count": {"ROW_route_
count": [{"mask_len": "8", "count": "1"}, {"mask_len": "24", "count": "600"}, {"mask_len":
"31", "count": "13"}, {"mask_len": "32", "count": "324"}]}}}}}}}}
switch-1#

次の例は、JSON Pretty形式で IPルート要約を表示する例を示します。
switch-1# show ip route summary | json-pretty
{

"TABLE_vrf": {
"ROW_vrf": {

"vrf-name-out": "default",
"TABLE_addrf": {

"ROW_addrf": {
"addrf": "ipv4",
"TABLE_summary": {

"ROW_summary": {
"routes": "938",
"paths": "1453",
"TABLE_unicast": {

"ROW_unicast": [
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{
"clientnameuni": "am",
"best-paths": "2"

},
{

"clientnameuni": "local",
"best-paths": "105"

},
{

"clientnameuni": "direct",
"best-paths": "105"

},
{

"clientnameuni": "broadcast",
"best-paths": "203"

},
{

"clientnameuni": "ospf-10",
"best-paths": "1038"

}
]

},
"TABLE_route_count": {

"ROW_route_count": [
{

"mask_len": "8",
"count": "1"

},
{

"mask_len": "24",
"count": "600"

},
{

"mask_len": "31",
"count": "13"

},
{

"mask_len": "32",
"count": "324"

}
]

}
}

}
}

}
}

}
}
switch-1#
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第 19 章

NX-API REST

この章は、次の項で構成されています。

• NX-API RESTについて（235ページ）
• RESTによる DME設定の置換（236ページ）

NX-API RESTについて
NX-API REST

リリース 7.0(3)F3(1)以降、NX- API REST SDKが使用可能になりました。

スイッチでは、構成はコマンドラインインターフェイス（CLI）を使用して実施します。CLI
は、当該スイッチ上でしか実行できません。NX-API RESTは、HTTP/HTTPS APIを提供する
ことにより、スイッチ構成のアクセシビリティを向上させます。

•特定の CLIコマンドをスイッチの外部から実行可能です。

•比較的少数の HTTP/HTTPS操作で設定アクションを組み合わせることで、多数の CLIコ
マンドを発行する必要がある設定を有効にします。

NX-API RESTは、showコマンド、基本および詳細スイッチ構成と Linux Bashをサポートしま
す。

NX-API RESTは HTTP/HTTPSをトランスポートとして使用します。CLIは、HTTP / HTTPS
POST本文にエンコードされます。NX-API RESTバックエンドは Nginx HTTPサーバーを使用
します。Nginxプロセスとそのすべての子プロセスは、CPUとメモリの使用量の上限が定めら
れている Linux cgroupの保護下に置かれます。Nginxの技術情報使用量が cgroupの制限を超え
ると、Nginxプロセスが再起動されて復元されます。

Cisco NX-API REST SDKの詳細については、https://developer.cisco.com/site/nx-api/documents/
n3k-n9k-api-ref/を参照してください。
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RESTによる DME設定の置換

REST Putによる DMEフル構成置換について
Cisco NX-OSリリース 9.3(1)以降、Cisco NX-OSは REST PUT操作によるモデルベースの完全
な設定置換をサポートします。設定を置き換えるこの方法では、CiscoDMEモデルを使用しま
す。

DMEフルコンフィギュレーションの置換機能を使用すると、RESTプログラムインターフェ
イスを使用してスイッチの実行コンフィギュレーションを置換できます。この機能には、次の

追加の利点があります。DMEの完全な設定置換は、PUT操作によって行われます。設定ツリー
のすべての部分（システムレベル、サブツリー、およびリーフ）は、DMEの完全な設定の置
換をサポートします。

•スイッチ設定の無停止交換をサポート

•自動化のサポート

•他の機能やその構成に影響を与えることなく、機能を選択的に変更する機能を提供しま
す。

•最終的な設定結果を指定できるようにすることで、設定変更を簡素化し、人的エラーを排
除します。スイッチは差分を計算し、構成ツリーの影響を受ける部分にプッシュします。

プログラムインターフェイスを使用して実行することはできませんが、Cisco NX-OS CLIコマ
ンドを使用して完全な設定置換を実行することもできます。config replace config-file-name

（注）

注意事項と制約事項

以下は DMEフル構成置換機能の注意事項と制約事項です。

•ツリーを確認し、構成置換が適用される場所を確認することが重要です。構成置換操作に
サンドボックスを使用する場合、サンドボックスはデフォルトでサブツリーに設定される

ため、構成ツリー内の正しいノードをターゲットとするようにURIを変更する必要があり
ます。

• NX-OSサンドボックスを使用して（置換のための）変換を行う場合、要求に status:

'replaced'属性が存在するため、POST操作を使用する必要があります。他の変換オプショ
ンを使用する場合は、PUT操作を使用できます。

•サブツリーノードでこの機能のRESTPUTオプションを使用すると、構成置換操作がサブ
ツリー全体に適用されます。ターゲットのサブツリーノードは PUTの構成置換データで
正しく変更されますが、サブツリーノードのリーフノードもデフォルト値に構成される

ことによって影響を受けることに注意してください。
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リーフノードに影響が及ばないようにする必要がある場合は、PUT操作を使用しないで
ください。代わりに、status:'replaced'属性を指定した POST操作を使用できます。

リーフノードに構成置換を適用する場合、PUT操作は期待どおりに動作します。

REST PUTによるシステムレベル構成の置換
管理クライアントからRESTPUTを送信することで、スイッチの構成全体を置き換えることが
できます。

次の手順を使用します。

手順

ステップ 1 クライアントから、URLを /api/mo/sys.jsonとして、ペイロードをシステムレベルとして REST PUT操作
を発行します。

ペイロードは有効な構成である必要があり、構成は

/api/mo/sys.json?rsp-subtree=full&rsp-prop-include=set-config-onlyで GETを発行して、いつでもス
イッチから取得可能である必要があります。

ステップ 2 /api/mo/sys.json?rsp-subtree=full&rsp-prop-include=set-config-onlyを使用して、構成の置換に使用し

た DNに GETを送信します。

ステップ 3 （オプション）送信したペイロードを、置き換えたDNのGETと比較します。GETのペイロードは、送信
したペイロードと同じである必要があります。

REST PUTによる機能レベルの構成置換
Cisco DMEは、REST PUT操作による機能レベルの設定の置換をサポートしています。モデル
の機能レベルで PUTを送信することで、特定の機能の設定を置き換えることができます。

次の手順を使用します。

手順

ステップ 1 クライアントから、機能のモデルオブジェクト（MO）で REST PUT操作を発行します。

a) Putは、最上位システムレベルから機能のMOへの URLを指定する必要があります。

たとえば、BGP /api/mo/sys/bgp.jsonの場合

ペイロードは有効な設定である必要があり、機能の DNで GETを発行することで、いつでもスイッチ
から設定を取得できる必要があります。たとえば、BGPの場
合、/api/mo/sys/bgp.json?rsp-subtree=full&rsp-prop-include=set-config-onlyです。
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b) 機能のペイロードは、置き換えるMO（たとえば、 bgp）で始まる必要があります。

次に例を示します。

{
"bgpInst": {
"attributes": {
"asn": "100",
"rn": "inst"

},
"children": [

... content removed for brevity ...

{
"bgpDom": {
"attributes": {
"name": "vrf1",
"rn": "dom-vrf1"

},
"children": [
{
"bgpPeer": {
"attributes": {
"addr": "10.1.1.1",
"inheritContPeerCtrl": "",
"rn": "peer-[10.1.1.1]"

}
}

}
]

}
},
{
"bgpDom": {
"attributes": {
"name": "default",
"rn": "dom-default",
"rtrId": "1.1.1.1"

}
}

}
]

}
}

ステップ 2 /api/mo/sys/bgp.json?rsp-subtree=full&rsp-prop-include=set-config-onlyを使用して、設定の置換に使用した DN
で GETを送信します。

ステップ 3 （オプション）送信したペイロードを、置き換えたDNのGETと比較します。GETのペイロードは、送信
したペイロードと同じである必要があります。

REST POSTによるプロパティレベルの構成の置換
シスコのDMEモデルは、RESTPOST操作によるCLIベースの機能のプロパティレベルの構成
置換をサポートしています。要求ペイロードを生成し、REST POST操作を介してスイッチに
送信することにより、NX-OSサンドボックスを介して機能のプロパティの構成を置き換える
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ことができます。NX-OSサンドボックスの詳細については、NX-API開発者サンドボックス
（241ページ）を参照してください。

手順

ステップ 1 HTTPSを介し、NX-OSサンドボックスを介してスイッチに接続し、ログイン情報を入力します。

ステップ 2 作業エリアで、変更する機能の CLIを入力します。

ステップ 3 作業エリアの下のフィールドで、構成する機能に対するツリー内のMOへの URIを設定します。このMO
レベルは Put要求の送信先です。

ステップ 4 [方法（Method）]で、NX-API (DME)を選択します。

ステップ 5 [入力タイプ（Input Type）]で、[CLI]を選択します。

ステップ 6 [変換（Convert）]ドロップダウンリストから Convert (for replace)を選択して、[要求（Request）]
ペインでペイロードを生成します。

ステップ 7 スイッチへの POST操作を使用する要求をクリックします。

（注）

プロパティレベルの構成置換は、構成がデフォルト構成の場合に失敗する可能性があります。これは、置

換操作はすべての子MOを削除し、すべてのプロパティをデフォルトにリセットしようと試みるからです。

REST PUTの構成置換のトラブルシューティング
以下は、REST Put操作による設定の置換が成功しない場合のトラブルシューティングに役立
つ手順です。

手順

ステップ 1 要求が有効かどうかを確認します。

URL、操作、およびペイロードが有効である必要があります。たとえば、URLが api/mo/sys/foo.jsonの場
合、ペイロードは fooで始まる必要があります。

ステップ 2 ペイロードが有効であり、次の構成プロパティのみが含まれていることを確認します。

•正常に設定されました
•有効なデバイス設定から取得

設定プロパティのみを取得するには、rsp-subtree=full&rsp-prop-include=set-config-onlyをフィルタリングす
る GETを使用します。

ステップ 3 ペイロードを検証するには、DME POST操作を使用してペイロードをスイッチに送信します。

ステップ 4 エラーをチェックして、MOの名前とプロパティがあることを確認します。
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ステップ 5 ペイロードにMOの名前とプロパティも含まれていることを確認します。
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第 20 章

NX-API開発者サンドボックス

この章は、次の項で構成されています。

• NX-API開発者サンドボックス: 9.2（2）より前の NX-OSリリース（241ページ）
• NX-API開発者サンドボックス：NX-OSリリース 9.2（2）以降（248ページ）

NX-API開発者サンドボックス: 9.2（2）より前のNX-OSリ
リース

About the NX-APIデベロッパーサンドボックス
NX-API Developer Sandboxは、スイッチでホストされるWebフォームです。NX-OS CLIコマ
ンドを同等の XMLまたは JSONペイロードに変換し、NX-API RESTペイロードを同等の CLI
に変換します。

図に示すように、Webフォームは 3つのペイン（コマンド（上部ペイン）、要求、および応
答）を持つ 1つの画面です。
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図 1 :リクエストと出力応答の例を含む NX-APIデベロッパーサンドボックス

コマンドペインのコントロールを使用すると、サポートされている APIのメッセージフォー
マット（NX-API RESTなど）とコマンドタイプ（XMLや JSONなど）を選択できます。使用
可能なコマンドタイプオプションは、選択したメッセージフォーマットによって異なります。

コマンドペインに 1つ以上の CLIコマンドを入力するか貼り付けると、Webフォームはコマ
ンドをAPIペイロードに変換し、構成エラーをチェックし、結果のペイロードを要求ペインに
表示します。次に、コマンドペインのPOSTボタンを使用して、ペイロードをサンドボックス
からスイッチに直接送信することを選択した場合、応答ペインに API応答が表示されます。

逆に、コマンドペインに NX-API REST指定名 (DN)とペイロードを入力し、nx-api rest
メッセージフォーマットと[モデル（model）]コマンドタイプを選択すると、デベロッパー
サンドボックスはペイロードの構成エラーをチェックし、応答ペインに同等のCLIが表示され
ます。

注意事項と制約事項

デベロッパーサンドボックスのガイドラインと制限は次のとおりです：

•サンドボックスでPOSTをクリックすると、コマンドがスイッチにコミットされ、構成ま
たは状態が変更される可能性があります。

•一部の機能構成コマンドは、関連する機能が有効になるまで使用できません。

メッセージフォーマットとコマンドタイプの構成

[メッセージフォーマット（Message Format）]と[コマンドタイプ（Command Type）]は、コ
マンドペイン（上部ペイン）の右上隅で構成されます。[メッセージフォーマット（Message
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Format）]で、使用するAPIプロトコルのフォーマットを選択します。開発者サンドボックス
は、次の APIプロトコルをサポートしています。

表 11 : NX-OS APIプロトコル

説明プロトコル

JSONペイロードでNX-OSCLIコマンドを配信するために使用できる標準
の軽量リモートプロシージャコール（RPC）プロトコル。JSON-RPC 2.0
仕様は、jsonrpc.orgによって概説されています。

json-rpc

XMLペイロードでNX-OSCLIまたはbashコマンドを配信するためのCisco
NX-API独自のプロトコル。

xml

JSONペイロードでNX-OSCLIまたはbashコマンドを配信するためのCisco
NX-API独自のプロトコル。

json

内部 NX-OSデータ管理エンジン（DME）モデルで管理対象オブジェクト
（MO）とそのプロパティを操作および読み取るためのCiscoNX-API独自
のプロトコル。詳細については、[CiscoNexusNX-APIリファレンス（Cisco
Nexus NX-API References）]を参照してください。

nx-api rest

構成および状態データ用の YANG（「Yet Another Next Generation」）デー
タモデリング言語。

nx yang

[メッセージフォーマット（Message Format）]を選択すると、[コマンドタイプ（Command
Type）]オプションのセットが[メッセージフォーマット（Message Format）]コントロールの
すぐ下に表示されます。[コマンドタイプ（Command Type）]の設定は、入力 CLIを制限で
き、[要求（Request）]と[応答（Response）]のフォーマットを決定できます。オプションは、
選択した[メッセージフォーマット（Message Format）]によって異なります。各[メッセージ
フォーマット（Message Format）]について、次の表で [コマンドタイプ（Command Type）]
オプションについて説明します。

表 12 :コマンドタイプ

コマンドタイプメッセージ形式

• cli — showまたは構成コマンド

• cli_ascii — showまたは構成コマンド、フォーマットせず
に出力

json-rpc
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コマンドタイプメッセージ形式

• cli_show —コマンドを表示します。コマンドが XML出
力をサポートしていない場合、エラーメッセージが返さ

れます。

• cli_show_ascii—コマンドを表示、フォーマットせずに出
力

• cli_conf—構成コマンド。対話型の構成コマンドはサポー
トされていません。

• bash—bashコマンド。ほとんどの非対話型 bashコマンド
がサポートされています。

（注）

スイッチで bashシェルを有効にする必要があります。

xml

• cli_show —コマンドを表示します。コマンドが XML出
力をサポートしていない場合、エラーメッセージが返さ

れます。

• cli_show_ascii—コマンドを表示、フォーマットせずに出
力

• cli_conf—構成コマンド。対話型の構成コマンドはサポー
トされていません。

• bash—bashコマンド。ほとんどの非対話型 bashコマンド
がサポートされています。

（注）

スイッチで bashシェルを有効にする必要があります。

json

• cli —構成コマンド

•モデル—DNおよび対応するペイロード。

nx-api rest

• json —ペイロードに JSON構造が使用されます

• xml — XML構造がペイロードに使用されます

nx yang

出力チャンク

大量の showコマンド出力を処理するために、一部の NX-APIメッセージフォーマットでは、
showコマンドの出力チャンクがサポートされています。この場合、[チャンクモードを有効に
する（Enable chunk mode）]チェックボックスが、セッション ID (SID )入力ボックスとともに
[コマンドタイプ（Command Type）]コントロールの下に表示されます。
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チャンクが有効な場合、応答は複数の「チャンク」で送信され、最初のチャンクが即時のコマ

ンド応答で送信されます。応答メッセージの次のチャンクを取得するには、前の応答メッセー

ジのセッション IDに設定された SIDを使用して NX-API要求を送信する必要があります。

デベロッパーサンドボックスを使用

デベロッパーサンドボックスを使用して CLIコマンドをペイロードに
変換する

オンラインヘルプは、サンドボックスウィンドウの右上隅にある [クイックスタート（Quick
Start）]をクリックすると利用できます。

レスポンスコードやセキュリティメソッドなどの詳細については、NX-API CLIの章を参照し
てください。

構成コマンドはサポートされていません。

ヒント

手順

ステップ 1 使用する APIプロトコルの[メッセージ形式（Message Format）]と[コマンドタイプ（Command Type）]
を構成します。

詳細な手順については、メッセージフォーマットとコマンドタイプの構成（242ページ）を参照してくだ
さい。

ステップ 2 上部ペインのテキストエントリボックスに、NX-OS CLI構成コマンドを 1行に 1つずつ入力するか貼り
付けます。

上部ペインの下部にある [リセット（Reset）]をクリックすると、テキストエントリボックス (および [要
求（Request）]ペインと [応答（Response）]ペイン)の内容を消去できます。
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ステップ 3 トップペインの最下部にある [変換（Convert）]をクリックします。

CLIコマンドに構成エラーが含まれていない場合、ペイロードは [要求（Request）]ペインに表示されま
す。エラーが存在する場合は、説明のエラーメッセージが [応答（Response）]ペインに表示されます。
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ステップ 4 [リクエスト（Request）]ペインに有効なペイロードが表示されている場合は、POSTをクリックして、ペ
イロードを API呼び出しとしてスイッチに送信できます。

スイッチからのレスポンスは [Response（応答）]ペインに表示されます。

警告

POSTをクリックすると、コマンドがスイッチにコミットされ、構成または状態が変更される可能性があ
ります。
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ステップ 5 ペインで [コピー（Copy）]をクリックすると、[要求（Request）]ペインまたは [応答（Response）]ペイ
ンの格納ファイルをクリップボードにコピーできます。

ステップ 6 [リクエスト（Request）]ペインで Pythonをクリックすると、クリップボード上のリクエストの Python導
入を取得できます。

NX-API開発者サンドボックス：NX-OSリリース 9.2（2）
以降

About the NX-APIデベロッパーサンドボックス
Cisco NX-API Developer Sandboxは、スイッチでホストされるWebフォームです。NX-OS CLI
コマンドを同等の XMLまたは JSONペイロードに変換し、NX-API RESTペイロードを同等の
CLIに変換します。

Webフォームは、次の図に示すように、コマンド（上部のペイン）、要求（中央のペイン）、
および応答（下部のペイン）の 3つのペインを持つ 1つの画面です。指定名（DN）フィール
ドは、コマンドペインとリクエストペインの間にあります（下図の POSTと送信オプション
の間にあります）。
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リクエストペインにも一連のタブがあります。各タブは、Python、Python3、Java、JavaScript、
Go-Langの異なる言語を表します。各タブでは、それぞれの言語でリクエストを表示できま
す。たとえば、CLIコマンドを XMLまたは JSONペイロードに変換した後、[Python]タブを
クリックして、スクリプトの作成に使用できる Pythonでのリクエストを表示します。

図 2 :リクエストと出力応答の例を含む NX-APIデベロッパーサンドボックス

コマンドペインのコントロールを使用すると、NX-APIRESTなどのサポートされているAPI、
モデル（ペイロード）や CLIなどの入力タイプ、および XMLや JSONなどのメッセージ形式
を選択できます。使用可能なオプションは、選択した方法によって異なります。

NXAPI-REST（DME）メソッドを選択し、1つ以上のCLIコマンドをコマンドペインに入力す
るか貼り付けて、[変換]をクリックすると、Webフォームはコマンドを REST APIペイロード
に変換し、構成エラーをチェックし、要求ペインに結果のペイロードを表示します。次に、ペ

イロードをサンドボックスからスイッチに直接送信することを選択した場合（POSTオプショ
ンを選択して [SEND]をクリック）、[応答]ペインに API応答が表示されます。詳細について
は、デベロッパーサンドボックスを使用してCLIコマンドをRESTペイロードに変換する（256
ページ）を参照してください。

逆に、CiscoNX-APIDeveloper Sandboxはペイロードの設定エラーをチェックし、対応するCLI
を [応答]ペインに表示します。詳細については、「デベロッパーサンドボックスを使用した
RESTペイロードから CLIコマンドへの変換（259ページ）」を参照してください。
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注意事項と制約事項

デベロッパーサンドボックスのガイドラインと制限は次のとおりです：

•サンドボックスで [送信（Send）]をクリックすると、コマンドがスイッチにコミットさ
れ、構成または状態が変更される可能性があります。

•一部の機能構成コマンドは、関連する機能が有効になるまで使用できません。たとえば、
BGPルータを構成するには、最初に [機能 bgp（feature bgp）]コマンドを使用して BGP
を有効にする必要があります。同様に、OSPFルータを構成するには、最初に [機能 ospf
（feature ospf）]コマンドを使用してOSPFを有効にする必要があります。これは、[evpn
マルチホーミングコアトラッキング（evpn multihoming core-tracking）]などの依存コマ
ンドを有効にする [evpn esiマルチホーミング（evpn esi multihoming）]にも適用されま
す。機能が機能依存コマンドにアクセスできるようにする方法の詳細については、Cisco
Nexus 9000 ConfigurationGuides CiscoNexus 3000 ConfigurationGuidesを参照してください。

•サンドボックスを使用した DNでの変換は、CLI構成の DNを検索する場合にのみサポー
トされます。DMEを使用してCLI構成コマンドのDNを変換するなど、他のワークフロー
はサポートされていません。

• OSPFv2インターフェイスコマンドのための、CLIからモデルまたはxmlへの変換は、[no]
ip router ospf <tag> area {<area-id-ip> | <area-id-int>} [secondaries none]コマンドを使用し
てルータインスタンスとエリアを構成し、インターフェイスでOSPFを明示的に有効にす
るまでは行われません。

•コマンドペイン（上部のペイン）は、最大 10,000行の入力をサポートします。

• CLI入力のメッセージタイプとして XMLまたは JSONを使用する場合、セミコロンを使
用して同じ行の複数のコマンドを区切ることができます。ただし、CLI入力のメッセージ
タイプとして JSONRPCを使用する場合、同じ行に複数のコマンドを入力し、セミコロン
( ; )で区切ることはできません。

たとえば、次のように JSON RPCを介してshow hostnameコマンドとshow clockコマンド
をを送信したいとします。

Sandboxで、次のように CLIを入力します。
show hostname ; show clock

JSON RPCリクエストでは、入力は次のようにフォーマットされます。
[
{
"jsonrpc": "2.0",
"method": "cli",
"params": {
"cmd": "show hostname ; show clock",
"version": 1

},
"id": 1

}
]

リクエストを送信すると、レスポンスで次のエラーが返されます。
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{
"jsonrpc": "2.0",
"error": {
"code": -32602,
"message": "Invalid params",
"data": {
"msg": "Request contains invalid special characters"

}
},
"id": 1

}

この状況は、Sandboxが JSON RPCリクエストの各コマンドを個別のアイテムとして解析
し、それぞれに識別子を割り当てるために発生します。JSON RPCリクエストを使用す
る場合、同じ回線で複数のコマンドを区切るために内部句読点を使用することはできませ

ん。代わりに、各コマンドを個別の回線に入力すると、リクエストが正常に完了します。

同じ例を続けて、NX-API CLIで次のようにコマンドを入力します。
show hostname
show clock

リクエストでは、入力は次のようにフォーマットされます。

[
{
"jsonrpc": "2.0",
"method": "cli",
"params": {
"cmd": "show hostname",
"version": 1

},
"id": 1

},
{
"jsonrpc": "2.0",
"method": "cli",
"params": {
"cmd": "show clock",
"version": 1

},
"id": 2

}
]

応答は正常に完了します。

[
{
"jsonrpc": "2.0",
"result": {
"body": {
"hostname": "switch-1"

}
},
"id": 1

},
{
"jsonrpc": "2.0",
"result": {
"body": {
"simple_time": "12:31:02.686 UTC Wed Jul 10 2019\n",
"time_source": "NTP"

}
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},
"id": 2

}
]

メッセージフォーマットと入力タイプの構成

メソッド、メッセージ形式、および入力タイプは、コマンドペイン（上部のペイン）の右上

隅で構成されます。[メソッド]で、使用するAPIプロトコルの形式を選択します。CiscoNX-API
Developer Sandboxは、次の APIプロトコルをサポートしています。

表 13 : NX-OS APIプロトコル

説明プロトコル

XMLまたは JSONペイロードでNX-OS CLIまたは bashコマンドを配信す
るための Cisco NX-API独自のプロトコル。

NXAPI-CLI

内部 NX-OSデータ管理エンジン（DME）モデルで管理対象オブジェクト
（MO）とそのプロパティを操作および読み取るためのCiscoNX-API独自
のプロトコル。NXAPI-REST（DME）プロトコルは、次の方法から選択で
きるドロップダウンリストを表示します。

• POST

• GET

• PUT

• DELETE

Cisco Nexus 3000および 9000シリーズ NX-API REST SDKの詳細について
は、https://developer.cisco.com/site/cisco-nexus-nx-api-references/を参照して
ください。

NXAPI-REST
（DME）

構成および状態データ用の YANG（「Yet Another Next Generation」）デー
タモデリング言語。

RESTCONF（Yang）プロトコルは、次の方法から選択できるドロップダウ
ンリストを表示します。

• POST

• GET

• PUT

• PATCH

• DELETE

RESTCONF
（Yang）
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メソッドを選択すると、メッセージ形式または入力タイプのオプションのセットがドロップダ

ウンリストに表示されます。メッセージ形式は、入力 CLIを制約し、要求と応答の形式を決
定できます。オプションは、選択したメソッドによって異なります。

次の表では、各メッセージ形式の入力/コマンドタイプオプションについて説明します。

表 14 :コマンドタイプ

入力/コマンドタイプメッセージ形式方法

• cli — showまたは構成コマンド

• cli_ascii — showまたは構成コマンド、
フォーマットせずに出力

• cli-array— showコマンド。cliに似ていま
すが、cli_arrayを使用すると、データは
1つの要素のリスト、または角括弧 [ ]で
囲まれたアレイとして返されます。

json-rpcNXAPI-CLI

• cli_show —コマンドを表示します。コマ
ンドがXML出力をサポートしていない場
合、エラーメッセージが返されます。

• cli_show_ascii—コマンドを表示、フォー
マットせずに出力

• cli_conf —構成コマンド。対話型の構成
コマンドはサポートされていません。

• bash— bashコマンド。ほとんどの非対話
型 bashコマンドがサポートされていま
す。

（注）

スイッチでbashシェルを有効にする必要
があります。

xmlNXAPI-CLI
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入力/コマンドタイプメッセージ形式方法

• cli_show —コマンドを表示します。コマ
ンドがXML出力をサポートしていない場
合、エラーメッセージが返されます。

（注）

Cisco NX-OSリリース 9.3(3)以降では、
cli_showコマンドよりも cli_show_array
コマンドが推奨されます。

• cli_show_array — showコマンドcli_show
に似ていますが、cli_show_arrayを使用す
ると、データは角括弧 [ ]で囲まれた 1つ
の要素のリストまたは配列として返され

ます。

• cli_show_ascii—コマンドを表示、フォー
マットせずに出力

• cli_conf —構成コマンド。対話型の構成
コマンドはサポートされていません。

• bash— bashコマンド。ほとんどの非対話
型 bashコマンドがサポートされていま
す。

（注）

スイッチでbashシェルを有効にする必要
があります。

jsonNXAPI-CLI

• cli — CLIからモデルへの変換

• model —モデルから CLIへの変換。

NXAPI-REST（DME）

• json—ペイロード
に JSON構造が使
用されます

• xml — XML構造
がペイロードに使

用されます

RESTCONF（Yang）

出力チャンク

JSONおよび XML NX-APIメッセージ形式を使用すると、10 MBのチャンクで大きな showコ
マンド応答を受信できます。受信すると、チャンクが連結されて、有効な JSONオブジェクト
またはXML構造が作成されます。出力チャンクを示すサンプルスクリプトを表示するには、
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次のリンクをクリックし、リリース 9.3xに対応するディレクトリを選択します：Cisco NX-OS
NXAPI。

チャンク JSONモードの場合、ブラウザーまたは Pythonスクリプトパーツは有効な JSON出
力を提供しません（終了タグはありません）。チャンクモードを使用して有効な JSONを取得
するには、ディレクトリで提供されるスクリプトを使用します。

（注）

即時のコマンド応答で最初のチャンクを受け取ります。これには、セッション IDを含む sid
フィールドも含まれます。次のチャンクを取得するには、前のチャンクのセッション IDを
[SID]テキストボックスに入力します。sidフィールドの eoc（コンテンツの終わり）値で示さ
れる最後の応答に到達するまで、プロセスを繰り返します。

チャンクモードは、JSONまたはXMLフォーマットタイプおよび cli_show、 cli_show_array,、
または cli_show_asciiコマンドタイプでNXAPI-CLIメソッドを使用する場合に使用できます。
チャンクモードの設定の詳細については、チャンクモードフィールドの表を参照してくださ

い。

NX-APIは、最大 2つのチャンクセッションをサポートします。（注）

表 15 :チャンクモードフィールド

説明フィールド名

[チャンクモードを有効にする（EnableChunkMode）]チェッ
クボックスをクリックしてチェックマークを付けると、チャ

ンクが有効になります。チャンクモードを有効にすると、10
MBを超える応答は、最大 10 MBのサイズの複数のチャンク
で送信されます。

チャンクモードを有効にする

応答メッセージの次のチャンクを取得するには、SIDテキス
トボックスに前の応答のセッション IDを入力します。

（注）

使用できる文字は英数字と「_」のみです。無効な文字はエ
ラーを受け取ります。

SID

デベロッパーサンドボックスを使用

Cisco NX-APIデベロッパーサンドボックスを使用して、次のような複数の変換を行うことが
できます。
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デベロッパーサンドボックスを使用して CLIコマンドを RESTペイロードに変換する

• Cisco NX-APIデベロッパーサンドボックスウィンドウの右上隅にあるフィールド名の横
にあるヘルプアイコン（ ?）をクリックすると、オンラインヘルプを利用できます。

•応答コードやセキュリティメソッドなどの詳細については、NX-API CLIの章を参照して
ください。

•構成コマンドはサポートされていません。

ヒント

Cisco NX-API Developer Sandboxを使用すると、CLIコマンドをRESTペイロードに変換できま
す。

手順

ステップ 1 [方法（Method）]ドロップダウンリストをクリックし、NXAPI-REST (DME)を選択します。

[入力タイプ]ドロップダウンリストが表示されます。

ステップ 2 [入力（Input）]タイプドロップダウンリストをクリックし、cliを選択します。

ステップ 3 上部ペインのテキストエントリボックスに、NX-OS CLI構成コマンドを 1行に 1つずつ入力するか貼り
付けます。

上部ペインの下部にある [リセット（Reset）]をクリックすると、テキストエントリボックス (および [要
求（Request）]ペインと [応答（Response）]ペイン)の内容を消去できます。
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ステップ 4 [変換（Convert）]をクリックします。

CLIコマンドに構成エラーが含まれていない場合、ペイロードは [要求（Request）]ペインに表示されま
す。エラーが存在する場合は、説明のエラーメッセージが [応答（Response）]ペインに表示されます。

ステップ 5 (オプション)有効なペイロードを API呼び出しとしてスイッチに送信するには、[送信（Send）]をクリッ
クします。

スイッチからのレスポンスは [Response（応答）]ペインに表示されます。

警告

[送信（Send）]をクリックすると、コマンドがスイッチにコミットされ、構成または状態が変更される可
能性があります。
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ステップ 6 (オプション)ペイロード内のMOの DNを取得するには：

1. [リクエスト（Request）]ペインから、POSTを選択します。

2. [変換（Convert）]ドロップダウンリストをクリックし、[変換 (DNを使用)（Convert (with DN)）]を
選択します。

ペイロードは、ペイロード内の各MOに対応する DNを含む dnフィールドとともに表示されます。

ステップ 7 (オプション)新しい構成で現在の構成を上書きする場合：

1. [変換（Convert）]ドロップダウンリストをクリックし、[変換（置換用）（Convert（for Replace））]
を選択します。[リクエスト（Request）]ペインには、[ステータス（status）]フィールドが[置換
（replace）]ように設定されたペイロードが表示されます。

2. [リクエスト（Request）]ペインから、POSTを選択します。

3. [送信（Send）]をクリックします。

現在の構成は、投稿された構成に置き換えられます。たとえば、次の構成で開始するとします：

interface eth1/2
description test
mtu 1501

次に、[変換（置換用）（Convert（for Replace））]を使用して、次の構成を POSTします。
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interface eth1/2
description testForcr

mtu構成が削除され、新しい説明 (testForcr)のみがインターフェイスの下に表示されます。この変更は、
show running-configと入力すると確認されます。

ステップ 8 (オプション) [リクエスト（Request）]ペインや [応答（Response）]ペインなどのペインの内容をコピーす
るには、[コピー（Copy）]をクリックします。それぞれのペインの内容がクリップボードにコピーされま
す。

ステップ 9 (オプション)リクエストを以下のいずれかのフォーマットに変換するには、[リクエスト（Request）]ペイ
ンの適切なタブをクリックします。

• Python

• python3

• Java

• JavaScript

• Go-Lang

デベロッパーサンドボックスを使用した RESTペイロードから CLIコマンドへの変換

Cisco NX-API Developer Sandboxを使用すると、RESTペイロードを対応するCLIコマンドに変
換できます。このオプションは、NXAPI-REST (DME)メソッドでのみ使用できます。
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• CiscoNX-APIDeveloper Sandboxのフィールド名の横にあるヘルプアイコン（ ?）をクリッ
クすると、オンラインヘルプを利用できます。ヘルプアイコンをクリックして、それぞ

れのフィールドに関する情報を取得します。

応答コードやセキュリティメソッドなどの詳細については、NX-API CLIの章を参照して
ください。

• Cisco NX-API Developer Sandboxの右上隅には、追加情報へのリンクが含まれています。
表示されるリンクは、選択した[方法（Method）]によって異なります。NXAPI-REST
（DME）メソッドに表示されるリンク：

• [NX-APIリファレンス（NX-API References）]—追加の NX-APIドキュメントにアク
セスできます。

• [DMEドキュメント（DME Documentation）] —NX-API DMEモデルリファレンス
ページにアクセスできます。

• [モデルブラウザ（Model Browser）] —モデルブラウザである Visoreにアクセスで
きます。Visoreページにアクセスするには、スイッチの IPアドレスを手動で入力す
る必要がある場合があることに注意してください。

https://management-ip-address/visore.html。

ヒント

手順

ステップ 1 [方法（Method）]ドロップダウンリストをクリックし、NXAPI-REST (DME)を選択します。

例：
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ステップ 2 [タイプを入力（Input Type）]タイプドロップダウンリストをクリックし、[モデル（model）]を選択しま
す。

ステップ 3 要求ペインの上にあるフィールドに、ペイロードに対応する指定名（DN）を入力します。

ステップ 4 コマンドペインにペイロードを入力します。

ステップ 5 [変換（Convert）]をクリックします。

例：

この例では、DNは /api/mo/sys.jsonであり、NX-API RESTペイロードは次のとおりです。
{
"topSystem": {
"attributes": {
"name": "REST2CLI"

}
}

}
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[変換（Convert）]ボタンをクリックすると、次の図に示すように、同等の CLIが CLIペインに表示され
ます。
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（注）

Cisco NX-API Developer Sandboxは、サンドボックスが CLIを NX-API RESTペイロードに変換した場合で
も、すべてのペイロードを同等の CLIに変換できません。以下は、ペイロードが CLIコマンドに完全に変
換するのを妨げる可能性のあるエラーの原因のリストです。
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表 16 : REST2CLIエラーの原因

結果ペイロードの問題

[エラー（Error）]ペインは、属性に関連するエラー
を返します。

例：

CLI

要素「l1PhysIf」の不明な属性
「fakeattribute」の[エラー（Error）]

ペイロードに、MOに存在しない属性が含まれてい
ます。

例：

api/mo/sys.json
{
"topSystem": {
"children": [
{
"interfaceEntity": {
"children": [
{
"l1PhysIf": {
"attributes": {
"id": "eth1/1",
"fakeattribute": "totallyFake"

}
}

}
]

}
}

]
}

}

[エラー（Error）]ペインは、サポートされていない
MOに関連するエラーを返します。

例：

CLI

[エラー（Error）] [「sys/dhcp」のサブツリー全

体が変換されていません。（The entire subtree

of "sys/dhcp" is not converted.）]

ペイロードには、変換がまだサポートされていない

MOが含まれています。

例：

api/mo/sys.json
{
"topSystem": {
"children": [
{
"dhcpEntity": {
"children": [
{
"dhcpInst": {
"attributes": {
"SnoopingEnabled": "yes"

}
}

}
]

}
}

]
}

}
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デベロッパーサンドボックスを使用して RESTCONFから jsonまたは XMLに変換する

• CiscoNX-APIDeveloperSandboxウィンドウの右上隅にあるヘルプアイコン（ ?）をクリッ
クすると、オンラインヘルプを利用できます。

• [サンドボックス]ウィンドウの右上隅にあるYang Documentationリンクをクリックして、
Model Driven Programmability with Yangページに移動します。

• [サンドボックス]ウィンドウの右上隅にある Yang Modelsリンクをクリックして、
YangModels GitHubサイトにアクセスします。

ヒント

手順

ステップ 1 [メソッド]ドロップダウンリストをクリックし、[RESTCONF (Yang)]を選択します。

例：

ステップ 2 [メッセージ形式]をクリックし、jsonまたは xmlを選択します。

ステップ 3 上部ペインのテキスト入力ボックスにコマンドを入力します。

ステップ 4 メッセージ形式を選択します。
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ステップ 5 [変換（Convert）]をクリックします。

例：

この例では、コマンドはログ レベル netstack 6で、メッセージ形式は jsonです。

例：

この例では、コマンドはログ レベル netstack 6で、メッセージ形式は xmlです。
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（注）

XMLまたは JSONメッセージ形式を使用して、否定された CLIを Yangペイロードに変換すると、サンド
ボックスは警告をスローし、[送信]オプションを無効にします。表示される警告メッセージは、メッセー
ジの形式によって異なります。

• XMLメッセージ形式の場合—「これは Netconfペイロードであり、DELETE操作用に生成されてい
るため、Restconfでは SENDオプションが無効になっています!」

• JSONメッセージ形式の場合 -「これは、DELETE操作用に生成される gRPCペイロードであるため、
Restconfでは SENDオプションが無効になっています!」

ステップ 6 [リクエスト]ペインの適切なタブをクリックして、リクエストを次の形式に変換することもできます。

• Python

• python3

• Java

• JavaScript

• Go-Lang

（注）
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[リクエスト]タブの上の領域にあるドロップダウンメニューから [PATCH]オプションを選択した場合、
Javaで生成されたスクリプトは機能しません。これは Javaの既知の制限であり、予期される動作です。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
268

NX-API

デベロッパーサンドボックスを使用して RESTCONFから jsonまたは XMLに変換する



第 V 部

モデル駆動型プログラマビリティ
• CLIコマンドのネットワーク構成フォーマットへの変換（271ページ）
• gNMI：gRPCネットワーク管理インターフェイス（277ページ）
• gNOI-gRPCネットワーク操作インターフェイス（321ページ）
•モデル駆動型テレメトリ（329ページ）
• OpenConfig YANG（421ページ）





第 21 章

CLIコマンドのネットワーク構成フォー
マットへの変換

• XMLINに関する情報（271ページ）
• XMLINのライセンス要件（271ページ）
• XMLINツールのインストールおよび使用（272ページ）
• showコマンド出力の XMLへの変換（273ページ）
• XMLINの構成例（273ページ）

XMLINに関する情報
XMLINツールは、CLIコマンドをネットワーク構成（NETCONF）プロトコル形式に変換しま
す。NETCONFは、ネットワークデバイスの構成をインストール、処理、削除する機能を提供
するネットワーク管理プロトコルです。これは、構成データとプロトコルメッセージに XML
ベースのエンコーディングを使用します。NETCONFプロトコルの NX-OS実装は、<get>、
<edit-config>、<close-session>、<kill-session>、および <exec-command>のプロトコル操作をサ
ポートします。

XMLINツールは、show、EXEC、および構成コマンドを対応する NETCONF <get>、
<exec-command>、および<edit-config>リクエストに変換します。複数の構成コマンドを単一の
NETCONF <edit-config>インスタンスにまとめることができます。

XMLINツールはまた、showコマンドの出力を XML形式に変換します。

XMLINのライセンス要件
表 17 : XMLINライセンス要件

ライセンス要件製品
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XMLINにはライセンスは必要ありません。ライセンスパッケージに含まれてい
ない機能はすべて Cisco NX-OSシステムイメージにバンドルされており、追加
費用は一切発生しません。NX-OSライセンス方式の詳細については、『Cisco
NX-OS Licensing Guide』を参照してください。

Cisco
NX-OS

XMLINツールのインストールおよび使用
XMLINツールをインストールして、構成コマンドを NETCONFフォーマットに変換するため
に使用できます。

始める前に

XMLINツールは、対応する機能セットまたは必要なハードウェア機能がデバイスで利用でき
ない場合でも、コマンドの NETCONFインスタンスを生成できます。ただし、xmlinコマンド
を入力する前に、いくつかの機能セットをインストールする必要がある場合があります。

手順の概要

1. switch# xmlin
2. switch(xmlin)# configure terminal

3. コンフィギュレーションコマンド

4. （任意） switch(config)(xmlin)# end

5. （任意） switch(config-if-verify)(xmlin)# show commands

6. （任意） switch(config-if-verify)(xmlin)# exit

手順の詳細

手順

目的コマンドまたはアクション

switch# xmlinステップ 1

グローバルコンフィギュレーションモードを開始

します

switch(xmlin)# configure terminalステップ 2

構成コマンドをNETCONFフォーマットに変換しま
す。

コンフィギュレーションコマンドステップ 3

対応する <edit-config>要求を生成します。（任意） switch(config)(xmlin)# endステップ 4

（注）

showコマンドに対してXMLインスタンスを生成す
る前に、endコマンドを入力して現在の XML構成
を終了する必要があります。
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目的コマンドまたはアクション

showコマンドを NETCONFフォーマットに変換し
ます。

（任意） switch(config-if-verify)(xmlin)# show
commands

ステップ 5

EXECモードに戻ります。（任意） switch(config-if-verify)(xmlin)# exitステップ 6

showコマンド出力の XMLへの変換
showコマンドの出力を XMLに変換できます。

始める前に

変換するコマンドのすべての機能がインストールされ、デバイス上で有効になっていることを

確認します。そうしない場合、コマンドは機能不全になります。

terminal verify-onlyコマンドを使用すると、デバイスに入力しなくても機能が有効になってい
ることを確認できます。

コマンドに対するすべての必須ハードウェアがデバイス上に存在することを確認します。そう

しない場合、コマンドは機能不全になります。

XMLINツールがインストールされていることを確認します。

手順の概要

1. switch# show-command | xmlin

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

switch# show-command | xmlinステップ 1

（注）

構成コマンドと一緒にこのコマンドを使用するこ

とはできません。

XMLINの構成例
次の例は、XMLINツールがデバイス上にどのようにインストールされ、一連の構成コマンド
を <edit-config>インスタンスに変換するためにどのように使用されるかを示しています。
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switch# xmlin
******************************************
Loading the xmlin tool. Please be patient.
******************************************
Cisco Nexus Operating System (NX-OS) Software
TAC support: http://www.cisco.com/tac
Copyright ©) 2002-2013, Cisco Systems, Inc. All rights reserved.
The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain components of this software are licensed under
the GNU General Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1. A copy of each
such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://www.opensource.org/licenses/lgpl-2.1.php

switch(xmlin)# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)(xmlin)# interface ethernet 2/1
% Success
switch(config-if-verify)(xmlin)# cdp enable
% Success
switch(config-if-verify)(xmlin)# end
<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:6.2.2.:configure_"
xmlns:m="http://www.cisco.com/nxos:6.2.2.:_exec"
xmlns:m1="http://www.cisco.com/nxos:6.2.2.:configure__if-eth-base" message-id="1">
<nf:edit-config>

<nf:target>
<nf:running/>

</nf:target>
<nf:config>
<m:configure>
<m:terminal>
<interface>

<__XML__PARAM__interface>
<__XML__value>Ethernet2/1</__XML__value>
<m1:cdp>
<m1:enable/>

</m1:cdp>
</__XML__PARAM__interface>
</interface>
</m:terminal>
</m:configure>
</nf:config>
</nf:edit-config>

</nf:rpc>
]]>]]>

次の例は、showコマンドに対して XMLインスタンスを生成する前に現在の XML構成を終了
するために endコマンドを入力する方法を表示しています。

switch(xmlin)# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)(xmlin)# interface ethernet 2/1
switch(config-if-verify)(xmlin)# show interface ethernet 2/1
********************************************************
Please type "end" to finish and output the current XML document before building a new
one.
********************************************************
% Command not successful
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switch(config-if-verify)(xmlin)# end
<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:6.2.2.:configure_"
xmlns:m="http://www.cisco.com/nxos:6.2.2.:_exec" message-id="1">

<nf:edit-config>
<nf:target>

<nf:running/>
</nf:target>
<nf:config>

<m:configure>
<m:terminal>

<interface>
<__XML__PARAM__interface>

<__XML__value>Ethernet2/1</__XML__value>
</__XML__PARAM__interface>

</interface>
</m:terminal>
</m:configure>

</nf:config>
</nf:edit-config>

</nf:rpc>
]]>]]>

switch(xmlin)# show interface ethernet 2/1
<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:6.2.2.:if_manager" message-id="1">
<nf:get>
<nf:filter type="subtree">
<show>
<interface>
<__XML__PARAM__ifeth>

<__XML__value>Ethernet2/1</__XML__value>
</__XML__PARAM__ifeth>

</interface>
</show>

</nf:filter>
</nf:get>

</nf:rpc>
]]>]]>
switch(xmlin)# exit
switch#

次の例は、show interface briefコマンドの出力を XMLに変換する方法を示しています。

switch# show interface brief | xmlin
<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:6.2.2.:if_manager"

message-id="1">
<nf:get>
<nf:filter type="subtree">

<show>
<interface>

<brief/>
</interface>

</show>
</nf:filter>

</nf:get>
</nf:rpc>
]]>]]>
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第 22 章

gNMI：gRPCネットワーク管理インター
フェイス

この章は次のトピックで構成されています。

• gNMIについて（278ページ）
• gNMI RPCおよび SUBSCRIBE（278ページ）
• gNMIに関する注意事項と制限事項（280ページ）
• gNMIの構成（282ページ）
•サーバー証明書の構成（284ページ）
•キー/証明書の生成の例 （285ページ）
• Cisco NX-OSリリース 9.3(3)以降のキー/証明書の生成と構成の例（285ページ）
• gNMIの確認（287ページ）
• gRPCクライアント証明書認証（294ページ）
•新しいクライアントルート CA証明書の生成（294ページ）
• NX-OSデバイスでの生成されたルート CA証明書の構成（295ページ）
• gRPCへのトラストポイントの関連付け（296ページ）
•証明書の詳細の検証（296ページ）
•任意のgNMIクライアントのクライアント証明書認証を使用した接続の確認（297ページ）
•クライアント（298ページ）
• DMEサブスクリプションの例：PROTOエンコーディング（298ページ）
•機能（300ページ）
•結果（304ページ）
•設定（305ページ）
•登録（306ページ）
•ストリーミング Syslog（310ページ）
•トラブルシューティング（316ページ）
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gNMIについて
gNMIは、トランスポートプロトコルとして gRPC（Googleリモートプロシージャコール）
を使用します。

Cisco NX-OSは、スイッチで実行されるテレメトリアプリケーションへのダイヤルインサブ
スクリプション用に gNMIをサポートします。過去のリリースでは gRPCを介したテレメトリ
イベントがサポートされていましたが、スイッチはテレメトリデータをテレメトリレシーバ

にプッシュしていました。この方法はダイヤルアウトと呼ばれていました。

gNMIを使用すると、アプリケーションはスイッチから情報をプルできます。サポートされて
いるテレメトリ機能を学習し、必要なテレメトリサービスのみをサブスクライブすることで、

特定のテレメトリサービスにサブスクライブします。

表 18 :サポートされる gNMI RPC

サポート対象gNMI RPC

はい機能

はいget

はい設定

はい登録

gNMI RPCおよび SUBSCRIBE
NX-OSリリース 9.3(1)は、gNMIバージョン 0.5.0がサポートされています。Cisco NX-OSリ
リース 9.3(1)は、gNMIバージョン 0.5.0の次の部分がサポートされています。

表 19 :サブスクライブオプション

説明サポートの有無サブタイプタイプ

スイッチは、指定され

たすべてのパスに対し

て現在の値を 1回だけ
送信します。

はい[1回（Once）]

スイッチは、ポーリン

グメッセージを受信す

るたびに、指定された

すべてのパスの現在の

値を送信します。

はいポーリング（Poll）

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
278

モデル駆動型プログラマビリティ

gNMIについて



説明サポートの有無サブタイプタイプ

ストリームサンプル間

隔ごとに 1回、スイッ
チは指定されたすべて

のパスの現在の値を送

信します。サポートさ

れるサンプル間隔の範

囲は 1～ 604800秒で
す。

デフォルトのサンプル

間隔は 10秒です。

はいサンプルストリーム

スイッチは初期状態と

して現在の値を送信し

ますが、指定されたパ

スのいずれかに作成、

変更、または削除など

の変更が発生した場合

にのみ値を更新しま

す。

はい[変更時（On_Change）]

いいえ[ターゲット定義
（Target_Defined）]

オプションの SUBSCRIBEフラグ

SUBSCRIBEオプションでは、表にリストされているオプションへの応答を変更するオプショ
ンのフラグを使用できます。リリース 9.3(1)では、updates_onlyオプションフラグがサポート
されています。これは、ON_CHANGEサブスクリプションに適用されます。このフラグが設
定されている場合、スイッチは通常最初の応答で送信される初期スナップショットデータ（現

在の状態）を抑制します。

次のフラグはサポートされていません。

• [エイリアス（aliases）]

• [集約許可（allow_aggregation）]

• [拡張（extensions）]

• heart-beat interval

• prefix

• [qos]

• [冗長抑制（suppress_redundant）]
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gNMIに関する注意事項と制限事項
gNMIに関する注意事項と制限事項は次のとおりです。

• Cisco NX-OSリリース 9.3(5)以降、Getおよび Setがサポートされています。

• gNMIクエリは、パス内のワイルドカードをサポートしていません。

• Nexusデバイス向けの gRPCトラフィックは、デフォルトクラスのコントロールプレーン
ポリサー（CoPP）にヒットします。gRPCドロップの可能性を抑えるには、管理クラスの
gRPC構成ポートを使用して、カスタム CoPPポリシーを構成してください。

•管理 VRFとデフォルト VRFの両方で gRPCをイネーブルにし、後でデフォルト VRFで
ディセーブルにすると、管理 VRFの gNMI通知が機能しなくなります。

回避策として、コマンドを入力して gRPCを完全に無効にし、コマンドと既存の gRPC
コンフィギュレーションコマンドを入力して再プロビジョニングします。no feature
grpcfeature grpcたとえば、grpc certificateまたは grpc port。また、管理 VRFの既存の通
知に再登録する必要もあります。

•次のような既存の CLI設定を使用して OpenConfigルーティングポリシーをサブスクライ
ブしようとすると、OpenConfigモデルの現在の実装により空の値が返されます。
ip prefix-list bgp_v4_drop seq 5 deny 125.2.0.0/16 le 32
ipv6 prefix-list bgp_v6_drop seq 5 deny cafe:125:2::/48 le 128

using the xpath

openconfig-routing-policy:/routing-policy/defined-sets/prefix-sets/prefix-set[name=bgp_v4_drop]/config
openconfig-routing-policy:/routing-policy/defined-sets/prefix-sets/prefix-set[name=bgp_v6_drop]/config

•サーバー証明書認証のみが実行されます。クライアント証明書がサーバーによって認証さ
れません。

• gRPC証明書が明示的に設定されている場合、保存されたスタートアップコンフィギュ
レーションを使用して以前の Cisco NX-OS 9.3(x)イメージにリロードした後、gRPC機能
は接続を受け入れません。この問題を確認するには、コマンドを入力します。ステータス

行に次のようなエラーが表示されます。show grpc gnmi service statistics

Status: Not running - Initializing...Port not available or certificate invalid.

サービスを復元するには、適切な証明書コマンドを設定解除して設定します。

• Cisco NX-OSリリース 9.3(3)以降では、カスタム gRPC証明書を設定している場合、コマ
ンドを入力すると設定が失われます。reload asciiデフォルトの day-1証明書に戻ります。
reload asciiコマンドを入力した後には、スイッチをリロードします。スイッチが再び起動
したら、gRPCカスタム証明書を再設定する必要があります。

これは、コマンドを入力した場合に適用されます。grpccertificate（注）
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• gRPCのデフォルト以外のVRFの到達可能性は、L3VNI/EVPNおよび IP経由でのみサポー
トされます。ただし、デフォルト以外の VRFおよび VXLANフラッドおよびラーニング
でのMPLSを介した到達可能性はサポートされていません。

• origin、use_models、またはその両方の使用は、gNMIサブスクリプションではオプション
です。

• gNMIサブスクリプションは、Cisco DMEおよびデバイスYANGデータモデルをサポート
します。Cisco NX-OSリリース 9.3(3)以降、サブスクライブは OpenConfigモデルをサポー
トします。

• 9.3(x)より前のCiscoNX-OSにおいてサポートされるプラットフォームの詳細については、
そのリリース向けガイドのプログラマビリティ機能のプラットフォームサポートを参照し

てください。Cisco NX-OSリリース 9.3(x)以降、サポートされるプラットフォームの詳細
については、Nexus Switch Platform Matrixを参照してください。

•この機能は、JSONおよび gnmi.protoエンコーディングをサポートします。この機能は、
protobuf.anyエンコーディングをサポートしていません。

•各 gNMIメッセージの最大サイズは 12 MBです。収集されたデータの量が最大値 12 MB
を超えると、収集されたデータはドロップされます。gNMION_CHANGEモードにのみ適
用されます。

この状況は、より小規模で詳細なデータ収集セットを処理する、焦点を絞ったサブスクリ

プションを作成することで回避できます。したがって、1つの上位レベルのパスにサブス
クライブする代わりに、パスの異なる下位レベルの部分に対して複数のサブスクリプショ

ンを作成してください。

•すべてのサブスクリプションで、最大 150Kの集約MOがサポートされます。より多くの
MOに登録すると、収集データがドロップする可能性があります。

•この機能はサブスクリプション要求の単一パスプレフィックスをサポートしていません
が、サブスクリプションには空のプレフィックスフィールドを含めることができます。

• gNMIをサポートする gRPCプロセスは、CPU使用率を CPUの 75%に、メモリを 1.5 GB
に制限する HIGH_PRIO制御グループを使用します。

• show grpc gnmiコマンドには、次の考慮事項があります。

• gRPCエージェントは、コールが終了した後、最大1時間gNMIコールを保持します。

•コールの合計数が2000を超えると、gRPCエージェントは、内部クリーンアップルー
チンに基づいて終了したコールを消去します。

• Cisco NX-OSリリース 10.2(3)F以降では、デバイスYANGエフェメラルデータ（アカウン
ティングログおよびマルチキャスト）のサブスクリプションの変更がサポートされていま

す。

gRPCサーバーは管理VRFで実行されます。その結果、gRPCプロセスはこのVRFでのみ通信
し、管理インターフェイスはすべての gRPC呼び出しをサポートする必要があります。
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gRPC機能には、各スイッチの合計 2つの gRPCサーバーのデフォルト VRFが含まれるように
なりました。VRFごとに 1つの gRPCサーバーを実行することも、管理 VRFで 1つの gRPC
サーバーのみを実行することもできます。デフォルト VRFで gRPCをサポートすると、大量
のトラフィック負荷が望ましくない管理 VRFからの gRPCコールの処理を柔軟にオフロード
できます。

2つの gRPCサーバーを構成する場合は、次の点に注意してください。

• VRF境界は厳密に適用されるため、各 gRPCサーバーは相互に独立して要求を処理しま
す。要求は VRF間を通過しません。

• 2台のサーバーは HAまたはフォールトトレラントではありません。一方の gRPCサー
バーは他方をバックアップせず、それらの間でスイッチオーバーまたはスイッチバックは

ありません。

• gRPCサーバーの制限は VRF単位です。

gNMIの制限事項は次のとおりです。

•パスでは複数レベルのワイルドカード「...」は使用できません

•パスの先頭にワイルドカード「*」を使用することはできません

•キー名でワイルドカード「*」を使用することはできません

•キーにワイルドカードと値を混在させることはできません

次の表に、gNMIのワイルドカードサポートの詳細を示します。

表 20 : gNMI要求のワイルドカードサポート

ワイルドカードサポートリクエストの種類

YESgNMI GET

NOgNMI設定

YESgNMIサブスクリプション（1回）

YESgNMI SUBSCRIBE、POLL

YESgNMI SUBSCRIBE、STREAM、SAMPLE

YESgNMI SUBSCRIBE、STREAM、
TARGET_DEFINED

NOgNMI SUBSCRIBE、STREAM、ON_CHANGE

gNMIの構成
コマンドを使用して gNMI機能を設定します。 grpc gnmi
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grpc certificateコマンドで使用される証明書をスイッチにインポートするには、『Cisco Nexus
3500シリーズNX-OSセキュリティ構成ガイド、リリース9.3(x)』の「識別証明書をインストー
ルする」セクションを参照してください。

インストールされている ID証明書またはとの値を変更すると、gRPCサーバーが再起動して
変更が適用される場合があります。grpc portgrpc certificate gRPCサーバーが再起動すると、
アクティブなサブスクリプションはすべてドロップされるため、再サブスクライブする必要が

あります。

（注）

手順の概要

1. configure terminal
2. feature grpc

3. （任意） grpc port port-id

4. （任意） grpc certificate証明書 ID

5. grpc gnmi max-concurrent-call number

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

ダイヤルイン用の gNMIインターフェイスをサポー
トする gRPCエージェントを有効にします。

feature grpc

例：

ステップ 2

switch-1# feature grpc
switch-1(config)#

ポート番号を設定します。port-idの範囲は 1024～
65535です。50051がデフォルトです。

（任意） grpc port port-id

例：

ステップ 3

（注）switch-1(config)# grpc port 50051

このコマンドは、Cisco NX-OSリリース 9.3(3)以降
で使用できます。

証明書トラストポイント IDを指定します。詳細に
ついては、『Cisco Nexus 30009000シリーズ NX-OS

（任意） grpc certificate証明書 ID

例：

ステップ 4

セキュリティ構成ガイド、リリース 9.3(x)』の
switch-1(config)# grpc certificate cert-1

「Installing Identity Certificates」セクションを参照し
てください。
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目的コマンドまたはアクション

（注）

このコマンドは、Cisco NX-OSリリース 9.3(3)以降
で使用できます。

スイッチ上の gNMIサーバーに対する同時ダイヤル
イン呼び出しの制限を設定します。1～ 16の範囲で
制限を構成します。デフォルトの制限は 8です。

grpc gnmi max-concurrent-call number

例：

switch-1(config)# grpc gnmi max-concurrent-call
16
switch-1(config)#

ステップ 5

構成する最大値は、各VRFに対するものです。制限
を16に設定し、gNMIが管理VRFとデフォルトVRF
の両方に設定されている場合、各 VRFは 16の同時
gNMIコールをサポートします。

このコマンドは、進行中または進行中の gNMIコー
ルには影響しません。代わりに、gRPCは新しいコー
ルに制限を適用するため、進行中のコールは影響を

受けず、完了できます。

（注）

設定された制限は、gRPCConfigOperサービスには
影響しません。

サーバー証明書の構成
TLS証明書を設定し、スイッチに正常にインポートした場合の show grpc gnmi service statistics
コマンドの出力例を次に示します。

switch(config)# sh grpc gnmi service statistics

============= gRPC Endpoint
Vrf : management
Server address : [::]:50051

Cert notBefore : Nov 5 16:48:58 2015 GMT
Cert notAfter : Nov 5 16:48:58 2035 GMT
Client Root Cert notBefore : n/a
Client Root Cert notAfter : n/a

Max concurrent calls : 8
Listen calls : 1
Active calls : 0
KeepAlive Timeout : 120

Number of created calls : 1
Number of bad calls : 0

Subscription stream/once/poll : 0/0/0

Max gNMI::Get concurrent : 6
Max grpc message size : 25165824
gNMI Synchronous calls : 3
gNMI Synchronous errors : 3
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gNMI Adapter errors : 3
gNMI Dtx errors : 0

gNMIはgRPCを介して通信し、TLSを使用してスイッチとクライアント間のチャネルをセキュ
アにします。デフォルトのハードコードされた gRPC証明書は、スイッチに同梱されなくなり
ました。デフォルトの動作は、次に示すように、スイッチで生成される有効期限が1日の自己
署名キーと証明書です。

証明書の有効期限が切れているか、正常にインストールできなかった場合は、1-Dデフォルト
証明書が表示されます。次に、show grpc gnmi service statisticsコマンドの出力を示します。

#show grpc gnmi service statistics

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50051

Cert notBefore : Wed Mar 11 19:43:01 PDT 2020
Cert notAfter : Thu Mar 12 19:43:01 PDT 2020

Max concurrent calls : 8
Listen calls : 1
Active calls : 0

Number of created calls : 1
Number of bad calls : 0

Subscription stream/once/poll : 0/0/0

有効期限は1日ですが、この一時証明書を使用してテストを簡単に行えます。長期的には、新
しいキー/証明書を生成する必要があります。

キー/証明書の生成の例
キー/証明書を生成するには、次の例に従います。

• Cisco NX-OSリリース 9.3(3)以降のキー/証明書の生成と構成の例（285ページ）

Cisco NX-OSリリース 9.3(3)以降のキー/証明書の生成と構
成の例

次に、キー/証明書を生成する例を示します。

このタスクは、スイッチで証明書を生成する方法の例です。任意の Linux環境で証明書を生成
することもできます。実稼働環境では、CA署名付き証明書の使用を検討する必要があります。

（注）
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アイデンティティ証明書の生成の詳細については、『Cisco Nexus 9000 Series NX-OS Security
Configuration Guide, Release 9.3(x)』の「Installing Identity Certificates」セクションを参照してく
ださい。https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/security/
configuration/guide/b-cisco-nexus-9000-nx-os-security-configuration-guide-93x/
b-cisco-nexus-9000-nx-os-security-configuration-guide-93x_chapter_011010.html#task_2088148

手順

ステップ 1 自己署名キーと pemファイルを生成します。
switch# run bash sudo su
bash-4.3# openssl req -x509 -newkey rsa:2048 -keyout self_sign2048.key -out self_sign2048.pem -days
365 -nodes

ステップ 2 キーファイルと pemファイルを生成した後、トラストポイント CAアソシエーションで使用するために
キーファイルと pemファイルをバンドルする必要があります。
switch# run bash sudo su
bash-4.3# cd /bootflash/
bash-4.3# openssl pkcs12 -export -out self_sign2048.pfx -inkey self_sign2048.key -in self_sign2048.pem
-certfile self_sign2048.pem -password pass:Ciscolab123!
bash-4.3# exit

ステップ 3 pkcs12バンドルをトラストポイントに入力して、トラストポイント CAアソシエーションを設定します。
switch(config)# crypto ca trustpoint mytrustpoint
switch(config-trustpoint)# crypto ca import mytrustpoint pkcs12 self_sign2048.pfx Ciscolab123!

ステップ 4 セットアップを確認します。

switch(config)# show crypto ca certificates
Trustpoint: mytrustpoint
certificate:
subject= /C=US/O=Cisco Systems, Inc./OU=CSG/L=San Jose/ST=CA/street=3700 Cisco
Way/postalCode=95134/CN=ems.cisco.com/serialNumber=FGE18420K0R
issuer= /C=US/O=Cisco Systems, Inc./OU=CSG/L=San Jose/ST=CA/street=3700 Cisco
Way/postalCode=95134/CN=ems.cisco.com/serialNumber=FGE18420K0R
serial=0413
notBefore=Nov 5 16:48:58 2015 GMT
notAfter=Nov 5 16:48:58 2035 GMT
SHA1 Fingerprint=2E:99:2C:CE:2F:C3:B4:EC:C7:E2:52:3A:19:A2:10:D0:54:CA:79:3E
purposes: sslserver sslclient

CA certificate 0:
subject= /C=US/O=Cisco Systems, Inc./OU=CSG/L=San Jose/ST=CA/street=3700 Cisco
Way/postalCode=95134/CN=ems.cisco.com/serialNumber=FGE18420K0R
issuer= /C=US/O=Cisco Systems, Inc./OU=CSG/L=San Jose/ST=CA/street=3700 Cisco
Way/postalCode=95134/CN=ems.cisco.com/serialNumber=FGE18420K0R
serial=0413
notBefore=Nov 5 16:48:58 2015 GMT
notAfter=Nov 5 16:48:58 2035 GMT
SHA1 Fingerprint=2E:99:2C:CE:2F:C3:B4:EC:C7:E2:52:3A:19:A2:10:D0:54:CA:79:3E
purposes: sslserver sslclient

ステップ 5 トラストポイントを使用するように gRPCを構成します。
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switch(config)# grpc certificate mytrustpoint
switch(config)# show run grpc

!Command: show running-config grpc
!Running configuration last done at: Thu Jul 2 12:24:02 2020
!Time: Thu Jul 2 12:24:05 2020

version 9.3(5) Bios:version 05.38
feature grpc

grpc gnmi max-concurrent-calls 16
grpc use-vrf default
grpc certificate mytrustpoint

ステップ 6 gRPCが証明書を使用していることを確認します。
switch# show grpc gnmi service statistics

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50051

Cert notBefore : Nov 5 16:48:58 2015 GMT
Cert notAfter : Nov 5 16:48:58 2035 GMT

Max concurrent calls : 16
Listen calls : 1
Active calls : 0

Number of created calls : 953
Number of bad calls : 0

Subscription stream/once/poll : 476/238/238

Max gNMI::Get concurrent : 5
Max grpc message size : 8388608
gNMI Synchronous calls : 10
gNMI Synchronous errors : 0
gNMI Adapter errors : 0
gNMI Dtx errors : 0

gNMIの確認
gNMI構成を確認するには、次のコマンドを入力します。
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説明コマンド

管理VRFまたはデフォルトVRF（設定されて
いる場合）のエージェント実行ステータスの

概要を表示します。また、次の項目も表示さ

れます。

•基本の全般的なカウンタ

•証明書の有効期限日時

（注）

証明書の有効期限が切れている場合、

エージェントは要求を受け入れることが

できません。

show grpc gnmi service statistics

次のステータスが表示されます。

•受信した機能 RPCの数。

•機能 RPCエラー。

•受信した Get RPCの数。

• Get RPCエラー。

•受信した Set RPCの数。

• Set RPCエラー。

•詳細なエラータイプとエラー数。

show grpc gnmi rpc summary
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説明コマンド

show grpc gnmi transactions

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
289

モデル駆動型プログラマビリティ

gNMIの確認



説明コマンド

show grpc gnmi transactionsコマンドは最も密
度が高く、多くの情報が含まれています。こ

れは、スイッチが受信した最新 50の gNMIト
ランザクションの履歴バッファです。新しい

RPCが着信すると、末尾から最も古い履歴エ
ントリが削除されます。次に、表示内容につ

いて説明します。

• [RPC]：受信した RPCのタイプ（Get、
Set、機能）を示します。

• [データタイプ（DataType）]：Getの場合
のみです。値は ALL、CONFIG、および
STATEです。

• [セッション（Session）]：このトランザク
ションに割り当てられている一意のセッ

ション IDを示します。他のログファイ
ルで見つかったデータを関連付けるため

に使用できます。

• [入力時間（Time In）]：gNMIハンドラが
RPCを受信したときのタイムスタンプを
示します。

• [期間（Duration）]：要求を受信してから
応答を返すまでの時間差です（ミリ秒単

位）。

• [ステータス（Status）]：クライアントに
返された操作のステータスコード（0 =

成功、!0 == エラー） 。

このセクションは、単一の gNMIトランザク
ション内のパスごとに保持されるデータです。

たとえば、単一の Getまたは Setです。

• [サブタイプ（subtype）]：Set RPCの場
合、パスごとに要求される特定の操作（削

除、更新、置換）を示します。Getの場
合、サブタイプはありません。

• [dtx]：このパスがDTXの「高速」パスで
処理されたかどうかを示します。ダッシュ

「-」は「いいえ」を意味し、アスタリス
ク「*」は「はい」を意味します。

• [st]：このパスのステータス。意味は次の
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説明コマンド

とおりです。

• OK：パスは有効で、インフラによっ
て正常に処理されました。

• ERR:パスが無効であるか、インフラ
によってエラーが生成されました

• --：パスはまだ処理されていません。
有効な場合と無効な場合があります

が、まだインフラに送信されていま

せん。

• [path]：パス

show grpc gnmi service statisticsの例

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50051

Cert notBefore : Mar 13 19:05:24 2020 GMT
Cert notAfter : Nov 20 19:05:24 2033 GMT

Max concurrent calls : 8
Listen calls : 1
Active calls : 0

Number of created calls : 1
Number of bad calls : 0

Subscription stream/once/poll : 0/0/0

Max gNMI::Get concurrent : 5
Max grpc message size : 8388608
gNMI Synchronous calls : 74
gNMI Synchronous errors : 0
gNMI Adapter errors : 0
gNMI Dtx errors : 0

show grpc gnmi rpc summaryの例

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50051

Cert notBefore : Mar 31 20:55:02 2020 GMT
Cert notAfter : Apr 1 20:55:02 2020 GMT
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Capability rpcs : 1
Capability errors : 0
Get rpcs : 53
Get errors : 19
Set rpcs : 23
Set errors : 8
Resource Exhausted : 0
Option Unsupported : 6
Invalid Argument : 18
Operation Aborted : 1
Internal Error : 2
Unknown Error : 0

RPC Type State Last Activity Cnt Req Cnt Resp Client
--------------- ---------- -------------- ---------- ---------- -----------------
-----------------------
Subscribe Listen 04/01 07:39:21 0 0

show grpc gnmi transactionsの例

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50051

Cert notBefore : Mar 31 20:55:02 2020 GMT
Cert notAfter : Apr 1 20:55:02 2020 GMT

RPC DataType Session Time In Duration(ms) Status
------------ ---------- --------------- -------------------- ------------ ------
Set - 2361443608 04/01 07:43:49 173 0
subtype: dtx: st: path:
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo789]

Set - 2293989720 04/01 07:43:45 183 0
subtype: dtx: st: path:
Replace - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo6]

Set - 2297110560 04/01 07:43:41 184 0
subtype: dtx: st: path:
Update - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo7]

Set - 0 04/01 07:43:39 0 10

Set - 3445444384 04/01 07:43:33 3259 0
subtype: dtx: st: path:
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo789]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo790]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo791]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo792]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo793]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo794]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo795]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo796]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo797]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo798]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo799]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo800]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo801]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo802]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo803]
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Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo804]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo805]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo806]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo807]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo808]

Set - 2297474560 04/01 07:43:26 186 0
subtype: dtx: st: path:
Update - OK /System/ipv4-items/inst-items/dom-items/Dom-list[name=foo]/rt-
items/Route-list[prefix=0.0.0.0/0]/nh-items/Nexthop-list[nhAddr=192.168.1.1/32][n
hVrf=foo][nhIf=unspecified]/tag

Set - 2294408864 04/01 07:43:17 176 13
subtype: dtx: st: path:
Delete - ERR /System/intf-items/lb-items/LbRtdIf-list/descr

Set - 0 04/01 07:43:11 0 3
subtype: dtx: st: path:
Update - -- /System/intf-items/lb-items/LbRtdIf-list[id=lo4]/descr
Update - ERR /system/processes

Set - 2464255200 04/01 07:43:05 708 0
subtype: dtx: st: path:
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo2]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo777]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo778]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo779]
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo780]
Replace - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo3]/descr
Replace - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo4]/descr
Replace - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo5]/descr
Update - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo3]/descr
Update - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo4]/descr
Update - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo5]/descr

Set - 3491213208 04/01 07:42:58 14 0
subtype: dtx: st: path:
Replace - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo3]/descr

Set - 3551604840 04/01 07:42:54 35 0
subtype: dtx: st: path:
Delete - OK /System/intf-items/lb-items/LbRtdIf-list[id=lo1]

Set - 2362201592 04/01 07:42:52 13 13
subtype: dtx: st: path:
Delete - ERR /System/intf-items/lb-items/LbRtdIf-list[id=lo3]/lbrtdif-items
/operSt

Set - 0 04/01 07:42:47 0 3
subtype: dtx: st: path:
Delete - ERR /System/*

Set - 2464158360 04/01 07:42:46 172 3
subtype: dtx: st: path:
Delete - ERR /system/processes/shabang

Set - 2295440864 04/01 07:42:46 139 3
subtype: dtx: st: path:
Delete - ERR /System/invalid/path
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Set - 3495739048 04/01 07:42:44 10 0

Get ALL 3444580832 04/01 07:42:40 3 0
subtype: dtx: st: path:
- - OK /System/bgp-items/inst-items/disPolBatch

Get ALL 0 04/01 07:42:36 0 3
subtype: dtx: st: path:
- - -- /system/processes/process[pid=1]

Get ALL 3495870472 04/01 07:42:36 2 0
subtype: dtx: st: path:
- * OK /system/processes/process[pid=1]

Get ALL 2304485008 04/01 07:42:36 33 0
subtype: dtx: st: path:
- * OK /system/processes

Get ALL 2464159088 04/01 07:42:36 251 0
subtype: dtx: st: path:
- - OK /system

Get ALL 2293232352 04/01 07:42:35 258 0
subtype: dtx: st: path:
- - OK /system

Get ALL 0 04/01 07:42:33 0 12
subtype: dtx: st: path:
- - -- /intf-items

gRPCクライアント証明書認証
10.1(1)リリース以降、gRPCに追加の認証方式が提供されます。10.1(1)リリースより前のgRPC
サービスは、サーバー証明書のみをサポートしていました。10.1(1)以降では、クライアント証
明書のサポートも追加するように認証が拡張され、gRPCでサーバー証明書とクライアント証
明書の両方を検証できるようになっています。この機能拡張により、さまざまなクライアント

にパスワードなしの認証が提供されます。

新しいクライアントルート CA証明書の生成
次に、クライアントルートに新しい証明書を生成する例を示します。

•信頼できる認証局（CA）

DigiCertなどの信頼できる CAを使用する場合は、次の手順を実行します。

手順の概要

1. CA証明書ファイルをダウンロードします。
2. Cisco NX-OSセキュリティ構成ガイドの手順に従って、NX-OSにインポートします。
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手順の詳細

手順

目的コマンドまたはアクション

CA証明書ファイルをダウンロードします。ステップ 1

Cisco NX-OSセキュリティ構成ガイドの手順に従っ
て、NX-OSにインポートします。

ステップ 2 •トラストポイント CAのアソシエーションの作
成の手順に従って、トラストポイントラベルを

作成します。

• CAの認証の手順に従って、信頼できる CA証
明書を使用してトラストポイントを認証しま

す。

（注）

cat [CA_cert_file]からの CA証明書を使用します。

NX-OSデバイスでの生成されたルート CA証明書の構成
クライアント rootに対する新しい証明書が正常に生成されたときの、スイッチで証明書を構成
するためのコマンド例とその出力を次に示します。

switch(config)# crypto ca trustpoint my_client_trustpoint
enticate my_client_trustpoint
switch(config-trustpoint)# crypto ca authenticate my_client_trustpoint
input (cut & paste) CA certificate (chain) in PEM format;
end the input with a line containing only END OF INPUT :
-----BEGIN CERTIFICATE-----
MIIDUDCCAjigAwIBAgIJAJLisBKCGjQOMA0GCSqGSIb3DQEBCwUAMD0xCzAJBgNV
BAYTAlVTMQswCQYDVQQIDAJDQTERMA8GA1UEBwwIU2FuIEpvc2UxDjAMBgNVBAoM
BUNpc2NvMB4XDTIwMTAxNDIwNTYyN1oXDTQwMTAwOTIwNTYyN1owPTELMAkGA1UE
BhMCVVMxCzAJBgNVBAgMAkNBMREwDwYDVQQHDAhTYW4gSm9zZTEOMAwGA1UECgwF
Q2lzY28wggEiMA0GCSqGSIb3DQEBAQUAA4IBDwAwggEKAoIBAQDEX7qZ2EdogZU4
EW0NSpB3EjY0nSlFLOw/iLKSXfIiQJD0Qhaw16fDnnYZj6vzWEa0ls8canqHCXQl
gUyxFOdGDXa6neQFTqLowSA6UCSQA+eenN2PIpMOjfdFpaPiHu3mmcTI1xP39Ti3
/y548NNORSepApBNkZ1rJSB6Cu9AIFMZgrZXFqDKBGSUOf/CPnvIDZeLcun+zpUu
CxJLA76Et4buPMysuRqMGHIX8CYw8MtjmuCuCTHXNN31ghhgpFxfrW/69pykjU3R
YOrwlSUkvYQhtefHuTHBmqym7MFoBEchwrlC5YTduDzmOvtkhsmpogRe3BiIBx45
AnZdtdi1AgMBAAGjUzBRMB0GA1UdDgQWBBSh3IqRrm+mtB5GNsoLXFb3bAVg5TAf
BgNVHSMEGDAWgBSh3IqRrm+mtB5GNsoLXFb3bAVg5TAPBgNVHRMBAf8EBTADAQH/
MA0GCSqGSIb3DQEBCwUAA4IBAQAZ4Fpc6lRKzBGJQ/7oK1FNcTX/YXkneXDk7Zrj
8W0RS0Khxgke97d2Cwl5P5reXO27kvXsnsz/VZn7JYGUvGSlxTlcCb6x6wNBr4Qr
t9qDBu+LykwqNOFe4VCAv6e4cMXNbH2wHBVS/NSoWnM2FGZ10VppjEGFm6OM+N6z
8n4/rWslfWFbn7T7xHH+Nl0Ffc+8q8h37opyCnb0ILj+a4rnyus8xXJPQb05DfJe
ahPNfdEsXKDOWkrSDtmKwtWDqdtjSQC4xioKHoshnNgWBJbovPlMQ64UrajBycwV
z9snWBm6p9SdTsV92YwF1tRGUqpcI9olsBgH7FUVU1hmHDWE
-----END CERTIFICATE-----
END OF INPUT
Fingerprint(s): SHA1
Fingerprint=0A:61:F8:40:A0:1A:C7:AF:F2:F7:D9:C7:12:AE:29:15:52:9D:D2:AE
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Do you accept this certificate? [yes/no]:yes
switch(config)#

NOTE: Use the CA Certificate from the .pem file content.

switch# show crypto ca certificates
Trustpoint: my_client_trustpoint
CA certificate 0:
subject=C = US, ST = CA, L = San Jose, O = Cisco
issuer=C = US, ST = CA, L = San Jose, O = Cisco
serial=B7E30B8F4168FB87
notBefore=Oct 1 17:29:47 2020 GMT
notAfter=Sep 26 17:29:47 2040 GMT
SHA1 Fingerprint=E4:91:4E:D4:41:D2:7D:C0:5A:E8:F7:2D:32:81:B3:37:94:68:89:10
purposes: sslserver sslclient

gRPCへのトラストポイントの関連付け
クライアントルートに新しい証明書を正常に構成した場合に、スイッチ上でトラストポイント

を gRPCに関連付ける出力例を次に示します。

クライアント認証用のルート証明書を構成または削除すると、gRPCプロセスが再起動します。（注）

# switch(config)# feature grpc

switch(config)# grpc client root certificate my_client_trustpoint
switch(config)# show run grpc

!Command: show running-config grpc
!Running configuration last done at: Wed Dec 16 20:18:35 2020
!Time: Wed Dec 16 20:18:40 2020

version 10.1(1) Bios:version N/A
feature grpc

grpc gnmi max-concurrent-calls 14
grpc use-vrf default
grpc certificate my_trustpoint
grpc client root certificate my_client_trustpoint
grpc port 50003

証明書の詳細の検証
スイッチの gRPCにトラストポイントを正常に関連付けられた場合の、証明書の詳細を検証す
るための出力例を次に示します。

switch# show grpc gnmi service statistics

=============
gRPC Endpoint
=============

Vrf : management
Server address : [::]:50003

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
296

モデル駆動型プログラマビリティ

gRPCへのトラストポイントの関連付け



Cert notBefore : Mar 13 19:05:24 2020 GMT
Cert notAfter : Nov 20 19:05:24 2033 GMT
Client Root Cert notBefore : Oct 1 17:29:47 2020 GMT
Client Root Cert notAfter : Sep 26 17:29:47 2040 GMT

Max concurrent calls : 14
Listen calls : 1
Active calls : 0

Number of created calls : 1
Number of bad calls : 0

Subscription stream/once/poll : 0/0/0

Max gNMI::Get concurrent : 5
Max grpc message size : 8388608
gNMI Synchronous calls : 0
gNMI Synchronous errors : 0
gNMI Adapter errors : 0
gNMI Dtx errors : 0

任意の gNMIクライアントのクライアント証明書認証を
使用した接続の確認

クライアント証明書は、秘密キー（pkey）と CAチェーン（cchain）を使用して要求を行いま
す。現在では、パスワードはオプションです。

Performing GetRequest, encoding = JSON to 172.19.199.xxx with the following gNMI Path
-------------------------
[elem {
name: "System"

}
elem {
name: "bgp-items"

}
]
The GetResponse is below
-------------------------

notification {
timestamp: 1608071208072199559
update {
path {
elem {
name: "System"

}
elem {
name: "bgp-items"

}
}
val {
json_val: ""

}
}

}

gRPCからトラストポイント参照を削除するには（noコマンド）、次のコマンドを使用しま
す。
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[no] grpc client root certificate <my_client_trustpoints>
switch(config)# no grpc client root certificate my_client_trustpoint

コマンドは、gRPCエージェントのトラストポイント参照だけを削除します。トラストポイン
ト CA証明書は削除されません。スイッチ上の gRPCサーバーへのクライアント証明書認証を
使用する接続は確立されませんが、ユーザー名とパスワードによる基本認証は通過します。

クライアントの証明書が中間CAによって署名されているが、上記の構成からインポートされ
たルート CAによって直接署名されていない場合、grpcクライアントは、ユーザー、中間 CA
証明書、およびルート CA証明書を含む完全な証明書チェーンを提供する必要があります。

（注）

クライアント
gNMIには、使用可能なクライアントがいくつかあります。このようなクライアントの 1つは
https://github.com/influxdata/telegraf/tree/master/plugins/inputs/cisco_telemetry_gnmiにあります。

DMEサブスクリプションの例：PROTOエンコーディング
gnmi-console --host >iip> --port 50051 -u <user> -p <pass> --tls --
operation=Subscribe --rpc /root/gnmi-console/testing_bl/once/61_subscribe_bgp_dme_gpb.json

[Subscribe]-------------------------------
### Reading from file ' /root/gnmi-console/testing_bl/once/61_subscribe_bgp_dme_gpb.json
'
Wed Jun 26 11:49:17 2019
### Generating request : 1 -----------
### Comment : ONCE request
### Delay : 2 sec(s) ...
### Delay : 2 sec(s) DONE
subscribe {
subscription {
path {
origin: "DME"
elem {
name: "sys"
}
elem {
name: "bgp"
}
}
mode: SAMPLE
}
mode: ONCE
use_models {
name: "DME"
organization: "Cisco Systems, Inc."
version: "1.0.0"
}
encoding: PROTO
}
Wed Jun 26 11:49:19 2019
Received response 1 --------------------------
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update {
timestamp: 1561574967761
prefix {
elem {
name: "sys"
}
elem {
name: "bgp"
}
}
update {
path {
elem {
}
elem {
name: "version_str"
}
}
val {
string_val: "1.0.0"
}
}
update {
path {
elem {
}
elem {
name: "node_id_str"
}
}
val {
string_val: "n9k-tm2"
}
}
update {
path {
elem {
}
elem {
name: "encoding_path"
}
}
val {
string_val: "sys/bgp"
}
}
update {
path {
elem {
}
elem {
/Received -------------------------------------
Wed Jun 26 11:49:19 2019
Received response 2 --------------------------
sync_response: true
/Received -------------------------------------
(_gnmi) [root@tm-ucs-1 gnmi-console]#
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機能

機能について

Capabilities RPCは、gNMIサービスの機能のリストを返します。RPC要求に対する応答メッ
セージには、gNMIサービスのバージョン、バージョン管理されたデータモデル、およびサー
バーでサポートされているデータエンコーディングが含まれます。

機能に関する注意事項と制限事項

次は機能に関する注意事項と制限事項です。

• Cisco NX-OSリリース 9.3(3)以降、機能は OpenConfigモデルをサポートします。

• gNMI機能は、gNMIサービスのオプションとしてサブスクライブと機能をサポートしま
す。

•この機能は、JSONおよび gnmi.protoエンコーディングをサポートします。この機能は、
protobuf.anyエンコーディングをサポートしていません。

•各 gNMIメッセージの最大サイズは 12 MBです。収集されたデータの量が最大値 12 MB
を超えると、収集されたデータはドロップされます。

この状況は、より小規模で詳細なデータ収集セットを処理する、焦点を絞ったサブスクリ

プションを作成することで回避できます。したがって、1つの上位レベルのパスにサブス
クライブする代わりに、パスの異なる下位レベルの部分に対して複数のサブスクリプショ

ンを作成してください。

•同じサブスクリプション要求内のすべてのパスのサンプル間隔は同じである必要がありま
す。同じパスで異なるサンプル間隔が必要な場合は、複数のサブスクリプションを作成し

ます。

•この機能はサブスクリプション要求の単一パスプレフィックスをサポートしていません
が、サブスクリプションには空のプレフィックスフィールドを含めることができます。

•この機能は、CiscoDMEおよびデバイスYANGデータモデルをサポートします。Openconfig
YANGはサポートされていません。

• gNMIをサポートする gRPCプロセスは HIGH_PRIO cgroupを使用します。これにより、
CPU使用率が CPUの 75%に、メモリが 1.5 GBに制限されます。

• show grpc gnmiコマンドには、次の考慮事項があります。

•このリリースでは、コマンドは XML化されていません。

• gRPCエージェントは、呼び出しが終了した後、最大 1時間 gNMI呼び出しを保持し
ます。
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•呼び出しの合計数が2000を超えると、gRPCエージェントは内部クリーンアップルー
チンに基づいて終了した呼び出しを消去します。

gRPCサーバーは管理VRFで実行されます。その結果、gRPCプロセスはこのVRFでのみ通信
し、管理インターフェイスはすべての gRPC呼び出しをサポートする必要があります。

gRPC機能には、各スイッチの合計 2つの gRPCサーバのデフォルト VRFが含まれるようにな
りました。VRFごとに 1つの gRPCサーバーを実行することも、管理VRFで 1つの gRPCサー
バーのみを実行することもできます。デフォルト VRFで gRPCをサポートすると、かなり部
分のトラフィック負荷が望ましくないものである、管理 VRFからの gRPCコールの処理を柔
軟にオフロードできます。

2台の gRPCサーバーを構成する場合は、次の点に注意してください。

• VRF境界は厳密に適用されるため、各gRPCサーバーは相互に独立して要求を処理し、要
求は VRF間を通過しません。

• 2台のサーバーは HAまたはフォールトトレラントではありません。一方の gRPCサー
バーは他方をバックアップせず、それらの間でスイッチオーバーまたはスイッチバックは

ありません。

• gRPCサーバーの制限は VRF単位です。

機能のクライアント出力の例

この例では、すべての OpenConfigモデル RPMがスイッチにインストールされています。

次に、機能のクライアント出力の例を示します。

hostname user$ ./gnmi_cli -a 172.19.193.166:50051 -ca_crt ./grpc.pem -insecure
-capabilities
supported_models: <
name: "Cisco-NX-OS-device"
organization: "Cisco Systems, Inc."
version: "2019-11-13"

>
supported_models: <
name: "openconfig-acl"
organization: "OpenConfig working group"
version: "1.0.0"

>
supported_models: <
name: "openconfig-bgp-policy"
organization: "OpenConfig working group"
version: "4.0.1"

>
supported_models: <
name: "openconfig-interfaces"
organization: "OpenConfig working group"
version: "2.0.0"

>
supported_models: <
name: "openconfig-if-aggregate"
organization: "OpenConfig working group"
version: "2.0.0"

>
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supported_models: <
name: "openconfig-if-ethernet"
organization: "OpenConfig working group"
version: "2.0.0"

>
supported_models: <
name: "openconfig-if-ip"
organization: "OpenConfig working group"
version: "2.3.0"

>
supported_models: <
name: "openconfig-if-ip-ext"
organization: "OpenConfig working group"
version: "2.3.0"

>
supported_models: <
name: "openconfig-lacp"
organization: "OpenConfig working group"
version: "1.0.2"

>
supported_models: <
name: "openconfig-lldp"
organization: "OpenConfig working group"
version: "0.2.1"

>
supported_models: <
name: "openconfig-network-instance"
organization: "OpenConfig working group"
version: "0.11.1"

>
supported_models: <
name: "openconfig-network-instance-policy"
organization: "OpenConfig working group"
version: "0.1.1"

>
supported_models: <
name: "openconfig-ospf-policy"
organization: "OpenConfig working group"
version: "0.1.1"

>
supported_models: <
name: "openconfig-platform"
organization: "OpenConfig working group"
version: "0.12.2"

>
supported_models: <
name: "openconfig-platform-cpu"
organization: "OpenConfig working group"
version: "0.1.1"

>
supported_models: <
name: "openconfig-platform-fan"
organization: "OpenConfig working group"
version: "0.1.1"

>
supported_models: <
name: "openconfig-platform-linecard"
organization: "OpenConfig working group"
version: "0.1.1"

>
supported_models: <
name: "openconfig-platform-port"
organization: "OpenConfig working group"
version: "0.3.2"
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>
supported_models: <
name: "openconfig-platform-psu"
organization: "OpenConfig working group"
version: "0.2.1"

>
supported_models: <
name: "openconfig-platform-transceiver"
organization: "OpenConfig working group"
version: "0.7.0"

>
supported_models: <
name: "openconfig-relay-agent"
organization: "OpenConfig working group"
version: "0.1.0"

>
supported_models: <
name: "openconfig-routing-policy"
organization: "OpenConfig working group"
version: "2.0.1"

>
supported_models: <
name: "openconfig-spanning-tree"
organization: "OpenConfig working group"
version: "0.2.0"

>
supported_models: <
name: "openconfig-system"
organization: "OpenConfig working group"
version: "0.3.0"

>
supported_models: <
name: "openconfig-telemetry"
organization: "OpenConfig working group"
version: "0.5.1"

>
supported_models: <
name: "openconfig-vlan"
organization: "OpenConfig working group"
version: "3.0.2"

>
supported_models: <
name: "DME"
organization: "Cisco Systems, Inc."

>
supported_models: <
name: "Cisco-NX-OS-Syslog-oper"
organization: "Cisco Systems, Inc."
version: "2019-08-15"

>
supported_encodings: JSON
supported_encodings: PROTO
gNMI_version: "0.5.0"

hostname user$
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結果

Getについて
Get RPCの目的は、クライアントがデバイスからデータツリーのスナップショットを取得でき
るようにすることです。1つの要求で複数のパスを要求できます。gNMIパス規則に従って、
XPATHの簡易形式である gNMIのスキーマパスエンコーディング規則がパスに使用されま
す。https://github.com/openconfig/reference/blob/master/rpc/gnmi/gnmi-path-conventions.md

Get操作の詳細については、gNMI仕様の「状態情報のスナップショットの取得」セクション
を参照してください。gRPC Network Management Interface (gNMI) https://github.com/openconfig/
reference/blob/1cf43d2146f9ba70abb7f04f6b0f6eaa504cef05/rpc/gnmi/gnmi-specification.md

Getに関する注意事項と制限事項
次に、Getおよび Setに関する注意事項と制限事項を示します。

• GetRequest.encodingは JSONのみをサポートします。

• GetRequest.typeの場合、DataType CONFIGと STATEのみが YANGで直接の相関関係と式
を持ちます。OPERATIONALはサポートされていません。

• 1つの要求に OpenConfig（OC）YANGパスとデバイス YANGパスの両方を含めることは
できません。要求には、OCYANGパスまたはデバイスYANGパスのみを含める必要があ
ります。両方を含めることはできません。

•ルートパス（「/」：すべてのモデルのすべて）の GetRequestは許可されていません。

•デバイスモデルの最上位レベル（「/System」）の GetRequestは許可されていません。

• gNMIGetはすべてのデフォルト値を返します（RFC6243 [4]の report-allモードを参照）。

• Subscribeは、モデル Cisco-NX-OS-syslog-operをサポートします。

• Getはモデル Cisco-NX-OS-syslog-operをサポートしていません。

•パス/systemからのクエリは、パス/system/processesからのデータを返しません。
openconfig-procmonデータのクエリには、特定のパス /system/processesを使用する
必要があります。

•次のオプション項目はサポートされていません。

•パスのプレフィックス

•パスのエイリアス

•パス内のワイルドカード

• 1つの GetRequestには最大 10のパスを含めることができます。
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• GetResponseで返される値フィールドのサイズが 12 MBを超える場合、システムはエラー
ステータス grpc::RESOURCE_EXHAUSTEDを返します。

•最大 gRPC受信バッファサイズは 8 MBに設定されます。

• Getの同時セッションの合計数は 5に制限されています。

•大規模な構成がスイッチに適用されているときに Get操作を実行すると、gRPCプロセス
が使用可能なすべてのメモリを消費する可能性があります。メモリ枯渇状態が発生する

と、次の syslogが生成されます。
MTX-API: The memory usage is reaching the max memory resource limit (3072) MB

この条件が複数回連続して発生すると、次の syslogが生成されます。
The process has become unstable and the feature should be restarted.

この時点で gRPC機能を再起動して、gNMIトランザクションの通常の処理を続行するこ
とをお勧めします。

設定

Setについて
Set RPCは、デバイスの構成を変更するためにクライアントによって使用されます。デバイス
データに適用できる操作は削除、置換、更新で、順番を付けて行われます。単一の Set要求の
すべての操作はトランザクションとして扱われます。つまり、すべての操作が成功しなかった

場合は、デバイスが元の状態にロールバックされます。Set操作は、SetRequestで指定された
順序で適用されます。パスが複数回指定されている場合、互いを上書きすることになったとし

ても、変更が適用されます。データの最終状態は、トランザクションの最終操作によって実現

されます。SetRequest::delete、replace、updateフィールドで指定されたすべてのパスはCONFIG
データパスであり、クライアントによって書き込み可能であると想定されています。

Set操作の詳細については、gNMI仕様、
https://github.com/openconfig/reference/blob/1cf43d2146f9ba70abb7f04f6b0f6eaa504cef05/rpc/gnmi/gnmi-specification.md
の「Modifying State」のセクションを参照してください。

Setに関する注意事項と制限事項
次に、Setのガイドラインと制限事項を示します。

• SetRequest.encodingは JSONのみをサポートします。

• 1つの要求に OpenConfig（OC）YANGパスとデバイス YANGパスの両方を含めることは
できません。要求には、OCYANGパスまたはデバイスYANGパスのみを含める必要があ
ります。両方を含めることはできません。

• Subscribeは、モデル Cisco-NX-OS-syslog-operをサポートします。
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•パス/systemからのクエリは、パス/system/processesからのデータを返しません。
openconfig-procmonデータのクエリには、特定のパス /system/processesを使用する
必要があります。

•次のオプション項目はサポートされていません。

•パスのプレフィックス

•パスのエイリアス

•パス内のワイルドカード

• 1つの SetRequestには最大 20のパスを含めることができます。

•最大 gRPC受信バッファサイズは 8 MBに設定されます。

• Getの同時セッションの合計数は 5に制限されています。

•大規模な構成がスイッチに適用されているときに Set操作を実行すると、gRPCプロセス
が使用可能なすべてのメモリを消費する可能性があります。メモリ枯渇状態が発生する

と、次の syslogが生成されます。
MTX-API: The memory usage is reaching the max memory resource limit (3072) MB

この条件が複数回連続して発生すると、次の syslogが生成されます。
The process has become unstable and the feature should be restarted.

この時点で gRPC機能を再起動して、gNMIトランザクションの通常の処理を続行するこ
とをお勧めします。

• Set::Delete RPCの場合、操作対象の設定が大きすぎる可能性がある場合、MTXログメッ
セージが警告します。

Configuration size for this namespace exceeds operational limit. Feature may become
unstable and require restart.

登録

サブスクライブに関する注意事項と制限事項

サブスクライブに関する注意事項と制限事項は次のとおりです。

• Cisco NX-OSリリース 9.3(3)以降、サブスクライブは OpenConfigモデルをサポートしま
す。

• gNMI機能は、gNMIサービスのオプションとしてサブスクライブと機能をサポートしま
す。

•この機能は、JSONおよび gnmi.protoエンコーディングをサポートします。この機能は、
protobuf.anyエンコーディングをサポートしていません。
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•各 gNMIメッセージの最大サイズは 12 MBです。収集されたデータの量が最大値 12 MB
を超えると、収集されたデータはドロップされます。

この状況は、より小規模で詳細なデータ収集セットを処理する、焦点を絞ったサブスクリ

プションを作成することで回避できます。したがって、1つの上位レベルのパスにサブス
クライブする代わりに、パスの異なる下位レベルの部分に対して複数のサブスクリプショ

ンを作成してください。

•同じサブスクリプション要求内のすべてのパスのサンプル間隔は同じである必要がありま
す。同じパスで異なるサンプル間隔が必要な場合は、複数のサブスクリプションを作成し

ます。

•この機能はサブスクリプション要求の単一パスプレフィックスをサポートしていません
が、サブスクリプションには空のプレフィックスフィールドを含めることができます。

•この機能は、CiscoDMEおよびデバイスYANGデータモデルをサポートします。Openconfig
YANGはサポートされていません。

• gNMIをサポートする gRPCプロセスは HIGH_PRIO cgroupを使用します。これにより、
CPU使用率が CPUの 75%に、メモリが 1.5 GBに制限されます。

• show grpc gnmiコマンドには、次の考慮事項があります。

•このリリースでは、コマンドは XML化されていません。

• gRPCエージェントは、呼び出しが終了した後、最大 1時間 gNMI呼び出しを保持し
ます。

•呼び出しの合計数が2000を超えると、gRPCエージェントは内部クリーンアップルー
チンに基づいて終了した呼び出しを消去します。

gRPCサーバーは管理VRFで実行されます。その結果、gRPCプロセスはこのVRFでのみ通信
し、管理インターフェイスはすべての gRPC呼び出しをサポートする必要があります。

gRPC機能には、各スイッチの合計 2つの gRPCサーバのデフォルト VRFが含まれるようにな
りました。VRFごとに 1つの gRPCサーバーを実行することも、管理VRFで 1つの gRPCサー
バーのみを実行することもできます。デフォルト VRFで gRPCをサポートすると、かなり部
分のトラフィック負荷が望ましくないものである、管理 VRFからの gRPCコールの処理を柔
軟にオフロードできます。

2台の gRPCサーバーを構成する場合は、次の点に注意してください。

• VRF境界は厳密に適用されるため、各gRPCサーバーは相互に独立して要求を処理し、要
求は VRF間を通過しません。

• 2台のサーバーは HAまたはフォールトトレラントではありません。一方の gRPCサー
バーは他方をバックアップせず、それらの間でスイッチオーバーまたはスイッチバックは

ありません。

• gRPCサーバーの制限は VRF単位です。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
307

モデル駆動型プログラマビリティ

サブスクライブに関する注意事項と制限事項



gNMIペイロード
gNMIは、特定のペイロード形式を使用してサブスクライブします。

• DMEストリーム

• YANGストリーム

サブスクライブ操作は、次のモードでサポートされています。

• ONCE：データを 1回サブスクライブして受信し、セッションを閉じます。

• POLL：サブスクライブしてセッションを開いたままにし、クライアントはデータが必要
になるたびにポーリング要求を送信します。

• STREAM：特定の頻度でデータを登録および受信します。ペイロードは、ナノ秒（1秒 =
1000000000）の値を受け入れます。

• ON_CHANGE：サブスクライブしてスナップショットを受信し、ツリーで何かが変更され
た場合にのみデータを受信します。

設定モード：

•各モードには、内部サブと外部サブの 2つの設定が必要です。

• ONCE：サンプル、1回

• POLL：SAMPLE、POLL

•ストリーム：サンプル、ストリーム

• ON_CHANGE：ON_CHANGE、STREAM

Origin

• DME：DMEモデルへの登録

•デバイス：YANGモデルへの登録

名前

• DME = DMEモデルに登録

• Cisco-NX-OS-device = YANGモデルに登録

エンコーディング

• JSON =ストリームは JSON形式で送信されます。

• PROTO =ストリームは protobuf.any形式で送信されます。
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DMEストリームの gNMIペイロードの例

クライアントごとに独自の入力形式があります。（注）

{
"SubscribeRequest":
[

{
"_comment" : "ONCE request",
"_delay" : 2,
"subscribe":
{

"subscription":
[

{
"_comment" : "1st subscription path",
"path":
{

"origin": "DME",
"elem":
[

{
"name": "sys"

},
{

"name": "bgp"
}

]
},
"mode": "SAMPLE"

}
],
"mode": "ONCE",
"allow_aggregation" : false,
"use_models":
[

{
"_comment" : "1st module",
"name": "DME",
"organization": "Cisco Systems, Inc.",
"version": "1.0.0"

}
],
"encoding": "JSON"

}
}

]
}

gNMIペイロード YANGストリームの例

{
"SubscribeRequest":
[

{
"_comment" : "ONCE request",
"_delay" : 2,
"subscribe":
{
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"subscription":
[

{
"_comment" : "1st subscription path",
"path":
{

"origin": "device",
"elem":
[

{
"name": "System"

},
{

"name": "bgp-items"
}

]
},

"mode": "SAMPLE"
}

],
"mode": "ONCE",
"allow_aggregation" : false,
"use_models":
[

{
"_comment" : "1st module",
"name": "Cisco-NX-OS-device",
"organization": "Cisco Systems, Inc.",
"version": "0.0.0"

}
],
"encoding": "JSON"

}
}

]
}

ストリーミング Syslog

gNMIのストリーミング Syslogについて
gNMI Subscribeは、gNMI Subscribe要求に従って構造化データをプッシュすることで、システ
ムで何が起こっているのかをリアルタイムで表示する、ネットワークをモニターする新しい方

法です。

Cisco NX-OSリリース 9.3(3)以降では、gNMIサブスクライブ機能の亜ポートが追加されまし
た。

gNMI Subscribeサポートの詳細

• Syslog-operモデルストリーミング

• stream_on_change

この機能は、8 GB以上のメモリを搭載した Cisco Nexus 3500プラットフォームスイッチに適
用されます。
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ストリーミング Syslogに関する注意事項と制限事項：gNMI
ストリーミング Syslogに関する注意事項と制限事項は次のとおりです。

•無効な syslogはサポートされていません。たとえば、フィルタまたはクエリ条件を持つ
syslogです。

•次のパスだけがサポートされます：

• Cisco-NX-OS-Syslog-oper:syslog

• Cisco-NX-OS-Syslog-oper:syslog/messages

•次のモードはサポートされていません。

•ストリームサンプル

•投票

•要求は YANGモデルフォーマットである必要があります。

•内部アプリケーションを使用することも、独自のアプリケーションを作成することもでき
ます。

•ペイロードはコントローラから送信され、gNMIは応答を送信します。

•エンコーディングフォーマットは JSONと PROTOです。

Syslogネイティブ YANGモデル
YangModelはここにあります。https://github.com/YangModels/yang/tree/master/vendor/cisco/nx/9.3-3

タイムゾーンフィールドは、が入力された場合にのみ設定されます。clockformatshow-timezone
syslogデフォルトでは設定されていないため、タイムゾーンフィールドは空です。

（注）

PYANG Tree for Syslog Native Yang Model:
>>> pyang -f tree Cisco-NX-OS-infra-syslog-oper.yang
module: Cisco-NX-OS-syslog-oper
+--ro syslog
+--ro messages
+--ro message* [message-id]
+--ro message-id int32
+--ro node-name? string
+--ro time-stamp? uint64
+--ro time-of-day? string
+--ro time-zone? string
+--ro category? string
+--ro group? string
+--ro message-name? string
+--ro severity? System-message-severity
+--ro text? string
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サブスクライブ要求の例

次に、サブスクライブ要求の例を示します。

{
"SubscribeRequest":
[

{
"_comment" : "STREAM request",
"_delay" : 2,
"subscribe":
{

"subscription":
[

{
"_comment" : "1st subscription path",
"path":
{

"origin": "syslog-oper",
"elem":
[
{

"name": "syslog"
},
{

"name":"messages"
}

]
},
"mode": "ON_CHANGE"

}
],
"mode": "ON_CHANGE",

"allow_aggregation" : false,
"use_models":
[

{
"_comment" : "1st module",
"name": "Cisco-NX-OS-Syslog-oper",
"organization": "Cisco Systems, Inc.",
"version": "0.0.0"

}
],
"encoding":"JSON"

}
}

]
}

PROTO出力の例
これは PROTO出力のサンプルです。
############################

[Subscribe]-------------------------------

### Reading from file ' /root/gnmi-console/testing_bl/stream_on_change/OC_SYSLOG.json '

Sat Aug 24 14:38:06 2019
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### Generating request : 1 -----------

### Comment : STREAM request

### Delay : 2 sec(s) ...

### Delay : 2 sec(s) DONE

subscribe {

subscription {

path {

origin: "syslog-oper"

elem {

name: "syslog"

}

elem {

name: "messages"

}

}

mode: ON_CHANGE

}

use_models {

name: "Cisco-NX-OS-Syslog-oper"

organization: "Cisco Systems, Inc."

version: "0.0.0"

}

encoding: PROTO

}

Thu Nov 21 14:26:41 2019
Received response 3 --------------------------
update {
timestamp: 1574375201665688000
prefix {
origin: "Syslog-oper"
elem {
name: "syslog"
}
elem {
name: "messages"
}
}
update {
path {
elem {
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name: "message-id"
}
}
val {
uint_val: 529
}
}
update {
path {
elem {
name: "node-name"
}
}
val {
string_val: "task-n9k-1"
}
}
update {
path {
elem {
name: "message-name"
}
}
val {
string_val: "VSHD_SYSLOG_CONFIG_I"
}
}
update {
path {
elem {
name: "text"
}
}
val {
string_val: "Configured from vty by admin on console0"
}
}
update {
path {
elem {
name: "group"
}
}
val {
string_val: "VSHD"
}
}
update {
path {
elem {
name: "category"
}
}
val {
string_val: "VSHD"
}
}
update {
path {
elem {
name: "time-of-day"
}
}
val {
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string_val: "Nov 21 2019 14:26:40"
}
}
update {
path {
elem {
name: "time-zone"
}
}
val {
string_val: ""
}
}
update {
path {
elem {
name: "time-stamp"
}
}
val {
uint_val: 1574375200000
}
}
update {
path {
elem {
name: "severity"
}
}
val {
uint_val: 5
}
}
}

/Received -------------------------------------

•

JSON出力の例
これは JSON出力の例です。
[Subscribe]-------------------------------
### Reading from file ' testing_bl/stream_on_change/OC_SYSLOG.json '

Tue Nov 26 11:47:00 2019
### Generating request : 1 -----------
### Comment : STREAM request
### Delay : 2 sec(s) ...
### Delay : 2 sec(s) DONE
subscribe {
subscription {
path {
origin: "syslog-oper"
elem {
name: "syslog"
}
elem {
name: "messages"
}
}
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mode: ON_CHANGE
}
use_models {
name: "Cisco-NX-OS-Syslog-oper"
organization: "Cisco Systems, Inc."
version: "0.0.0"
}
}

Tue Nov 26 11:47:15 2019
Received response 5 --------------------------
update {
timestamp: 1574797636002053000
prefix {
}
update {
path {
origin: "Syslog-oper"
elem {
name: "syslog"
}
}
val {
json_val: "[ { \"messages\" : [[
{\"message-id\":657},{\"node-name\":\"task-n9k-1\",\"time-stamp\":\"1574797635000\",\"time-of-day\":\"Nov
26 2019
11:47:15\",\"severity\":3,\"message-name\":\"HDR_L2LEN_ERR\",\"category\":\"ARP\",\"group\":\"ARP\",\"text\":\"arp
[30318] Received packet with incorrect layer 2 address length (8 bytes), Normal pkt
with S/D MAC: 003a.7d21.d55e ffff.ffff.ffff eff_ifc mgmt0(9), log_ifc mgmt0(9), phy_ifc
mgmt0(9)\",\"time-zone\":\"\"} ]] } ]"
}
}
}

/Received -------------------------------------

トラブルシューティング

TMトレースログの収集
1. tmtrace.bin -f gnmi-logs gnmi-events gnmi-errors following are available
2. Usage:

bash-4.3# tmtrace.bin -d gnmi-events | tail -30 Gives the last 30
}
}
}
[06/21/19 15:58:38.969 PDT f8f 3133] [3981658944][tm_transport_internal.c:43] dn:
Cisco-NX-OS-device:System/cdp-items, sub_id: 0,
sub_id_str: 2329, dc_start_time: 0, length: 124, sync_response:1
[06/21/19 15:58:43.210 PDT f90 3133] [3621780288][tm_ec_yang_data_processor.c:93] TM_EC:
[Y] Data received for 2799743488: 49
{
"cdp-items" : {
"inst-items" : {
"if-items" : {
"If-list" : [
{
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"id" : "mgmt0",
"ifstats-items" : {
"v2Sent" : "74",
"validV2Rcvd" : "79"
}
}
]
}
}
}
}
[06/21/19 15:58:43.210 PDT f91 3133] [3981658944][tm_transport_internal.c:43] dn:
Cisco-NX-OS-device:System/cdp-items, sub_id: 0,
sub_id_str: 2329, dc_start_time: 0, length: 141, sync_response:1
[06/21/19 15:59:01.341 PDT f92 3133] [3981658944][tm_transport_internal.c:43] dn:
Cisco-NX-OS-device:System/intf-items, sub_id:
4091, sub_id_str: , dc_start_time: 1561157935518, length: 3063619, sync_response:0
[06/21/19 15:59:03.933 PDT f93 3133] [3981658944][tm_transport_internal.c:43] dn:
Cisco-NX-OS-device:System/cdp-items, sub_id:
4091, sub_id_str: , dc_start_time: 1561157940881, length: 6756, sync_response:0
[06/21/19 15:59:03.940 PDT f94 3133] [3981658944][tm_transport_internal.c:43] dn:
Cisco-NX-OS-device:System/lldp-items, sub_id:
4091, sub_id_str: , dc_start_time: 1561157940912, length: 8466, sync_response:1
bash-4.3#

MTX内部ログの収集
1. Modify the following file with below /opt/mtx/conf/mtxlogger.cfg

<config name="nxos-device-mgmt">
<container name="mgmtConf">
<container name="logging">
<leaf name="enabled" type="boolean" default="false">true</leaf>
<leaf name="allActive" type="boolean" default="false">true<

/leaf>
<container name="format">
<leaf name="content" type="string" default="$DATETIME$

$COMPONENTID$ $TYPE$: $MSG$">$DATETIME$ $COMPONENTID$ $TYPE$
$SRCFILE$ @ $SRCLINE$ $FCNINFO$:$MSG$</leaf>

<container name="componentID">
<leaf name="enabled" type="boolean" default="true"></leaf>
</container>
<container name="dateTime">

<leaf name="enabled" type="boolean" default="true"></leaf>
<leaf name="format" type="string" default="%y%m%d.%H%M%S"><

/leaf>
</container>
<container name="fcn">

<leaf name="enabled" type="boolean" default="true"></leaf>
<leaf name="format" type="string"

default="$CLASS$::$FCNNAME$($ARGS$)@$LINE$"></leaf>
</container>

</container>
<container name="facility">

<leaf name="info" type="boolean" default="true">true</leaf>
<leaf name="warning" type="boolean" default="true">true<

/leaf>
<leaf name="error" type="boolean" default="true">true</leaf>
<leaf name="debug" type="boolean" default="false">true<

/leaf>
</container>
<container name="dest">
<container name="console">
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<leaf name="enabled" type="boolean" default="false">true<
/leaf>

</container>
<container name="file">
<leaf name="enabled" type="boolean" default="false">true<

/leaf>
<leaf name="name" type="string" default="mtx-internal.log"><

/leaf>

<leaf name="location" type="string" default="./mtxlogs">
/volatile</leaf>

<leaf name="mbytes-rollover" type="uint32" default="10"
>50</leaf>

<leaf name="hours-rollover" type="uint32" default="24"
>24</leaf>

<leaf name="startup-rollover" type="boolean" default="
false">true</leaf>

<leaf name="max-rollover-files" type="uint32" default="10"
>10</leaf>

</container>
</container>
<list name="logitems" key="id">
<listitem>

<leaf name="id" type="string">*</leaf>
<leaf name="active" type="boolean" default="false"

>false</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">MTX-EvtMgr</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">TM-ADPT</leaf>
<leaf name="active" type="boolean" default="true"

>false</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">TM-ADPT-JSON</leaf>
<leaf name="active" type="boolean" default="true"

>false</leaf>
</listitem >
<listitem>

<leaf name="id" type="string">SYSTEM</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">LIBUTILS</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">MTX-API</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">Model-*</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>
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<leaf name="id" type="string">Model-Cisco-NX-OS-
device</leaf>

<leaf name="active" type="boolean" default="true"
>false</leaf>

</listitem>
<listitem>

<leaf name="id" type="string">Model-openconfig-bgp<
/leaf>

<leaf name="active" type="boolean" default="true"
>false</leaf>

</listitem>
<listitem>

<leaf name="id" type="string">INST-MTX-API</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">INST-ADAPTER-NC</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">INST-ADAPTER-RC</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>
<listitem>

<leaf name="id" type="string">INST-ADAPTER-GRPC</leaf>
<leaf name="active" type="boolean" default="true"

>true</leaf>
</listitem>

</list>
</container>

</container>
</config>

2. Run "no feature grpc" / "feature grpc"
3. The /volataile directory houses the mtx-internal.log, the log rolls over over time
so be sure to grab what you need before thenbash-4.3# cd /volatile/

bash-4.3# cd /volaiflels -al
total 148
drwxrwxrwx 4 root root 340 Jun 21 15:47 .
drwxrwxr-t 64 root network-admin 1600 Jun 21 14:45 ..
-rw-rw-rw- 1 root root 103412 Jun 21 16:14 grpc-internal-log
-rw-r--r-- 1 root root 24 Jun 21 14:44 mtx-internal-19-06-21-14-46-21.log
-rw-r--r-- 1 root root 24 Jun 21 14:46 mtx-internal-19-06-21-14-46-46.log
-rw-r--r-- 1 root root 175 Jun 21 15:11 mtx-internal-19-06-21-15-11-57.log
-rw-r--r-- 1 root root 175 Jun 21 15:12 mtx-internal-19-06-21-15-12-28.log
-rw-r--r-- 1 root root 175 Jun 21 15:13 mtx-internal-19-06-21-15-13-17.log
-rw-r--r-- 1 root root 175 Jun 21 15:13 mtx-internal-19-06-21-15-13-42.log
-rw-r--r-- 1 root root 24 Jun 21 15:13 mtx-internal-19-06-21-15-14-22.log
-rw-r--r-- 1 root root 24 Jun 21 15:14 mtx-internal-19-06-21-15-19-05.log
-rw-r--r-- 1 root root 24 Jun 21 15:19 mtx-internal-19-06-21-15-47-09.log
-rw-r--r-- 1 root root 24 Jun 21 15:47 mtx-internal.log
-rw-rw-rw- 1 root root 355 Jun 21 14:44 netconf-internal-log
-rw-rw-rw- 1 root root 0 Jun 21 14:45 nginx_logflag
drwxrwxrwx 3 root root 60 Jun 21 14:45 uwsgipy
drwxrwxrwx 2 root root 40 Jun 21 14:43 virtual-instance
bash-4.3#.
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第 23 章

gNOI-gRPCネットワーク操作インターフェ
イス

• gNOIについて（321ページ）
•サポートされる gNOI RPC（322ページ）
•システム proto（322ページ）
• OSプロトコル（324ページ）
•証明書 Proto（325ページ）
•ファイル Proto（325ページ）
• gNOI工場リセット（326ページ）
•注意事項と制約事項（327ページ）
• gNOIの確認（328ページ）

gNOIについて
gRPCネットワークオペレーションインターフェイス（gNOI）は、ネットワークデバイス上
で操作コマンドを実行するための gRPCベースのマイクロサービスセットを定義します。サ
ポートされている操作コマンドは、Ping、Traceroute、Time、SwitchControlProcessor、Reboot、
RebootStatus、CancelReboot、Activate、および Verifyです。

gNOIは gRPCをトランスポートプロトコルとして使用し、設定は gNMIの設定と同じです。
設定の詳細については、「gNMIの設定」を参照してください。https://www.cisco.com/c/en/us/
td/docs/switches/datacenter/nexus9000/sw/93x/progammability/guide/
b-cisco-nexus-9000-series-nx-os-programmability-guide-93x/
b-cisco-nexus-9000-series-nx-os-programmability-guide-93x_chapter_0110001.html#id_107728

gNOI RPC要求を送信するには、各 RPCに gNOIクライアントインターフェイスを実装するク
ライアントが必要です。

Cisco NX-OSリリース 10.1(1)では、gNOIは限られた数のコンポーネントに対してリモートプ
ロシージャコール（RPC）を定義し、その一部はハードウェア（光インターフェイスなど）に
関連しています。
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Protoファイルは gRPCマイクロサービス用に定義されており、GitHubで入手できます。
https://github.com/openconfig/gnoi

サポートされる gNOI RPC
サポートされている gNOI RPCは次のとおりです。

表 21 :

サポート対象gNOI RPCプロトコル

〇pingSystem

はいトレースルート

はい時間

はいSwitchControlプロセッサ

はいリブート

はいRebootStatus

はいCancelReboot

はいアクティブ化OS

はいインターフェイス

はいLoadCertificateCert

はいgetFile

はいStat

対応削除

システム proto
システム protoサービスは、設定およびテレメトリパイプラインの外部でターゲットを管理で
きるようにする操作可能な RPCのコレクションです。

次に、システム protoの RPCサポートの詳細を示します。
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制限事項説明サポートRPC

do_not_resolveオプ
ションはサポートされ

ていません。

ターゲットでpingコマ
ンドを実行し、結果を

ストリームバックしま

す。一部のターゲット

では、すべての結果が

使用可能になるまで結

果がストリーミングさ

れない場合がありま

す。パケット数が明示

的に指定されていない

場合は、5が使用され
ます。

ping/ping6 cliコマンドping

itial_ttl、marx_ttl、
wait、
do_not_fragment、
do_not_resolve、および
l4protocolオプション
はサポートされていま

せん。

ターゲットで traceroute
コマンドを実行し、結

果をストリームバック

します。一部のター

ゲットでは、すべての

結果が使用可能になる

まで結果がストリーミ

ングされない場合があ

ります。最大ホップカ

ウント 30が使用され
ます。

traceroute/traceroute6 cli
コマンド

トレースルート

-ターゲットの現在の時

刻を返します。通常、

ターゲットが応答して

いるかどうかをテスト

するために使用されま

す。

ローカル時刻時間

スイッチオーバーは即

座に発生します。その

結果、応答がクライア

ントに返されることが

保証されない場合があ

ります。

現在のルートプロセッ

サから指定されたルー

トプロセッサに切り替

えます。スイッチオー

バーは即座に発生しま

す。応答がクライアン

トに返されることが保

証されない場合があり

ます。

system switchover cliコ
マンド

SwitchControlプロセッ
サ
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制限事項説明サポートRPC

messageオプションは
サポートされません。

delayオプションはス
イッチのリロードでサ

ポートされます。path
オプションは 1つのモ
ジュール番号を受け入

れます。

ターゲットをリブート

します。

reload moduleリブート

-ターゲットのリブート

のステータスを返しま

す。

show version [module]
cliコマンド

RebootStatus

-保留中の再起動要求を

キャンセルします。

reload cancelCancelReboot

SetPackage RPCはサポートされていません。（注）

OSプロトコル
OSサービスは、ターゲット上の OSインストールに対するインターフェイスを提供します。
OSパッケージのファイル形式は、プラットフォームによって異なります。プラットフォーム
は、提供された OSパッケージが有効でブート可能であることを検証する必要があります。こ
れには、既知の良好なハッシュに対するハッシュチェックを含める必要があります。ハッシュ

は OSパッケージに埋め込むことをお勧めします。

ターゲットは、独自の永続ストレージと OSインストールプロセスを管理します。一連の個別
の OSパッケージを保存し、着信する新しい OSパッケージ用に常にプロアクティブにスペー
スを解放します。ターゲットには、有効な着信 OSパッケージ用の十分なスペースが常にある
ことが保証されます。現在実行中の OSパッケージは削除しないでください。クライアント
は、最後に正常にインストールされたパッケージが使用可能であることを期待する必要があり

ます。

次に、OSプロトコルの RPCサポートの詳細を示します。
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制限事項説明サポートRPC

再起動に失敗した場合

は、ロールバックまた

は回復できません。

要求された OSバー
ジョンを、次回のリ

ブート時に使用される

バージョンとして設定

します。この RPC
は、ターゲットを再起

動します。

install all nxos
bootflash:///img_name

アクティブ化

-[検証（Verify）]は、
実行中の OSバージョ
ンを確認します。この

RPCは、ターゲットの
起動中に成功するまで

複数回呼び出される場

合があります。

show version検証

インストール RPCはサポートされていません。（注）

証明書 Proto
証明書管理サービスは、ターゲットによってエクスポートされます。ローテーション、インス

トール、およびその他の証明書プロトコル RPCはサポートされていません。

次に、Cert protoの RPCサポートの詳細を示します。

制限事項説明サポートRPC

-CA証明書のバンドル
をロードします。

crypto ca import
<trustpoint>

pkcs12 <file>
<passphrase>

LoadCertificate

ファイル Proto
ファイル protoは、file.proto RPCの機能に基づいてメッセージをストリーミングします。ここ
に記載されていない Putおよびその他の RPCは、ファイル Protoではサポートされていませ
ん。
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Get、Stat、および Remove RPCは、bootflash、bootflash://sup-remote、logflash、
logflash://sup-remote、usb、volatile、volatile://sup-remote、および debugのファイルシステムを
サポートします。

次に、ファイル protoの RPCサポートの詳細を示します。

制限事項説明RPC

ファイルサイズの上限は 32
MBです。

Getはターゲットからファイル
の内容を読み取り、ストリー

ミングします。ファイルは連

続したメッセージによってス

トリーミングされます。各

メッセージには最大 64 KBの
データが含まれます。最後の

メッセージが送信された後、

送信されたデータのハッシュ

が送信され、ストリームが閉

じられます。ファイルが存在

しない場合、またはファイル

の読み取り中にエラーが発生

した場合は、エラーが返され

ます。

結果

-Statは、ターゲット上のファ
イルに関するメタデータを返

します。ファイルが存在しな

い場合、またはファイルのメ

タデータへのアクセス中にエ

ラーが発生した場合は、エ

ラーが返されます。

Stat

-Removeは、ターゲットから指
定されたファイルを削除しま

す。ファイルが存在しない場

合、ディレクトリである場

合、または削除操作でエラー

が発生した場合は、エラーが

返されます。

削除

gNOI工場リセット
gNOIの初期設定へのリセット操作を行うと、指定されたモジュールのすべての永続ストレー
ジが消去されます。これには、構成、すべてのログデータ、およびフラッシュと SSDのすべ
ての内容が含まれます。リセットは直前のブートイメージでブートし、ライセンスを含むすべ
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てのストレージを消去します。 gNOIの初期設定へのリセットは、次の 2つのモードをサポー
トしています。

•再フォーマットと再パーティションのみが可能な高速消去。

•データをセキュアに消去してワイプし、回復不可能にする、セキュア消去。

factory_reset.protoで定義されている gNOIの初期設定へのリセット操作は、デバイス上のすべ
ての永続ストレージを消去します。こちらの factory_reset.protoリンクを参照してください：
https://github.com/openconfig/gnoi/blob/master/factory_reset/factory_reset.proto

次に、gNOI FactoryResetサービスの例を示します。
/ The FactoryReset service exported by Targets.
service FactoryReset {
// The Start RPC allows the Client to instruct the Target to immediately
// clean all existing state and boot the Target in the same condition as it is
// shipped from factory. State includes storage, configuration, logs,
// certificates and licenses.
//
// Optionally allows rolling back the OS to the same version shipped from
// factory.
//
// Optionally allows for the Target to zero-fill permanent storage where state
// data is stored.
//
// If any of the optional flags is set but not supported, a gRPC Status with
// code INVALID_ARGUMENT must be returned with the details value set to a
// properly populated ResetError message.
rpc Start(StartRequest) returns (StartResponse);

}

message StartRequest {
// Instructs the Target to rollback the OS to the same version as it shipped
// from factory.
bool factory_os = 1;
// Instructs the Target to zero fill persistent storage state data.
bool zero_fill = 2;

}

次に、gNOIの工場リセットで使用される引数の詳細を示します。

• factory_os = false：工場出荷時の OSバージョンにロールバックするかどうかを指定しま
す。NX-OSでは trueに設定することはサポートされていません。現在のブートイメージ
を保持する必要があります。

• zero_fill：時間のかかる包括的なセキュア消去を実行するかどうかを指定します。

• zero_fill = true：factory-reset module all preserve-image forceを指定します。

• zero_fill = false：factory-reset module all bypass-secure-erase preserve-image forceを指定し
ます。

注意事項と制約事項
gNOI機能には、次の注意事項と制約事項があります。
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•最大 16のアクティブな gNOI RPCがサポートされます。

• Cisco Nexus 9000シリーズスイッチは、1つの gNMIサービスと 2つの gNOIマイクロサー
ビスを持つ 1つのエンドポイントを実行します。

• 10.1(1)リリースでは、gNOI RPCは同等の CLIを使用して実装されます。既存の CLI制限
または有効なオプションはそのまま適用されます。

• 10.2(1)Fリリース以降、file.protoおよび cert.proto RPCがサポートされています。

• Nexusデバイス向けの gRPCトラフィックは、デフォルトクラスのコントロールプレーン
ポリサー（CoPP）にヒットします。gRPCドロップの可能性を抑えるには、管理クラスの
gRPC構成ポートを使用して、カスタム CoPPポリシーを構成してください。

gNOIの確認
gNOIの構成を確認するには、次のコマンドを入力します。

説明コマンド

カウンタまたは呼び出しをクリーンアップす

るために使用されます。

clear grpc gnoi rpc

イベント履歴からイベントとエラーをデバッ

グします。

debug grpc events {events|errors}

show grpc nxsdk event-history {events|errors}

有用性のために「internal」キーワードコマン
ドが追加されました。

show grpc internal gnoi rpc {summary|detail}
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第 24 章

モデル駆動型テレメトリ

•テレメトリについて（329ページ）
•テレメトリのライセンス要件（332ページ）
• Telemetryのインストールとアップグレード（332ページ）
•モデル動作テレメトリの注意事項と制限事項（333ページ）
• CLIを使用したテレメトリの構成（341ページ）
• NX-APIを使用したテレメトリの構成（364ページ）
•テレメトリパスラベル（380ページ）
•ネイティブデータ送信元パス（397ページ）
•ストリーミング Syslog（412ページ）
•その他の参考資料（420ページ）

テレメトリについて
分析やトラブルシューティングのためのデータ収集は、ネットワークの健全性をモニタリング

する上で常に重要な要素であり続けています。

Cisco NX-OSは、ネットワークからデータを収集するための、SNMP、CLIや Syslogといった
複数のメカニズムを提供します。これらのメカニズムには、自動化や拡張に対する制約があり

ます。ネットワーク要素からのデータの最初の要求がクライアントから出された場合、プルモ

デルの使用が制限されることもその制約の1つです。プルモデルは、ネットワーク内に複数の
ネットワーク管理ステーション（NMS）がある場合は拡張しません。このモデルを使用する
と、クライアントが要求した場合に限り、サーバーがデータを送信します。このような要求を

開始するには、手動による介入を続けて行う必要があります。このような手動による介入を続

けると、プルモデルの効率が失われます。

プッシュモデルは、ネットワークからデータを継続的にストリーミングし、クライアントに通

知します。テレメトリはプッシュモデルをイネーブルにし、モニタリングデータにほぼリア

ルタイムでアクセスできるようにします。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
329



テレメトリコンポーネントとプロセス

テレメトリは、次の 4つの主要な要素で構成されます。

•データ収集：テレメトリデータは、識別名（DN）パスを使用して指定されたオブジェク
トモデルのブランチにあるデータ管理エンジン（DME）データベースから収集されます。
データは定期的に取得されるか（頻度ベース）、指定したパスのオブジェクトで変更が

あった場合にのみ取得できます（イベントベース）。NX-APIを使用して、頻度ベースの
データを収集できます。

•データエンコーディング：テレメトリエンコーダが、収集されたデータを目的の形式で
転送できるようにカプセル化します。

NX-OSは、テレメトリデータを Google Protocol Buffers（GPB）および JSON形式でエン
コードします。

•データトランスポート：NX-OSは、JSONエンコードにHTTPを使用してテレメトリデー
タを転送し、GPBエンコードに Googleリモートプロシージャコール (gRPC)プロトコル
を使用します。gRPCレシーバーは、4MBを超えるメッセージサイズをサポートします。
（証明書が構成されている場合は、HTTPSを使用したテレメトリデータもサポートされ
ます。）

Cisco NX-OSリリース 9.2(1)以降、テレメトリは IPv6接続先および IPv4接続先へのスト
リーミングをサポートするようになりました。

Cisco NX-OSリリース 7.0(3)I7(1)以降、UDPおよびセキュア UDP（DTLS）がテレメトリ
トランスポートプロトコルとしてサポートされています。UDPを受信する接続先を追加
できます。UDPおよびセキュア UDPのエンコーディングは、GPBまたは JSONにするこ
とができます。

次のコマンドを使用して、JSONまたは GPBのデータグラムソケットを使用してデータ
をストリーミングするように UDPトランスポートを構成します。

destination-group num
ip address xxx.xxx.xxx.xxx port xxxx protocol UDP encoding {JSON | GPB }

IPv4接続先の例:

destination-group 100
ip address 171.70.55.69 port 50001 protocol UDP encoding GPB

IPv6接続先の例:

destination-group 100
ipv6 address 10:10::1 port 8000 protocol gRPC encoding GPB

UDPテレメトリには次のヘッダーがあります。

typedef enum tm_encode_ {
TM_ENCODE_DUMMY,
TM_ENCODE_GPB,
TM_ENCODE_JSON,
TM_ENCODE_XML,
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TM_ENCODE_MAX,
} tm_encode_type_t;

typedef struct tm_pak_hdr_ {
uint8_t version; /* 1 */
uint8_t encoding;
uint16_t msg_size;
uint8_t secure;
uint8_t padding;

}__attribute__ ((packed, aligned (1))) tm_pak_hdr_t;

次のいずれかの方法で、ペイロードの最初の6バイトを使用して、UDPを使用してテレメ
トリデータを処理します。

•受信側が複数のエンドポイントから異なるタイプのデータを受信することになってい
る場合は、ヘッダーの情報を読んで、データのデコードに使用するデコーダー（JSON
または GPB）を決定します。

• 1つのデコーダー（JSONまたは GPB）が必要で、もう 1つのデコーダーは必要ない
場合は、ヘッダーを削除します。

UDPプロトコルを使用した場合、受信側のOSやネットワークの負
荷によってはパケットドロップが発生する場合があります。

（注）

•テレメトリレシーバー：テレメトリレシーバーは、テレメトリデータを保存するリモー
ト管理システムです。

GPBエンコーダーは、汎用キーと値の形式でデータを格納します。また、データを GPB形式
に変換するには、コンパイルされた .protoファイル形式のメタデータが GPBエンコーダに必
要です。

データストリームを正しく受信してデコードするには、受信側でエンコードとトランスポート

サービスを記述した .protoファイルが必要です。エンコードは、バイナリストリームをキー

値の文字列のペアにデコードします。

GPBエンコーディングと gRPCトランスポートを記述する telemetry .protoファイルは、Cisco
の GitLabで入手できます。 https://github.com/CiscoDevNet/nx-telemetry-proto

テレメトリプロセスの高可用性

テレメトリプロセスの高可用性は、次の動作でサポートされています。

• [システムのリロード（System Reload）] —システムのリロード中に、テレメトリ構成と
ストリーミングサービスが復元されます。

• [プロセスの再起動（Process Restart）]：なんらかの理由でテレメトリプロセスがフリー
ズまたは再起動した場合、再起動時に、構成およびストリーミングサービスを復元しま

す。
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テレメトリのライセンス要件

ライセンス要件製品

テレメトリにはライセンスは必要ありません。ライセンスパッケージに含ま

れていない機能は Cisco NX-OSイメージにバンドルされており、無料で提供
されます。NX-OSライセンス方式の詳細については、『Cisco NX-OS Licensing
Guide』を参照してください。

Cisco NX-OS

Telemetryのインストールとアップグレード

アプリケーションのインストール

テレメトリアプリケーションは機能RPMとしてパッケージ化されており、NX-OSリリースに
含まれています。RPMは、イメージブートアップの一部としてデフォルトでインストールさ
れます。feature telemetryコマンドを使用して、アプリケーションを起動します。RPMファイ
ルは /rpmsディレクトリにあり、次のような名前が付けられています。

telemetry-version-build_ID.libn32_n9000.rpm

telemetry-version-build_ID.libn32_n3000.rpm

次の例のように：

telemetry-2.0.0-7.0.3.I5.1.lib32_n9000.rpm

telemetry-2.0.0-7.0.3.I5.1.lib32_n3000.rpm

増分更新と修正のインストール

RPMをデバイスのブートフラッシュにコピーし、bashプロンプトから次のコマンドを使用し

ます：

feature bash
run bash sudo su

そして、デバイスブートフラッシュにRPMのコピーをします。bashプロンプトから次のコマ

ンドを使用します：

dnf upgrade telemetry_new_version.rpm

アプリケーションがアップグレードされ、アプリケーションを再起動すると変更が表示されま

す。

以前のバージョンにダウングレードします

テレメトリアプリケーションを以前のバージョンにダウングレードするには、bashプロンプ

トから次のコマンドを使用します。

dnf downgrade telemetry
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アクティブなバージョンの確認

現用系なバージョンを確認するには、スイッチの execプロンプトから次のコマンドを実行し

ます。

show install active

[現用系のインストールを表示します（show install active）]コマンドは、アップグレードが実行さ

れた後に、インストールされている現用系なRPMのみを表示します。NX-OSにバンドルされ
ているデフォルトの RPMは表示されません。

（注）

モデル動作テレメトリの注意事項と制限事項
テレメトリ構成時の注意事項および制約事項は、次のとおりです。

•データ管理エンジン（DME）ネイティブモデルをサポートするCiscoNX-OSリリースは、
テレメトリをサポートします。

•以下のサポートが実施されています。

• DMEデータ収集

• NX-APIデータソース

• Googleリモートプロシージャコール（gRPC）トランスポートを介した Googleプロ
トコルバッファ（GPB）エンコーディング

• HTTP経由の JSONエンコーディング

•サポートされている最小の送信間隔（ケイデンス）は、深さが 0の場合の 5秒です。0よ
り大きい深度値の最小ケイデンス値は、ストリーミングされるデータのサイズによって異

なります。最小値未満のどのケイデンスでもを構成すると、望ましくないシステム動作が

発生する可能性があります。

•テレメトリは、最大 5つの遠隔管理受信者（接続先）をサポートします。5つ以上の遠隔
受信者を構成すると、システムが望ましくない動作をする可能性があります。

•テレメトリは、CPU技術情報の最大 20%を消費する可能性があります。

• SSL証明書ベースの認証とストリーミングデータの暗号化を構成するには、certificateSSL
cert path hostname"CN"コマンドで自己署名 SSL証明書を提供します。

• YANGパスにテレメトリケイデンスを設定するためのガイドラインは次のとおりです：

• YANGストリーミングコレクションには 1つのスレッドが必要です。テレメトリに
複数の YANGパスが存在する場合は、それぞれが異なる周期で実行して、同時スケ
ジューリングと結果として生じる遅延を防ぐ必要があります。
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• YANGパスのテレメトリケイデンスを構成する前に、合計ストリーミング時間を決
定し、合計ストリーミング時間よりも大きい値にケイデンスを構成します。「YANG

パスの頻度の構成」を参照してください。

古いリリースにダウングレードした後の構成コマンド

古いリリースにダウングレードした後、古いリリースではサポートされていない可能性がある

ため、一部の構成コマンドまたはコマンドオプションが機能不全になる可能性があります。古

いリリースにダウングレードする場合は、新しいイメージが起動した後にテレメトリ機能を構

成解除して再構成します。このシーケンスにより、サポートされていないコマンドまたはコマ

ンドオプションの失敗を回避できます。

次の例は、この手順を表示しています。

•テレメトリ構成をファイルにコピーします。

switch# show running-config | section telemetry
feature telemetry
telemetry
destination-group 100
ip address 1.2.3.4 port 50004 protocol gRPC encoding GPB
use-chunking size 4096

sensor-group 100
path sys/bgp/inst/dom-default depth 0

subscription 600
dst-grp 100
snsr-grp 100 sample-interval 7000

switch# show running-config | section telemetry > telemetry_running_config
switch# show file bootflash:telemetry_running_config
feature telemetry
telemetry
destination-group 100
ip address 1.2.3.4 port 50004 protocol gRPC encoding GPB
use-chunking size 4096

sensor-group 100
path sys/bgp/inst/dom-default depth 0

subscription 600
dst-grp 100
snsr-grp 100 sample-interval 7000

switch#

•ダウングレード操作を実行します。イメージが表示され、スイッチの準備ができたら、テ
レメトリ構成をスイッチにコピーして戻します。

switch# copy telemetry_running_config running-config echo-commands
`switch# config terminal`
`switch(config)# feature telemetry`
`switch(config)# telemetry`
`switch(config-telemetry)# destination-group 100`
`switch(conf-tm-dest)# ip address 1.2.3.4 port 50004 protocol gRPC encoding GPB `
`switch(conf-tm-dest)# sensor-group 100`
`switch(conf-tm-sensor)# path sys/bgp/inst/dom-default depth 0`
`switch(conf-tm-sensor)# subscription 600`
`switch(conf-tm-sub)# dst-grp 100`
`switch(conf-tm-sub)# snsr-grp 100 sample-interval 7000`
`switch(conf-tm-sub)# end`
Copy complete, now saving to disk (please wait)...
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Copy complete.
switch#

gRPCエラーの動作

gRPC受信者が 20のエラーを送信した場合、スイッチクライアントは gRPC受信者への接続
を無効化します。gRPC受信者を有効にするには、接続先グループの下の接続先 IPアドレスの
構成を解除して再構成する必要があります。一部のエラーの内容は、次のとおりです。

• gRPCクライアントがセキュアな接続に対して誤った証明書を送信する。

• gRPCレシーバでのクライアントメッセージの処理に時間がかかりすぎて、タイムアウト
が発生する。別のメッセージ処理スレッドを使用してメッセージを処理することで、タイ

ムアウトを回避している。

gRPCトランスポートのテレメトリ圧縮

gRPCトランスポートでは、テレメトリ圧縮のサポートが利用できます。use-compression gzip
コマンドを使用して、圧縮を有効にすることができます。（ no use-compression gzip コマンド
で圧縮を無効にします。）

次の例では、圧縮を有効にします。

switch(config)# telemetry
switch(config-telemetry)# destination-profile
switch(config-tm-dest-profile)# use-compression gzip

次の例は、圧縮が有効になっていることを表示しています。

switch(conf-tm-dest)# show telemetry transport 0 stats

Session Id: 0
Connection Stats

Connection Count 0
Last Connected: Never
Disconnect Count 0
Last Disconnected: Never

Transmission Stats
Compression: gzip
Source Interface: loopback1(1.1.3.4)
Transmit Count: 0
Last TX time: None
Min Tx Time: 0 ms
Max Tx Time: 0 ms
Avg Tx Time: 0 ms
Cur Tx Time: 0 ms

switch2(config-if)# show telemetry transport 0 stats

Session Id: 0
Connection Stats
Connection Count 0
Last Connected: Never
Disconnect Count 0
Last Disconnected: Never
Transmission Stats
Compression: disabled
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Source Interface: loopback1(1.1.3.4)
Transmit Count: 0
Last TX time: None
Min Tx Time: 0 ms
Max Tx Time: 0 ms
Avg Tx Time: 0 ms
Cur Tx Time: 0 ms
switch2(config-if)#

以下は、POSTペイロードとしての use-compressionの例です。

{
"telemetryDestProfile": {
"attributes": {
"adminSt": "enabled"

},
"children": [
{
"telemetryDestOptCompression": {
"attributes": {
"name": "gzip"

}
}

}
]

}
}

gRPCチャンキングのサポート

リリース 9.2(1)以降、gRPCチャンクのサポートが追加されました。ストリーミングを正常に
行うには、gRPCが 12MBを超えるデータ量を受信者に送信する必要がある場合、チャンクを
有効にする必要があります。

gRPCユーザーは、gRPCチャンクを行う必要があります。gRPCクライアント側は断片化を行
い、gRPCサーバ側はリアセンブルを行います。テレメトリは引き続きメモリにバインドされ
ており、メモリサイズがテレメトリに許可されている制限である 12 MBを超えると、データ
が削除される可能性があります。チャンクをサポートするには、「テレメトリコンポーネント

およびプロセス」で説明されているように、gRPCチャンク用に更新された、Ciscoの GibLab
で入手可能なテレメトリ .protoファイルを使用します。

チャンクサイズは 64～ 4096バイトです。

次に、NX-API CLIによる構成例を表示します。
feature telemetry
!
telemetry
destination-group 1
ip address 171.68.197.40 port 50051 protocol gRPC encoding GPB
use-chunking size 4096

destination-group 2
ip address 10.155.0.15 port 50001 protocol gRPC encoding GPB
use-chunking size 64

sensor-group 1
path sys/intf depth unbounded

sensor-group 2
path sys/intf depth unbounded

subscription 1
dst-grp 1
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snsr-grp 1 sample-interval 10000
subscription 2
dst-grp 2
snsr-grp 2 sample-interval 15000

次に、NX-API RESTによる構成例を表示します。
{

"telemetryDestGrpOptChunking": {
"attributes": {

"chunkSize": "2048",
"dn": "sys/tm/dest-1/chunking"

}
}

}

Cisco MDSシリーズスイッチなど、gRPCチャンクをサポートしていないシステムでは、次の
エラーメッセージが表示されます。

MDS-9706-86(conf-tm-dest)# use-chunking size 200
ERROR: Operation failed: [chunking support not available]

NX-APIセンサーパスの制限

NX-APIは、show コマンドを使用して、DMEにまだ存在しないスイッチ情報を収集してスト
リーミングできます。ただし、DMEからデータをストリーミングする代わりに NX-APIを使
用すると、次に示すように、固有の拡張制限があります。

•スイッチバックエンドは、showコマンドなどの NX-API呼び出しを動的に処理します。

• NX-APIは、CPUの最大 20%を消費する可能性のあるいくつかのプロセスを生成します。

• NX-APIデータは、CLIから XML、JSONに変換されます。

以下は、過度の NX-APIセンサーパス帯域幅消費を制限するのに役立つ推奨ユーザーフロー
です。

1. showコマンドが NX-APIをサポートしているかどうかを確認します。パイプオプション
を使用して、NX-APIが VSHからのコマンドをサポートしているかどうかを確認できま
す：<command> | jsonまたは<command> | json pretty。

スイッチが JSON出力を返すまでに 30秒以上かかるコマンドは避けてください。（注）

2. フィルタまたはオプションを含めるように showコマンドを調整します。

•個々の出力に対して同じコマンドを列挙することは避けてください。たとえば show
vlan id 100、show vlan id 101などです。代わりに、パフォーマンスを向上させるた
め、可能な場合は常に CLI範囲オプションを使用してください。たとえば show vlan
id 100-110,204です。
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サマリーまたはカウンタのみが必要な場合は、showコマンド出力全体をダンプするこ
とは避け、データ収集で必要な帯域幅とデータストレージを制限しないようにしま

す。

3. NX-APIをデータ送信元として使用するセンサーグループでテレメトリを構成します。
showコマンドをセンサーパスとして追加する

4. CPIの使用を制限するために、それぞれの showコマンドの処理時間の 5倍の周期でテレ
メトリを構成します。

5. ストリーミングされた NX-API出力を既存の DMEコレクションの一部として受信して処
理します。

テレメトリの VRFサポート

テレメトリ VRFのサポートにより、トランスポート VRFを指定できます。これは、テレメト
リデータストリームがフロントパネルポートを介して出力され、SSHまたは NGINX制御
セッション間の競合の可能性を回避できることを意味します。

use-vrf vrf-nameコマンドを使用して、トランスポート VRFを指定できます。

次の例では、トランスポート VRFを指定しています。

switch(config)# telemetry
switch(config-telemetry)# destination-profile
switch(config-tm-dest-profile)# use-vrf test_vrf

以下は、POSTペイロードとしての use-vrfの例です。

{
"telemetryDestProfile": {
"attributes": {
"adminSt": "enabled"

},
"children": [
{
"telemetryDestOptVrf": {
"attributes": {
"name": "default"

}
}

}
]

}
}

証明書トラストポイントサポート

NX-OSリリース 10.1（1）以降、既存のグローバルレベルコマンドにtrustpoint キーワードが
追加されました。

次にあるのは、コマンドシンタックスです。

switch(config-telemetry)# certificate ?
trustpoint specify trustpoint label
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WORD .pem certificate filename (Max Size 256)
switch(config-telemetry)# certificate trustpoint
WORD trustpoint label name (Max Size 256)
switch(config-telemetry)# certificate trustpoint trustpoint1 ?
WORD Hostname associated with certificate (Max Size 256)
switch(config-telemetry)#certificate trustpoint trustpoint1 foo.test.google.fr

接続先ホスト名サポート

NX-OSリリース 10.1（1）以降、destination-groupコマンドに host キーワードが追加されまし
た。

次に、接続先ホスト名のサポートの例を示します。

switch(config-telemetry)# destination-group 1
switch(conf-tm-dest)# ?
certificate Specify certificate
host Specify destination host
ip Set destination IPv4 address
ipv6 Set destination IPv6 address
...
switch(conf-tm-dest)# host ?
A.B.C.D|A:B::C:D|WORD IPv4 or IPv6 address or DNS name of destination
switch(conf-tm-dest)#

switch(conf-tm-dest)# host abc port 11111 ?
protocol Set transport protocol
switch(conf-tm-dest)# host abc port 11111 protocol ?
HTTP
UDP
gRPC
switch(conf-tm-dest)# host abc port 11111 protocol gRPC ?
encoding Set encoding format
switch(conf-tm-dest)# host abc port 11111 protocol gRPC encoding ?
Form-data Set encoding to Form-data only
GPB Set encoding to GPB only
GPB-compact Set encoding to Compact-GPB only
JSON Set encoding to JSON
XML Set encoding to XML
switch(conf-tm-dest)# host ip address 1.1.1.1 port 2222 protocol HTTP encoding JSON
<CR>

ノード識別子のサポート

NX-OSリリース 10.1（1）以降、 use-nodeid コマンドを使用してテレメトリ受信者のカスタム
ノード識別子文字列を設定できます。デフォルトではホスト名が使用されますが、ノード識別

子のサポートにより、テレメトリ受信者データの node_id_strの識別子を設定または変更でき

ます。

usenode-idコマンドを使用して、テレメトリ接続先プロファイルを介してノード識別子を割り
当てることができます。このコマンドはオプションです。

次の例は、ノード識別子の構成を表示しています。

switch-1(config)# telemetry
switch-1(config-telemetry)# destination-profile
switch-1(conf-tm-dest-profile)# use-nodeid test-srvr-10
switch-1(conf-tm-dest-profile)#

次の例は、ノード識別子が構成された後の受信側でのテレメトリ通知を示しています。
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Telemetry receiver:
==================================
node_id_str: "test-srvr-10"
subscription_id_str: "1"
encoding_path: "sys/ch/psuslot-1/psu"
collection_id: 3896
msg_timestamp: 1559669946501

hostコマンドの下の use-nodeidサブコマンドを使用します。接続先レベルのuse-nodeid構成
は、グローバルレベルの構成よりも優先されます。

次の例はコマンドシンタックスを表示します。

switch(config-telemetry)# destination-group 1
switch(conf-tm-dest)# host 172.19.216.78 port 18112 protocol http enc json
switch(conf-tm-dest-host)# use-nodeid ?
WORD Node ID (Max Size 128)
switch(conf-tm-dest-host)# use-nodeid session_1:18112

テレメトリ受信者の出力の例を表示します：

>> Message size 923
Telemetry msg received @ 23:41:38 UTC

Msg Size: 11
node_id_str : session_1:18112
collection_id : 3118
data_source : DME
encoding_path : sys/ch/psuslot-1/psu
collection_start_time : 1598485314721
collection_end_time : 1598485314721
data :

YANGモデルのストリーミングのサポート

リリース 9.2(1)以降、テレメトリは YANG（「Yet Another Next Generation」）データモデリン
グ言語をサポートします。テレメトリは、デバイス YANGと OpenConfig YANGの両方のデー
タストリーミングをサポートします。

センサグループの単一テレメトリ収集

Cisco NX-OS 10.5(2)F以降、ユーザーは telemetry CLIで新しい CLIオプション
merge-subscriptionsを使用して、センサーグループが複数のサブスクリプションに含まれてお
り、接続先グループで解析ファイルが構成されていない場合に、センサーグループの単一のテ

レメトリコレクションを作成できます。

•この設定はイベントサブスクリプションには使用できません。

•接続先グループとマージサブスクリプションのフィルタファイル設定は、相互に互換性が
ありません。NX-OSではブロックされません。その場合、収集はすべてのセンサーグルー
プに対して個別に行われます。これは以前のリリースと同じです。

•サンプル間隔が大きいサブスクリプションのデータ送信のサンプル間隔は、
min_sample_interval*floor(cur_sample_interval /min_sample_interval)の式を使用して決定され
ます。

• min_sample_intervalは、すべてのサブスクリプションのセンサーグループの最小サン
プル間隔です。
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• cur_sample間隔は、そのセンサーグループの特定のサブスクリプションのサンプル間
隔です。

•このオプションは以前のリリースでは使用できません。互換性チェックでの失敗を回避す
るには、ダウングレードする前にこの設定を削除してください。

CLIを使用したテレメトリの構成

NX-OS CLIを使用したテレメトリの構成
次の手順では、ストリーミングテレメトリを有効にし、データストリームの送信元と接続先

を構成します。これらの手順には、SSL/TLS証明書と GPBエンコーディングを有効にして構
成するオプションの手順も含まれています。

始める前に

スイッチは、CiscoNX-OSリリース7.3(0)I5(1)以降のリリースを実行している必要があります。

手順の概要

1. （任意） openssl argument

2. configure terminal
3. feature telemetry
4. feature nxapi
5. nxapi use-vrf management
6. telemetry
7. [no] merge-subscriptions

8. （任意） certificate certificate_path host_URL

9. （任意）トランスポートVRFを指定するか、gRPCトランスポートのテレメトリ圧縮を
有効にします。

10. sensor-group sgrp_id

11. （任意） data-source data-source-type

12. path sensor_path depth 0 [filter-condition filter] [alias path_alias]
13. destination-group dgrp_id

14. （任意） ip address ip_address port port protocol procedural-protocol encoding
encoding-protocol

15. （任意） ipv6 address ipv6_address port port protocol procedural-protocol encoding
encoding-protocol

16. ip_version address ip_address port portnum

17. （任意） use-chunking size chunking_size

18. subscription sub_id

19. snsr-grp sgrp_id sample-interval interval

20. dst-grp dgrp_id
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手順の詳細

手順

目的コマンドまたはアクション

データを受信するサーバー上に SSLまたは TLS証
明書を作成します。ここで、private.keyファイ

（任意） openssl argument

例：

ステップ 1

ルは秘密キーであり、public.crtは公開キーで
す。次のような特定の引数を使用して、SSL/TLS証明

書を生成します。

• RSA秘密キーを生成するには： openssl genrsa
-cipher -out filename.key cipher-bit-length

例：

switch# openssl genrsa -des3 -out server.key
2048

• RSAキーを作成するには：openssl rsa -in
filename.key -out filename.key

例：

switch# openssl rsa -in server.key -out
server.key

•公開キーまたは秘密キーを含む証明書を作成
するには、次の手順を実行します。openssl req

-encoding-standard filename.key filename.csr -new
-new -out -subj '/CN=localhost'

例：

switch# openssl req -sha256 -new -key
server.key -out server.csr
-subj '/CN=localhost'

•公開キーを作成するには：openssl x509 -req
-encoding-standard -days timeframe -in
filename.csr -signkey filename.key -out
filename.csr

例：

switch# openssl x509 -req -sha256 -days 365
-in server.csr -signkey server.key
-out server.crt

グローバル構成モードを開始します。configure terminal

例：

ステップ 2

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

ストリーミングテレメトリ機能を有効にします。feature telemetryステップ 3

NX-APIを有効にします。feature nxapiステップ 4

NX-API通信に使用するVRF管理を有効にします。nxapi use-vrf managementステップ 5

ストリーミングテレメトリの構成モードに入りま

す。

telemetry

例：

ステップ 6

switch(config)# telemetry
switch(config-telemetry)#

複数のサブスクリプションに含まれるすべてのセン

サーグループに対して 1つのコレクションを作成
します。

[no] merge-subscriptions

例：

switch# merge-subscriptions

ステップ 7

既存の SSL/TLS証明書を使用します。（任意） certificate certificate_path host_URL

例：

ステップ 8

switch(config-telemetry)# certificate
/bootflash/server.key localhost

（任意）トランスポートVRFを指定するか、gRPC
トランスポートのテレメトリ圧縮を有効にします。

ステップ 9 • destination-profileコマンドを入力して、デフォ
ルトの接続先プロファイルを指定します。

例： •次のコマンドを任意で入力します。

switch(config-telemetry)# destination-profile • use-vrf vrfで接続先 VRFを指定します。
switch(conf-tm-dest-profile)# use-vrf default

• use-compression gzip を使用して、接続先
の圧縮方法を指定します。

switch(conf-tm-dest-profile)# use-compression
gzip
switch(conf-tm-dest-profile)# use-retry size 10
switch(conf-tm-dest-profile)# source-interface • use-retry size sizeを使用して、送信再試

行の詳細を指定します。再試行バッファ

サイズは 10～1500メガバイトです。

loopback1

• source-interface interface-nameは、構成さ

れたインターフェイスから送信元 IPアド
レスを持つ接続先にデータをストリーミン

グします。

（注）

use-vrfコマンドを構成した後、新しいVRF内に新
しい接続先 IPアドレスを構成する必要がありま
す。ただし、接続先を構成解除して再構成するこ

とにより、同じ接続先 IPアドレスを再利用できま
す。このアクションにより、テレメトリデータは

新しいVRFでも同じ接続先 IPアドレスにストリー
ミングされます。
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目的コマンドまたはアクション

ID srgp_idを持つセンサーグループを作成し、セン
サーグループ構成モードを開始します。

sensor-group sgrp_id

例：

ステップ 10

現在は、数字の ID値のみサポートされています。
センサーグループでは、テレメトリレポートのモ

ニタリング対象ノードを定義します。

switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)#

データソースを選択します。データソースとして

YANG、DMEまたは NX-APIのいずれかを選択し
ます。

（任意） data-source data-source-type

例：

switch(config-telemetry)# data-source NX-API

ステップ 11

（注）

DMEはデフォルトのデータソースです。

センサーグループにセンサーパスを追加します。path sensor_path depth 0 [filter-condition filter]
[alias path_alias]

ステップ 12

• Cisco NX-OS 9.3(5)リリース以降では、キー
ワードが導入されています。alias例：

•次のコマンドは、NX-APIではなく、DMEま
たは YANGに適用されます：
switch(conf-tm-sensor)# path
sys/bd/bd-[vlan-100] depth 0
filter-condition eq(l2BD.operSt, "down")

• depth設定では、センサーパスの取得レベルを
指定します。0 - 32、unboundedの深さ設定が
サポートされています。

（注）

depth 0デフォルトの深さです。以下の構文を使用し、状態ベースのフィルタ

リングを使用して、operStが upから down NX-APIベースのセンサーパスは、depth 0の
みを使用できます。に変化したときにのみトリガーするようにし

ます。MOが変化しても通知しません。
イベント収集のパスがサブスクライブされて

いる場合、深さは 0とバウンドなしのみをサ
switch(conf-tm-sensor)# path
sys/bd/bd-[vlan-100] depth 0

ポートします。その他の値は 0として扱われ
ます。

filter-condition
and(updated(l2BD.operSt),eq(l2BD.operSt,"down"))

UTR側のパスを区別するには、次の構文を使
用します。 •オプションの filter-conditionパラメータを指定

して、イベントベースのサブスクリプション用

の特定のフィルタを作成できます。
switch(conf-tm-sensor)# path
sys/ch/ftslot-1/ft alias ft_1

状態ベースのフィルタ処理の場合、フィルタ処

理は、状態が変化したときと、指定された状態
•次のコマンドは、DMEではなく、NX-APIま
たは YANGに適用されます：
switch(conf-tm-sensor)# path "show interface"
depth 0

でイベントが発生したときの両方を返します。

つまり、eq(l2Bd.operSt, "down")の DN
sys/bd/bd-[vlan]のフィルタ条件は、operStが変

•次のコマンドは、デバイス YANGに適用され
ます。

switch(conf-tm-sensor)# path
Cisco-NX-OS-device:System/bgp-items/inst-items

更されたとき、およびoperStがdownである間
にDNのプロパティが変更されたとき（VLAN
が動作上 downである間に no shutdownコマン
ドが発行された場合など）にトリガーされま

す。
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目的コマンドまたはアクション

•次のコマンドは、OpenConfig YANGに適用さ
れます。

switch(conf-tm-sensor)# path
openconfig-bgp:bgp

（注）

query-conditionパラメータ—DMEの場合、
DNに基づいて、次の構文でMOTLおよび一
時データをフェッチするためにquery-condition
パラメータを指定できます。クエリ条件

「rsp-foreign-subtree=ephemeral」。
switch(conf-tm-sensor)# path
Cisco-NX-OS-device:System/bgp-items/inst-items
alias bgp_alias

• YANGモデルの場合、センサーパスの形式は
module_name : YANG_pathです。module_name

•次のコマンドは、NX-APIに適用されます：
switch(conf-tm-sensor)# path "show interface"
depth 0 alias sh_int_alias は YANGモデルファイルの名前です。次に例

を示します。
•次のコマンドは、OpenConfigに適用されます。

•デバイス YANGの場合：
switch(conf-tm-sensor)# path
openconfig-bgp:bgp alias oc_bgp_alias Cisco-NX-OS-device:System/bgp-items/inst-items

• OpenConfig YANGの場合：

openconfig-bgp:bgp

（注）

、、およびパラメータは、現在 YANGではサ
ポートされていません。
depthfilter-conditionquery-condition

openconfig YANGモデルの場合は、に移動し
て、最新リリースの適切なフォルダに移動しま

す。https://github.com/YangModels/yang/tree/
master/vendor/cisco/nx

特定のモデルをインストールする代わりに、す

べての OpenConfigモデルを含む openconfig-all
RPMをインストールできます。パッチRPMの
インストールの詳細については、「バッシュか

らパッチ RPMを追加する」を参照してくださ
い。

次に例を示します。

install add
mtx-openconfig-bgp-1.0.0.0.0-7.0.3.IHD8.1.lib32_n9000.rpm
activate

接続先グループを作成して、接続先グループ構成

モードを開始します。

destination-group dgrp_id

例：

ステップ 13

現在、dgrp_idは、数字の ID値のみをサポートして
います。

switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)#
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目的コマンドまたはアクション

エンコードされたテレメトリデータを受信するIPv4
IPアドレスとポートを指定します。

（任意） ip address ip_address port port protocol
procedural-protocol encoding encoding-protocol

例：

ステップ 14

（注）

gRPCはデフォルトのトランスポートプロトコル
です。

switch(conf-tm-sensor)# ip address 171.70.55.69
port 50001 protocol gRPC encoding GPB
switch(conf-tm-sensor)# ip address 171.70.55.69
port 50007 protocol HTTP encoding JSON GPBがデフォルトのエンコーディングです。
switch(conf-tm-sensor)# ip address 171.70.55.69
port 50009 protocol UDP encoding JSON

エンコードされたテレメトリデータを受信するIPv6
IPアドレスとポートを指定します。

（任意） ipv6 address ipv6_address port port
protocol procedural-protocol encoding
encoding-protocol

ステップ 15

（注）

例： gRPCはデフォルトのトランスポートプロトコル
です。switch(conf-tm-sensor)# ipv6 address 10:10::1

port 8000 protocol gRPC encoding GPB
GPBがデフォルトのエンコーディングです。switch(conf-tm-sensor)# ipv6 address 10:10::1

port 8001 protocol HTTP encoding JSON
switch(conf-tm-sensor)# ipv6 address 10:10::1
port 8002 protocol UDP encoding JSON

発信データの宛先プロファイルを作成します。

ip_versionは、ip（IPv4の場合）または ipv6（IPv6
の場合）です。

ip_version address ip_address port portnum

例：

ステップ 16

• IPv4の場合：
switch(conf-tm-dest)# ip address 1.2.3.4 port
50003

接続先グループがサブスクリプションにリンクされ

ている場合、テレメトリデータは、このプロファ

イルで指定されている IPアドレスとポートに送信
されます。

• IPv6の場合：
switch(conf-tm-dest)# ipv6 address 10:10::1
port 8000

gRPCチャンクを有効にして、チャンクサイズを
64～4096バイトに設定します。詳細については、

（任意） use-chunking size chunking_size

例：

ステップ 17

「gRPCチャンクのサポート」セクションを参照し
てください。

switch(conf-tm-dest)# use-chunking size 64

IDを持つサブスクリプションノードを作成し、サ
ブスクリプション構成モードを開始します。

subscription sub_id

例：

ステップ 18

現在、sub_idは、数字の ID値のみをサポートして
います。

switch(conf-tm-dest)# subscription 100
switch(conf-tm-sub)#

（注）

DNにサブスクライブする場合は、イベントが確実
にストリーミングされるように、そのDNがREST
を使用して DMEでサポートされているかどうか
を確認します。
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目的コマンドまたはアクション

ID sgrp_idのセンサーグループを現在のサブスクリ
プションにリンクして、データのサンプリング間隔

（ミリ秒単位）を設定します。

snsr-grp sgrp_id sample-interval interval

例：

switch(conf-tm-sub)# snsr-grp 100 sample-interval
15000

ステップ 19

間隔の値が 0の場合、イベントベースのサブスク
リプションが作成され、テレメトリデータは、指

定されたMOでの変更時にのみ送信されます。0よ
り大きい間隔値の場合、テレメトリデータが指定

された間隔で定期的に送信される頻度に基いたサブ

スクリプションが作成されます。たとえば、間隔値

が 15000の場合、テレメトリデータは 15秒ごとに
送信されます。

IDdgrp_idを持つ接続先グループをこのサブスクリ
プションにリンクします。

dst-grp dgrp_id

例：

ステップ 20

switch(conf-tm-sub)# dst-grp 100

YANGパスの頻度の設定
YANGパスの頻度は、合計ストリーミング時間よりも長くする必要があります。合計ストリー
ミング時間と頻度が正しく構成されていない場合、テレメトリデータの収集にストリーミング

間隔よりも長くかかることがあります。この状況では、次のことがわかります。

•テレメトリデータが受信側へのストリーミングよりも速く蓄積されるため、徐々に満たさ
れるキュー。

•現在の間隔からではない古いテレメトリデータ。

合計ストリーミング時間よりも大きい値に頻度を構成します。

手順の概要

1. show telemetry control database sensor-groups
2. sensor group number

3. subscription number

4. snsr-grp number sample-interval milliseconds

5. show system resources
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手順の詳細

手順

目的コマンドまたはアクション

合計ストリーミング時間を計算します。show telemetry control database sensor-groups

例：

ステップ 1

合計ストリーミング時間は、各センサーグループの

個々の現在のストリーミング時間の合計です。個々switch-1# show telemetry control database
sensor-groups

のストリーミング時間は、ミリ秒単位のストリーミ
Sensor Group Database size = 2

ング時間（Cur）に表示されます。この例では、合----------------------------------------------------------------------------------------------------

計ストリーミング時間は 2.664秒（2515ミリ秒+149
ミリ秒）です。

Row ID Sensor Group ID Sensor Group type
Sampling interval(ms) Linked subscriptions SubID

----------------------------------------------------------------------------------------------------
構成された頻度をセンサーグループの合計ストリー

ミング時間と比較します。
1 2 Timer /YANG
5000 /Running 1 1

頻度はサンプル間隔で表示されます。この例では、

合計ストリーミング時間（2.664秒）がケイデンス

Collection Time in ms (Cur/Min/Max):
2444/2294/2460
Encoding Time in ms (Cur/Min/Max): 56/55/57

（デフォルトの 5.000秒）よりも短いため、頻度は
正しく構成されています。

Transport Time in ms (Cur/Min/Max): 0/0/1
Streaming Time in ms (Cur/Min/Max):
2515/2356/28403

Collection Statistics:
collection_id_dropped = 0
last_collection_id_dropped = 0
drop_count = 0

2 1 Timer /YANG
5000 /Running 1 1

Collection Time in ms (Cur/Min/Max): 144/142/1471
Encoding Time in ms (Cur/Min/Max): 0/0/1
Transport Time in ms (Cur/Min/Max): 0/0/0
Streaming Time in ms (Cur/Min/Max): 149/147/23548

Collection Statistics:
collection_id_dropped = 0
last_collection_id_dropped = 0
drop_count = 0

switch-1#
telemetry
destination-group 1
ip address 192.0.2.1 port 9000 protocol HTTP

encoding JSON
sensor-group 1
data-source YANG
path /Cisco-NX-OS-device:System/procsys-items

depth unbounded
sensor-group 2
data-source YANG
path

/Cisco-NX-OS-device:System/intf-items/phys-items
depth unbounded
subscription 1

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
348

モデル駆動型プログラマビリティ

YANGパスの頻度の設定



目的コマンドまたはアクション

dst-grp 1
snsr-grp 1 sample-interval 5000
snsr-grp 2 sample-interval 5000

合計ストリーミング時間がその頻度以上の場合、間

隔を設定したいセンサーグループを入力します。

sensor group number

例：

ステップ 2

switch-1(config-telemetry)# sensor group1

センサーグループのサブスクリプションを編集しま

す。

subscription number

例：

ステップ 3

switch-1(conf-tm-sensor)# subscription 100

適切なセンサーグループについて、サンプル間隔を

合計ストリーミング時間よりも大きい値に設定しま

す。

snsr-grp number sample-interval milliseconds

例：

switch-1(conf-tm-sub)# snsr-grp number
sample-interval 5000

ステップ 4

この例では、サンプル間隔は 5.000秒に設定されて
います。これは、2.664秒の合計ストリーミング時
間よりも長いため、有効です。

CPUの使用状況を確認してください。show system resources

例：

ステップ 5

この例に示すように、CPUユーザー状態が高い使用
率を示している場合、頻度とストリーミング値が正switch-1# show system resources

Load average: 1 minute: 0.38 5 minutes: 0.43
しく構成されていません。この手順を繰り返して、

頻度を正しく設定します。
15 minutes: 0.43

Processes: 555 total, 3 running
CPU states : 24.17% user, 4.32% kernel,
71.50% idle

CPU0 states: 0.00% user, 2.12% kernel,
97.87% idle

CPU1 states: 86.00% user, 11.00%
kernel, 3.00% idle

CPU2 states: 8.08% user, 3.03% kernel,
88.88% idle

CPU3 states: 0.00% user, 1.02% kernel,
98.97% idle

Memory usage: 16400084K total, 5861652K used,
10538432K free

Current memory status: OK

CLIを使用したテレメトリの構成例
次の手順では、GPBエンコーディングを使用して 10秒のリズムで単一のテレメトリ DMEス
トリームを構成する方法について説明します。

switch# configure terminal
switch(config)# feature telemetry
switch(config)# telemetry
switch(config-telemetry)# destination-group 1
switch(config-tm-dest)# ip address 171.70.59.62 port 50051 protocol gRPC encoding GPB
switch(config-tm-dest)# exit
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switch(config-telemetry)# sensor group sg1
switch(config-tm-sensor)# data-source DME
switch(config-tm-dest)# path interface depth unbounded query-condition keep-data-type
switch(config-tm-dest)# subscription 1
switch(config-tm-dest)# dst-grp 1
switch(config-tm-dest)# snsr grp 1 sample interval 10000

この例では、sys/bgpルートMOのデータを宛先 IP 1.2.3.4ポート 50003に 5秒ごとにスト
リーミングするサブスクリプションを作成します。

switch(config)# telemetry
switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)# path sys/bgp depth 0
switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50003
switch(conf-tm-dest)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 5000
switch(conf-tm-sub)# dst-grp 100

次に、sys/intfのデータを 5秒ごとに、宛先 IP 1.2.3.4ポート 50003にストリーミングし、
test.pemを使用して検証された GPBエンコーディングを使用してストリームを暗号化する
サブスクリプションの作成例を示します。

switch(config)# telemetry
switch(config-telemetry)# certificate /bootflash/test.pem foo.test.google.fr
switch(conf-tm-telemetry)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50003 protocol gRPC encoding GPB
switch(config-dest)# sensor-group 100
switch(conf-tm-sensor)# path sys/bgp depth 0
switch(conf-tm-sensor)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 5000
switch(conf-tm-sub)# dst-grp 100

この例では、sys/cdpのデータを接続先 IP 1.2.3.4ポート 50004に 15秒ごとにストリーミン
グするサブスクリプションを作成します。

switch(config)# telemetry
switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)# path sys/cdp depth 0
switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50004
switch(conf-tm-dest)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 15000
switch(conf-tm-sub)# dst-grp 100

この例では、750秒ごとに showコマンドデータのケイデンスベースのコレクションを作成し
ます。

switch(config)# telemetry
switch(config-telemetry)# destination-group 1
switch(conf-tm-dest)# ip address 172.27.247.72 port 60001 protocol gRPC encoding GPB
switch(conf-tm-dest)# sensor-group 1
switch(conf-tm-sensor# data-source NX-API
switch(conf-tm-sensor)# path "show system resources" depth 0
switch(conf-tm-sensor)# path "show version" depth 0
switch(conf-tm-sensor)# path "show environment power" depth 0
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switch(conf-tm-sensor)# path "show environment fan" depth 0
switch(conf-tm-sensor)# path "show environment temperature" depth 0
switch(conf-tm-sensor)# path "show process cpu" depth 0
switch(conf-tm-sensor)# path "show nve peers" depth 0
switch(conf-tm-sensor)# path "show nve vni" depth 0
switch(conf-tm-sensor)# path "show nve vni 4002 counters" depth 0
switch(conf-tm-sensor)# path "show int nve 1 counters" depth 0
switch(conf-tm-sensor)# path "show policy-map vlan" depth 0
switch(conf-tm-sensor)# path "show ip access-list test" depth 0
switch(conf-tm-sensor)# path "show system internal access-list resource utilization"
depth 0
switch(conf-tm-sensor)# subscription 1
switch(conf-tm-sub)# dst-grp 1
switch(conf-tm-dest)# snsr-grp 1 sample-interval 750000

この例では、sys/fmのイベントベースのサブスクリプションを作成します。sys/fm MOに変
更がある場合にのみ、データは接続先にストリーミングされます。

switch(config)# telemetry
switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)# path sys/fm depth 0
switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50005
switch(conf-tm-dest)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 0
switch(conf-tm-sub)# dst-grp 100

動作中に、サンプル間隔を変更することで、センサーグループを周波数ベースからイベント

ベースに変更したり、イベントベースから周波数ベースに変更したりできます。この例では、

センサーグループを前の例から頻度ベースに変更します。次のコマンドの後、テレメトリア

プリケーションは 7秒ごとに sys/fmデータの接続先へのストリーミングを開始します。

switch(config)# telemetry
switch(config-telemetry)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 7000

複数のセンサーグループと接続先を1つのサブスクリプションにリンクできます。この例のサ
ブスクリプションは、イーサネットポート 1 / 1のデータを 4つの異なる接続先に 10秒ごとに
ストリーミングします。

switch(config)# telemetry
switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)# path sys/intf/phys-[eth1/1] depth 0
switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50004
switch(conf-tm-dest)# ip address 1.2.3.4 port 50005
switch(conf-tm-sensor)# destination-group 200
switch(conf-tm-dest)# ip address 5.6.7.8 port 50001 protocol HTTP encoding JSON
switch(conf-tm-dest)# ip address 1.4.8.2 port 60003
switch(conf-tm-dest)# subscription 100
switch(conf-tm-sub)# snsr-grp 100 sample-interval 10000
switch(conf-tm-sub)# dst-grp 100
switch(conf-tm-sub)# dst-grp 200
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次に、センサーグループに複数のパスを含め、接続先グループに複数の接続先プロファイルを

含め、サブスクリプションを複数のセンサーグループと宛先グループにリンクできる例を表示

します。

switch(config)# telemetry
switch(config-telemetry)# sensor-group 100
switch(conf-tm-sensor)# path sys/intf/phys-[eth1/1] depth 0
switch(conf-tm-sensor)# path sys/epId-1 depth 0
switch(conf-tm-sensor)# path sys/bgp/inst/dom-default depth 0

switch(config-telemetry)# sensor-group 200
switch(conf-tm-sensor)# path sys/cdp depth 0
switch(conf-tm-sensor)# path sys/ipv4 depth 0

switch(config-telemetry)# sensor-group 300
switch(conf-tm-sensor)# path sys/fm depth 0
switch(conf-tm-sensor)# path sys/bgp depth 0

switch(conf-tm-sensor)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50004
switch(conf-tm-dest)# ip address 4.3.2.5 port 50005

switch(conf-tm-dest)# destination-group 200
switch(conf-tm-dest)# ip address 5.6.7.8 port 50001

switch(conf-tm-dest)# destination-group 300
switch(conf-tm-dest)# ip address 1.2.3.4 port 60003

switch(conf-tm-dest)# subscription 600
switch(conf-tm-sub)# snsr-grp 100 sample-interval 7000
switch(conf-tm-sub)# snsr-grp 200 sample-interval 20000
switch(conf-tm-sub)# dst-grp 100
switch(conf-tm-sub)# dst-grp 200

switch(conf-tm-dest)# subscription 900
switch(conf-tm-sub)# snsr-grp 200 sample-interval 7000
switch(conf-tm-sub)# snsr-grp 300 sample-interval 0
switch(conf-tm-sub)# dst-grp 100
switch(conf-tm-sub)# dst-grp 300

この例に示すように、show running-config telemetryコマンドを使用してテレメトリ構成を確
認できます。

switch(config)# telemetry
switch(config-telemetry)# destination-group 100
switch(conf-tm-dest)# ip address 1.2.3.4 port 50003
switch(conf-tm-dest)# ip address 1.2.3.4 port 50004
switch(conf-tm-dest)# end
switch# show run telemetry

!Command: show running-config telemetry
!Time: Thu Oct 13 21:10:12 2016

version 7.0(3)I5(1)
feature telemetry

telemetry
destination-group 100
ip address 1.2.3.4 port 50003 protocol gRPC encoding GPB
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ip address 1.2.3.4 port 50004 protocol gRPC encoding GPB

この例に示すように、use-vrfコマンドと use-compression gzipコマンドを使用して、gRPCの
トランスポート VRFとテレメトリデータ圧縮を指定できます。

switch(config)# telemetry
switch(config-telemetry)# destination-profile
switch(conf-tm-dest-profile)# use-vrf default
switch(conf-tm-dest-profile)# use-compression gzip
switch(conf-tm-dest-profile)# sensor-group 1
switch(conf-tm-sensor)# path sys/bgp depth unbounded
switch(conf-tm-sensor)# destination-group 1
switch(conf-tm-dest)# ip address 1.2.3.4 port 50004
switch(conf-tm-dest)# subscription 1
switch(conf-tm-sub)# dst-grp 1
switch(conf-tm-sub)# snsr-grp 1 sample-interval 10000

Telemetry Mergeサブスクリプションの構成例
次に、merge-subscriptionを構成する例を示します。
Telemetry
merge-subscriptions
destination-group 1
ip address 192.186.1.2 port 1 protocol HTTP encoding JSON

Destination-group 2
ip address 192.168.1.3 port 2 protocol gRPC encoding GPB

sensor-group 1
path sys/fm

subscription 1
dst-grp 1
snsr-grp 1 sample-interval 10000

subscription 2
dst-grp 2
snsr-grp 1 sample-interval 25000

センサーグループ 1のデータは 10秒ごとに収集されます。収集されたデータは、10秒ごとに
サブスクリプション 1の接続先に送信され、20秒ごとにサブスクリプション 2の接続先に送信
されます。

サブスクリプション 2の snsr-grp 1の例では、min_sample間隔は 10秒、cur_sample_intervalは
25秒です。したがって、そのデータは 20秒ごとに送信されます。
Sample_interval = 10*floor(25/10)

= 10*2
= 20s

構成の確認

次のコマンドを使用して、IOA構成を確認します。
show telemetry control database sensor-groups
Sensor Group Database size = 1
Row ID Sensor Group ID Sensor Group type Sampling interval(ms) Linked subscriptions
SubID

1 1 Timer /DME 10000/Running 2
1

Collection Time in ms (Cur/Min/Max): 1/1/2
Encoding Time in ms (Cur/Min/Max): 0/0/0
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Transport Time in ms (Cur/Min/Max): 10003/10003/10003
Streaming Time in ms (Cur/Min/Max): 10004/10004/10006
Collection Statistics:
collection_id_dropped = 0
last_collection_id_dropped = 0
drop_count = 0
Configuration method: CONFIG_DME-ADMIN
2 1 Timer /DME 20000*/Running 2

2
Collection Time in ms (Cur/Min/Max): 1/1/1
Encoding Time in ms (Cur/Min/Max): 0/0/0
Transport Time in ms (Cur/Min/Max): 4004/4004/4004
Streaming Time in ms (Cur/Min/Max): 4005/4005/4005
Collection Statistics:
collection_id_dropped = 0
last_collection_id_dropped = 0
drop_count = 0
Configuration method: CONFIG_DME-ADMIN
*Calculated sample interval for merge-subscriptions

テレメトリの構成と統計情報の表示

次の NX-OS CLI showコマンドを使用して、テレメトリの構成、統計情報、エラー、および
セッション情報を表示します。

show telemetry yang direct-path cisco-nxos-device

このコマンドは、他のパスよりもパフォーマンスが向上するように直接エンコードされたYANG
パスを表示します。

switch# show telemetry yang direct-path cisco-nxos-device
) Cisco-NX-OS-device:System/lldp-items
2) Cisco-NX-OS-device:System/acl-items
3) Cisco-NX-OS-device:System/mac-items
4) Cisco-NX-OS-device:System/intf-items
5) Cisco-NX-OS-device:System/procsys-items/sysload-items
6) Cisco-NX-OS-device:System/ospf-items
7) Cisco-NX-OS-device:System/procsys-items
8) Cisco-NX-OS-device:System/ipqos-items/queuing-items/policy-items/out-items
9) Cisco-NX-OS-device:System/mac-items/static-items
10) Cisco-NX-OS-device:System/ch-items
11) Cisco-NX-OS-device:System/cdp-items
12) Cisco-NX-OS-device:System/bd-items
13) Cisco-NX-OS-device:System/eps-items
14) Cisco-NX-OS-device:System/ipv6-items

show telemetry control database

次に、テレメトリの構成を反映している内部データベースのコマンドを表示します。

switch# show telemetry control database ?
<CR>
> Redirect it to a file
>> Redirect it to a file in append mode
destination-groups Show destination-groups
destinations Show destinations
sensor-groups Show sensor-groups
sensor-paths Show sensor-paths
subscriptions Show subscriptions
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| Pipe command output to filter

switch# show telemetry control database

Subscription Database size = 1

--------------------------------------------------------------------------------
Subscription ID Data Collector Type
--------------------------------------------------------------------------------
100 DME NX-API

Sensor Group Database size = 1

--------------------------------------------------------------------------------
Sensor Group ID Sensor Group type Sampling interval(ms) Linked subscriptions
--------------------------------------------------------------------------------
100 Timer 10000(Running) 1

Sensor Path Database size = 1

--------------------------------------------------------------------------------
Subscribed Query Filter Linked Groups Sec Groups Retrieve level Sensor Path
--------------------------------------------------------------------------------
No 1 0 Full sys/fm

Destination group Database size = 2

--------------------------------------------------------------------------------
Destination Group ID Refcount
--------------------------------------------------------------------------------
100 1

Destination Database size = 2

--------------------------------------------------------------------------------
Dst IP Addr Dst Port Encoding Transport Count
--------------------------------------------------------------------------------
192.168.20.111 12345 JSON HTTP 1
192.168.20.123 50001 GPB gRPC 1

show telemetry control database sensor-paths

このコマンドは、テレメトリ設定のセンサーパスの詳細を表示します。これには、エンコー

ディング、収集、トランスポート、およびストリーミングのカウンタが含まれます。

switch-1(conf-tm-sub)# show telemetry control database sensor-paths
Sensor Path Database size = 4
----------------------------------------------------------------------------------------------------
Row ID Subscribed Linked Groups Sec Groups Retrieve level Path(GroupId) : Query
: Filter
----------------------------------------------------------------------------------------------------
1 No 1 0 Full sys/cdp(1) : NA : NA

GPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
JSON Encoded Data size in bytes (Cur/Min/Max): 65785/65785/65785
Collection Time in ms (Cur/Min/Max): 10/10/55
Encoding Time in ms (Cur/Min/Max): 8/8/9
Transport Time in ms (Cur/Min/Max): 0/0/0
Streaming Time in ms (Cur/Min/Max): 18/18/65

2 No 1 0 Self show module(2) : NA :
NA

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
355

モデル駆動型プログラマビリティ

テレメトリの構成と統計情報の表示



GPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
JSON Encoded Data size in bytes (Cur/Min/Max): 1107/1106/1107
Collection Time in ms (Cur/Min/Max): 603/603/802
Encoding Time in ms (Cur/Min/Max): 0/0/0
Transport Time in ms (Cur/Min/Max): 0/0/1
Streaming Time in ms (Cur/Min/Max): 605/605/803

3 No 1 0 Full sys/bgp(1) : NA : NA
GPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
JSON Encoded Data size in bytes (Cur/Min/Max): 0/0/0
Collection Time in ms (Cur/Min/Max): 0/0/44
Encoding Time in ms (Cur/Min/Max): 0/0/0
Transport Time in ms (Cur/Min/Max): 0/0/0
Streaming Time in ms (Cur/Min/Max): 1/1/44

4 No 1 0 Self show version(2) : NA :
NA
GPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
JSON Encoded Data size in bytes (Cur/Min/Max): 2442/2441/2442
Collection Time in ms (Cur/Min/Max): 1703/1703/1903
Encoding Time in ms (Cur/Min/Max): 0/0/0
Transport Time in ms (Cur/Min/Max): 0/0/0
Streaming Time in ms (Cur/Min/Max): 1703/1703/1904

switch-1(conf-tm-sub)#

show telemetry control stats

このコマンドは、テレメトリの構成についての内部データベースの統計を表示します。

switch# show telemetry control stats
show telemetry control stats entered

--------------------------------------------------------------------------------
Error Description Error Count
--------------------------------------------------------------------------------
Chunk allocation failures 0
Sensor path Database chunk creation failures 0
Sensor Group Database chunk creation failures 0
Destination Database chunk creation failures 0
Destination Group Database chunk creation failures 0
Subscription Database chunk creation failures 0
Sensor path Database creation failures 0
Sensor Group Database creation failures 0
Destination Database creation failures 0
Destination Group Database creation failures 0
Subscription Database creation failures 0
Sensor path Database insert failures 0
Sensor Group Database insert failures 0
Destination Database insert failures 0
Destination Group Database insert failures 0
Subscription insert to Subscription Database failures 0
Sensor path Database delete failures 0
Sensor Group Database delete failures 0
Destination Database delete failures 0
Destination Group Database delete failures 0
Delete Subscription from Subscription Database failures 0
Sensor path delete in use 0
Sensor Group delete in use 0
Destination delete in use 0
Destination Group delete in use 0
Delete destination(in use) failure count 0
Failed to get encode callback 0
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Sensor path Sensor Group list creation failures 0
Sensor path prop list creation failures 0
Sensor path sec Sensor path list creation failures 0
Sensor path sec Sensor Group list creation failures 0
Sensor Group Sensor path list creation failures 0
Sensor Group Sensor subs list creation failures 0
Destination Group subs list creation failures 0
Destination Group Destinations list creation failures 0
Destination Destination Groups list creation failures 0
Subscription Sensor Group list creation failures 0
Subscription Destination Groups list creation failures 0
Sensor Group Sensor path list delete failures 0
Sensor Group Subscriptions list delete failures 0
Destination Group Subscriptions list delete failures 0
Destination Group Destinations list delete failures 0
Subscription Sensor Groups list delete failures 0
Subscription Destination Groups list delete failures 0
Destination Destination Groups list delete failures 0
Failed to delete Destination from Destination Group 0
Failed to delete Destination Group from Subscription 0
Failed to delete Sensor Group from Subscription 0
Failed to delete Sensor path from Sensor Group 0
Failed to get encode callback 0
Failed to get transport callback 0
switch# Destination Database size = 1

--------------------------------------------------------------------------------
Dst IP Addr Dst Port Encoding Transport Count
--------------------------------------------------------------------------------
192.168.20.123 50001 GPB gRPC 1

show telemetry data collector brief

このコマンドは、データ収集に関する簡単な統計情報を表示します。

switch# show telemetry data collector brief

----------------------------------------------------------------------
Collector Type Successful Collections Failed Collections
----------------------------------------------------------------------
DME 143 0

show telemetry data collector details

このコマンドは、すべてのセンサーパスの詳細を含む、データ収集に関する詳細な統計情報を

表示します。

switch# show telemetry data collector details

--------------------------------------------------------------------------------
Succ Collections Failed Collections Sensor Path
--------------------------------------------------------------------------------
150 0 sys/fm

show telemetry event collector errors

このコマンドは、イベントコレクションに関するエラー統計情報を表示します。
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switch# show telemetry event collector errors

--------------------------------------------------------------------------------
Error Description Error Count
--------------------------------------------------------------------------------
APIC-Cookie Generation Failures - 0
Authentication Failures - 0
Authentication Refresh Failures - 0
Authentication Refresh Timer Start Failures - 0
Connection Timer Start Failures - 0
Connection Attempts - 3
Dme Event Subscription Init Failures - 0
Event Data Enqueue Failures - 0
Event Subscription Failures - 0
Event Subscription Refresh Failures - 0
Pending Subscription List Create Failures - 0
Subscription Hash Table Create Failures - 0
Subscription Hash Table Destroy Failures - 0
Subscription Hash Table Insert Failures - 0
Subscription Hash Table Remove Failures - 0
Subscription Refresh Timer Start Failures - 0
Websocket Connect Failures - 0

show telemetry event collector stats

このコマンドは、すべてのセンサーパスの内訳を含むイベントコレクションに関する統計情

報を表示します。

switch# show telemetry event collector stats

--------------------------------------------------------------------------------
Collection Count Latest Collection Time Sensor Path
--------------------------------------------------------------------------------

show telemetry control pipeline stats

このコマンドは、テレメトリパイプラインの統計情報を表示します。

switch# show telemetry pipeline stats
Main Statistics:

Timers:
Errors:

Start Fail = 0

Data Collector:
Errors:

Node Create Fail = 0

Event Collector:
Errors:

Node Create Fail = 0 Node Add Fail = 0
Invalid Data = 0

Memory:
Allowed Memory Limit = 1181116006 bytes
Occupied Memory = 93265920 bytes

Queue Statistics:
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Request Queue:
High Priority Queue:

Info:
Actual Size = 50 Current Size = 0
Max Size = 0 Full Count = 0

Errors:
Enqueue Error = 0 Dequeue Error = 0

Low Priority Queue:
Info:

Actual Size = 50 Current Size = 0
Max Size = 0 Full Count = 0

Errors:
Enqueue Error = 0 Dequeue Error = 0

Data Queue:
High Priority Queue:

Info:
Actual Size = 50 Current Size = 0
Max Size = 0 Full Count = 0

Errors:
Enqueue Error = 0 Dequeue Error = 0

Low Priority Queue:
Info:

Actual Size = 50 Current Size = 0
Max Size = 0 Full Count = 0

Errors:
Enqueue Error = 0 Dequeue Error = 0

show telemetry transport

次に、構成されているすべての転送セッションの例を表示します。

switch# show telemetry transport

Session Id IP Address Port Encoding Transport Status
-----------------------------------------------------------------------------------
0 192.168.20.123 50001 GPB gRPC Connected

show telemetry transport <session-id>

次のコマンドでは、特定の転送セッションの詳細なセッション情報が表示されます。

switch# show telemetry transport 0

Session Id: 0
IP Address:Port 192.168.20.123:50001
Encoding: GPB
Transport: gRPC
Status: Disconnected
Last Connected: Fri Sep 02 11:45:57.505 UTC
Last Disconnected: Never
Tx Error Count: 224
Last Tx Error: Fri Sep 02 12:23:49.555 UTC
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switch# show telemetry transport 1

Session Id: 1
IP Address:Port 10.30.218.56:51235
Transport: HTTP
Status: Disconnected
Last Connected: Never
Last Disconnected: Never
Tx Error Count: 3
Last Tx Error: Wed Apr 19 15:56:51.617 PDT

次に、IPv6エントリの出力例を示します。
switch# show telemetry transport 0
Session Id: 0
IP Address:Port [10:10::1]:8000
Transport: GRPC
Status: Idle
Last Connected: Never
Last Disconnected: Never
Tx Error Count: 0
Last Tx Error: None
Event Retry Queue Bytes: 0
Event Retry Queue Size: 0
Timer Retry Queue Bytes: 0
Timer Retry Queue Size: 0
Sent Retry Messages: 0
Dropped Retry Messages: 0

show telemetry transport <session-id> stats

次に、特定の転送セッションの詳細のコマンドを示します。

switch# show telemetry transport 0 stats

Session Id: 0
IP Address:Port 192.168.20.123:50001
Encoding: GPB
Transport: GRPC
Status: Connected
Last Connected: Mon May 01 11:29:46.912 PST
Last Disconnected: Never
Tx Error Count: 0
Last Tx Error: None

show telemetry transport <session-id> stats

次に、特定の転送セッションの詳細のコマンドを示します。

Session Id: 0
Transmission Stats

Compression: disabled
Source Interface: not set()
Transmit Count: 319297
Last TX time: Fri Aug 02 03:51:15.287 UTC
Min Tx Time: 1 ms
Max Tx Time: 3117 ms
Avg Tx Time: 3 ms
Cur Tx Time: 1 ms
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show telemetry transport <session-id> errors

次のコマンドでは、特定の転送セッションの詳細なエラーの統計情報が表示されます。

switch# show telemetry transport 0 errors
Session Id: 0
Connection Errors
Connection Error Count: 0
Transmission Errors
Tx Error Count: 30
Last Tx Error: Thu Aug 01 04:39:47.083 UTC
Last Tx Return Code: No error

show telemetry control databases sensor-paths

これらの次の構成手順により、次の show telemetry control databases sensor-pathsコマンド出
力が得られます。

feature telemetry

telemetry
destination-group 1
ip address 172.25.238.13 port 50600 protocol gRPC encoding GPB

sensor-group 1
path sys/cdp depth unbounded
path sys/intf depth unbounded
path sys/mac depth 0

subscription 1
dst-grp 1
snsr-grp 1 sample-interval 1000

コマンド出力。

switch# show telemetry control databases sensor-paths

Sensor Path Database size = 3
--------------------------------------------------------------------------------
--------------------
Row ID Subscribed Linked Groups Sec Groups Retrieve level Path(GroupId) :
Query : Filter
--------------------------------------------------------------------------------
--------------------
1 No 1 0 Full sys/cdp(1) : NA
: NA
GPB Encoded Data size in bytes (Cur/Min/Max): 30489/30489/30489
JSON Encoded Data size in bytes (Cur/Min/Max): 0/0/0
CGPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
Collection Time in ms (Cur/Min/Max): 6/5/54
Encoding Time in ms (Cur/Min/Max): 5/5/6
Transport Time in ms (Cur/Min/Max): 1027/55/1045
Streaming Time in ms (Cur/Min/Max): 48402/5/48402

2 No 1 0 Full sys/intf(1) : N
A : NA
GPB Encoded Data size in bytes (Cur/Min/Max): 539466/539466/539466
JSON Encoded Data size in bytes (Cur/Min/Max): 0/0/0
CGPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
Collection Time in ms (Cur/Min/Max): 66/64/114
Encoding Time in ms (Cur/Min/Max): 91/90/92
Transport Time in ms (Cur/Min/Max): 4065/4014/5334
Streaming Time in ms (Cur/Min/Max): 48365/64/48365

3 No 1 0 Self sys/mac(1) : NA
: NA
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GPB Encoded Data size in bytes (Cur/Min/Max): 247/247/247
JSON Encoded Data size in bytes (Cur/Min/Max): 0/0/0
CGPB Encoded Data size in bytes (Cur/Min/Max): 0/0/0
Collection Time in ms (Cur/Min/Max): 1/1/47
Encoding Time in ms (Cur/Min/Max): 1/1/1
Transport Time in ms (Cur/Min/Max): 4/1/6
Streaming Time in ms (Cur/Min/Max): 47369/1/47369

show telemetry transport sessions

次のコマンドは、すべてのトランスポートセッションをループし、1つのコマンドで情報を出
力します。

switch# show telemetry transport sessions
switch# show telemetry transport stats
switch# show telemetry transport errors
switch# show telemetry transport all

次に、テレメトリトランスポートセッションの例を示します。

switch# show telemetry transport sessions
Session Id: 0
IP Address:Port 172.27.254.13:50004
Transport: GRPC
Status: Transmit Error
SSL Certificate: trustpoint1
Last Connected: Never
Last Disconnected: Never
Tx Error Count: 2
Last Tx Error: Wed Aug 19 23:32:21.749 UTC
…
Session Id: 4
IP Address:Port 172.27.254.13:50006
Transport: UDP

テレメトリエフェメラルイベント

エフェメラルイベントをサポートするために、新しいセンサーパスクエリ条件が追加されま

した。アカウンティングログの外部イベントストリーミングを有効にするには、次のクエリ

条件を使用します。

sensor-group 1
path sys/accounting/log query-condition
query-target=subtree&complete-mo=yes&notify-interval=1

エフェメラルイベントをサポートするその他のセンサーパスは次のとおりです。

sys/pim/inst/routedb-route, sys/pim/pimifdb-adj, sys/pim/pimifdb-prop
sys/igmp/igmpifdb-prop, sys/igmp/inst/routedb, sys/igmpsnoop/inst/dom/db-exptrack,
sys/igmpsnoop/inst/dom/db-group, sys/igmpsnoop/inst/dom/db-mrouter
sys/igmpsnoop/inst/dom/db-querier, sys/igmpsnoop/inst/dom/db-snoop

テレメトリログとトレース情報の表示

ログとトレース情報を表示するには、次の NX-OS CLIコマンドを使用します。
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テクニカルサポートテレメトリを表示

このNX-OSCLIコマンドは、テクニカルサポートログからテレメトリログの内容を収集しま
す。この例では、コマンド出力がブートフラッシュのファイルにリダイレクトされます。

switch# show tech-support telemetry > bootflash:tmst.log

tmtrace.bin

この BASHシェルコマンドは、テレメトリトレースを収集して出力します。

switch# configure terminal
switch(config)# feature bash
switch(config)# run bash
bash-4.2$ tmtrace.bin -d tm-errors
bash-4.2$ tmtrace.bin -d tm-logs
bash-4.2$ tmtrace.bin -d tm-events

例：

bash-4.2$ tmtrace.bin -d tm-logs
[01/25/17 22:52:24.563 UTC 1 29130] [3944724224][tm_ec_dme_auth.c:59] TM_EC: Authentication
refresh url http://127.0.0.1/api/aaaRefresh.json
[01/25/17 22:52:24.565 UTC 2 29130] [3944724224][tm_ec_dme_rest_util.c:382] TM_EC:
Performed POST request on http://127.0.0.1/api/aaaRefresh.json
[01/25/17 22:52:24.566 UTC 3 29130] [3944724224][tm_mgd_timers.c:114] TM_MGD_TIMER:
Starting leaf timer for leaf:0x11e17ea4 time_in_ms:540000
[01/25/17 22:52:45.317 UTC 4 29130] [3944724224][tm_ec_dme_event_subsc.c:790] TM_EC:
Event subscription database size 0
[01/25/17 22:52:45.317 UTC 5 29130] [3944724224][tm_mgd_timers.c:114] TM_MGD_TIMER:
Starting leaf timer for leaf:0x11e17e3c time_in_ms:50000
bash-4.2#

tm-logsオプションは冗長であるため、デフォルトでは有効になっていません。

tmtrace.bin -LD tm-logsコマンドで tm-logsを有効にします。

tmtrace.bin -LW tm-logsコマンドを使用して tm-logsを無効にします。

（注）

show system internal telemetry trace

show system internal telemetry trace [tm-events | tm-errors |tm-logs | all]コマンドは、システムの
内部テレメトリトレース情報を表示します。

switch# show system internal telemetry trace all
Telemetry All Traces:
Telemetry Error Traces:
[07/26/17 15:22:29.156 UTC 1 28577] [3960399872][tm_cfg_api.c:367] Not able to destroy
dest profile list for config node rc:-1610612714 reason:Invalid argument
[07/26/17 15:22:44.972 UTC 2 28577] [3960399872][tm_stream.c:248] No subscriptions for
destination group 1
[07/26/17 15:22:49.463 UTC 3 28577] [3960399872][tm_stream.c:576] TM_STREAM: Subscriptoin
1 does not have any sensor groups
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3 entries printed
Telemetry Event Traces:
[07/26/17 15:19:40.610 UTC 1 28577] [3960399872][tm_debug.c:41] Telemetry xostrace buffers
initialized successfully!
[07/26/17 15:19:40.610 UTC 2 28577] [3960399872][tm.c:744] Telemetry statistics created
successfully!
[07/26/17 15:19:40.610 UTC 3 28577] [3960399872][tm_init_n9k.c:97] Platform intf:
grpc_traces:compression,channel
switch#

switch# show system internal telemetry trace tm-logs
Telemetry Log Traces:
0 entries printed
switch#
switch# show system internal telemetry trace tm-events
Telemetry Event Traces:
[07/26/17 15:19:40.610 UTC 1 28577] [3960399872][tm_debug.c:41] Telemetry xostrace buffers
initialized successfully!
[07/26/17 15:19:40.610 UTC 2 28577] [3960399872][tm.c:744] Telemetry statistics created
successfully!
[07/26/17 15:19:40.610 UTC 3 28577] [3960399872][tm_init_n9k.c:97] Platform intf:
grpc_traces:compression,channel
[07/26/17 15:19:40.610 UTC 4 28577] [3960399872][tm_init_n9k.c:207] Adding telemetry to
cgroup
[07/26/17 15:19:40.670 UTC 5 28577] [3960399872][tm_init_n9k.c:215] Added telemetry to
cgroup successfully!

switch# show system internal telemetry trace tm-errors
Telemetry Error Traces:
0 entries printed
switch#

NX-APIを使用したテレメトリの構成

NX-APIを使用したテレメトリの構成
スイッチ DMEのオブジェクトモデルでは、「DMEのテレメトリモデル」のセクションで説
明されているように、テレメトリ機能の構成がオブジェクトの階層構造で定義されています。

構成する主なオブジェクトは次のとおりです。

• fmEntity —NX-APIおよびテレメトリ機能の状態が含まれています。

• fmNxapi —NX-APIの状態が含まれています。

• fmTelemetry —テレメトリ機能の状態が含まれています。

• telemetryEntity —テレメトリ機能の構成が含まれています。

• telemetrySensorGroup —テレメトリのために監視される 1つ以上のセンサーパスま
たはノードの定義が含まれています。テレメトリエンティティには、1つ以上のセン
サーグループを含めることができます。

• telemetryRtSensorGroupRel—センサーグループをテレメトリサブスクリプショ
ンに関連付けます。
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• telemetrySensorPath —モニタリングされるパス。センサーグループには、この
タイプのオブジェクトを複数含めることができます。

• telemetryDestGroup —テレメトリデータを受信する 1つ以上の接続先の定義が含ま
れています。テレメトリエンティティには、1つ以上の接続先グループを含めること
ができます。

• telemetryRtDestGroupRel—接続先グループをテレメトリサブスクリプションに
関連付けます。

• telemetryDest —接続先アドレス接続先グループには、このタイプのオブジェク
トを複数含めることができます。

• telemetrySubscription—1つ以上のセンサーグループからのテレメトリデータを 1つ
以上の接続先グループに送信する方法とタイミングを指定します。

• telemetryRsDestGroupRel—テレメトリサブスクリプションを接続先グループに
関連付けます。

• telemetryRsSensorGroupRel—テレメトリサブスクリプションをセンサーグルー
プに関連付けます。

• telemetryCertificate —テレメトリサブスクリプションを証明書とホスト名に関連付
けます。

NX-APIを使用してテレメトリ機能を設定するには、テレメトリオブジェクト構造の JSON表
現を構築し、HTTPまたは HTTPS POST操作で DMEにプッシュする必要があります。

NX-APIの使用に関する詳細な手順は、『Cisco Nexus 3000 and 9000 Series NX-API REST SDK
User Guide and API Reference（Cisco Nexus 3000および 9000シリーズ NX-API REST SDKユー
ザーガイドと APIリファレンス）』を参照してください。

（注）

始める前に

スイッチは、CiscoNX-OSリリース7.3（0）I5（1）以降のリリースを実行している必要があり
ます。

CLIから NX-APIを実行するようにスイッチを構成する必要があります。
switch(config)# feature nxapi

NX-APIは、管理 VRFを介してテレメトリデータを送信します。
switch(config)# nxapi use-vrf management

nxapi use-vrf vrf_name
nxapi http port port_number
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手順の概要

1. テレメトリ機能を有効にします。

2. テレメトリ構成を記述するために、JSONペイロードのルートレベルを作成します。
3. 定義されたセンサーパスを含むセンサーグループを作成します。

4. （任意） SSL/TLS証明書とホストを追加します。
5. テレメトリの接続先グループを定義します。

6. テレメトリの接続先プロファイルを定義します。

7. テレメトリデータの送信先となる IPアドレスとポート番号で構成される、1つ以上のテ
レメトリの接続先を定義します。

8. gRPCチャンクを有効にして、チャンクサイズを 64～ 4096バイトに設定します。
9. テレメトリサブスクリプションを作成して、テレメトリの動作を構成します。

10. ルート要素の下の telemetrySubscription要素に子オブジェクトとしてセンサーグループ
オブジェクトを追加します（telemetryEntity）。

11. サブスクリプションの子オブジェクトとして関係オブジェクトを作成して、サブスクリ

プションをテレメトリセンサーグループに関連付け、データサンプリング動作を指定

します。

12. テレメトリをモニタリングする 1つ以上のセンサーパスまたはノードを定義します。
13. センサーパスを子オブジェクトとしてセンサーグループオブジェクト

（telemetrySensorGroup）に追加します。

14. 接続先を子オブジェクトとして接続先グループオブジェクト（telemetryDestGroup）に
追加します。

15. 接続先グループオブジェクトを子オブジェクトとしてルート要素に追加します

（telemetryEntity）。

16. センサーグループをサブスクリプションに関連付けるために、テレメトリセンサーグ

ループの子オブジェクトとして関係オブジェクトを作成します。

17. テレメトリ接続先グループの子オブジェクトとして関係オブジェクトを作成して、接続

先グループをサブスクリプションに関連付けます。

18. サブスクリプションの子オブジェクトとして関係オブジェクトを作成して、サブスクリ

プションをテレメトリ接続先グループに関連付けます。

19. テレメトリ構成のために、結果の JSON構造を HTTP/HTTPS POSTペイロードとして
NX-APIエンドポイントに送信します。

手順の詳細

手順

目的コマンドまたはアクション

ルート要素は fmTelemetryであり、この要素のベー
スパスは sys/fmです。adminSt属性を有効に構成
します。

テレメトリ機能を有効にします。

例：

{

ステップ 1

"fmEntity" : {
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目的コマンドまたはアクション

"children" : [{
"fmTelemetry" : {
"attributes" : {
"adminSt" : "enabled"

}
}

}
]

}
}

ルート要素は telemetryEntityであり、この要素の
ベースパスは sys/tmです。dn 属性を sys/tmとし

て構成します。

テレメトリ構成を記述するために、JSONペイロー
ドのルートレベルを作成します。

例：

ステップ 2

{
"telemetryEntity": {

"attributes": {
"dn": "sys/tm"

},
}

}

テレメトリセンサーグループは、クラス

telemetrySensorGroupのオブジェクトで定義され
ます。以下のオブジェクト属性を構成します。

定義されたセンサーパスを含むセンサーグループ

を作成します。

例：

ステップ 3

• id —センサーグループの識別子。現在は、数
字の ID値のみサポートされています。"telemetrySensorGroup": {

"attributes": {
"id": "10", • rn—センサーグループオブジェクトの相対名

（形式: sensor-id）。
"rn": "sensor-10"
"dataSrc": "NX-API"

}, "children": [{

• dataSrc：DEFAULT、DME、YANG、または
NX-APIからデータ送信元を選択します。

}]
}

センサーグループオブジェクトの子には、センサー

パスと 1つ以上の関係オブジェクト
（telemetryRtSensorGroupRel）が含まれ、センサー
グループをテレメトリサブスクリプションに関連

付けます。

telemetryCertificateは、テレメトリサブスクリプ
ション/接続先で SSL/TLS証明書の場所を定義しま
す。

（任意） SSL/TLS証明書とホストを追加します。

例：

{
"telemetryCertificate": {

ステップ 4

"attributes": {
"filename": "root.pem"
"hostname": "c.com"

}
}

}
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目的コマンドまたはアクション

テレメトリ接続先グループが telemetryEntityで定
義されています。id属性を構成します。

テレメトリの接続先グループを定義します。

例：

ステップ 5

{
"telemetryDestGroup": {
"attributes": {
"id": "20"

}
}

}

テレメトリの接続先プロファイルは、

telemetryDestProfileで定義されています。
テレメトリの接続先プロファイルを定義します。

例：

ステップ 6

• adminSt属性を有効に設定します。
{

• telemetryDestOptSourceInterfaceの下で、構成
されたインターフェイスからソース IPアドレ

"telemetryDestProfile": {
"attributes": {

"adminSt": "enabled"
スを持つ接続先にデータをストリーミングする},

"children": [ ためのインターフェイス名を使用してname属
性を構成します。

{
"telemetryDestOptSourceInterface":

{
"attributes": {

"name": "lo0"
}

}
}

]
}

}

テレメトリの接続先は、クラス telemetryDestのオ
ブジェクトで定義されます。以下のオブジェクト属

性を構成します。

テレメトリデータの送信先となる IPアドレスと
ポート番号で構成される、1つ以上のテレメトリの
接続先を定義します。

例：

ステップ 7

• addr —接続先の IPアドレス。

{ • port —接続先のポート番号。
"telemetryDest": {

• rn — path-[path]形式の接続先オブジェクトの
相対名。

"attributes": {
"addr": "1.2.3.4",
"enc": "GPB",
"port": "50001", • enc—送信されるテレメトリデータのエンコー

ディングタイプ。NX-OSは以下をサポートし
ます。

"proto": "gRPC",
"rn": "addr-[1.2.3.4]-port-50001"

}
}

} • gRPCの Google Protocol Buffer（GBP）。

• Cの JSON。

• UDPおよびセキュアUDP（DTLS）の場合
は GPBまたは JSON。
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目的コマンドまたはアクション

• proto —送信されるテレメトリデータのトラ
ンスポートプロトコルタイプ。NX-OSは以下
をサポートします。

• gRPC

• HTTP

• VUDPとセキュア UDP（DTLS）

•サポートされているエンコードタイプは次の
とおりです。

• HTTP/JSONはい

• HTTP/Form-dataはいBin Loggingでのみサ
ポートされます。

• GRPC/GPB-Compactはいネイティブデー
タソースのみ。

• GRPC/GPBはい

• UDP/GPBはい

• UDP/JSONはい

詳細については、「gRPCチャンキングのサポート
（336ページ）」を参照してください。

gRPCチャンクを有効にして、チャンクサイズを
64～ 4096バイトに設定します。

例：

ステップ 8

{
"telemetryDestGrpOptChunking": {

"attributes": {
"chunkSize": "2048",
"dn": "sys/tm/dest-1/chunking"

}
}

}

テレメトリサブスクリプションは、クラス

telemetrySubscriptionのオブジェクトで定義されま
す。以下のオブジェクト属性を構成します。

テレメトリサブスクリプションを作成して、テレ

メトリの動作を構成します。

例：

ステップ 9

• id —サブスクリプションの識別子。現在は、
数字の ID値のみサポートされています。"telemetrySubscription": {

"attributes": {
"id": "30", • rn— subs-idという形式のサブスクリプション

オブジェクトの相対名。
"rn": "subs-30"

}, "children": [{
}]

}

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
369

モデル駆動型プログラマビリティ

NX-APIを使用したテレメトリの構成



目的コマンドまたはアクション

サブスクリプションオブジェクトの子には、セン

サーグループ（telemetryRsSensorGroupRel）およ
び接続先グループ（telemetryRsDestGroupRel）の
関係オブジェクトが含まれます。

ルート要素の下の telemetrySubscription 要素に子
オブジェクトとしてセンサーグループオブジェク

トを追加します（telemetryEntity）。

ステップ 10

例：

{
"telemetrySubscription": {
"attributes": {
"id": "30"

}
"children": [{
"telemetryRsSensorGroupRel": {
"attributes": {
"sampleIntvl": "5000",
"tDn": "sys/tm/sensor-10"

}
}

}
]

}
}

関係オブジェクトはクラス

telemetryRsSensorGroupRelであり、
サブスクリプションの子オブジェクトとして関係

オブジェクトを作成して、サブスクリプションを

テレメトリセンサーグループに関連付け、データ

サンプリング動作を指定します。

ステップ 11

telemetrySubscriptionの子オブジェクトです。関係
オブジェクトの以下のオブジェクト属性を構成しま

す。
例：

• rn— rssensorGroupRel-[sys/tm/sensor-group-id]
形式の関係オブジェクトの相対名。"telemetryRsSensorGroupRel": {

"attributes": {
"rType": "mo", • sampleIntvl—ミリ秒単位のデータサンプリン

グ期間。間隔の値が 0の場合、イベントベー
"rn":

"rssensorGroupRel-[sys/tm/sensor-10]",

スのサブスクリプションが作成され、テレメト"sampleIntvl": "5000",
"tCl": "telemetrySensorGroup",

リデータは、指定されたMOでの変更時にの"tDn": "sys/tm/sensor-10",
み送信されます。0より大きい間隔値の場合、"tType": "mo"

}
} テレメトリデータが指定された間隔で定期的

に送信される頻度に基いたサブスクリプション

が作成されます。たとえば、間隔値が15000の
場合、テレメトリデータは 15秒ごとに送信さ
れます。

• tCl— telemetrySensorGroupであるターゲット
（センサーグループ）オブジェクトのクラス。
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目的コマンドまたはアクション

• tDn— sys/tm/sensor-group-idであるターゲット
（センサーグループ）オブジェクトの識別名。

• rType—管理対象オブジェクト用moの関係タ
イプ。

• tType —管理対象オブジェクト用 moのター
ゲットタイプ。

センサーパスは、クラス telemetrySensorPathのオ
ブジェクトで定義されます。以下のオブジェクト属

性を構成します。

テレメトリをモニタリングする1つ以上のセンサー
パスまたはノードを定義します。

例：

ステップ 12

• path —モニタリングされるパス。単一センサーパス

{
• rn— path-[path]形式のパスオブジェクトの相
対名："telemetrySensorPath": {

"attributes": {
• depth—センサーパスの取得レベル。0の深さ
設定は、ルートMOプロパティのみを取得し
ます。

"path": "sys/cdp",
"rn": "path-[sys/cdp]",
"excludeFilter": "",
"filterCondition": "",
"path": "sys/fm/bgp",

• filterCondition—（オプション）イベントベー
スのサブスクリプション用の特定のフィルタを

"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0",

作成します。DMEはフィルター式を提供しま"alias": "cdp_alias",
す。フィルタリングの詳細については、クエリ}

}
の作成に関するCisco APICRESTAPIの使用注}
意事項を参照してください。
https://www.cisco.com/c/en/us/td/docs/switches/

例： datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_
NX-APIの単一センサーパス

{

APIC_REST_API_Configuration_Guide/b_Cisco_
APIC_REST_API_Configuration_Guide_chapter_
01.html#d25e1534a1635

"telemetrySensorPath": {
• alias：このパスのエイリアスを指定します。"attributes": {

"path": "show interface",
"path": "show bgp",
"rn": "path-[sys/cdp]",
"excludeFilter": "",
"filterCondition": "",
"path": "sys/fm/bgp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}

例：

複数のセンサーパス

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
371

モデル駆動型プログラマビリティ

NX-APIを使用したテレメトリの構成

https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_APIC_REST_API_Configuration_Guide/b_Cisco_APIC_REST_API_Configuration_Guide_chapter_01.html#d25e1534a1635
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_APIC_REST_API_Configuration_Guide/b_Cisco_APIC_REST_API_Configuration_Guide_chapter_01.html#d25e1534a1635
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_APIC_REST_API_Configuration_Guide/b_Cisco_APIC_REST_API_Configuration_Guide_chapter_01.html#d25e1534a1635
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_APIC_REST_API_Configuration_Guide/b_Cisco_APIC_REST_API_Configuration_Guide_chapter_01.html#d25e1534a1635
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-x/rest_cfg/2_1_x/b_Cisco_APIC_REST_API_Configuration_Guide/b_Cisco_APIC_REST_API_Configuration_Guide_chapter_01.html#d25e1534a1635


目的コマンドまたはアクション

{
"telemetrySensorPath": {

"attributes": {
"path": "sys/cdp",
"rn": "path-[sys/cdp]",
"excludeFilter": "",
"filterCondition": "",
"path": "sys/fm/bgp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

},
{

"telemetrySensorPath": {
"attributes": {

"excludeFilter": "",
"filterCondition": "",
"path": "sys/fm/dhcp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}

例：

BGP無効化イベントの単一センサーパスフィルタ
リング：

{
"telemetrySensorPath": {

"attributes": {
"path": "sys/cdp",
"rn": "path-[sys/cdp]",
"excludeFilter": "",
"filterCondition":

"eq(fmBgp.operSt.\"disabled\")",
"path": "sys/fm/bgp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}

センサーパスを子オブジェクトとしてセンサーグ

ループオブジェクト（telemetrySensorGroup）に
追加します。

ステップ 13

接続先を子オブジェクトとして接続先グループオ

ブジェクト（telemetryDestGroup）に追加します。
ステップ 14
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目的コマンドまたはアクション

接続先グループオブジェクトを子オブジェクトと

してルート要素に追加します（telemetryEntity）。
ステップ 15

関係オブジェクトはクラス

telemetryRtSensorGroupRelであり、
センサーグループをサブスクリプションに関連付

けるために、テレメトリセンサーグループの子オ

ブジェクトとして関係オブジェクトを作成します。

ステップ 16

telemetrySensorGroupの子オブジェクトです。関

例：
係オブジェクトの以下のオブジェクト属性を構成し

ます。

"telemetryRtSensorGroupRel": { • rn —rtsensorGroupRel-[sys/tm/subscription-id]
の形式の関係オブジェクトの相対名。

"attributes": {
"rn":

"rtsensorGroupRel-[sys/tm/subs-30]",
• tCl —サブスクリプションオブジェクト

telemetrySubscriptionのターゲットクラス。
"tCl": "telemetrySubscription",
"tDn": "sys/tm/subs-30"

}
} • tDn — sys/tm/subscription-idである、サブスク

リプションオブジェクトのターゲット識別名。

関係オブジェクトはクラス telemetryRtDestGroupRel
であり、telemetryDestGroupの子オブジェクトで

テレメトリ接続先グループの子オブジェクトとし

て関係オブジェクトを作成して、接続先グループ

をサブスクリプションに関連付けます。

ステップ 17

す。関係オブジェクトの以下のオブジェクト属性を

構成します。
例：

• rn —rtdestGroupRel-[sys/tm/subscription-id]の
形式の関係オブジェクトの相対名。"telemetryRtDestGroupRel": {

"attributes": {
"rn": "rtdestGroupRel-[sys/tm/subs-30]", • tCl —サブスクリプションオブジェクト

telemetrySubscriptionのターゲットクラス。"tCl": "telemetrySubscription",
"tDn": "sys/tm/subs-30"

• tDn — sys/tm/subscription-idである、サブスク
リプションオブジェクトのターゲット識別名。

}
}

関係オブジェクトはクラス telemetryRsDestGroupRel
であり、telemetrySubscriptionの子オブジェクトで

サブスクリプションの子オブジェクトとして関係

オブジェクトを作成して、サブスクリプションを

テレメトリ接続先グループに関連付けます。

ステップ 18

す。関係オブジェクトの以下のオブジェクト属性を

構成します。
例：

• rn —
rsdestGroupRel-[sys/tm/destination-group-id]の
形式の関係オブジェクトの相対名。

"telemetryRsDestGroupRel": {
"attributes": {

"rType": "mo",
"rn": "rsdestGroupRel-[sys/tm/dest-20]",

• tCl—ターゲット (接続先グループ)オブジェク
トのクラス telemetryDestGroup。"tCl": "telemetryDestGroup",

"tDn": "sys/tm/dest-20",
"tType": "mo" • tDn —接続先グループ IDであるターゲット

（接続先グループ）オブジェクト

sys/tm/destination-group-idの識別名。

}
}
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目的コマンドまたはアクション

• rType—管理対象オブジェクト用moの関係タ
イプ。

• tType —管理対象オブジェクト用 moのター
ゲットタイプ。

テレメトリエンティティのベースパスは sys/tm

で、NX-APIエンドポイントは次のとおりです。
テレメトリ構成のために、結果の JSON構造を
HTTP/HTTPS POSTペイロードとしてNX-APIエン
ドポイントに送信します。

ステップ 19

{{URL}}/api/node/mo/sys/tm.json

例

以下は、1つの POSTペイロードに収集された、その前のすべてのステップの例です
（一部の属性が一致しない場合があることに注意してください）。

{
"telemetryEntity": {
"children": [{
"telemetrySensorGroup": {
"attributes": {
"id": "10"

}
"children": [{
"telemetrySensorPath": {
"attributes": {
"excludeFilter": "",
"filterCondition": "",
"path": "sys/fm/bgp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}
]

}
},
{
"telemetryDestGroup": {
"attributes": {
"id": "20"

}
"children": [{
"telemetryDest": {
"attributes": {
"addr": "10.30.217.80",
"port": "50051",
"enc": "GPB",
"proto": "gRPC"

}
}

}
]

}
},
{
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"telemetrySubscription": {
"attributes": {
"id": "30"

}
"children": [{
"telemetryRsSensorGroupRel": {
"attributes": {
"sampleIntvl": "5000",
"tDn": "sys/tm/sensor-10"

}
}

},
{
"telemetryRsDestGroupRel": {
"attributes": {
"tDn": "sys/tm/dest-20"

}
}

}
]

}
}
]

}
}

NX-APIを使用したテレメトリの構成例

宛先へのストリーミングパス

この例では、パス sys/cdpおよび sys/ipv4を接続先 1.2.3.4 ポート 50001に 5秒ごとにスト
リーミングするサブスクリプションを作成します。

POST https://192.168.20.123/api/node/mo/sys/tm.json

Payload:
{

"telemetryEntity": {
"attributes": {

"dn": "sys/tm"
},
"children": [{

"telemetrySensorGroup": {
"attributes": {

"id": "10",
"rn": "sensor-10"

}, "children": [{
"telemetryRtSensorGroupRel": {

"attributes": {
"rn": "rtsensorGroupRel-[sys/tm/subs-30]",
"tCl": "telemetrySubscription",
"tDn": "sys/tm/subs-30"

}
}

}, {
"telemetrySensorPath": {

"attributes": {
"path": "sys/cdp",
"rn": "path-[sys/cdp]",
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"excludeFilter": "",
"filterCondition": "",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}, {
"telemetrySensorPath": {

"attributes": {
"path": "sys/ipv4",
"rn": "path-[sys/ipv4]",
"excludeFilter": "",
"filterCondition": "",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}]
}

}, {
"telemetryDestGroup": {

"attributes": {
"id": "20",
"rn": "dest-20"

},
"children": [{

"telemetryRtDestGroupRel": {
"attributes": {

"rn": "rtdestGroupRel-[sys/tm/subs-30]",
"tCl": "telemetrySubscription",
"tDn": "sys/tm/subs-30"

}
}

}, {
"telemetryDest": {

"attributes": {
"addr": "1.2.3.4",
"enc": "GPB",
"port": "50001",
"proto": "gRPC",
"rn": "addr-[1.2.3.4]-port-50001"

}
}

}]
}

}, {
"telemetrySubscription": {

"attributes": {
"id": "30",
"rn": "subs-30"

},
"children": [{

"telemetryRsDestGroupRel": {
"attributes": {

"rType": "mo",
"rn": "rsdestGroupRel-[sys/tm/dest-20]",
"tCl": "telemetryDestGroup",
"tDn": "sys/tm/dest-20",
"tType": "mo"

}
}

}, {
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"telemetryRsSensorGroupRel": {
"attributes": {

"rType": "mo",
"rn": "rssensorGroupRel-[sys/tm/sensor-10]",
"sampleIntvl": "5000",
"tCl": "telemetrySensorGroup",
"tDn": "sys/tm/sensor-10",
"tType": "mo"

}
}

}]
}

}]
}

}

BGP通知のフィルタ条件

次のペイロードの例では、telemetrySensorPathMOの filterCondition属性に従ってBFP機能
が無効になっているときにトリガーされる通知を有効にします。データは 10.30.217.80 ポート

50055にストリーミングされます。

POST https://192.168.20.123/api/node/mo/sys/tm.json

Payload:
{
"telemetryEntity": {
"children": [{
"telemetrySensorGroup": {
"attributes": {
"id": "10"

}
"children": [{
"telemetrySensorPath": {
"attributes": {
"excludeFilter": "",
"filterCondition": "eq(fmBgp.operSt,\"disabled\")",
"path": "sys/fm/bgp",
"secondaryGroup": "0",
"secondaryPath": "",
"depth": "0"

}
}

}
]

}
},
{
"telemetryDestGroup": {
"attributes": {
"id": "20"

}
"children": [{
"telemetryDest": {
"attributes": {
"addr": "10.30.217.80",
"port": "50055",
"enc": "GPB",
"proto": "gRPC"

}
}

}
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]
}

},
{
"telemetrySubscription": {
"attributes": {
"id": "30"

}
"children": [{
"telemetryRsSensorGroupRel": {
"attributes": {
"sampleIntvl": "0",
"tDn": "sys/tm/sensor-10"

}
}

},
{
"telemetryRsDestGroupRel": {
"attributes": {
"tDn": "sys/tm/dest-20"

}
}

}
]

}
}
]

}
}

テレメトリ構成のための Postmanコレクションの使用

Postmanコレクションの例は、テレメトリ機能の構成を開始する簡単な方法であり、1つのペ
イロードですべてのテレメトリ CLIに相当するものを実行できます。好みのテキストエディ
ターを使用して前述のリンクのファイルを変更し、ペイロードをニーズに合わせて更新してか

ら、Postmanでコレクションを開いてコレクションを実行します。

DMEのテレメトリモデル
テレメトリアプリケーションは、次の構造を持つ DMEでモデル化されます。

model
|----package [name:telemetry]

| @name:telemetry
|----objects

|----mo [name:Entity]
| @name:Entity
| @label:Telemetry System
|--property
| @name:adminSt
| @type:AdminState
|
|----mo [name:SensorGroup]
| | @name:SensorGroup
| | @label:Sensor Group
| |--property
| | @name:id [key]
| | @type:string:Basic
| | @name:dataSrc
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| | @type:DataSource
| |
| |----mo [name:SensorPath]
| | @name:SensorPath
| | @label:Sensor Path
| |--property
| | @name:path [key]
| | @type:string:Basic
| | @name:filterCondition
| | @type:string:Basic
| | @name:excludeFilter
| | @type:string:Basic
| | @name:depth
| | @type:RetrieveDepth
|
|----mo [name:DestGroup]
| | @name:DestGroup
| | @label:Destination Group
| |--property
| | @name:id
| | @type:string:Basic
| |
| |----mo [name:Dest]
| | @name:Dest
| | @label:Destination
| |--property
| | @name:addr [key]
| | @type:address:Ip
| | @name:port [key]
| | @type:scalar:Uint16
| | @name:proto
| | @type:Protocol
| | @name:enc
| | @type:Encoding
|
|----mo [name:Subscription]

| @name:Subscription
| @label:Subscription
|--property
| @name:id
| @type:scalar:Uint64
|----reldef
| | @name:SensorGroupRel
| | @to:SensorGroup
| | @cardinality:ntom
| | @label:Link to sensorGroup entry
| |--property
| @name:sampleIntvl
| @type:scalar:Uint64
|
|----reldef

| @name:DestGroupRel
| @to:DestGroup
| @cardinality:ntom
| @label:Link to destGroup entry
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テレメトリパスラベル

テレメトリパスラベルについて

NX-OSリリース 9.3(1)以降、モデル駆動型テレメトリはパスラベルをサポートします。パス
ラベルを使用すると、複数のソースからテレメトリデータを一度に簡単に収集できます。この

機能では、収集するテレメトリデータのタイプを指定すると、テレメトリ機能によって複数の

パスからそのデータが収集されます。次に、機能は情報を 1つの統合された場所（パスラベ
ル）に返します。この機能により、次の作業が不要になるため、テレメトリの使用が簡素化さ

れます。

• Cisco DMEモデルに関する深く包括的な知識を持っています。

•収集されるイベントの数と頻度のバランスを取りながら、複数のクエリを作成し、サブス
クリプションに複数のパスを追加します。

•スイッチからテレメトリ情報の複数のチャンクを収集し、有用性を簡素化します。

パスラベルは、モデル内の同じオブジェクトタイプの複数のインスタンスにわたり、カウン

タまたはイベントを収集して返します。パスラベルは、次のテレメトリグループをサポート

します。

•ファン、温度、電力、ストレージ、スーパーバイザ、ラインカードなどのシャーシ情報を
モニタリングする環境。

•すべてのインターフェイスカウンターとステータスの変更をモニタリングするインター
フェイス。

このラベルは、query-conditionコマンドを使用して返されるデータを絞り込むための定義
済みのキーワードフィルタをサポートします。

•リソース。CPU使用率やメモリ使用率などのシステムリソースをモニタリングします。

• VXLAN:VXLANピア、VXLANカウンタ、VLANカウンター、およびBGPピアデータを
含む VXLAN EVPNをモニタリングします。

データの投票またはイベントの受信

センサーグループのサンプル間隔によって、テレメトリデータがパスラベルに送信される方

法とタイミングが決まります。サンプル間隔は、テレメトリデータを定期的に投票するか、イ

ベントが発生したときにテレメトリデータを収集するように構成できます。

•テレメトリのサンプル間隔がゼロ以外の値に設定されている場合、テレメトリは各サンプ
ル間隔中に環境、インターフェイス、情報技術、およびVXLANラベルのデータを定期的
に送信します。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
380

モデル駆動型プログラマビリティ

テレメトリパスラベル



•サンプル間隔がゼロに設定されている場合、環境、インターフェイス、情報技術、VXLAN
ラベルで動作状態の更新、およびMOの作成と削除が発生するとテレメトリはイベント通
知を送信します。

データの投票または受信イベントは相互に排他的です。パスラベルごとに投票またはイベント

駆動型テレメトリを構成できます。

パスラベル注意事項と制約事項

テレメトリパスラベル機能には、次の注意事項と制約事項があります。

•この機能は、Cisco DMEデータ送信元のみをサポートします。

•同じセンサーグループ内の通常のDMEパスとユーザビリティパスを混在させて一致させ
ることはできません。たとえば、sys/intfと [インターフェイス（interface）]を同じセン

サーグループに構成することはできません。また、sys/intfと [interface（インターフェイ

ス）]で同じセンサーグループを構成することはできません。この状況が発生した場合、

NX-OSは構成を拒否します。

• oper-speedや counters=[detailed]などのユーザーフィルターキーワードは、[インターフェ

イス（interface）]パスに対してのみサポートされます。

•この機能は、[深度（depth）]や[フィルター条件（filter-condition）]などの他のセンサーパ

スオプションをサポートしていません。

データまたはイベントをポーリングするためのインターフェイスパス

の構成

インターフェイスパスラベルは、すべてのインターフェイスカウンタとステータスの変更を

モニタリングします。次のインターフェイスタイプをサポートします。

•物理

•サブインターフェイス

•管理

•ループバック

• VLAN

•ポートチャネル

インターフェイスパスラベルを構成して、定期的にデータをポーリングするか、イベントを

受信することができます。「データの投票またはイベントの受信（380ページ）」を参照して
ください。
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このモデルは、サブインターフェイス、ループバック、または VLANのカウンタをサポート
していないため、ストリームアウトされません。

（注）

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. path interface
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

インターフェイスパスラベルを構成して、複数の

個々のインターフェイスに対して 1つのテレメトリ
path interface

例：

ステップ 4

データクエリを送信できるようにします。ラベル
switch-1(conf-tm-sensor)# path interface
switch-1(conf-tm-sensor)# は、複数のインターフェイスのクエリを 1つに統合

します。次に、テレメトリはデータを収集し、ラベ

ルに返します。
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目的コマンドまたはアクション

ポーリング間隔の設定方法に応じて、インターフェ

イスデータは定期的に、またはインターフェイスの

状態が変化するたびに送信されます。

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信するか

を決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

非ゼロカウンタのインターフェイスパスの構成

ゼロ以外の値を持つカウンタのみを返す事前定義されたキーワードフィルタを使用して、イン

ターフェイスパスラベルを構成できます。フィルタは counters=[detailed]です。

このフィルタを使用することにより、インターフェイスパスは使用可能なすべてのインター

フェイスカウンターを収集し、収集したデータをフィルタ処理してから、結果を受信側に転送

します。フィルタはオプションであり、使用しない場合、ゼロ値カウンターを含むすべてのカ

ウンターがインターフェイスパスに表示されます。

フィルタの使用は、概念的には show interface mgmt0 counters detailedと類似しています。（注）
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手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. path interface query-condition counters=[detailed]
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

インターフェイスパスラベルを構成し、すべての

インターフェイスからのゼロ以外のカウンタのみを

照会します。

path interface query-condition counters=[detailed]

例：

switch-1(conf-tm-sensor)# path interface
query-condition counters=[detailed]
switch-1(conf-tm-sensor)#

ステップ 4

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#
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目的コマンドまたはアクション

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信するか

を決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

動作速度のインターフェイスパスの構成

指定された動作速度のインターフェイスのカウンタを返す定義済みのキーワードフィルタを使

用して、インターフェイスパスラベルを構成できます。フィルタはoper-speed=[]です。次の

動作速度がサポートされています: auto、10M、100M、1G、10G、40G、200G、および 400G。

このフィルタを使用することにより、インターフェースパスは指定された速度のインターフェー

スのテレメトリデータを収集し、その結果を受信側に転送します。フィルタはオプションで

す。使用しない場合、動作速度に関係なく、すべてのインターフェイスのカウンタが表示され

ます。

フィルタは、複数の速度をコンマ区切りのリストとして受け入れることができます。たとえ

ば、oper-speed=[1G,10G]は、1および 10 Gbpsで動作するインターフェイスのカウンタを取得
します。区切り文字として空白を使用しないでください。

インターフェイスタイプサブインターフェイス、ループバック、および VLANには動作速度
プロパティがないため、フィルタはこれらのインターフェイスタイプをサポートしません。

（注）
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手順の概要

1. configure terminal
2. telemetry
3. snsr-group sgrp_id sample-interval interval

4. path interface query-condition oper-speed=[speed]
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 3

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信するか

を決定します。

インターフェイスパスラベルを設定し、指定され

た速度 (この例では 1 Gbpsと 40 Gbpsのみ)を実行し
path interface query-condition oper-speed=[speed]

例：

ステップ 4

ているインターフェイスからのカウンターを照会し

ます。
switch-1(conf-tm-sensor)# path interface
query-condition oper-speed=[1G,40G]
switch-1(conf-tm-sensor)#

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
386

モデル駆動型プログラマビリティ

動作速度のインターフェイスパスの構成



目的コマンドまたはアクション

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信するか

を決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

複数のクエリによるインターフェイスパスの構成

インターフェイスパスラベルの同じクエリ条件に対して複数のフィルタを構成できます。そ

の場合、使用する個々のフィルタは ANDで結合されます。

クエリ条件の各フィルタは、コンマを使用して区切ります。query-conditionには、任意の数の
フィルタを指定できますが、追加するフィルタが多いほど、結果の焦点が絞られます。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. path interface query-condition counters=[detailed],oper-speed=[1G,40G]
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

同じクエリで複数の条件を構成します。この例で

は、クエリは次の両方を実行します。

path interface query-condition
counters=[detailed],oper-speed=[1G,40G]

例：

ステップ 4

• 1 Gbpsで実行されているインターフェイスでゼ
ロ以外のカウンターを収集して返します。switch-1(conf-tm-sensor)# path interface

query-condition
counters=[detailed],oper-speed=[1G,40G]
switch-1(conf-tm-sensor)#

• 40 Gbpsで実行されているインターフェイスで
ゼロ以外のカウンターを収集して返します。

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8
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目的コマンドまたはアクション

位）を設定します。サンプリング間隔は、スイッチ

がテレメトリデータを定期的に送信するか、イン

switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

ターフェイスイベントが発生したときに送信するか

を決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

データまたはイベントをポーリングするための環境パスの構成

環境パスラベルは、ファン、温度、電源、ストレージ、スーパーバイザ、ラインカードなどの

シャーシ情報をモニタリングします。テレメトリデータを定期的にポーリングするか、イベン

トが発生したときにデータを取得するように環境パスを構成できます。詳細については、デー

タの投票またはイベントの受信（380ページ）を参照してください。

定期的なポーリングまたはイベントに基づいてシステムリソース情報を返すようにリソース

パスを設定できます。このパスはフィルタリングをサポートしていません。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. path environment
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#
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目的コマンドまたはアクション

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

複数の個々の環境オブジェクトのテレメトリデータ

をラベルに送信できるようにする環境パスラベルを

path environment

例：

ステップ 4

構成します。ラベルは、複数のデータ入力を 1つの
出力に統合します。

switch-1(conf-tm-sensor)# path environment
switch-1(conf-tm-sensor)#

サンプル間隔に応じて、環境データはポーリング間

隔に基づいてストリーミングされるか、イベントが

発生したときに送信されます。

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、環境イ

ベントが発生したときに送信するかを決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
390

モデル駆動型プログラマビリティ

データまたはイベントをポーリングするための環境パスの構成



イベントまたはデータをポーリングするためのリソースパスの構成

リソースパスは、CPU使用率やメモリ使用率などのシステムリソースをモニタリングします。
このパスを構成して、テレメトリデータを定期的に収集するか、イベントが発生したときに収

集できます。データの投票またはイベントの受信（380ページ）を参照してください。

このパスはフィルタリングをサポートしていません。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. path resources
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

複数の個々のシステムリソースのテレメトリデー

タをラベルに送信できるようにするリソースパス

path resources

例：

ステップ 4

ラベルを構成します。ラベルは、複数のデータ入力

を 1つの出力に統合します。
switch-1(conf-tm-sensor)# path resources
switch-1(conf-tm-sensor)#

サンプル間隔に応じて、リソースデータはポーリン

グ間隔に基づいてストリーミングされるか、システ
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目的コマンドまたはアクション

ムメモリが「NotOK」に変更されたときに送信され
ます。

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、リソー

スイベントが発生したときに送信するかを決定しま

す。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

イベントまたはデータをポーリングするための VXLANパスの構成
VXLANパスラベルは、VXLANピア、VXLANカウンタ、VLANカウンタ、BGPピアデータ
など、スイッチの仮想拡張 LAN EVPNに関する情報を提供します。このパスラベルを構成し
て、定期的に、またはイベントが発生したときにテレメトリ情報を収集できます。「データの

投票またはイベントの受信（380ページ）」を参照してください。

このパスはフィルタリングをサポートしていません。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id
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4. vxlan environment
5. destination-group grp_id

6. ip address ip_addr port port

7. subscription sub_id

8. snsr-group sgrp_id sample-interval interval

9. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

テレメトリデータのセンサーグループを作成しま

す。

sensor-group sgrp_id

例：

ステップ 3

switch-1(config-telemetry)# sensor-group 6
switch-1(conf-tm-sensor)#

複数の個々の VXLANオブジェクトのテレメトリ
データをラベルに送信できるようにする VXLANパ

vxlan environment

例：

ステップ 4

スラベルを構成します。ラベルは、複数のデータ入
switch-1(conf-tm-sensor)# vxlan environment
switch-1(conf-tm-sensor)# 力を 1つの出力に統合します。サンプル間隔に応じ

て、VXLANデータはポーリング間隔に基づいてス
トリーミングされるか、イベントが発生したときに

送信されます。

テレメトリ接続先グループサブモードに入り、接続

先グループを構成します。

destination-group grp_id

例：

ステップ 5

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを構成し

て、指定された IPアドレスとポートにストリーミン
グします。

ip address ip_addr port port

例：

switch-1(conf-tm-dest)# ip address 1.2.3.4 port
50004
switch-1(conf-tm-dest)#

ステップ 6
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目的コマンドまたはアクション

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 7

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションにリ

ンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 8

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、VXLAN
イベントが発生したときに送信するかを決定しま

す。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 9

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

パスラベル構成を確認

いつでも、パスラベルが構成されていることを確認し、実行中のテレメトリ構成を表示してそ

の値を確認できます。

手順の概要

1. show running-config-telemetry

手順の詳細

手順

目的コマンドまたはアクション

テレメトリの現在の実行構成を表示します。show running-config-telemetry

例：

ステップ 1

この例では、センサーグループ 4は、1および 10
Gbpsで実行されているインターフェイスからゼロ以switch-1(conf-tm-sensor)# show running-config

telemetry 外のカウンターを収集するように構成されていま

す。センサーグループ 6は、1と 40 Gbpsで実行さ!Command: show running-config telemetry
れているインターフェイスからすべてのカウンター

を収集するように構成されています。

!Running configuration last done at: Mon Jun 10
08:10:17 2019
!Time: Mon Jun 10 08:10:17 2019

version 9.3(1) Bios:version
feature telemetry

telemetry
destination-profile
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目的コマンドまたはアクション

use-nodeid tester
sensor-group 4
path interface query-condition

and(counters=[detailed],oper-speed=[1G,10G])
sensor-group 6
path interface query-condition

oper-speed=[1G,40G]
subscription 6
snsr-grp 6 sample-interval 6000

nxosv2(conf-tm-sensor)#

パスラベル情報の表示

パスラベル表示コマンド

show telemetry usabilityコマンドを使用すると、クエリを発行したときにパスラベルがたどる
個々のパスを表示できます。

表示内容コマンド

すべてのパスラベルのすべてのテレメトリパ

ス、または指定されたパスラベルのすべての

テレメトリパス。また、出力には、各パスが

定期的なポーリングまたはイベントに基づい

てテレメトリデータを報告するかどうかが示

されます。

インターフェイスパスラベルには、設定した

キーワードフィルタまたはクエリ条件も含ま

れます。

show telemetry usability {all | environment |
interface | resources | vxlan}

テレメトリと選択されたパス情報の実行構成。show running-config telemetry

コマンドの例

show telemetry usability allコマンドは、このセクションに示されている個々のコマンドをすべ
て連結したものです。

（注）

show telemetry usability environmentコマンドの例を次に示します。

switch-1# show telemetry usability environment
1) label_name : environment

path_name : sys/ch
query_type : poll
query_condition :

rsp-subtree=full&query-target=subtree&target-subtree-class=eqptPsuSlot,eqptFtSlot,eqptSupCSlot,eqptPsu,eqptFt,eqptSensor,eqptLCSlot
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2) label_name : environment

path_name : sys/ch
query_type : event
query_condition :

rsp-subtree=full&query-target=subtree&query-target-filter=or(or(deleted(),created()),or(and(updated(eqptFan.operSt),ne(eqptFan.operSt,"ok")),and(updated(eqptDimm.operSt),ne(eqptDimm.operSt,"ok")),and(updated(eqptFlash.operSt),ne(eqptFlash.operSt,"ok")),and(updated(eqptSpromSup.operSt),ne(eqptSpromSup.operSt,"ok")),and(updated(eqptSpromLc.operSt),ne(eqptSpromLc.operSt,"ok"))))
switch-1#

show telemetry usability interfaceコマンドの出力を次に示します。

switch-1# show telemetry usability interface
1) label_name : interface

path_name : sys/intf
query_type : poll
query_condition :

query-target=children&query-target-filter=eq(l1PhysIf.adminSt,"up")&rsp-subtree=children&rsp-subtree-class=rmonEtherStats,rmonIfIn,rmonIfOut,rmonIfHCIn,rmonIfHCOut

2) label_name : interface

path_name : sys/mgmt-[mgmt0]
query_type : poll
query_condition :

query-target=subtree&query-target-filter=eq(mgmtMgmtIf.adminSt,"up")&rsp-subtree=full&rsp-subtree-class=rmonEtherStats,rmonIfIn,rmonIfOut,rmonIfHCIn,rmonIfHCOut

3) label_name : interface

path_name : sys/intf
query_type : event
query_condition :

query-target=subtree&query-target-filter=or(or(deleted(),created()),or(and(updated(ethpmPhysIf.operSt),eq(ethpmPhysIf.operSt,"down")),and(updated(ethpmPhysIf.operSt),eq(ethpmPhysIf.operSt,"up")),and(updated(ethpmLbRtdIf.operSt),eq(ethpmLbRtdIf.operSt,"down")),and(updated(ethpmLbRtdIf.operSt),eq(ethpmLbRtdIf.operSt,"up")),and(updated(ethpmAggrIf.operSt),eq(ethpmAggrIf.operSt,"down")),and(updated(ethpmAggrIf.operSt),eq(ethpmAggrIf.operSt,"up")),and(updated(ethpmEncRtdIf.operSt),eq(
ethpmEncRtdIf.operSt,"down")),and(updated(ethpmEncRtdIf.operSt),eq(ethpmEncRtdIf.operSt,"up"))))

4) label_name : interface

path_name : sys/mgmt-[mgmt0]
query_type : event
query_condition :

query-target=subtree&query-target-filter=or(or(deleted(),created()),or(and(updated(imMgmtIf.operSt),eq(imMgmtIf.operSt,"down")),and(updated(imMgmtIf.operSt),eq(imMgmtIf.operSt,"up"))))
switch-1#

show telemetry usability resourcesコマンドの例を次に示します。
switch-1# show telemetry usability resources
1) label_name : resources

path_name : sys/proc
query_type : poll
query_condition : rsp-subtree=full&rsp-foreign-subtree=ephemeral

2) label_name : resources

path_name : sys/procsys
query_type : poll
query_condition :

query-target=subtree&target-subtree-class=procSystem,procSysCore,procSysCpuSummary,procSysCpu,procIdle,procIrq,procKernel,procNice,procSoftirq,procTotal,procUser,procWait,procSysCpuHistory,procSysLoad,procSysMem,procSysMemFree,procSysMemUsage,procSysMemUsed

3) label_name : resources

path_name : sys/procsys/sysmem
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query_type : event
query_condition :

query-target-filter=and(updated(procSysMem.memstatus),ne(procSysMem.memstatus,"OK"))

switch-1#

show telemetry usability vxlanコマンドの例を次に示します。
switch-1# show telemetry usability vxlan
1) label_name : vxlan

path_name : sys/bd
query_type : poll
query_condition : query-target=subtree&target-subtree-class=l2VlanStats

2) label_name : vxlan

path_name : sys/eps
query_type : poll
query_condition : rsp-subtree=full&rsp-foreign-subtree=ephemeral

3) label_name : vxlan

path_name : sys/eps
query_type : event
query_condition : query-target=subtree&target-subtree-class=nvoDyPeer

4) label_name : vxlan

path_name : sys/bgp
query_type : event
query_condition : query-target=subtree&query-target-filter=or(deleted(),created())

5) label_name : vxlan

path_name : sys/bgp
query_type : event
query_condition :

query-target=subtree&target-subtree-class=bgpDom,bgpPeer,bgpPeerAf,bgpDomAf,bgpPeerAfEntry,bgpOperRtctrlL3,bgpOperRttP,bgpOperRttEntry,bgpOperAfCtrl

switch-1#

ネイティブデータ送信元パス

ネイティブデータ送信元パスについて

NX-OSテレメトリは、特定のインフラストラクチャまたはデータベースに限定されないニュー
トラルデータ送信元であるネイティブデータソースをサポートします。代わりに、ネイティ

ブデータ送信元を使用すると、コンポーネントまたはアプリケーションをフックして、関連

情報を発信テレメトリストリームに挿入できます。ネイティブデータ送信元のパスはインフ

ラストラクチャに属さないため、この機能は柔軟性を提供し、ネイティブアプリケーションは

NX-OSテレメトリと対話できます。
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ネイティブデータ送信元パスを使用すると、特定のセンサーパスに登録して、セレクトした

テレメトリデータを受信できます。この機能は NX-SDKと連携して、次のパスからのテレメ
トリデータのストリーミングをサポートします。

• IPルートのテレメトリデータを送信する RIBパス。

•静的および動的MACエントリのテレメトリデータを送信するMACパス。

• IPv4と IPv6隣接のテレメトリデータを送信する隣接関係パス。

サブスクリプションを作成すると、選択したパスのすべてのテレメトリデータが基準値として

受信者にストリーミングされます。基準値の後、イベント通知のみが受信者にストリーミング

されます。

ネイティブデータ送信元パスのストリーミングは、次のエンコーディングタイプをサポート

します：

• Google Protobuf（GPB）

• JavaScript Object Notation（JSON）

•コンパクト Google Protobuf (コンパクト GPB)

ネイティブデータ送信元パス用にストリーミングされるテレメトリ

データ

次の表は、各ソースパスについて、サブスクリプションが最初に作成されたとき（ベースライ

ン）とイベント通知が発生したときにストリーミングされる情報を示しています。
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イベント通知（Event
Notifications）

サブスクリプションベースラ

イン

Path Type

全てのルートの送信RIB
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イベント通知（Event
Notifications）

サブスクリプションベースラ

イン

Path Type

イベントの作成、更新、およ

び削除に関するイベント通知

を送信します。次の値は、RIB
パスのテレメトリを介してエ

クスポートされます：

•ネクストホップルーティ
ング情報：

•ネクストホップのア
ドレス

•ネクストホップの発
信インターフェイス

•ネクストホップの
VRF名

•ネクストホップの所
有者

•ネクストホップの優
先度

•ネクストホップのメ
トリック

•ネクストホップのタ
グ

•ネクストホップのセ
グメント識別子

•ネクストホップのト
ンネル識別子

•ネクストホップのカ
プセル化タイプ

•ネクストホップタイ
プのフラグのビット

ごとの OR

•レイヤ 3のルーティング
情報を検証する：

•ルートの VRF名

•ルートプレフィック
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イベント通知（Event
Notifications）

サブスクリプションベースラ

イン

Path Type

スアドレス

•ルートのマスク長

•ルートのネクスト
ホップ数

•イベントの種類

•ネクストホップ

イベントの追加、更新および

削除に関するイベント通知を

送信します。次の値は、MAC
パスのテレメトリを通じてエ

クスポートされます：

• MACアドレス（MAC
address）

• MACアドレスタイプ

• VLAN番号

•インターフェイス名

•イベントタイプ

イベント通知では、静的エン

トリーとダイナミックエント

リーの両方がサポートされて

います。

静的およびダイナミックMAC
エントリに対して DMEから
GETALLを実行します。

MAC
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イベント通知（Event
Notifications）

サブスクリプションベースラ

イン

Path Type

イベントの追加、更新および

削除に関するイベント通知を

送信します。次の値は、隣接

関係（アジャセンシー）パス

のテレメトリを通じてエクス

ポートされます：

• IPアドレス

• MACアドレス

•インターフェイス名

•物理インターフェイス名

• VRF名

•プリファレンス

•隣接の送信元

•隣接関係（アジャセン
シー）のアドレスファミ

リ

•隣接関係（アジャセン
シー）のイベントタイプ

IPv4および IPv6隣接関係（ア
ジャセンシー）を送信しま

す。

隣接

詳細については、Github https://github.com/CiscoDevNet/nx-telemetry-protoを参照してください。

ネイティブデータソースパスの注意事項と制限事項

ネイティブデータ送信元パス機能には、次の注意事項と制約事項があります。

• RIB、MAC、および隣接関係（アジャセンシー）のネイティブデータ送信元パスからのス
トリーミングの場合、センサーパスプロパティの更新は、depth、query-conditionあるい
は、filter-conditionなどのカスタム基準をサポートしません。

• Cisco NX-OSリリース 10.4(3)F以降では、RIBネイティブパスのサンプルベースのサブス
クリプションまたは更新のみをサポートする、新しいクエリ条件が導入されています。

ルーティング情報のネイティブデータ送信元パスの構成

URIBに含まれるすべてのルートに関する情報を送信するルーティング情報のネイティブデー
タ送信元パスを構成できます。登録すると、基準値はすべてのルート情報を送信します。ベー

スラインの後、スイッチがサポートするルーティングプロトコルのルート更新と削除操作につ
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いて通知が送信されます。RIB通知で送信されるデータについては、ネイティブデータ送信元
パス用にストリーミングされるテレメトリデータ（398ページ）を参照してください。

始める前に

テレメトリ機能を有効にしていない場合は、ここで有効にします（feature telemetry）。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. data-source native
5. path rib query-condition [data=ephemeral | updates_only]
6. destination-group grp_id

7. ip address ip_addr port port protocol { HTTP | gRPC } encoding { JSON | GPB |
GPB-compact }

8. subscription sub_id

9. snsr-group sgrp_id sample-interval interval

10. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを作成します。sensor-group sgrp_id

例：

ステップ 3

switch-1(conf-tm-sub)# sensor-grp 6
switch-1(conf-tm-sub)#

特定のモデルやデータベースを必要とせずに、ネイ

ティブアプリケーションがストリームデータを使

data-source native

例：

ステップ 4

用できるように、データ送信元をネイティブに設定

します。
switch-1(conf-tm-sensor)# data-source native
switch-1(conf-tm-sensor)#
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目的コマンドまたはアクション

ルートとルートアップデート情報をストリーミン

グする RIBパスを構成します。
path rib query-condition [data=ephemeral |
updates_only]

例：

ステップ 5

query condition data=ephemeral（オプション）：サ
ンプル間隔0または0以外を設定できます。このサnxosv2(conf-tm-sensor)# path rib

nxosv2(conf-tm-sensor)#
ンプル間隔によって、接続先にルート情報が定期的

例： に送信される頻度が決まります（構成されたサンプ

ル間隔で）。nxosv2(conf-tm-sensor)# path rib query condition
data=ephemeral
nxosv2(conf-tm-sensor)# query condition updates-only（オプション）：サン

プル間隔0でのみサポートされます。このクエリ条例：
件では、最初のスナップショットデータは送信されnxosv2(conf-tm-sensor)# path rib query condition

updates_only
nxosv2(conf-tm-sensor)#

ず、ルート情報の更新のみが接続先に送信されま

す。

テレメトリ接続先グループサブモードに入り、接

続先グループを構成します。

destination-group grp_id

例：

ステップ 6

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを、指定

された IPアドレスとポートにストリーミングする
ip address ip_addr port port protocol {HTTP | gRPC
} encoding { JSON | GPB | GPB-compact }

例：

ステップ 7

ように構成し、データストリームのプロトコルと

エンコードを設定します。switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol http encoding json
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb-compact
switch-1(conf-tm-dest)#

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 8

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションに

リンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 9

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、ribイ
ベントが発生したときに送信するかを決定します。

（注）
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目的コマンドまたはアクション

サンプリング間隔に応じて、ribセンサーパスは
ポーリング間隔に基づいてストリーミングします。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 10

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

MAC情報のネイティブデータ送信元パスの構成
MACテーブルのすべてのエントリに関する情報を送信するMAC情報のネイティブデータ送
信元パスを構成できます。登録すると、基準値はすべてのMAC情報を送信します。基準値の
後、MACアドレスの追加、更新、および削除操作の通知が送信されます。MAC通知で送信さ
れるデータについては、ネイティブデータ送信元パス用にストリーミングされるテレメトリ

データ（398ページ）を参照してください。

更新または削除イベントの場合、MAC通知は、IP隣接関係を持つMACアドレスに対しての
み送信されます。

（注）

始める前に

テレメトリ機能を有効にしていない場合は、ここで有効にします（feature telemetry）。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. data-source native
5. path mac
6. destination-group grp_id

7. ip address ip_addr port port protocol { HTTP | gRPC } encoding { JSON | GPB |
GPB-compact }

8. subscription sub_id

9. snsr-group sgrp_id sample-interval interval

10. dst-group dgrp_id
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手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを作成します。sensor-group sgrp_id

例：

ステップ 3

switch-1(conf-tm-sub)# sensor-grp 6
switch-1(conf-tm-sub)#

特定のモデルやデータベースを必要とせずに、ネイ

ティブアプリケーションがストリームデータを使

data-source native

例：

ステップ 4

用できるように、データ送信元をネイティブに設定

します。
switch-1(conf-tm-sensor)# data-source native
switch-1(conf-tm-sensor)#

MACエントリおよびMAC通知に関する情報をス
トリームするMACパスを構成します。

path mac

例：

ステップ 5

nxosv2(conf-tm-sensor)# path mac
nxosv2(conf-tm-sensor)#

テレメトリ接続先グループサブモードに入り、接

続先グループを構成します。

destination-group grp_id

例：

ステップ 6

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを、指定

された IPアドレスとポートにストリーミングする
ip address ip_addr port port protocol {HTTP | gRPC
} encoding { JSON | GPB | GPB-compact }

例：

ステップ 7

ように構成し、データストリームのプロトコルと

エンコードを設定します。switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol http encoding json
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb
switch-1(conf-tm-dest)#

例：
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目的コマンドまたはアクション

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb-compact
switch-1(conf-tm-dest)#

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 8

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションに

リンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 9

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信する

かを決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 10

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

すべてのMAC情報のネイティブデータ送信元パスの構成
レイヤ 3およびレイヤ 2から、MACテーブルのすべてのエントリに関する情報を送信する
MAC情報のネイティブデータ送信元パスを構成できます。登録すると、基準値はすべての
MAC情報を送信します。基準値の後、MACアドレスの追加、更新、および削除操作の通知が
送信されます。MAC通知で送信されるデータについては、ネイティブデータ送信元パス用に
ストリーミングされるテレメトリデータ（398ページ）を参照してください。

更新または削除イベントの場合、MAC通知は、IP隣接関係を持つMACアドレスに対しての
み送信されます。

（注）

始める前に

テレメトリ機能を有効にしていない場合は、ここで有効にします（feature telemetry）。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. data-source native
5. path mac-all
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6. destination-group grp_id

7. ip address ip_addr port port protocol { HTTP | gRPC } encoding { JSON | GPB |
GPB-compact }

8. subscription sub_id

9. snsr-group sgrp_id sample-interval interval

10. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを作成します。sensor-group sgrp_id

例：

ステップ 3

switch-1(conf-tm-sub)# sensor-grp 6
switch-1(conf-tm-sub)#

特定のモデルやデータベースを必要とせずに、ネイ

ティブアプリケーションがストリームデータを使

data-source native

例：

ステップ 4

用できるように、データ送信元をネイティブに設定

します。
switch-1(conf-tm-sensor)# data-source native
switch-1(conf-tm-sensor)#

すべてのMACエントリおよびMAC通知に関する
情報をストリームするMACパスを構成します。

path mac-all

例：

ステップ 5

nxosv2(conf-tm-sensor)# path mac-all
nxosv2(conf-tm-sensor)#

テレメトリ接続先グループサブモードに入り、接

続先グループを構成します。

destination-group grp_id

例：

ステップ 6

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを、指定

された IPアドレスとポートにストリーミングする
ip address ip_addr port port protocol {HTTP | gRPC
} encoding { JSON | GPB | GPB-compact }

例：

ステップ 7

ように構成し、データストリームのプロトコルと

エンコードを設定します。
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目的コマンドまたはアクション

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol http encoding json
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb-compact
switch-1(conf-tm-dest)#

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 8

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションに

リンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 9

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信する

かを決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 10

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

IP隣接のネイティブデータパスの構成
スイッチのすべての IPv4と IPv6隣接に関する情報を送信する IP隣接情報のネイティブデー
タ送信元パスを構成できます。登録すると、基準値はすべての隣接情報を送信します。基準値

の後、隣接操作の追加、更新、および削除に関する通知が送信されます。隣接関係通知で送信

されるデータについては、ネイティブデータ送信元パス用にストリーミングされるテレメト

リデータ（398ページ）を参照してください。

始める前に

テレメトリ機能を有効にしていない場合は、ここで有効にします（feature telemetry）。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id
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4. data-source native
5. path adjacency
6. destination-group grp_id

7. ip address ip_addr port port protocol { HTTP | gRPC } encoding { JSON | GPB |
GPB-compact }

8. subscription sub_id

9. snsr-group sgrp_id sample-interval interval

10. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを作成します。sensor-group sgrp_id

例：

ステップ 3

switch-1(conf-tm-sub)# sensor-grp 6
switch-1(conf-tm-sub)#

ネイティブアプリケーションがストリームデータ

を使用できるように、データ送信元をネイティブに

設定します。

data-source native

例：

switch-1(conf-tm-sensor)# data-source native
switch-1(conf-tm-sensor)#

ステップ 4

IPv4と IPv6隣接に関する情報をストリームする隣
接パスを構成します。

path adjacency

例：

ステップ 5

nxosv2(conf-tm-sensor)# path adjacency
nxosv2(conf-tm-sensor)#

テレメトリ接続先グループサブモードに入り、接

続先グループを構成します。

destination-group grp_id

例：

ステップ 6

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#
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目的コマンドまたはアクション

サブスクリプションのテレメトリデータを、指定

された IPアドレスとポートにストリーミングする
ip address ip_addr port port protocol {HTTP | gRPC
} encoding { JSON | GPB | GPB-compact }

例：

ステップ 7

ように構成し、データストリームのプロトコルと

エンコードを設定します。switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol http encoding json
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb-compact
switch-1(conf-tm-dest)#

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 8

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションに

リンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 9

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、イン

ターフェイスイベントが発生したときに送信する

かを決定します。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 10

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

ネイティブデータソースパス情報の表示

NX-OSの show telemetry event collectorコマンドを使用して、ネイティブデータソースパス
の統計情報とカウンタ、またはエラーを表示できます。

統計情報の表示

show telemetry event collector statsコマンドを発行して、各ネイティブデータソースパスの統
計情報とカウンタを表示できます。

RIBパスの統計情報の例：
switch-1# show telemetry event collector stats
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--------------------------------------------------------------------------------
Row ID Collection Count Latest Collection Time Sensor Path(GroupId)
--------------------------------------------------------------------------------
1 4 Mon Jul 01 13:53:42.384 PST rib(1)
switch-1#

MACパスの統計情報の例：
switch-1# show telemetry event collector stats

--------------------------------------------------------------------------------
Row ID Collection Count Latest Collection Time Sensor Path(GroupId)
--------------------------------------------------------------------------------
1 3 Mon Jul 01 14:01:32.161 PST mac(1)
switch-1#

隣接パスの統計情報の例：

switch-1# show telemetry event collector stats

--------------------------------------------------------------------------------
Row ID Collection Count Latest Collection Time Sensor Path(GroupId)
--------------------------------------------------------------------------------
1 7 Mon Jul 01 14:47:32.260 PST adjacency(1)
switch-1#

エラーカウンタの表示

show telemetry event collector statsコマンドを使用して、すべてのネイティブデータソースパ
スのエラーの合計を表示できます。

switch-1# show telemetry event collector errors

-------------------------------------------------------------------------------
-
Error Description Error Count
-------------------------------------------------------------------------------
-
Dme Event Subscription Init Failures - 0
Event Data Enqueue Failures - 0
Event Subscription Failures - 0
Pending Subscription List Create Failures - 0
Subscription Hash Table Create Failures - 0
Subscription Hash Table Destroy Failures - 0
Subscription Hash Table Insert Failures - 0
Subscription Hash Table Remove Failures - 0
switch-1#

ストリーミング Syslog

テレメトリ用のストリーミング Syslogについて
Cisco NX-OSリリース 9.3(3)以降、モデル駆動型テレメトリは、YANGをデータソースとして
使用するsyslogのストリーミングをサポートします。サブスクリプションを作成すると、すべ
ての syslogが基準値として受信者にストリーミングされます。この機能は NX-SDKと連携し
て、次の syslogパスからのストリーミング syslogデータをサポートします。
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• Cisco-NX-OS-Syslog-oper:syslog

• Cisco-NX-OS-Syslog-oper:syslog/messages

基準値の後は、syslogイベント通知のみが受信者にストリーミングされます。syslogパスのス
トリーミングは、次のエンコーディングタイプをサポートします：

• Google Protobuf（GPB）

• JavaScript Object Notation（JSON）

ルーティング情報のネイティブデータ送信元パスの構成

URIBに含まれるすべてのルートに関する情報を送信するルーティング情報のネイティブデー
タ送信元パスを構成できます。登録すると、基準値はすべてのルート情報を送信します。ベー

スラインの後、スイッチがサポートするルーティングプロトコルのルート更新と削除操作につ

いて通知が送信されます。RIB通知で送信されるデータについては、ネイティブデータ送信元
パス用にストリーミングされるテレメトリデータ（398ページ）を参照してください。

始める前に

テレメトリ機能を有効にしていない場合は、ここで有効にします（feature telemetry）。

手順の概要

1. configure terminal
2. telemetry
3. sensor-group sgrp_id

4. data-source native
5. path rib query-condition [data=ephemeral | updates_only]
6. destination-group grp_id

7. ip address ip_addr port port protocol { HTTP | gRPC } encoding { JSON | GPB |
GPB-compact }

8. subscription sub_id

9. snsr-group sgrp_id sample-interval interval

10. dst-group dgrp_id

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションモードを入力します。configure terminal

例：

ステップ 1

switch-1# configure terminal
switch-1(config)#
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目的コマンドまたはアクション

テレメトリ機能の構成モードに入ります。telemetry

例：

ステップ 2

switch-1(config)# telemetry
switch-1(config-telemetry)#

センサーグループを作成します。sensor-group sgrp_id

例：

ステップ 3

switch-1(conf-tm-sub)# sensor-grp 6
switch-1(conf-tm-sub)#

特定のモデルやデータベースを必要とせずに、ネイ

ティブアプリケーションがストリームデータを使

data-source native

例：

ステップ 4

用できるように、データ送信元をネイティブに設定

します。
switch-1(conf-tm-sensor)# data-source native
switch-1(conf-tm-sensor)#

ルートとルートアップデート情報をストリーミン

グする RIBパスを構成します。
path rib query-condition [data=ephemeral |
updates_only]

例：

ステップ 5

query condition data=ephemeral（オプション）：サ
ンプル間隔0または0以外を設定できます。このサnxosv2(conf-tm-sensor)# path rib

nxosv2(conf-tm-sensor)#
ンプル間隔によって、接続先にルート情報が定期的

例： に送信される頻度が決まります（構成されたサンプ

ル間隔で）。nxosv2(conf-tm-sensor)# path rib query condition
data=ephemeral
nxosv2(conf-tm-sensor)# query condition updates-only（オプション）：サン

プル間隔0でのみサポートされます。このクエリ条例：
件では、最初のスナップショットデータは送信されnxosv2(conf-tm-sensor)# path rib query condition

updates_only
nxosv2(conf-tm-sensor)#

ず、ルート情報の更新のみが接続先に送信されま

す。

テレメトリ接続先グループサブモードに入り、接

続先グループを構成します。

destination-group grp_id

例：

ステップ 6

switch-1(conf-tm-sensor)# destination-group 33
switch-1(conf-tm-dest)#

サブスクリプションのテレメトリデータを、指定

された IPアドレスとポートにストリーミングする
ip address ip_addr port port protocol {HTTP | gRPC
} encoding { JSON | GPB | GPB-compact }

例：

ステップ 7

ように構成し、データストリームのプロトコルと

エンコードを設定します。switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol http encoding json
switch-1(conf-tm-dest)#

例：

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb
switch-1(conf-tm-dest)#

例：
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目的コマンドまたはアクション

switch-1(conf-tm-dest)# ip address 192.0.2.11
port 50001 protocol grpc encoding gpb-compact
switch-1(conf-tm-dest)#

テレメトリサブスクリプションサブモードに入り、

テレメトリサブスクリプションを構成します。

subscription sub_id

例：

ステップ 8

switch-1(conf-tm-dest)# subscription 33
switch-1(conf-tm-sub)#

センサーグループを現在のサブスクリプションに

リンクして、データのサンプリング間隔（ミリ秒単

snsr-group sgrp_id sample-interval interval

例：

ステップ 9

位）を設定します。サンプリング間隔は、スイッチ
switch-1(conf-tm-sub)# snsr-grp 6 sample-interval
5000
switch-1(conf-tm-sub)#

がテレメトリデータを定期的に送信するか、ribイ
ベントが発生したときに送信するかを決定します。

（注）

サンプリング間隔に応じて、ribセンサーパスは
ポーリング間隔に基づいてストリーミングします。

接続先グループをこのサブスクリプションにリンク

します。指定する接続先グループは、

dst-group dgrp_id

例：

ステップ 10

destination-groupコマンドで設定した接続先グルー
プと一致する必要があります。

switch-1(conf-tm-sub)# dst-grp 33
switch-1(conf-tm-sub)#

Syslogパスのテレメトリデータストリーミング
送信元パスごとに、次のテーブルは、サブスクリプションが最初に作成されるときの「ベース

ライン」で、そしてイベントの通知が発生するときに、どんな情報がストリーミングされるか

を示しています。
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イベント通知サブスクリプションベースラ

イン

パス

スイッチで発生した syslogの
イベント通知を送信します。

• message-id

• node-name

• time-stamp

• time-of-day

• time-zone

• category

• message-name

•重大度

• text

スイッチから既存のすべての

syslogをストリーミングしま
す。

Cisco-NX-OS-Syslog-oper:syslog/messages

syslogパス情報の表示

syslogパスの統計情報とカウンタ、またはエラーを表示するには、CiscoNX-OSの showtelemetry
event collectorコマンドを使用します。

統計情報の表示

show telemetry event collector statsコマンドを入力すると、syslogパスごとの統計情報とカウン
タを表示できます。

次に、syslogパスの統計情報の例を示します。
switch# show telemetry event collector stats

--------------------------------------------------------------------------------
Row ID Collection Count Latest Collection Time Sensor Path(GroupId)
--------------------------------------------------------------------------------
1 138 Tue Dec 03 11:20:08.200 PST
Cisco-NX-OS-Syslog-oper:syslog(1)
2 138 Tue Dec 03 11:20:08.200 PST
Cisco-NX-OS-Syslog-oper:syslog/messages(1)

エラーカウンタの表示

show telemetry event collector errorsコマンドを使用すると、すべての syslogパスのエラーの合
計を表示できます。

switch(config-if)# show telemetry event collector errors

--------------------------------------------------------------------------------
Error Description Error Count
--------------------------------------------------------------------------------
Dme Event Subscription Init Failures - 0

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
416

モデル駆動型プログラマビリティ

Syslogパスのテレメトリデータストリーミング



Event Data Enqueue Failures - 0
Event Subscription Failures - 0
Pending Subscription List Create Failures - 0
Subscription Hash Table Create Failures - 0
Subscription Hash Table Destroy Failures - 0
Subscription Hash Table Insert Failures - 0
Subscription Hash Table Remove Failures - 0

JSON出力の例
次に、JSON出力のサンプルを示します。

172.19.216.13 - - [03/Dec/2019 19:38:50] "POST
/network/Cisco-NX-OS-Syslog-oper%3Asyslog%2Fmessages HTTP/1.0" 200 -
172.19.216.13 - - [03/Dec/2019 19:38:50] "POST
/network/Cisco-NX-OS-Syslog-oper%3Asyslog%2Fmessages HTTP/1.0" 200 -
>>> URL : /network/Cisco-NX-OS-Syslog-oper%3Asyslog%2Fmessages
>>> TM-HTTP-VER : 1.0.0
>>> TM-HTTP-CNT : 1
>>> Content-Type : application/json
>>> Content-Length : 578

Path => Cisco-NX-OS-Syslog-oper:syslog/messages
node_id_str : task-n9k-1
collection_id : 40
data_source : YANG
data :

[
[
{
"message-id": 420

},
{
"category": "ETHPORT",
"group": "ETHPORT",
"message-name": "IF_UP",
"node-name": "task-n9k-1",
"severity": 5,
"text": "Interface loopback10 is up ",
"time-of-day": "Dec 3 2019 11:38:51",
"time-stamp": "1575401931000",
"time-zone": ""

}
]

]

•

KVGPBの出力例
次に KVGPBの出力例を示します。
KVGPB Output:
---Telemetry msg received @ 18:22:04 UTC

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
417

モデル駆動型プログラマビリティ

JSON出力の例



Read frag:1 size:339 continue to block on read..

All the fragments:1 read successfully total size read:339

node_id_str: "task-n9k-1"

subscription_id_str: "1"

collection_id: 374

data_gpbkv {

fields {

name: "keys"

fields {

name: "message-id"

uint32_value: 374

}

}

fields {

name: "content"

fields {

fields {

name: "node-name"

string_value: "task-n9k-1"

}

fields {

name: "time-of-day"

string_value: "Jun 26 2019 18:20:21"

}

fields {

name: "time-stamp"

uint64_value: 1574293838000

}

fields {

name: "time-zone"

string_value: "UTC"

}
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fields {

name: "process-name"

string_value: ""

}

fields {

name: "category"

string_value: "VSHD"

}

fields {

name: "group"

string_value: "VSHD"

}

fields {

name: "message-name"

string_value: "VSHD_SYSLOG_CONFIG_I"

}

fields {

name: "severity"

uint32_value: 5

}

fields {

name: "text"

string_value: "Configured from vty by admin on console0"

}

}

}

}

•
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その他の参考資料

関連資料

マニュアルタイトル関連項目

[VXLAN EVPNソリューションのテレメトリ展

開（Telemetry Deployment for VXLAN EVPN

Solution）]

VXLAN EVPNのテレメトリ展開の構成例。
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第 25 章

OpenConfig YANG

ここでは、次の内容について説明します。

• OpenConfig YANGについて（421ページ）
• OpenConfig YANGのガイドラインと制限事項（422ページ）
• BGPルーティングインスタンスの削除について（431ページ）
• YANGの検証（432ページ）
• OpenConfigサポートの有効化（432ページ）

OpenConfig YANGについて
OpenConfig YANGは、宣言型の構成やモデル駆動型の管理と操作など、最新のネットワーキ
ングの原則をサポートしています。OpenConfigは、ネットワークの構成とモニタリングのため
にベンダーに依存しないデータモデルを提供します。また、サブスクリプションとイベント更

新ストリーミングにより、プルモデルからプッシュモデルへの移行を支援します。

CiscoNX-OSリリース9.2(1)以降、幅広い機能エリアにわたってサポートが追加されています。
これらには、BGP、OSPF、インターフェイスL2とL3、VRF、VLAN、TACACが含まれます。

CPU使用率は、ユーザーとカーネルの使用率の値の合計です。この値は、「システム技術情報
を表示」の出力に表示されるユーザーとカーネルの割合の合計とほぼ同じです。

最小、最大、平均、最小時間、および最大時間の値は、30秒の移動ウィンドウで計算されま
す。この 30秒のウィンドウでは、CPU使用率が 5秒ごとに計算されます。最小値、最大値、
および平均値は、これらの 6つのサンプルで計算されます。

過去 30秒のウィンドウ内で最小値と最大値が発生する時刻は、エポック時間フォーマットで
表示されます。

OpenConfig YANGの詳細については、「OpenConfig YANGについて」を参照してください。

Cisco NX-OS 9.2（1）の OpenConfigモデルについては、「YANGモデル 9.2(1)」を参照してく
ださい。OpenConfigYANGモデルはCiscoNX-OSリリースごとにグループ化されているため、
Cisco NX-OSリリース番号が変更されると、URLの最後の桁が変更されます。

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
421

https://developer.cisco.com/docs/openconfig-yang-release-9-2x/
https://github.com/YangModels/yang/tree/master/vendor/cisco/nx/9.2-1


OpenConfig YANGのガイドラインと制限事項
OpenConfig YANGには、次のガイドラインと制限事項があります。

• IPv4および IPv6アドレスの場合、IPアドレスフィールド（oc-ip:ipおよび
oc-ip:prefix_length）の削除と削除に同じ操作を提供する必要があります。

例：

oc-ip:ip: remove
oc-ip:prefix_length: remove

• OSPFアクションメトリックがBGP set medプロパティよりも優先されるため、OpenConfig
NETCONFを介して同じルートマップ内のメトリックを使用したset medと一緒のBGPア
クションおよび OSPFアクションを設定することは推奨されません。

2つの異なるルートマップを使用して、OSPFアクションでメトリックを設定します。個
別のルートマップを使用して BGPアクションの下でset-medを使用します。

単一のペイロードで、BGPアクションのメトリックを OSPFアクションに変更したり、
OSPFアクションをルートマップの BGPアクションに変更したりしないことをお勧めし
ます。

•有効な BGPインスタンスを使用するには、自律システム (AS)番号を指定する必要があり
ます。AS番号にデフォルト値が存在しないため、NETCONF / OPENCONFIGで削除しよ
うとすると<asn>BGPインスタンスを削除しないと、次の強調表示されたエラーメッセー
ジが表示されます。

764
<nc:rpc xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
message-id="urn:uuid:1ea09de2-605e-46aa-984b-9dfdad03354d">
<nc:edit-config>
<nc:target>
<nc:running/>

</nc:target>
<nc:config>
<network-instances xmlns="http://openconfig.net/yang/network-instance">
<network-instance>
<name>default</name>
<protocols>
<protocol>
<identifier>BGP</identifier>
<name>bgp</name>
<bgp>
<global>
<config nc:operation="delete">
<as>100</as>

</config>
</global>
<neighbors>
<neighbor>
<neighbor-address>1.1.1.1</neighbor-address>
<enable-bfd xmlns="http://openconfig.net/yang/bfd">
<config>
<enabled>true</enabled>

</config>
</enable-bfd>
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</neighbor>
</neighbors>

</bgp>
</protocol>

</protocols>
</network-instance>

</network-instances>
</nc:config>

</nc:edit-config>
</nc:rpc>

##
Received:
<rpc-reply xmlns="urn:ietf:params:xml:ns:netconf:base:1.0"
message-id="urn:uuid:1ea09de2-605e-46aa-984b-9dfdad03354d">

<rpc-error>
<error-type>protocol</error-type>
<error-tag>operation-failed</error-tag>
<error-severity>error</error-severity>

<error-message xml:lang="en">invalid property value , for property asn, class
bgpInst</error-message>

<error-path>/config/network-instances</error-path>
</rpc-error>
<rpc-error>

<error-type>protocol</error-type>
<error-tag>operation-failed</error-tag>
<error-severity>error</error-severity>

<error-message xml:lang="en">invalid property value , for property asn, class
bgpInst Commit Failed</error-message>

<error-path>/config/network-instances</error-path>
</rpc-error>

</rpc-reply>

• OC-BGP-POLICYには、次の OpenConfig YANG制限があります：

•アクションタイプは、community-setおよび as-path-setに対して常に[許可

（permit）]され、次のコンテナに適用されます。

• /bgp-defined-sets/community-sets/community-set/

• /bgp-defined-sets/as-path-sets/as-path-set/

OpenConfig YANGには、community-setおよび as-path-setの CLIにあるよう
なアクションタイプの概念はありません。したがって、community-setおよび
as-path-setのアクションタイプは常に permitです。

•このコンテナには、次の OpenConfig YANG制限が適用されます。
/bgp-defined-sets/community-sets/community-set/

CLIでは、community-listには、標準と拡張の 2つの異なるタイプがあります。
ただし、OpenConfig YANGモデルでは、community-set-nameにそのような区別
はありません。

OpenConfig YANGを使用して community-set-nameを作成すると、次のことが内
部で発生します。
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• community-memberが標準形式（AS:NN）の場合、community-set-nameの
後に _stdサフィックスが追加されます。

• community-memberが展開形式（正規表現）の場合、community-set-name
の後に _expサフィックスが追加されます。

<community-set>
<community-set-name>oc_commset1d</community-set-name>
<config>

<community-set-name>oc_commset1d</community-set-name>
<community-member>0:1</community-member>
<community-member>_1_</community-member>

</config>
</community-set>

上記の OpenConfig YANG構成は、次の CLIにマップされます。
ip community-list expanded oc_commset1d_exp seq 5 permit "_1_"
ip community-list standard oc_commset1d_std seq 5 permit 0:1

•このコンテナには、次の OpenConfig YANG制限が適用されます。
/bgp-conditions/match-community-set/config/community-set/

OpenConfig YANGは 1つのコミュニティ セットにのみマッピングできますが、CLI
はコミュニティ セットの複数のインスタンスに一致できます。

• CLIの場合：
ip community-list standard 1-1 seq 1 permit 1:1
ip community-list standard 1-2 seq 1 permit 1:2
ip community-list standard 1-3 seq 1 permit 1:3

route-map To_LC permit 10
match community 1-1 1-2 1-3

•対応する OpenConfig YANGペイロードは次のとおりです。
<config>
<routing-policy xmlns="http://openconfig.net/yang/routing-policy">
<defined-sets>
<bgp-defined-sets xmlns="http://openconfig.net/yang/bgp-policy">
<community-sets>
<community-set>
<community-set-name>cs</community-set-name>
<config>
<community-set-name>cs</community-set-name>
<community-member>1:1</community-member>
<community-member>1:2</community-member>
<community-member>1:3</community-member>

</config>
</community-set>

</community-sets>
</bgp-defined-sets>

</defined-sets>
<policy-definitions>
<policy-definition>
<name>To_LC</name>
<statements>
<statement>
<name>10</name>
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<conditions>
<bgp-conditions xmlns="http://openconfig.net/yang/bgp-policy">

<match-community-set>
<config>
<community-set>cs</community-set>

</config>
</match-community-set>

</bgp-conditions>
</conditions>

</statement>
</statements>

</policy-definition>
</policy-definitions>

</routing-policy>
</config>

回避策として、OpenConfigYANGを介して複数のステートメントを持つ1つのコミュ
ニティを作成します。

ip community-list standard cs_std seq 5 permit 1:1
ip community-list standard cs_std seq 10 permit 1:2
ip community-list standard cs_std seq 15 permit 1:3

route-map To_LC permit 10
match community cs_std

•次の OpenConfig YANG制限がこのコンテナに適用されます。
/bgp-conditions/state/next-hop-in

OpenConfig YANGでは、next-hop-inタイプは IPアドレスですが、CLIでは IPプ
レフィックスです。

OpenConfig YANGを介して next-hop-inを作成する際、IPアドレスは CLI設定で
「/32」マスクプレフィックスに変換されます。例：

•以下は、OpenConfig YANGペイロードの next-hop-inの例です。

<policy-definition>
<name>sc0</name>
<statements>

<statement>
<name>5</name>
<conditions>
<bgp-conditions xmlns="http://openconfig.net/yang/bgp-policy">

<config>
<next-hop-in>2.3.4.5</next-hop-in>

</config>
</bgp-conditions>

</conditions>
</statement>

</statements>
</policy-definition>

•以下は、CLIでの同じ情報の例です。
ip prefix-list IPV4_PFX_LIST_OPENCONFIG_sc0_5 seq 5 permit 2.3.4.5/32
route-map sc0 permit 5
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match ip next-hop prefix-list IPV4_PFX_LIST_OPENCONFIG_sc0_5

• OC-BGP-POLICYには、次の NX-OS制限があります。

• /bgp-actions/set-community/config/method enum "REFERENCE"はサポー
トされていません。

• /bgp-actions/config/set-next-hopの OpenConfig YANGモデルでサポートさ
れている enum "SELF"はサポートされていません。

• OC-BGP-POLICYの場
合、/bgp-conditions/match-community-set/config/community-set は、
match community <community-set>_stdにのみマップされるので、標準コミュニ
ティのみがサポートされます。拡張コミュニティセットへの一致はサポートされていませ

ん。

•タグセットの定義済みセットは現在実装されていないため、match-tag-setの置換には
制限があります。

現在、match-tag-setを置き換えると、値が追加されます。match-tag-setを置き換
えるには、それを削除してから、もう一度作成します。

• FIPSには、OSPF OpenConfig YANGの注意事項および制約事項が適用されます。

• OSPFでエリア構成を構成して削除すると、削除されたエリア (古いエントリ)が引き
続き DMEに表示されます。これらの古いエリアエントリは、OpenConfig YANGの
GETCONFIG/GET出力に表示されます。

• OSPFポリシー match ospf-area構成の OpenConfig YANGでサポートされるエリ
アは 1つだけです。CLIでは、match ospf-area 100 101など、複数のエリアに一致する
ように設定できます。ただし、OpenConfig YANGでは、1つのエリアのみを設定でき
ます（たとえば、match ospf-area 100）。

•エリア仮想リンクおよびエリアインターフェイス構成ペイロードは、同じエリアリ
ストの下に置くことはできません。エリアコンテナペイロードを同じペイロード内

の仮想リンクエリアとインターフェイスエリアとして分割します。

• MD5認証文字列は、OSPF OpenConfig YANGでは構成できません。

OSPFモデルでは、認証に対して認証タイプが定義されています。
leaf authentication-type {
type string;
description
"The type of authentication that should be used on this
interface";

}

OSPF OpenConfig YANGは、認証パスワードのオプションをサポートしていません。

• OSPFエリア認証構成はサポートされていません。たとえば、area 0.0.0.200
authentication message-digestは、OpenConfig YANGから設定できません。
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•デフォルトのネットワークインスタンスでプロトコルコンテナを削除しても、デフォ
ルトの VRF（たとえば、router ospf 1/router bgp 1）に該当する OSPF/BGPインスタ
ンス設定は削除されません。

•次に、OpenConfigペイロードと Cisco Nexus 9000インターフェイス間の VLAN設定に関
する注意事項と制限事項を示します。

•トランクモードインターフェイスとトランクVLANを同じOpenConfigペイロードで
同時に構成しようとすると、構成が正常に完了しません。ただし、ペイロードを分割

してトランクモードインターフェイスが最初に送信され、次にトランク VLANが送
信されると、構成は正常に完了します。

CiscoNX-OSインターフェイスでは、インターフェイスモードのデフォルト値はaccess
です。トランク関連の設定を実装するには、最初にインターフェイスモードを trunk
に変更してから、トランクVLAN範囲を設定する必要があります。これらの構成は、
個別のペイロードで行います。

次の例は、トランクモードと VLAN範囲を設定するための個別のペイロードを示し
ています。

例 1、インターフェイスをトランクモードに設定するペイロード。
<rpc xmlns="urn:ietf:params:xml:ns:netconf:base:1.0" message-id="101">
<edit-config>
<target>
<running/>

</target>
<config>
<interfaces xmlns="http://openconfig.net/yang/interfaces">
<interface>
<name>eth1/47</name>
<subinterfaces>
<subinterface>
<index>0</index>
<config>
<index>0</index>

</config>
</subinterface>

</subinterfaces>
<ethernet xmlns="http://openconfig.net/yang/interfaces/ethernet">
<switched-vlan xmlns="http://openconfig.net/yang/vlan">
<config>
<interface-mode>TRUNK</interface-mode>

</config>
</switched-vlan>

</ethernet>
</interface>

</interfaces>
</config>

</edit-config>
</rpc>

例 2、VLAN範囲を構成するペイロード。
<rpc xmlns="urn:ietf:params:xml:ns:netconf:base:1.0" message-id="101">
<edit-config>
<target>
<running/>

</target>
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<config>
<interfaces xmlns="http://openconfig.net/yang/interfaces">
<interface>
<name>eth1/47</name>
<subinterfaces>
<subinterface>
<index>0</index>
<config>
<index>0</index>

</config>
</subinterface>

</subinterfaces>
<ethernet xmlns="http://openconfig.net/yang/interfaces/ethernet">
<switched-vlan xmlns="http://openconfig.net/yang/vlan">
<config>
<native-vlan>999</native-vlan>
<trunk-vlans xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"

nc:operation="delete">1..4094</trunk-vlans>
<trunk-vlans>401</trunk-vlans>
<trunk-vlans>999</trunk-vlans>

</config>
</switched-vlan>

</ethernet>
</interface>

</interfaces>
</config>

</edit-config>
</rpc>

• OpenConfig YANGの設計により、VLANを設定する場合、ペイロード内の VLANと
インターフェイスですでに設定されている VLANとの間に重複があってはなりませ
ん。オーバーラップが存在する場合、OpenConfigによる構成は失敗します。インター
フェイスに設定されている VLANが、OpenConfigペイロードの VLANと異なること
を確認してください。範囲内の開始 VLANと終了 VLANに特に注意してください。

•次の注意事項および制約事項が OC-LACPに適用されます。

•ポートチャネルモード：

• OC-LACPを使用すると、ポートチャネルインターフェイスでポートチャネル
モードを設定できます。ただし、NXOS-CLIを通じて、ポートチャネルモード
は、チャネルグループモードのアクティブまたはパッシブを使用してメンバー

インターフェイスで設定されます。

• OC-LACPはポートチャネルインターフェイスでポートチャネルモードを明示的
に設定しますが、ポートチャネルインターフェイスでNX-OS show running-config
コマンドを発行しても、空または空でないポートチャネルのポートチャネルモー

ド設定は表示されません。

•メンバーがポートチャネルに追加されると、show running interface ethernet <>
はポートチャネルモードの構成をチャネルグループモードのアクティブまたは

パッシブとして表示されます。
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OpenConfigを介して作成されたすべてのポートチャネルは、引き
続き OpenConfigによって管理される必要があります。

（注）

•ポートチャネルの間隔：

•ポートチャネルの間隔は、メンバーがシャット状態の場合にのみ変更できます。

• OC-LACP間隔はポートチャネルごとです。NX-OS LACP間隔は、ポートチャネ
ルメンバーごとです。この違いにより、次の動作が予想されます。

• OpenConfigを使用してポートチャネル間隔を設定すると、ポートチャネルの
すべてのメンバーに同じ設定が適用されます。

• OpenConfigを使用してポートチャネル間隔を構成し、後でメンバーがポート
チャネルに追加された場合、設定を新しいメンバーに適用するには、

OpenConfigを使用して間隔を再度設定する必要があります。

•システムMAC ID：

•このリリースでは、Cisco NX-OSはポートチャネルごとの system-id-macを

サポートしていません。

•次のメンバー状態データは、ポートが管理 up state:状態の場合にのみ存在します。

• LACP

•インターフェイス

•インターフェイス

•メンバー

•状態

• OpenConfig YANGを介してインターフェイスを追加しようとすると、OSPFv2はエラー応
答を送信できます。問題が発生すると、インターフェイスは追加されず、RPC応答には次
のように「リストのマージに失敗しました（list merge failed）」というエラーが含まれま
す。

<rpc-reply xmlns="urn:ietf:params:xml:ns:netconf:base:1.0"
message-id="urn:uuid:39507023-8569-4cf8-869c-e19aaf76a260">

<rpc-error>
<error-type>protocol</error-type>
<error-tag>operation-failed</error-tag>
<error-severity>error</error-severity>
<error-message xml:lang="en">List Merge Failed:

operation-failed</error-message>

<error-path>/network-instances/network-instance/protocols/protocol/ospfv2/areas/area/interfaces/interface/id</error-path>

</rpc-error>
</rpc-reply>
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• Hig (ii)ポートの統計のキューイングはサポートされていません。

•ユニキャスト、マルチキャスト、またはブロードキャストキューごとの txパケット、ま
たはバイト、およびドロップパケットは表示されません。OC応答に表示される統計は、
qos-groupごとの ucast、mcast、および bcastキューの合計です。

• OpenConfig YANGは、VLANレベルで適用される QoSポリシーの統計をサポートしてい
ません。

• OCを介して取得できる入力キュードロップ数は、プラットフォームに応じてスライス/
ポート/キューレベルで表示できます。

•以下は、switchport、shut/no shut、MTU、およびMACアドレスの OpenConfig設定のガイ
ドラインと制限です。

•スイッチポート、shut/no shut、MTU、およびMACアドレスを設定する場合は、ASCII
リロードが必要です。バイナリリロードを使用すると、構成が失われます。

•次の状態コンテナは、インターフェイス参照レベルの OpenConfig ACLに実装されていま
す。

• acl/interfaces/stateコンテナの
/acl/interfaces/interface/interface-ref/state。

• read-onlyoc-if:interfaceリーフの
acl/interfaces/interface/interface-ref/state/interface。

• read-onlyoc-if:subinterfaceリーフの
acl/interfaces/interface/interface-ref/state/subinterface。

•次のシステム構成コンテナは、ドメイン名、ログインバナー、およびmotd-バナーモデル
に実装されています。

• /system/config/domain-name for
/top:System/top:dns-items/top:prof-items/top:Prof-list/top:dom-items/top:name
container

• system/config/login-banner for
/top:System/top:userext-items/top:postloginbanner-items/top:message
container

• system/config/login-banner for
/top:System/top:userext-items/top:postloginbanner-items/top:message
container
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BGPルーティングインスタンスの削除について
OpenConfig YANGネットワークインスタンス（OCNI）を使用して、BGPルーティングイン
スタンス全体を削除するのではなく、デフォルトの VRFの BGP構成のみを削除しようとする
と、プロトコル/BGPレベルでBGP情報が削除されないことがあります。この状況では、ペイ
ロードに自律システム番号を含むプロトコルまたはBGPレベルで削除が行われると、BGPルー
ティングインスタンス全体が削除されるのではなく、デフォルトの VRFの設定のみが削除さ
れます。

以下は、BGPのデフォルト VRFで設定を削除するために使用されるペイロードの例です。
<rpc xmlns="urn:ietf:params:xml:ns:netconf:base:1.0" message-id="101">
<edit-config>
<target>
<running/>

</target>
<config>
<network-instances xmlns="http://openconfig.net/yang/network-instance">
<network-instance>
<name>default</name>
<protocols>
<protocol>
<identifier>BGP</identifier>
<name>bgp</name>
<bgp xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"

nc:operation="delete">
<global>
<config>
<as>100</as>

</config>
</global>

</bgp>
</protocol>

</protocols>
</network-instance>

</network-instances>
</config>

</edit-config>
</rpc>

予期される動作：BGPルーティングインスタンス自体を削除する必要があります。これは、
no router bgp 100と同等です。

実際の動作：デフォルトVRFの BGP構成のみが削除され、同等の単一の CLI構成はありませ
ん。

削除操作前の実行構成は次のとおりです。

router bgp 100
router-id 1.2.3.4
address-family ipv4 unicast
vrf abc
address-family ipv4 unicast
maximum-paths 2

削除操作後の実行構成は次のとおりです。
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router bgp 100
vrf abc
address-family ipv4 unicast
maximum-paths 2

YANGの検証
YANG設定を検証するには、次のコマンドを使用します。

表 22 : YANG検証

説明コマンド

サポートされているパスを表示します。show telemetry yang direct-path
cisco-nxos-device

OpenConfigサポートの有効化
プログラマビリティエージェント（NETCONF、RESTCONF、および gRPC）でOpenConfigサ
ポートを有効または無効にするには、「[no] feature openconfig」を設定します。例：
switch(config)# feature netconf
switch(config)# feature restconf
switch(config)# feature grpc
switch(config)# feature openconfig

以前のリリースでは、mtx-openconfig-all RPMは個別にダウンロードしてインストールしてい
ました。このメソッドは、10.2(2)Fリリースでは廃止されています。

（注）
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第 VI 部

XML管理インターフェイス
• XML管理インターフェイス（435ページ）





第 26 章

XML管理インターフェイス

ここでは、次の内容について説明します。

• XML管理インターフェイスについて（435ページ）
• XML管理インターフェイスのライセンス要件, on page 437
• XML管理インターフェイスを使用するための前提条件, on page 437
• XML管理インターフェイスを使用, on page 437
•サンプル XMLインスタンスに関する情報（450ページ）
•その他の参考資料, on page 457

XML管理インターフェイスについて

XML管理インターフェイスについて
XML管理インターフェイスを使用してデバイスを構成できます。インターフェイスは XML
ベースのネットワーク構成プロトコル（NETCONF）を使用します。これにより、デバイスを
管理し、インターフェイスを介して XML管理ツールまたはプログラムと通信できます。
NETCONFの Cisco NX-OS導入では、デバイスとの通信に Secure Shell（SSH）セッションを使
用する必要があります。

NETCONFは、リモートプロシージャコール（RPC）メッセージ内にデバイス構成要素を含め
ることができるXMLSchema（XSD）を使用して導入されます。RPCメッセージ内から、デバ
イスに実行させたいコマンドのタイプに一致するNETCONF操作の1つを選択します。NETCONF
を使用して、デバイスでCLIコマンドのセット全体を設定できます。NETCONFの使用につい
ては、NETCONF XMLインスタンスの作成, on page 440と RFC 4741を参照してください。

SSHを介した NETCONFの使用の詳細については、RFC 4742を参照してください。

このセクションは、次のトピックで構成されています。

• NETCONFレイヤ, on page 436
• SSH xmlagent, on page 436

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
435

http://tools.ietf.org/html/rfc4741
http://tools.ietf.org/html/rfc4742


NETCONFレイヤ

NETCONFレイヤは次のとおりです：

Table 23: NETCONFレイヤ

例レイヤ

SSHv2トランスポートプロトコル

<rpc>、<rpc-reply>RPC

<get-config>、<edit-config>運用者

showまたは構成コマンドコンテンツ

以下は、4つの NETCONFレイヤの説明です。

• SSHトランスポートプロトコル—クライアントとサーバ間の安全な暗号化接続を提供し
ます。

• RPCタグ：リクエスタからの構成コマンドと、それに対応する XMLサーバからの応答を
導入します。

• NETCONF操作タグ：構成コマンドのタイプを示します。
•格納ファイル—構成する機能の XML表現を示します。

SSH xmlagent

デバイスソフトウェアは、SSHバージョン 2を介した NETCONFをサポートする xmlagentと
呼ばれる SSHサービスを提供します。

xmlagentサービスは、Cisco NX-OSソフトウェアでは XMLサーバと呼ばれます。Note

NETCONF over SSHは、クライアントとXMLサーバ間の helloメッセージの交換から始まりま
す。最初の交換の後、クライアントはXML要求を送信し、サーバはXML応答で応答します。
クライアントとサーバは、文字シーケンス>で要求と応答を終了します。この文字シーケンス
は XMLでは有効ではないため、クライアントとサーバはメッセージがいつ終了するかを解釈
でき、通信の同期が維持されます。

この NETCONF XMLインスタンスの作成, on page 440セクションでは、使用できる XML構成
インスタンスを定義する XMLスキーマについて説明します。
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XML管理インターフェイスのライセンス要件
製品製品

XML管理インターフェースにはライセンスは
必要ありません。ライセンスパッケージに含

まれていない機能は Cisco NX-OSイメージに
バンドルされており、無料で提供されます。

NX-OSライセンス方式の詳細については、
『Cisco NX-OS Licensing Guide』を参照してく
ださい。

Cisco NX-OS

XML管理インターフェイスを使用するための前提条件
XML管理インターフェイスには、次の前提条件があります。

•クライアント PCに SSHv2をインストールする必要があります。
•クライアント PCに NETCONF over SSHをサポートする XML管理ツールをインストール
する必要があります。

•デバイスの XMLサーバに適切なオプションを設定する必要があります。

XML管理インターフェイスを使用
このセクションでは、XML管理インターフェイスを手動で構成して使用する方法について説
明します。デバイスのデフォルト設定で XML管理インターフェイスを使用します。

SSHおよび XMLサーバオプションの構成
デバイス上デフォルトでSSHサーバがイネーブル化されています。SSHを無効にする場合は、
クライアント PCで SSHセッションを開始する前に有効にする必要があります。

XMLサーバオプションを構成して、同時セッションの数とアクティブセッションのタイムア
ウトを制御できます。XMLドキュメントの検証を有効にして、XMLセッションを終了するこ
ともできます。

XMLサーバタイムアウトはアクティブセッションだけに適用できます。Note

SSHの構成の詳細については、ご使用のプラットフォームのCiscoNX-OSセキュリティ構成ガ
イドを参照してください。
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XMLコマンドの詳細については、ご使用のプラットフォームの Cisco NX-OSシステムマネジ
メント構成ガイドを参照してください。

SSHセッションを開始
次のようなコマンドを使用して、クライアント PCで SSHv2セッションを開始できます。

ssh2 username@ip-address -s xmlagent

ログインユーザー名、デバイスの IPアドレス、接続するサービスを入力します。xmlagentサー
ビスは、デバイスソフトウェアでは XMLサーバと呼ばれます。

SSHコマンドの構文は、クライアント PCの SSHソフトウェアによって異なることがありま
す。

Note

XMLサーバから helloメッセージを受信しない場合は、次の条件を確認してください。

•デバイスで SSHサーバがイネーブルになっています。
• XMLサーバの max-sessionsオプションは、デバイスへの SSH接続の数をサポートするの
に十分です。

•デバイス上の現用系 XMLサーバセッションの一部が使用されていません。

Helloメッセージを送信
XMLサーバーへのSSHセッションを開始すると、サーバはすぐにhelloメッセージで応答し、
サーバーの機能をクライアントに通知しますサーバーが他の要求を処理する前に、helloメッ
セージを使用してサーバーに機能をアドバタイズする必要があります。XMLサーバーは基本
機能のみをサポートし、クライアントからの基本機能のみのサポートを想定しています。

以下は、サーバーとクライアントからのサンプルの helloメッセージです。

すべての XMLドキュメントは、]]>]]>で終了して、SSH経由の NETCONFで同期がサポート
されるようにする必要があります。

Note

サーバーからの helloメッセージ

<?xml version="1.0"?>
<hello xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<capabilities>
<capability>urn:ietf:params:xml:ns:netconf:base:1.0</capability>
</capabilities>
<session-id>25241</session-id>

</hello>]]>]]>
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クライアントからの helloメッセージ

<?xml version="1.0"?>
<nc:hello xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0">
<nc:capabilities>
<nc:capability>urn:ietf:params:xml:ns:netconf:base:1.0</nc:capability>
</nc:capabilities>

</nc:hello>]]>]]>

XSDファイルの取得

Procedure

ステップ 1 ブラウザから、次の URLにあるシスコソフトウェアダウンロードサイトに移動します。

http://www.cisco.com/cisco/web/support/JP/loc/download/index.html

ソフトウェアダウンロードページが開きます。

ステップ 2 [製品の選択]リストで、Switches>DataCenterSwitches> [プラットフォーム（platform）]> [モデル（model）]
を選択します。

ステップ 3 登録済みの Ciscoユーザーとしてまだログインしていない場合は、ここでログインするようにプロンプト
します。

ステップ 4 ソフトウェアタイプの選択リストから、 NX-OS XML Schema Definition.を選択します。

ステップ 5 目的のリリースを見つけて Download.をクリックします

ステップ 6 リクエストをされたら、強力な暗号化ソフトウェアイメージをダウンロードするための資格を適用するに
は、次の手順を実行します。

Ciscoエンドユーザー使用許諾契約書が開きます。

ステップ 7 次の手順に従って、Agreeをクリックしてファイルを PCにダウンロードします。

XMLドキュメントを XMLサーバに送信する
コマンドシェルで開いた SSHセッションを介してXMLドキュメントをXMLサーバに送信す
るには、エディターから XMLテキストをコピーして、SSHセッションに貼り付けます。通
常、自動化されたメソッドを使用して XMLドキュメントを XMLサーバに送信しますが、こ
の方法で XMLサーバへの SSH接続を確認できます。

このメソッドの注意事項に従ってください：

•コマンドシェル出力で helloメッセージテキストを検索して、SSHセッションを開始した
直後に XMLサーバが helloメッセージを送信したことを確認します。
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• XML要求を送信する前に、クライアントの helloメッセージを送信します。XMLサーバ
は hello応答をすぐに送信するため、クライアント helloメッセージを送信した後、追加の
応答は送信されません。

• XMLドキュメントは常に文字シーケンス ]]>]]>で終了します。

NETCONF XMLインスタンスの作成
RPCタグおよび NETCONF操作タグ内に XMLデバイス要素を囲むことにより、NETCONF
XMLインスタンスを作成できます。XMLデバイス要素は、使用可能な CLIコマンドを XML
フォーマットで囲む機能ベースの XMLスキーマ定義（XSD）ファイルで定義されます。

以下は、フレームワークコンテキストの NETCONF XMLリクエストで使用されるタグです。
タグラインは次のレターコードでマークキングされています：

• X — XML宣言
• R — RPCリクエストタグ
• N — NETCONF操作タグ
• D —デバイスタグ

NETCONF XMLフレームワークのコンテキスト

X <?xml version="1.0"?>
R <nc:rpc message-id="1" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
R xmlns="http://www.cisco.com/nxos:1.0:nfcli”>
N <nc:get>
N <nc:filter type="subtree">
D <show>
D <xml>
D <server>
D <status/>
D </server>
D </xml>
D </show>
N </nc:filter>
N </nc:get>
R </nc:rpc>]]>]]>

任意のXMLエディタまたはXML管理インターフェイスツールを使用して、XMLインスタン
スを作成する必要があります。

Note

RPCリクエストタグ rpc

すべての NETCONF XMLインスタンスは、RPCリクエストタグ <rpc>で開始する必要があり
ます。RPCリクエストタグ<rpc>の例は、<rpc>要素を必須の message-id 属性と共に示して
います。message-id属性は、<rpc-reply>リクエストと返信を関連付けるために使用できます。
<rpc>ノードもまた、次の XML名前空間宣言も含まれています。

• NETCONF名前空間宣言：「urn:ietf:params:xml:ns:netconf:base:1.0」名前空間で定義されて
いる <rpc>と NETCONFタグは、netconf.xsdスキーマファイルに存在します。
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•デバイスの名前空間宣言：<rpc>とNETCONFタグによってカプセル化されたデバイスタ
グは、他の名前空間で定義されています。デバイスの名前空間は機能指向です。Cisco
NX-OS機能タグは、さまざまな名前空間で定義されています。RPCリクエストタグ<rpc>
は、nfcli機能を使用する例です。デバイスの名前空間が
「xmlns=http://www.cisco.com/nxos:1.0:nfcli」であることを宣言しています。 nfcli.xsdには、
この名前空間の定義が含まれています。詳細については、「XSDファイルの取得」に関す
るセクションを参照してください。

RPCタグリクエスト

<nc:rpc message-id="315" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns=http://www.cisco.com/nxos:1.0:nfcli">
...
</nc:rpc>]]>]]>

構成リクエスト

以下は、構成リクエストの例です。

<?xml version="1.0"?>
<nc:rpc message-id="16" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0:if_manager">
<nc:edit-config>
<nc:target>
<nc:running/>

</nc:target>
<nc:config>
<configure>
<__XML__MODE__exec_configure>
<interface>
<ethernet>
<interface>2/30</interface>
<__XML__MODE_if-ethernet>
<__XML__MODE_if-eth-base>
<description>
<desc_line>Marketing Network</desc_line>

</description>
</__XML__MODE_if-eth-base>

</__XML__MODE_if-ethernet>
</ethernet>

</interface>
</__XML__MODE__exec_configure>

</configure>
</nc:config>

</nc:edit-config>
</nc:rpc>]]>]]>

__XML__MODEタグは、NETCONFエージェントによって内部的に使用されます。一部のタ
グは、特定の __XML__MODEの子としてのみ存在します。スキーマファイルを調べると、
XMLで CLIコマンドを表すタグにつながる正しいモードタグを見つけることができます。

NETCONF動作タグ

NETCONFは、次の構成動作を提供します。
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Table 24: Cisco NX-OSの NETCONF動作

例説明NETCONF動作

NETCONFクロースセッショ
ンインスタンス, on page 451

XMLサーバーセッションを閉
じます。

close-session

NETCONFコミットインスタ
ンス -候補構成機能, onpage455

候補構成の現在のコンテンツ

に、実行構成を設定します。

commit

NETCONF Confirmed-commit
インスタンス , on page 455

指定された時間に構成をコ

ミットするためのパラメータ

を提供します。確認タイムア

ウト期間内にこの操作の後に

コミット操作が行われない場

合、構成は確認済みコミット

操作の前の状態に戻ります。

confirmed-commit

NETCONF copy-configインス
タンス, on page 451

送信元構成データストアのコ

ンテンツをターゲットデータ

ストアにコピーします。

copy-config

—操作がサポートされていませ

ん。

delete-config

NETCONF edit-configインスタ
ンス, on page 452

NETCONF rollback-on-errorイ
ンスタンス , on page 456

デバイスの実行構成の機能を

構成します。この動作は、構

成コマンドに使用します。

edit-config

NETCONF XMLインスタンス
の作成, on page 440

デバイスから構成情報を受信

します。この操作は showコマ
ンドに使用します。データの

ソースは実行コンフィギュ

レーションです。

get

NETCONF get-configインスタ
ンス, on page 453

構成の全体または一部を取得

する

get-config

NETCONFキルセッションイ
ンスタンス, on page 451

指定した XMLサーバーセッ
ションを閉じます。自分の

セッションを閉じることはで

きません。close-session
NETCONF動作を参照してく
ださい。

kill-session
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例説明NETCONF動作

NETCONFロックインスタン
ス, on page 454

クライアントがデバイスの構

成システムをロックすること

ができます

ロック

NETCONFロック解除インス
タンス, on page 455

セッションが発行した構成

ロックを解放します。

unlock

NETCONF検証機能インスタ
ンス , on page 456

構成をデバイスに適用する前

に、構成候補のシンタックス

エラーおよびセマンティクス

エラーをチェックします。

検証

デバイスタグ

XMLデバイス要素は、使用可能な CLIコマンドを XMLフォーマットで表します。機能固有
のスキーマファイルには、その特定の機能の CLIコマンドの XMLタグが含まれています。
「XSDファイルの取得, on page 439」の項を参照してください。

このスキーマを使用して、XMLインスタンスを構築することができます。次の例では、ビル
ドNETCONFXMLインスタンスの作成, on page 440に使用された nfcli.xsdスキーマファイルの
関連部分が示されています。

次の例は、XMLデバイスタグを示しています。

xmlデバイスタグを表示します。

<xs:element name="show" type="show_type_Cmd_show_xml"/>
<xs:complexType name="show_type_Cmd_show_xml">
<xs:annotation>
<xs:documentation>to display xml agent information</xs:documentation>
</xs:annotation>
<xs:sequence>
<xs:choice maxOccurs="1">
<xs:element name="xml" minOccurs="1" type="xml_type_Cmd_show_xml"/>
<xs:element name="debug" minOccurs="1" type="debug_type_Cmd_show_debug"/>
</xs:choice>
</xs:sequence>
<xs:attribute name="xpath-filter" type="xs:string"/>
<xs:attribute name="uses-namespace" type="nxos:bool_true"/>
</xs:complexType>

次の例は、サーバステータスデバイスタグを示しています。

サーバステータスデバイスタグ

<xs:complexType name="xml_type_Cmd_show_xml">
<xs:annotation>
<xs:documentation>xml agent</xs:documentation>
</xs:annotation>
<xs:sequence>
<xs:element name="server" minOccurs="1" type="server_type_Cmd_show_xml"/>
</xs:sequence>
</xs:complexType>
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<xs:complexType name="server_type_Cmd_show_xml">
<xs:annotation>
<xs:documentation>xml agent server</xs:documentation>
</xs:annotation>
<xs:sequence>
<xs:choice maxOccurs="1">
<xs:element name="status" minOccurs="1" type="status_type_Cmd_show_xml"/>
<xs:element name="logging" minOccurs="1" type="logging_type_Cmd_show_logging_facility"/>
</xs:choice>
</xs:sequence>
</xs:complexType>

次の例は、デバイスタグの応答を示しています。

デバイスタグの応答

<xs:complexType name="status_type_Cmd_show_xml">
<xs:annotation>
<xs:documentation>display xml agent information</xs:documentation>
</xs:annotation>
<xs:sequence>
<xs:element name="__XML__OPT_Cmd_show_xml___readonly__" minOccurs="0">
<xs:complexType>
<xs:sequence>
<xs:group ref="og_Cmd_show_xml___readonly__" minOccurs="0" maxOccurs="1"/>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
<xs:group name="og_Cmd_show_xml___readonly__">
<xs:sequence>
<xs:element name="__readonly__" minOccurs="1" type="__readonly___type_Cmd_show_xml"/>
</xs:sequence>
</xs:group>
<xs:complexType name="__readonly___type_Cmd_show_xml">
<xs:sequence>
<xs:group ref="bg_Cmd_show_xml_operational_status" maxOccurs="1"/>
<xs:group ref="bg_Cmd_show_xml_maximum_sessions_configured" maxOccurs="1"/>
<xs:group ref="og_Cmd_show_xml_TABLE_sessions" minOccurs="0" maxOccurs="1"/>
</xs:sequence>
</xs:complexType>

「__XML__OPT_Cmd_show_xml___readonly__」はオプションです。このタグは応答を表しま
す。応答の詳細については、RPC応答タグ, on page 449のセクションを参照してください。

Note

<get>を実行するために使用できるタグを見つけるための | XMLオプションを使用できます。
以下は | XMLオプションの例です。

XMLの例

Switch#> show xml server status | xml
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0:nfcli">
<nf:data>
<show>
<xml>
<server>
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<status>
<__XML__OPT_Cmd_show_xml___readonly__>
<__readonly__>
<operational_status>
<o_status>enabled</o_status>
</operational_status>
<maximum_sessions_configured>
<max_session>8</max_session>
</maximum_sessions_configured>
</__readonly__>
</__XML__OPT_Cmd_show_xml___readonly__>
</status>
</server>
</xml>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>

この応答から、このコンポーネントで操作を実行するタグを定義する名前空間は

http://www.cisco.com/nxos:1.0:nfcliであり、nfcli.xsdファイルを使用してこの機能の要求を作成
できることがわかります。

NETCONF操作タグとデバイスタグを RPCタグで囲むことができます。</rpc>end-tagの後に
XML終了文字シーケンスが続きます。

拡張された NETCONFの操作
Cisco NX-OSは、<exec-command>という名前の<rpc>操作をサポートします。この操作によ
り、クライアントアプリケーションは CLI構成と表示コマンドを送信し、それらのコマンド
への応答を XMLタグとして受信できます。

以下は、インターフェイスの構成に使用されるタグの例です。タグラインは次のレターコー

ドでマークキングされています：

• X — XML宣言
• R — RPCリクエストタグ
• EO —拡張操作

<exec-command>を通して送信される構成 CLIコマンド

X <?xml version="1.0"?>
R <nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="3">
EO <nxos:exec-command>
EO <nxos:cmd>conf t ; interface ethernet 2/1 </nxos:cmd>
EO <nxos:cmd>channel-group 2000 ; no shut; </nxos:cmd>
EO </nxos:exec-command>
R </nf:rpc>]]>]]>

操作に対する応答は次のとおりです。

<exec-command>を通して送信された CLIコマンドへの応答

<?xml version="1.0" encoding="ISO-8859-1"?>
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<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="3">
<nf:ok/>
</nf:rpc-reply>
]]>]]>

次の例は、<exec-command>データの取得に使用できます。

<exec-command>を通して送信される表示 CLIコマンド

<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="110">
<nxos:exec-command>
<nxos:cmd>show interface brief</nxos:cmd>
</nxos:exec-command>
</nf:rpc>]]>]]>

以下は操作に対する反応です。

<exec-command>を通して送信された show CLIコマンドへの応答

<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0"
xmlns:mod="http://www.cisco.com/nxos:1.0:if_manager" message-id="110">
<nf:data>
<mod:show>
<mod:interface>
<mod:__XML__OPT_Cmd_show_interface_brief___readonly__>
<mod:__readonly__>
<mod:TABLE_interface>
<mod:ROW_interface>
<mod:interface>mgmt0</mod:interface>
<mod:state>up</mod:state>
<mod:ip_addr>172.23.152.20</mod:ip_addr>
<mod:speed>1000</mod:speed>
<mod:mtu>1500</mod:mtu>
</mod:ROW_interface>
<mod:ROW_interface>
<mod:interface>Ethernet2/1</mod:interface>
<mod:vlan>--</mod:vlan>
<mod:type>eth</mod:type>
<mod:portmode>routed</mod:portmode>
<mod:state>down</mod:state>
<mod:state_rsn_desc>Administratively down</mod:state_rsn_desc>
<mod:speed>auto</mod:speed>
<mod:ratemode>D</mod:ratemode>
</mod:ROW_interface>
</mod:TABLE_interface>
</mod:__readonly__>
</mod:__XML__OPT_Cmd_show_interface_brief___readonly__>
</mod:interface>
</mod:show>
</nf:data>
</nf:rpc-reply>
]]>]]>

次の表に、操作タグの詳細な説明を示します。
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Table 25:タグ

説明タグ

CLIコマンドの実行<exec-command>

CLIコマンドが含まれています。コマンドは、
showまたは構成コマンドです。複数の構成コ
マンドは、セミコロン「;」を使用して区切り
ます。複数の showコマンドはサポートされて
いません。複数の構成コマンドを異なる<cmd>
タグを同じリクエストの一部として送信でき

ます。詳細については、[<exec-command>を通

して送信される構成 CLIコマンド

（Configuration CLI Commands Sent Through

<exec-command>）]の例を参照してください。

<cmd>

を介して送信される構成コマンドへの応答 <cmd>タグは次のとおりです。

• <nf:ok>：すべての構成コマンドが正常に実行されました。
• <nf:rpc-error>：一部のコマンドが機能不全になりました。操作は最初のエラーで停止し、
<nf:rpc-error>サブツリーは、機能不全になった構成に関する詳細情報を提供します。機
能不全になったコマンドの前に実行された構成は、実行中の構成に適用されていることに

注意してください。

次の例は、機能不全になった構成を示しています：

機能不全の構成

<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="3">
<nxos:exec-command>
<nxos:cmd>configure terminal ; interface ethernet2/1 </nxos:cmd>
<nxos:cmd>ip address 1.1.1.2/24 </nxos:cmd>
<nxos:cmd>no channel-group 2000 ; no shut; </nxos:cmd>
</nxos:exec-command>
</nf:rpc>]]>]]>
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="3">
<nf:rpc-error>
<nf:error-type>application</nf:error-type>
<nf:error-tag>invalid-value</nf:error-tag>
<nf:error-severity>error</nf:error-severity>
<nf:error-message>Ethernet2/1: not part of port-channel 2000
</nf:error-message>
<nf:error-info>
<nf:bad-element>cmd</nf:bad-element>
</nf:error-info>
</nf:rpc-error>
</nf:rpc-reply>
]]>]]>
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コマンドの実行により、インターフェイスの IPアドレスは設定されますが、管理状態は変更
されません（no shutコマンドは実行されません）。管理状態が変更されない理由は、no
port-channel 2000コマンドがエラーになるためです。

は <rpc-reply>を介して送信される showコマンドの結果 <cmd> showコマンドの XML出力を
含むタグ。

構成コマンドと表示コマンドを同じに組み合わせることはできません<exec-command>インス
タンス。次の例は、同じインスタンスで組み合わされた構成とshowコマンドを示しています。

構成コマンドと showコマンドの組み合わせ

<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="110">
<nxos:exec-command>
<nxos:cmd>conf t ; interface ethernet 2/1 ; ip address 1.1.1.4/24 ; show xml
server status </nxos:cmd>
</nxos:exec-command>
</nf:rpc>]]>]]>
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="110">
<nf:rpc-error>
<nf:error-type>application</nf:error-type>
<nf:error-tag>invalid-value</nf:error-tag>
<nf:error-severity>error</nf:error-severity>
<nf:error-message>Error: cannot mix config and show in exec-command. Config cmds
before the show were executed.
Cmd:show xml server status</nf:error-message>
<nf:error-info>
<nf:bad-element>cmd</nf:bad-element>
</nf:error-info>
</nf:rpc-error>
</nf:rpc-reply>
]]>]]>

showコマンドは、それ自体で送信する必要があります<exec-command>次の例に示すようなイ
ンスタンス。

送信された CLIコマンドを表示 <exec-command>

<?xml version="1.0"?>
<nf:rpc xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="110">
<nxos:exec-command>
<nxos:cmd>show xml server status ; show xml server status </nxos:cmd>
</nxos:exec-command>
</nf:rpc>]]>]]>
<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns:nxos="http://www.cisco.com/nxos:1.0" message-id="110">
<nf:rpc-error>
<nf:error-type>application</nf:error-type>
<nf:error-tag>invalid-value</nf:error-tag>
<nf:error-severity>error</nf:error-severity>
<nf:error-message>Error: show cmds in exec-command shouldn't be followed by anything
</nf:error-message>
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<nf:error-info>
<nf:bad-element><cmd></nf:bad-element>
</nf:error-info>
</nf:rpc-error>
</nf:rpc-reply>
]]>]]>

NETCONF応答
クライアントによって送信されるすべての XML要求に対して、XMLサーバーは RPC応答タ
グ <rpc-reply>で囲まれた XML応答を送信します。

ここでは、次の内容について説明します。

• RPC応答タグ, on page 449
•データタグにカプセル化されたタグの解釈, on page 449

RPC応答タグ

次の例は、RPC応答タグ <rpc-reply>を表示しています。

RPC応答エレメント

<nc:rpc-reply message-id=”315” xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns=http://www.cisco.com/nxos:1.0:nfcli">
<ok/>
</nc:rpc-reply>]]>]]>

<ok>、<data>、そして <rpc-error>の要素は RPC応答に表示される可能性があります。次の表
は、<rpc-reply>タグ。

Table 26: RPC応答エレメント

説明要素

RPC要求は正常に完了しました。この要素は、
応答でデータが返されない場合に使用されま

す。

<ok>

RPC要求は正常に完了しました。RPCリクエ
ストに関連するデータは、<data>要素。

<data>

RPC要求が失敗しました。エラー情報は、
<rpc-error>要素。

<rpc-error>

データタグにカプセル化されたタグの解釈

によってカプセル化されたデバイスタグ <data>タグには、リクエストとそれに続くレスポン
スが含まれます。クライアントアプリケーションは、<readonly>タグ。次に、例を示します。
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RPC応答データ

<?xml version="1.0" encoding="ISO-8859-1"?>
<nf:rpc-reply xmlns:nf="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0:if_manager">
<nf:data>
<show>
<interface>
<__XML__OPT_Cmd_show_interface_brief___readonly__>
<__readonly__>
<TABLE_interface>
<ROW_interface>
<interface>mgmt0</interface>
<state>up</state>
<ip_addr>xx.xx.xx.xx</ip_addr>
<speed>1000</speed>
<mtu>1500</mtu>
</ROW_interface>
<ROW_interface>
<interface>Ethernet2/1</interface>
<vlan>--</vlan>
<type>eth</type>
<portmode>routed</portmode>
<state>down</state>
<state_rsn_desc>Administratively down</state_rsn_desc>
<speed>auto</speed>
<ratemode>D</ratemode>
</ROW_interface>
</TABLE_interface>
</__readonly__>
</__XML__OPT_Cmd_show_interface_brief___readonly__>
</interface>
</show>
</nf:data>
</nf:rpc-reply>
]]>]]>

<__XML__OPT.*>と <__XML__BLK.*>はレスポンスに表示され、リクエストで使用されるこ
ともあります。これらのタグはNETCONFエージェントによって使用され、<__readonly__>タ
グの後の応答に存在します。これらは要求で必要であり、CLIコマンドを表す XMLタグに到
達するためにスキーマファイルに従って追加する必要があります。

サンプル XMLインスタンスに関する情報

XMLインスタンスの例
このセクションでは、次の XMLインスタンスの例を示します：

• NETCONFクロースセッションインスタンス, on page 451
• NETCONFキルセッションインスタンス, on page 451
• NETCONF copy-configインスタンス, on page 451
• NETCONF edit-configインスタンス, on page 452
• NETCONF get-configインスタンス, on page 453
• NETCONFロックインスタンス, on page 454
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• NETCONFロック解除インスタンス, on page 455
• NETCONFコミットインスタンス -候補構成機能, on page 455
• NETCONF Confirmed-commitインスタンス , on page 455
• NETCONF rollback-on-errorインスタンス , on page 456
• NETCONF検証機能インスタンス , on page 456

NETCONFクロースセッションインスタンス

次の例は、セッション終了要求とそれに続くセッション終了応答を表示しています。

クローズセッションリクエスト

<?xml version="1.0"?>
<nc:rpc message-id="101" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0">
<nc:close-session/>
</nc:rpc>]]>]]>

クローズセッションの応答

<nc:rpc-reply xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0" message-id="101">
<nc:ok/>
</nc:rpc-reply>]]>]]>

NETCONFキルセッションインスタンス

次の例は、キルセッション要求とそれに続く kill-sessionレスポンスを示しています。

キルセッション要求

<nc:rpc message-id="101" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0">
<nc:kill-session>
<nc:session-id>25241</nc:session-id>
</nc:kill-session>
</nc:rpc>]]>]]>

キルセッション要求

<nc:rpc message-id="101" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0">
<nc:kill-session>
<nc:session-id>25241</nc:session-id>
</nc:kill-session>
</nc:rpc>]]>]]>

NETCONF copy-configインスタンス

次の例は、copy-config要求とそれに続く copy-config応答を示しています。

copy-configリクエスト

<rpc message-id="101"
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xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<copy-config>
<target>
<running/>
</target>
<source>
<url>https://user@example.com:passphrase/cfg/new.txt</url>
</source>
</copy-config>
</rpc>

copy-configの応答

xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>

NETCONF edit-configインスタンス

次の例は、NETCONF edit-configの使用を示しています。

edit-configリクエスト

<?xml version="1.0"?>
<nc:rpc message-id="16" xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0:if_manager">
<nc:edit-config>
<nc:target>
<nc:running/>
</nc:target>
<nc:config>
<configure>
<__XML__MODE__exec_configure>
<interface>
<ethernet>
<interface>2/30</interface>
<__XML__MODE_if-ethernet>
<__XML__MODE_if-eth-base>
<description>
<desc_line>Marketing Network</desc_line>
</description>
</__XML__MODE_if-eth-base>
</__XML__MODE_if-ethernet>
</ethernet>
</interface>
</__XML__MODE__exec_configure>
</configure>
</nc:config>
</nc:edit-config>
</nc:rpc>]]>]]>

edit-config応答

<?xml version="1.0"?>
<nc:rpc-reply xmlns:nc="urn:ietf:params:xml:ns:netconf:base:1.0"
xmlns="http://www.cisco.com/nxos:1.0:if_manager" message-id="16">
<nc:ok/>
</nc:rpc-reply>]]>]]>

Cisco Nexus 3600スイッチ NX-OSプログラマビリティガイド、リリース 10.6(x)
452

XML管理インターフェイス

NETCONF edit-configインスタンス



edit-configの operation属性は、指定された操作が実行される構成のポイントを識別します。操
作属性が指定されていない場合、構成は既存の構成データストアにマージされます。操作属性

には、次の値を指定できます。

• create
• merge
• delete

次の例は、実行中の構成からインターフェイスEthernet0/0の構成を削除する方法を示していま
す。

edit-config:削除操作の要求

xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<edit-config>
<target>
<running/>
</target>
<default-operation>none</default-operation>
<config xmlns:xc="urn:ietf:params:xml:ns:netconf:base:1.0">
<top xmlns="http://example.com/schema/1.2/config">
<interface xc:operation="delete">
<name>Ethernet0/0</name>
</interface>
</top>
</config>
</edit-config>
</rpc>]]>]]>

edit-configへの応答:削除操作

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>]]>]]>

NETCONF get-configインスタンス

次の例は、NETCONF get-configの使用を示しています。

サブツリー全体を取得するための Get-configリクエスト

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<get-config>
<source>
<running/>
</source>
<filter type="subtree">
<top xmlns="http://example.com/schema/1.2/config">
<users/>
</top>
</filter>
</get-config>
</rpc>]]>]]>
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クエリの結果を含む Get-config応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<data>
<top xmlns="http://example.com/schema/1.2/config">
<users>
<user>
<name>root</name>
<type>superuser</type>
<full-name>Charlie Root</full-name>
<company-info>
<dept>1</dept>
<id>1</id>
</company-info>
</user>
<!-- additional <user> elements appear here... -->
</users>
</top>
</data>
</rpc-reply>]]>]]>

NETCONFロックインスタンス

次の例は、NETCONFロック操作の使用を示しています。

次の例は、ロック要求、成功の応答、および失敗した試行への応答を示しています。

ロック要求

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<lock>
<target>
<running/>
</target>
</lock>
</rpc>]]>]]>

ロック取得成功時の応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/> <!-- lock succeeded -->
</rpc-reply>]]>]]>

ロックの取得に失敗した場合の応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<rpc-error> <!-- lock failed -->
<error-type>protocol</error-type>
<error-tag>lock-denied</error-tag>
<error-severity>error</error-severity>
<error-message>
Lock failed, lock is already held
</error-message>
<error-info>
<session-id>454</session-id>
<!-- lock is held by NETCONF session 454 -->
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</error-info>
</rpc-error>
</rpc-reply>]]>]]>

NETCONFロック解除インスタンス

次の例は、NETCONFロック解除操作の使用を示しています。

ロック解除要求

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<unlock>
<target>
<running/>
</target>
</unlock>
</rpc>

ロック解除要求への応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>

NETCONFコミットインスタンス -候補構成機能

次の例は、操作をコミットと返信をコミットを示しています。

操作をコミット

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<commit/>
</rpc>

返信をコミット

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>

NETCONF Confirmed-commitインスタンス

次の例は、confirmed-commit操作とconfirmed-commit応答を表示しています。

確認されたコミットリクエスト

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<commit>
<confirmed/>
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<confirm-timeout>120</confirm-timeout>
</commit>
</rpc>]]>]]>

確認されたコミット応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>]]>]]>

NETCONF rollback-on-errorインスタンス

次の例は、エラー機能での NETCONFロールバックの使用を示しています。文字列
urn:ietf:params:netconf:capability:rollback-on-error:1.0は、機能を識別します。

次の例は、エラー時のロールバックとこの要求への応答を構成する方法を示しています。

Rollback-on-error機能

<rpc message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<edit-config>
<target>
<running/>
</target>
<error-option>rollback-on-error</error-option>
<config>
<top xmlns="http://example.com/schema/1.2/config">
<interface>
<name>Ethernet0/0</name>
<mtu>100000</mtu>
</interface>
</top>
</config>
</edit-config>
</rpc>]]>]]>

Rollback-on-errorリスポンス

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>]]>]]>

NETCONF検証機能インスタンス

次の例は、NETCONF検証機能の使用を示しています。文字列
urn:ietf:params:netconf:capability:validate:1.0は機能を識別します。

リクエストの検証

xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<validate>
<source>
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<candidate/>
</source>
</validate>
</rpc>]]>]]>

リクエストの検証への応答

<rpc-reply message-id="101"
xmlns="urn:ietf:params:xml:ns:netconf:base:1.0">
<ok/>
</rpc-reply>]]>]]>

その他の参考資料
ここでは、XML管理インターフェイスの実装に関する追加情報について説明します。

標準

タイトル標準

—この機能がサポートする新しい規格または変

更された規格はありません。既存の規格のサ

ポートは、この機能によって変更されていま

せん。

RFC

タイトルRFC

NETCONF Configuration ProtocolRFC 4741

セキュアシェル（SSH）経由の NETCONF構
成プロトコルの使用

RFC 4742
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