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はじめに

この前書きは、次の項で構成されています。

•対象読者（xviiページ）
•表記法（xviiページ）
• Cisco Nexus 3600プラットフォームスイッチの関連資料（xviiiページ）
•マニュアルに関するフィードバック（xixページ）
•通信、サービス、およびその他の情報（xixページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を入力する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
カッコで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
xvii



説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しません。引用符を使用すると、その引用符も含めて stringと
みなされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字のスクリーン

フォントで示しています。

boldface screen font

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 3600プラットフォームスイッチの関連資料
Cisco Nexus 3600プラットフォームスイッチ全体のマニュアルセットは、次の URLにありま
す。

http://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/
tsd-products-support-series-home.html
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マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。

通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によって求めるビジネス成果を得るには、Cisco Services [英語]にアクセスして
ください。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco DevNet [英語]にアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール

Cisco Bug Search Tool（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリスト
を管理する Ciscoバグ追跡システムへのゲートウェイとして機能する、Webベースのツールで
す。BSTは、製品とソフトウェアに関する詳細な障害情報を提供します。
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第 1 章

新機能および変更された機能に関する情報

•新機能および変更された機能に関する情報（1ページ）

新機能および変更された機能に関する情報
次の表は、このリリースの新機能と変更された機能をまとめたものです。 Cisco Nexus 3600

NX-OSシステム管理設定ガイド、リリース 10.2（x）それらの説明がどこに記載されているか
もまとめます。

表 1 :新機能および変更された機能

参照先変更が行われたリ

リース

説明特長

N/A10.6(1)Fこのリリースで追加され

た新機能はありません。

NA

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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C H A P T E R 2
概要

この章は、次の項で構成されています。

•システム管理機能, on page 3
•ライセンス要件（5ページ）
•サポートされるプラットフォーム（5ページ）

システム管理機能
このマニュアルに記載されているシステム管理機能について説明します。

説明特長

ユーザーアカウントおよびロールベースアク

セスコントロール（RBAC）では、割り当て
られたロールのルールを定義できます。ロー

ルは、ユーザーが管理操作にアクセスするた

めの許可を制限します。各ユーザーロールに

複数のルールを含めることができ、各ユーザー

が複数のロールを持つことができます。

ユーザーアカウントおよび RBAC

Session Managerを使用すると、コンフィギュ
レーションを作成し、すべて正しく設定され

ていることを確認および検証したあとでバッ

チモードで適用できます。

Session Manager

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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説明特長

Cisco Generic Online Diagnostics（GOLD）で
は、複数のシスコプラットフォームにまたが

る診断操作の共通フレームワークを定義して

います。オンライン診断フレームワークでは、

中央集中システムおよび分散システムに対応

する、プラットフォームに依存しない障害検

出アーキテクチャを規定しています。これに

は共通の診断 CLIとともに、起動時および実
行時に診断するための、プラットフォームに

依存しない障害検出手順が含まれます。

プラットフォーム固有の診断機能は、ハード

ウェア固有の障害検出テストを行い、診断テ

ストの結果に応じて適切な対策を実行できま

す。

オンライン診断

設定のロールバック機能を使用すると、Cisco
NX-OSのコンフィギュレーションのスナップ
ショットまたはユーザーチェックポイントを

使用して、スイッチをリロードしなくても、

いつでもそのコンフィギュレーションをスイッ

チに再適用できます。権限のある管理者であ

れば、チェックポイントで設定されている機

能について専門的な知識がなくても、ロール

バック機能を使用して、そのチェックポイン

トコンフィギュレーションを適用できます。

設定のロールバック

簡易ネットワーク管理プロトコル（SNMP）
は、SNMPマネージャとエージェント間の通
信用メッセージフォーマットを提供する、ア

プリケーションレイヤプロトコルです。SNMP
では、ネットワーク内のデバイスのモニタリ

ングと管理に使用する標準フレームワークと

共通言語が提供されます。

SNMP

RMONは、各種のネットワークエージェント
およびコンソールシステムがネットワークモ

ニタリングデータを交換できるようにするた

めの、Internet Engineering Task Force（IETF）
標準モニタリング仕様です。Cisco NX-OSで
は、Cisco NX-OSデバイスをモニターするた
めの、RMONアラーム、イベント、およびロ
グをサポートします。

RMON

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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説明特長

スイッチドポートアナライザ（SPAN）機能
（ポートミラーリングまたはポートモニタリ

ングとも呼ばれる）は、ネットワークアナラ

イザによる分析のためにネットワークトラ

フィックを選択します。ネットワークアナラ

イザは、Cisco SwitchProbeまたはその他のリ
モートモニタリング（RMON）プローブです。

SPAN

ライセンス要件
Cisco NX-OSを動作させるには、機能とプラットフォームの要件に従って適切なライセンスを
取得し、インストールする必要があります。

•基本（Essential）ライセンスとアドオンライセンスが、さまざまな機能セットに使用でき
ます。

•ライセンスは、製品および購入オプションに応じて、永続的、一時的、または評価可能な
場合があります。

•高度な機能を使用するには、基本ライセンス以外の追加の機能ライセンスが必要です。

•高度な機能を使用するには、基本ライセンス以外の追加ライセンスが必要です。

•ライセンスの適用と管理は、デバイスのコマンドラインインターフェイス（CLI）を介し
て行われます。

ハードウェアの取り付け手順の詳細については、次を参照してください。 Cisco NX-OSライセ

ンシングガイドおよび Cisco NX-OSライセンシングオプションガイド。

サポートされるプラットフォーム
Nexus Switchプラットフォームサポートマトリックスは、次をリストします：

•サポートされている Cisco Nexus 9000および 3000スイッチモデル

• NX-OSソフトウェアリリースバージョン

フルプラットフォーム機能マッピングは、「Nexus Switchプラットフォームサポートマトリッ
クス」を参照します。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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第 3 章

2ステージコンフィギュレーションコミッ
ト

この章では、Cisco NX-OSデバイス上で 2ステージコンフィギュレーションコミットモード
を有効にする方法について説明します。

この章は、次の項で構成されています。

• 2段階構成のコミットについて（7ページ）
•注意事項と制約事項（8ページ）
• 2ステージコンフィギュレーションコミットモードでの設定（9ページ）
• 2ステージコンフィギュレーションコミットモードの中止（13ページ）
•コミット IDの表示（14ページ）
•ロールバック機能（14ページ）
•現在のセッション設定の表示（14ページ）

2段階構成のコミットについて
インタラクティブセッションでは、コマンドを実行するとコマンドが実行され、実行コンフィ

ギュレーションが変更されます。この動作は、1ステージコンフィギュレーションコミットと
呼ばれます。確認コミットまたは2段階の設定コミットでは、設定の変更がステージングデー
タベースに保存されます。これらの変更は、 commitコマンドを実行しないと、スイッチは以
前の構成に戻ります。この2段階のプロセスにより、ターゲットコンフィギュレーションセッ
ションが作成されます。このコンフィギュレーションでは、スイッチの実行状態にコミットす

る前に、設定の変更、編集、および確認を行うことができます。永続的にコミットする前に、

指定した期間の変更をコミットすることもできます。指定した時間が経過しても、 commitコ
マンドを実行しないと、スイッチは以前の構成に戻ります。コミットが成功すると、コミット

ID、ユーザ名、およびタイムスタンプを含むコミット情報を表示できます。

次の図に、2段階の設定コミットプロセスを示します。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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図 1 : 2段階でのコミットコンフィギュレーションプロセス

注意事項と制約事項
2段階設定コミットには、次の注意事項および制限事項があります。

•この機能は、ユーザインタラクティブセッションの CLIインターフェイスでのみサポー
トされます。

•機能関連の構成コマンドを実行する前に、 featureコマンドを使用して機能を有効にし、
commitコマンドを使用してコミットします。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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• 2段階設定コミットモードは、メンテナンスモード、スケジューラモード、仮想モード
などの他のモードをサポートしていません。

• 2段階設定コミットモードの場合は、1段階設定コミットモードで異なるセッションから
同時に設定を編集しないでください。

•変更をコミットする前にコマンドを使用して show configuration構成を見直します。

•検証に失敗した場合は、コミットして編集します。

•コミットが失敗すると、設定は以前の設定にロールバックされます。

•コミットしない設定は、スイッチをリロードした後は保存されません。

•この機能は、NX-API、EEM、および PPMでのコミットをサポートしていません。

•一度にアクティブにできる 2段階設定コミットセッションは 1つだけです。

2ステージコンフィギュレーションコミットモードでの
設定

2ステージコンフィギュレーションコミットモードで機能を有効にするには、次の手順を実
行します。

この手順では、例として BGP機能を有効にします。（注）

手順

目的コマンドまたはアクション

新しいターゲットコンフィギュレーションセッショ

ンを作成します。

configure dual-stage

例：

ステップ 1

（注）switch# configure dual-stage
switch(config-dual-stage)# ターゲットコンフィギュレーションは、実行コン

フィギュレーションのコピーではありません。ター

ゲットコンフィギュレーションには、そのター

ゲットコンフィギュレーションセッションで入力

されたコンフィギュレーションコマンドだけが含

まれます。

機能を有効にします。feature feature_name

例：

ステップ 2

（注）

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
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目的コマンドまたはアクション

switch(config-dual-stage)# feature bgp
switch(config-dual-stage)#

• 2ステージコンフィギュレーションコミット
モードを開始する前でも、この機能を有効に

できます。

•機能が有効になっていない場合は、機能関連
のコマンドを組み合わせて使用することはで

きません。

実行コンフィギュレーションに変更をコミットしま

す。

commit [confirmedseconds]

例：

ステップ 3

• confirmed：実行コンフィギュレーションに変
更をコミットします。

switch(config-dual-stage-router)# commit
confirmed 30
Verification Succeeded.
Proceeding to apply configuration. This might

• seconds：グローバル構成モードで、最低 30秒
間、最大65535秒間の試験稼働のために構成を
コミットします。

take a while depending on amount of configuration
in buffer.
Please avoid other configuration changes during
this time.

（注）Configuration committed by user 'admin' using
Commit ID : 1000000001

トライアル期間を入力する場合は、commitコマン
ドを実行して設定を確認します。commitコマンドswitch(config-dual-stage)#

switch(config-dual-stage)# commit を実行しないと、トライアル期間後に以前の設定

に戻ります。
Confirming commit for trial session.
switch(config-dual-stage)#

例：

switch(config-dual-stage)# hostname
example-switch
switch(config-dual-stage)# commit
Verification Succeeded.

Proceeding to apply configuration. This might
take a while depending on amount of configuration
in buffer.
Please avoid other configuration changes during
this time.
Configuration committed by user 'admin' using
Commit ID : 1000000002
example-switch(config-dual-stage)#

このコンフィギュレーションモードでサポートさ

れている機能関連のコマンドを実行します。

例：

switch(config-dual-stage)# router bgp 64515.46
switch(config-dual-stage-router)#

ステップ 4

switch(config-dual-stage-router)# router-id
141.8.139.131
switch(config-dual-stage-router)#

ターゲットコンフィギュレーションの内容を表示

します。

show configuration

例：

ステップ 5

（注）switch(config-dual-stage-router)# show
configuration
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目的コマンドまたはアクション

このコマンドは、デュアルステージコンフィギュ

レーションモードでのみ実行できます。

! Cached configuration
!
router bgp 64515.46
router-id 141.8.139.131

実行コンフィギュレーションに変更をコミットしま

す。

commit [confirmed seconds]

例：

ステップ 6

switch(config-dual-stage-router)# commit
Verification Succeeded.
Proceeding to apply configuration. This might
take a while depending on amount of configuration
in buffer.
Please avoid other configuration changes during
this time.
Configuration committed by user 'admin' using
Commit ID : 1000000003

コミット関連情報を表示します。（任意） show configuration commit [changes]
commit-id

ステップ 7

最後の 50個のコミットまたは予約済みディスク領
域に保存されたコミットファイルのみが保存され例：

ます。予約済みディスク領域は20MBです。スイッswitch(config-dual-stage-router)# show
configuration commit changes 1000000003

チをリロードすると、すべてのコミットセッショ*** /bootflash/.dual-stage/1000000003.tmp
ンが削除されます。ただし、コミット IDは削除さ
れません。

Fri Mar 19 10:59:00 2021
--- /bootflash/.dual-stage/1000000003 Fri Mar
19 10:59:05 2021
*************** show configuration commit changes commit-idコマ

ンドを使用して指定したコミットの現在のセッショ

ンの変更のみを表示します。

*** 378,383 ****
--- 378,385 ----
line console
line vty

show configuration commit commit-idコマンドを使
用して指定したコミットの完全な設定を表示しま

す。

boot nxos bootflash:/nxos64.10.1.1.44.bin
+ router bgp 64515.46
+ router-id 141.8.139.131
xml server timeout 1200

no priority-flow-control override-interface
mode off

例：

switch(config-dual-stage)# show configuration
commit 1000000003
feature bgp
router bgp 64515.46
router-id 141.8.139.131

.

.

.

ターゲットコンフィギュレーションは、実行コン

フィギュレーションにコミットすることなく、独立

したファイルに保存できます。

（任意） save configuration filename

例：

switch(config-dual-stage)# save configuration
bootflash:test.cfg

ステップ 8

（注）

•ターゲットコンフィギュレーションファイル
は、後でロード、変更、またはコミットでき
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目的コマンドまたはアクション

ます。ファイルはブートフラッシュに保存さ

れます。

•保存した構成ファイルを表示するには、 show
configuration file filenameコマンドのみを使用
します。

•ユーザ固有の情報の一部は、ユーザロールに
基づいてマスクされます。

保存したターゲットコンフィギュレーションをロー

ドします。ファイルをロードした後、ファイルを変

（任意） load filename

例：

ステップ 9

更したり、実行コンフィギュレーションにコミット
switch (config-dual-stage)# show configuration
! Cached configuration したりできます。変更を保存するには、 save

configuration filenameコマンドのみを使用します。switch (config-dual-stage)# load test.cfg
switch (config-dual-stage-router)# show

保存したターゲット構成をロードするには、 save
configuration filenameコマンドのみを使用します。

configuration
! Cached configuration
!
router bgp 1
switch(config-dual-stage-router)#

コンフィギュレーションセッションを終了せずに、

ターゲットコンフィギュレーションに加えられた

（任意） clear configuration

例：

ステップ 10

変更をクリアします。コミットされていない設定変

更は削除されます。
switch(config-dual-stage)# show configuration
! Cached configuration
!
router bgp 64515.46
router-id 141.8.139.131
switch (config-dual-stage)# clear configuration

switch (config-dual-stage)# show configuration
! Cached configuration
switch (config-dual-stage)#

グローバルデュアルコンフィギュレーションモー

ドを終了します。

end

例：

ステップ 11

設定変更をコミットせずにコンフィギュレーション

セッションを終了すると、変更内容を保存するか、

switch(config-dual-stage-if)# end
Uncommitted changes found, commit them before
exiting (yes/no/cancel)? [cancel]

変更を破棄するか、または操作をキャンセルするよ

うに指示されます。

•はい：設定変更をコミットしてから、コンフィ
ギュレーションモードを終了します。

•いいえ：設定変更をコミットせずに、コンフィ
ギュレーションモードを終了します。

•キャンセル：設定変更をコミットせずに、コン
フィギュレーションモードに留まります。
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目的コマンドまたはアクション

（注）

•確認コミットタイマーの実行中に終了するこ
とを選択した場合は、同じオプションが表示

されます。終了を選択した場合、トライアル

設定はすぐにロールバックされます。

•タイマーが期限切れになる前にデフォルト
セッションがタイムアウトした場合、トライ

アル設定はセッションを終了する前にロール

バックします。この場合、警告メッセージが

表示されます。

2ステージコンフィギュレーションコミットモードの中
止

コンフィギュレーションセッションを破棄すると、コミットされていない変更内容は破棄さ

れ、コンフィギュレーションセッションが終了します。設定変更は、警告なしに削除されま

す。

switch(config-dual-stage)# router bgp 1
switch(config-dual-stage-router)# neighbor 1.2.3.4
switch(config-dual-stage-router-neighbor)# remote-as 1
switch(config-dual-stage-router-neighbor)# show configuration
! Cached configuration
!
router bgp 1
neighbor 1.2.3.4
remote-as 1
switch(config-dual-stage-router-neighbor)# show run bgp

!Command: show running-config bgp
!Running configuration last done at: Wed Mar 17 16:17:40 2021
!Time: Wed Mar 17 16:17:55 2021

version 10.1(2) Bios:version
feature bgp

switch(config-dual-stage-router-neighbor)# abort
switch# show run bgp

!Command: show running-config bgp
!Running configuration last done at: Wed Mar 17 16:18:00 2021
!Time: Wed Mar 17 16:18:04 2021

version 10.1(2) Bios:version
feature bgp

switch#
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コミット IDの表示
コミットが成功するたびに、コミット IDが syslogに表示されます。システムに保存されるコ
ミット IDの総数は、設定サイズと使用可能なディスク領域によって異なります。ただし、任
意の時点で保存されるコミット IDの最大数は 50です。

show configuration commit listコマンドを使用して最後の 50のコミット IDに関する情報を表
示します。各エントリに、設定変更をコミットしたユーザ、コミットの実行に使用された接

続、およびコミット IDのタイムスタンプが表示されます。
switch# show configuration commit list
SNo. Label/ID User Line Client Time Stamp
~~~~ ~~~~~~~~~~~~ ~~~~~~~~ ~~~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~
1 1000000001 admin /dev/ttyS0 CLI Wed Jul 15 15:21:37 2020
2 1000000002 admin /dev/ttyS0 Rollback Wed Jul 15 15:22:15 2020
3 1000000003 admin /dev/pts/0 CLI Wed Jul 15 15:23:08 2020
4 1000000004 admin /dev/pts/0 Rollback Wed Jul 15 15:23:46 2020

ロールバック機能
以前に成功したコミットのいずれかに設定をロールバックできます。 rollback configurationコ
マンドを使用して、最後の 50のコミットのいずれかにロールバックします。
switch# rollback configuration to ?
1000000015
1000000016
1000000017

:
:

switch#

Each commit ID acts as a checkpoint of a running configuration. You can rollback to any
given commit ID. A new commit ID will be generated after you rollback. If a confirm
commit session is in progress, you cannot trigger a rollback until it is completed.

switch(config-dual-stage)# rollback configuration to 1000000002
Rolling back to commitID :1000000002
ADVISORY: Rollback operation started...
Modifying running configuration from another VSH terminal in parallel
is not recommended, as this may lead to Rollback failure.

Configuration committed by rollback using Commit ID : 1000000004
switch(config-dual-stage)#

現在のセッション設定の表示
現在の構成セッションを表示するには、 show configurationコマンドを使用します。このコマ
ンドは、デュアルステージモードでのみサポートされます。コミットが失敗すると、セッショ

ン設定はクリアされます。
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switch(config-dual-stage-cmap)# show configuration
! Cached configuration
!
class-map type control-plane match-any copp-s-ipmcmiss
class-map type control-plane match-any copp-s-l2switched
class-map type control-plane match-any copp-s-l3destmiss
switch(config-dual-stage-cmap)#

If there is no configuration, the following message appears:

switch(config-dual-stage)# show configuration
! Cached configuration
switch(config-dual-stage)# commit
No configuration changes to commit.
switch(config-dual-stage)#
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第 4 章

スイッチプロファイルの設定

この章は、次の項で構成されています。

•スイッチプロファイルの概要（17ページ）
•スイッチプロファイル：コンフィギュレーションモード（18ページ）
•コンフィギュレーションの検証（19ページ）
•スイッチプロファイルを使用したソフトウェアのアップグレードとダウングレード（20
ページ）

•スイッチプロファイルの前提条件（20ページ）
•スイッチプロファイルの注意事項および制約事項（21ページ）
•スイッチプロファイルの設定（22ページ）
•スイッチプロファイルへのスイッチの追加（25ページ）
•スイッチプロファイルのコマンドの追加または変更（26ページ）
•スイッチプロファイルのインポート（29ページ）
•スイッチプロファイルのコマンドの確認（31ページ）
•ピアスイッチの分離（32ページ）
•スイッチプロファイルの削除（33ページ）
•スイッチプロファイルからのスイッチの削除（34ページ）
•スイッチプロファイルバッファの表示（35ページ）
•スイッチのリブート後のコンフィギュレーションの同期化（36ページ）
•スイッチプロファイル設定の showコマンド（37ページ）
•サポートされているスイッチプロファイルコマンド（37ページ）
•スイッチプロファイルの設定例（39ページ）

スイッチプロファイルの概要
複数のアプリケーションは、CiscoNexusシリーズスイッチ間で整合性のある構成が必要です。
たとえば、仮想ポートチャネル（vPC）を使用する場合、同じ設定にする必要があります。コ
ンフィギュレーションが一致しない場合、エラーやコンフィギュレーションエラーが生じる可

能性があります。その結果、サービスが中断することがあります。
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設定の同期（config-sync）機能では、1つのスイッチプロファイルを設定し、設定を自動的に
ピアスイッチに同期させることができます。スイッチプロファイルには次の利点があります。

•スイッチ間でコンフィギュレーションを同期化できます。

• 2つのスイッチ間で接続が確立されると、コンフィギュレーションがマージされます。

•どのコンフィギュレーションを同期化するかを完全に制御できます。

•マージチェックおよび相互排除チェックを使用して、ピア全体でコンフィギュレーション
の一貫性を確保します。

• verify構文および commit構文を提供します。

•ポートプロファイルコンフィギュレーションの設定および同期化をサポートします。

•既存の vPCコンフィギュレーションをスイッチプロファイルに移行するためのインポー
トコマンドを提供します。

スイッチプロファイル：コンフィギュレーションモード
スイッチプロファイル機能には、次のコンフィギュレーションモードがあります。

•コンフィギュレーション同期化モード

•スイッチプロファイルモード

•スイッチプロファイルインポートモード

コンフィギュレーション同期モード

コンフィギュレーション同期モード（config-sync）では、プライマリとして使用するローカル
スイッチ上で config syncコマンドを使用して、スイッチプロファイルを作成できます。プロ
ファイルを作成したら、同期するピアスイッチに config syncコマンドを入力します。

スイッチプロファイルモード

スイッチプロファイルモードでは、後でピアスイッチと同期化されるスイッチプロファイル

に、サポートされているコンフィギュレーションコマンドを追加できます。スイッチプロファ

イルモードで入力したコマンドは、 commitコマンドを入力するまでバッファに格納されま
す。

スイッチプロファイルインポートモード

以前のリリースからアップグレードする場合、 importコマンドを入力して、サポートされて
いる実行コンフィギュレーションコマンドをスイッチプロファイルにコピーするオプション

があります。 importコマンドを入力すると、スイッチプロファイルモード（config-sync-sp）
は、スイッチプロファイルインポートモード（config-sync-sp-import）に変わります。スイッ
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チプロファイルインポートモードでは、既存のスイッチ設定を実行コンフィギュレーション

からインポートし、どのコマンドをスイッチプロファイルに含めるかを指定できます。

トポロジが異なると、スイッチプロファイルに含めるコマンドも異なるため、 importコマン
ドモードでは、特定のトポロジに適合するようにコマンドのインポートセットを変更できま

す。

インポートプロセスを完了し、スイッチプロファイルにコンフィギュレーションを移動する

には、 commitコマンドを入力する必要があります。インポートプロセス中の構成変更はサ
ポートされていないため、 commitコマンドを入力する前に新しいコマンドを追加した場合、
スイッチプロファイルが保存されていないままになり、スイッチはスイッチプロファイルイ

ンポートモードのままになります。追加したコマンドを削除するか、またはインポートを中断

します。プロセスを中断すると、保存されていないコンフィギュレーションは失われます。イ

ンポートを完了したら、新しいコマンドをスイッチプロファイルに追加できます。

コンフィギュレーションの検証
次の 2種類のコンフィギュレーション検証チェックを使用して、2種類のスイッチプロファイ
ルエラーを識別できます。

•相互排除チェック

•マージチェック

相互排除チェック

スイッチプロファイルに含まれるコンフィギュレーションが上書きされる可能性を減らすため

には、相互排除（mutex）でスイッチプロファイルコマンドをローカルスイッチに存在するコ
マンドとピアスイッチのコマンドに照合してチェックします。スイッチプロファイルに含ま

れるコマンドは、そのスイッチプロファイルの外部またはピアスイッチでは設定できません。

この要件により、既存のコマンドが意図せずに上書きされる可能性が減少します。

ピアスイッチに到達可能である場合、mutexチェックは、共通プロセスの一環として両方のス
イッチで行われます。それ以外の場合は、mutexチェックはローカルで実行されます。設定端
末から行われるコンフィギュレーション変更は、ローカルスイッチのみに反映されます。

mutexチェックがエラーを識別すると、mutexの障害として報告され、手動で修正する必要が
あります。

相互排除ポリシーには、次の例外が適用されます。

•インターフェイス設定：ポートチャネルインターフェイスは、スイッチプロファイル
モードまたはグローバルコンフィギュレーションモードで設定が済んでいる必要があり

ます。
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一部のポートチャネルサブコマンドは、スイッチプロファイル

モードで設定できません。ただしこれらのコマンドは、ポート

チャネルがスイッチプロファイルモードで作成、設定されてい

る場合でも、グローバルコンフィギュレーションモードからで

あれば設定することができます。

たとえば、次のコマンドはグローバルコンフィギュレーション

モードでのみ設定可能です。

switchport private-vlan association trunk primary-vlan secondary-vlan

（注）

• shutdown/no shutdown

• System QoS

マージチェック

マージチェックは、コンフィギュレーションを受信する側のピアスイッチで実行されます。

マージチェックは、受信したコンフィギュレーションが、受信側のスイッチにすでに存在する

スイッチプロファイルコンフィギュレーションと競合しないようにします。マージチェック

は、マージプロセスまたはコミットプロセス中に実行されます。エラーはマージエラーとし

て報告され、手動で修正する必要があります。

1つまたは両方のスイッチがリロードされ、コンフィギュレーションが初めて同期化される際
には、マージチェックによって、両方のスイッチのスイッチプロファイルコンフィギュレー

ションが同じであることが検証されます。スイッチプロファイルの相違はマージエラーとし

て報告され、手動で修正する必要があります。

スイッチプロファイルを使用したソフトウェアのアップ

グレードとダウングレード
以前のリリースにダウングレードすると、以前のリリースではサポートされていない既存のス

イッチプロファイルを削除するように要求されます。

以前のリリースからアップグレードする場合、スイッチプロファイルに一部の実行コンフィ

ギュレーションコマンドを移動することを選択できます。値は、 importコマンドでは、関連
するスイッチプロファイルコマンドをインポートできます。バッファされた（コミットされ

ていない）コンフィギュレーションが存在する場合でもアップグレードを実行できますが、コ

ミットされていないコンフィギュレーションは失われます。

スイッチプロファイルの前提条件
スイッチプロファイルには次の前提条件があります。
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• cfs ipv4 distributeコマンドを入力して、両方のスイッチで mgmt0上の Cisco Fabric Series
over IP（CFSoIP）配信を有効にする必要があります。

• config syncと switch-profileコマンドを入力して、両方のピアスイッチで同じ名前のスイッ
チプロファイルを設定する必要があります。

• sync-peers destinationコマンドを入力して、各スイッチをピアスイッチとして構成しま
す。

スイッチプロファイルの注意事項および制約事項
スイッチプロファイルを設定する場合は、次の注意事項および制約事項を考慮してください。

• mgmt0インターフェイスを使用してのみ設定同期化をイネーブルにできます。

•設定の同期は、mgmt 0インターフェイスを使用して実行され、管理 SVIを使用して実行
できません。

•同じスイッチプロファイル名で同期されたピアを設定する必要があります。

•スイッチプロファイル設定で使用可能なコマンドを、設定スイッチプロファイル
（config-sync-sp）モードで設定できます。

• 1つのスイッチプロファイルセッションを一度に進行できます。別のセッションの開始を
試みると失敗します。

•スイッチプロファイルセッションの進行中は、コンフィギュレーション端末モードから
実行されたサポートされているコマンドの変更はブロックされます。スイッチプロファイ

ルセッションが進行しているときは、コンフィギュレーション端末モードからサポートさ

れていないコマンドの変更を行わないでください。

• commitコマンドを入力し、ピアスイッチに到達可能である場合、構成は、両方のピアス
イッチに適用されるか、いずれのスイッチにも適用されません。コミットの障害が発生し

た場合、コマンドは、スイッチプロファイルバッファに残ります。その場合、必要な修

正をし、コミットを再試行します。

•いったんスイッチプロファイルモードで設定したポートチャネルを、グローバルコン
フィギュレーション（config terminal）モードで設定することはできません。
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ポートチャネルに関する一部のサブコマンドは、スイッチプロ

ファイルモードでは設定できません。ただしこれらのコマンド

は、ポートチャネルがスイッチプロファイルモードで作成、設

定されている場合でも、グローバルコンフィギュレーションモー

ドからであれば設定することができます。

たとえば、次のコマンドはグローバルコンフィギュレーション

モードでのみ設定可能です。

switchport private-vlan association trunk primary-vlan secondary-vlan

（注）

• shutdownおよび no shutdownは、グローバルコンフィギュレーションモードとスイッチ
プロファイルモードのどちらでも設定できます。

•ポートチャネルをグローバルコンフィギュレーションモードで作成した場合は、メンバー
インターフェイスを含むチャネルグループも、グローバルコンフィギュレーションモー

ドを使用して作成する必要があります。

•スイッチプロファイルモードで設定されたポートチャネルには、スイッチプロファイル
の内部と外部どちらからもメンバーにすることができます。

•メンバーインターフェイスをスイッチプロファイルにインポートする場合は、メンバー
インターフェイスを含むポートチャネルがスイッチプロファイル内にも存在する必要が

あります。

•インターフェイスをデフォルトにしても、そのインターフェイスの config-sync構成から
チャネルグループは削除されません。config-syncモジュールによって競合する構成がプッ
シュされるのを防ぐために、 no channel-groupコマンドをインターフェイスに適用する
か、config-sync構成にポートチャネルを含める必要があります。

接続の切断後の同期化の注意事項

• mgmt0インターフェイスの接続が失われた後の設定の同期化：mgmt0インターフェイスの
接続が失われ、設定変更が必要な場合は、スイッチプロファイルを使用して、両方のス

イッチの設定変更を適用します。mgmt0インターフェイスへの接続が復元されると、両方
のスイッチが自動的に同期されます。

設定変更を1台のスイッチだけで実行する場合、マージは、mgmt0インターフェイスが起
動し、設定が他のスイッチに適用されると実行されます。

スイッチプロファイルの設定
スイッチプロファイルは作成および設定できます。構成同期モード（config-sync）で、
switch-profile nameコマンドを入力します。
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始める前に

スイッチプロファイルは、各スイッチで同じ名前を使用して作成する必要があります。また、

スイッチは互いにピアとして設定する必要があります。同じアクティブなスイッチプロファイ

ルが設定されたスイッチ間で接続が確立されると、スイッチプロファイルが同期化されます。

手順の概要

1. configure terminal
2. cfs ipv4 distribute
3. config sync
4. switch-profile name

5. sync-peers destination IP-address

6. （任意） show switch-profile name status
7. exit

8. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ピアスイッチ間のCFS配信をイネーブルにします。cfs ipv4 distribute

例：

ステップ 2

switch(config)# cfs ipv4 distribute
switch(config)#

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 3

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 4

ピアスイッチを設定します。sync-peers destination IP-address

例：

ステップ 5

switch(config-sync-sp)# sync-peers destination
10.1.1.1
switch(config-sync-sp)#
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目的コマンドまたはアクション

ローカルスイッチのスイッチプロファイルおよび

ピアスイッチ情報を表示します。

（任意） show switch-profile name status

例：

ステップ 6

switch(config-sync-sp)# show switch-profile abc
status
switch(config-sync-sp)#

スイッチプロファイルコンフィギュレーションモー

ドを終了し、EXECモードに戻ります。
exit

例：

ステップ 7

switch(config-sync-sp)# exit
switch#

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 8

例

次に、スイッチプロファイルを設定し、スイッチプロファイルのステータスを表示す

る例を示します。

switch# configuration terminal
switch(config)# cfs ipv4 distribute
switch(config-sync)# switch-profile abc
switch(config-sync-sp)# sync-peers destination 10.1.1.1
switch(config-sync-sp)# show switch-profile abc status
Start-time: 15801 usecs after Mon Aug 23 06:21:08 2010
End-time: 6480 usecs after Mon Aug 23 06:21:13 2010

Profile-Revision: 1
Session-type: Initial-Exchange
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.1.1.1
Sync-status: In Sync.
Status: Commit Success
Error(s):
switch(config-sync-sp)# exit
switch#
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スイッチプロファイルへのスイッチの追加
sync-peers destination destination IPコマンドを入力し、スイッチプロファイル構成モードを開
始してスイッチプロファイルにスイッチを追加します。

スイッチを追加する場合は、次の注意事項に従ってください。

•スイッチは IPアドレスで識別されます。

•宛先 IPは同期するスイッチの IPアドレスです。

•コミットされたスイッチプロファイルは、ピアスイッチでも設定の同期が設定されてい
る場合に、新しく追加されたピアと（オンラインの場合）同期されます。

メンバーインターフェイスをスイッチプロファイルにインポートする場合は、メンバー

インターフェイスを含むポートチャネルがスイッチプロファイル内にも存在する必要が

あります。

始める前に

ローカルスイッチでスイッチプロファイルを作成した後、同期に含まれる 2番目のスイッチ
を追加する必要があります。

手順の概要

1. config sync
2. switch-profile name

3. sync-peers destination destination IP

4. exit

5. （任意） show switch-profile peer

6. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 2
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目的コマンドまたはアクション

スイッチプロファイルにスイッチを追加します。sync-peers destination destination IP

例：

ステップ 3

switch(config-sync-sp)# sync-peers destination
10.1.1.1
switch(config-sync-sp)#

スイッチプロファイルコンフィギュレーションモー

ドを終了します。

exit

例：

ステップ 4

switch(config-sync-sp)# exit
switch#

スイッチプロファイルのピアの設定を表示します。（任意） show switch-profile peer

例：

ステップ 5

switch# show switch-profile peer

実行中の構成を、スタートアップ構成にコピーしま

す。

（任意） copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

スイッチプロファイルのコマンドの追加または変更
スイッチプロファイル内のコマンドを変更するには、変更したコマンドをスイッチプロファ

イルに追加し、 commitコマンドを使用して、コマンドを適用し、ピアスイッチが到達可能な
場合にスイッチプロファイルを同期します。

スイッチプロファイルコマンドを追加または変更するときは、次の注意事項に従ってくださ

い。

•追加または変更されたコマンドは、 commitコマンドを入力するまでバッファに格納され
ます。

•コマンドは、バッファリングされた順序で実行されます。特定のコマンドに順序の依存関
係がある場合（たとえば、QoSポリシーは適用前に定義する必要がある）、その順序を維
持する必要があります。そうしないとコミットに失敗する可能性があります。次のような

電力事業コマンドを使用できます。 show switch-profile name bufferコマンド、buffer-delete
コマンド、または buffer-moveコマンドでバッファを変更し、すでに入力されたコマンド
の順序を修正します。

始める前に

ローカルおよびピアスイッチでスイッチプロファイルを設定したら、スイッチプロファイル

にサポートされているコマンドを追加し、コミットする必要があります。コマンドは、commit
コマンドを入力するまでバッファに格納されます。次に、 commitコマンドは次のことを行い
ます：
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• mutexチェックとマージチェックを起動し、同期を確認します。

•ロールバックインフラストラクチャでチェックポイントを作成します。

•ローカルスイッチおよびピアスイッチのコンフィギュレーションを適用します。

•スイッチプロファイル内の任意のスイッチでアプリケーション障害がある場合は、すべて
のスイッチでロールバックを実行します。

•チェックポイントを削除します。

手順の概要

1. config sync
2. switch-profile name

3. Command argument

4. （任意） show switch-profile name buffer
5. verify
6. commit

7. （任意） show switch-profile name status
8. exit

9. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 2

スイッチプロファイルにコマンドを追加します。Command argument

例：

ステップ 3

switch(config-sync-sp)# interface Port-channel100
switch(config-sync-sp-if)# speed 1000
switch(config-sync-sp-if)# interface Ethernet1/1
switch(config-sync-sp-if)# speed 1000
switch(config-sync-sp-if)# channel-group 100
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目的コマンドまたはアクション

スイッチプロファイルバッファ内のコンフィギュ

レーションコマンドを表示します。

（任意） show switch-profile name buffer

例：

ステップ 4

switch(config-sync-sp)# show switch-profile abc
buffer
switch(config-sync-sp)#

スイッチプロファイルバッファ内のコマンドを確

認します。

verify

例：

ステップ 5

switch(config-sync-sp)# verify

スイッチプロファイルにコマンドを保存し、ピア

スイッチと設定を同期します。

commit

例：

ステップ 6

switch(config-sync-sp)# commit

ローカルスイッチのスイッチプロファイルのステー

タスとピアスイッチのステータスを表示します。

（任意） show switch-profile name status

例：

ステップ 7

switch(config-sync-sp)# show switch-profile abc
status
switch(config-sync-sp)#

スイッチプロファイルコンフィギュレーションモー

ドを終了します。

exit

例：

ステップ 8

switch(config-sync-sp)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 9

switch# copy running-config startup-config

例

次に、スイッチプロファイルを作成し、ピアスイッチを設定し、スイッチプロファ

イルにコマンドを追加する例を示します。

switch# configuration terminal
switch(config)# cfs ipv4 distribute
switch(config-sync)# switch-profile abc
switch(config-sync-sp)# sync-peers destination 10.1.1.1
switch(config-sync-sp)# interface port-channel100
switch(config-sync-sp-if)# speed 1000
switch(config-sync-sp-if)# interface Ethernet1/1
switch(config-sync-sp-if)# speed 1000
switch(config-sync-sp-if)# channel-group 100
switch(config-sync-sp)# verify
switch(config-sync-sp)# commit
switch(config-sync-sp)# exit
switch#
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次に、定義されたスイッチプロファイルがある既存のコンフィギュレーションの例を

示します。2番目の例は、スイッチプロファイルに変更されたコマンドを追加するこ
とによって、スイッチプロファイルコマンドを変更する方法を示します。

switch# show running-config
switch-profile abc
interface Ethernet1/1
switchport mode trunk
switchport trunk allowed vlan 1-10

switch# config sync
switch(config-sync)# switch-profile abc
switch(config-sync-sp)# interface Ethernet1/1
switch(config-sync-sp-if)# switchport trunk allowed vlan 5-10
switch(config-sync-sp-if)# commit

switch# show running-config
switch-profile abc
interface Ethernet1/1
switchport mode trunk
switchport trunk allowed vlan 5-10

スイッチプロファイルのインポート
インポートするコマンドのセットに基づいてスイッチプロファイルをインポートできます。コ

ンフィギュレーションターミナルモードを使用して、次のことを実行できます。

•選択したコマンドをスイッチプロファイルに追加する。

•インターフェイスに指定された、サポートされているコマンドを追加する。

•サポートされているシステムレベルコマンドを追加する。

•サポートされているシステムレベルコマンドを追加する（物理インターフェイスコマン
ドを除く）。

スイッチプロファイルにコマンドをインポートする場合、スイッチプロファイルバッファが

空である必要があります。

新しいコマンドがインポート中に追加されると、スイッチプロファイルが保存されていないま

まになり、スイッチはスイッチプロファイルインポートモードのままになります。次のコマ

ンドを使用して、インポートを停止します。abortコマンドを使用します。スイッチプロファ
イルのインポートの詳細については、「スイッチプロファイルインポートモード」の項を参

照してください。

手順の概要

1. config sync
2. switch-profile name

3. import {interface port/slot | running-config [exclude interface ethernet]}
4. commit

5. （任意） abort
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6. exit

7. （任意） show switch-profile

8. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 2

インポートするコマンドを識別し、スイッチプロ

ファイルインポートモードを開始します。

import {interface port/slot | running-config [exclude
interface ethernet]}

例：

ステップ 3

• <CR>—選択したコマンドを追加します。
switch(config-sync-sp)# import ethernet 1/2
switch(config-sync-sp-import)# • interface—指定したインターフェイスのサポー

トされるコマンドを追加します。

• running-config—サポートされているシステムレ
ベルコマンドを追加します。

• running-config exclude interface ethernet—物理
インターフェイスコマンドを除くサポートされ

ているシステムレベルコマンドを追加します。

コマンドをインポートし、スイッチプロファイルに

コマンドを保存します。

commit

例：

ステップ 4

switch(config-sync-sp-import)# commit

インポートプロセスを中止します。（任意） abort

例：

ステップ 5

switch(config-sync-sp-import)# abort

スイッチプロファイルインポートモードを終了し

ます。

exit

例：

ステップ 6

switch(config-sync-sp)# exit
switch#
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目的コマンドまたはアクション

スイッチプロファイルコンフィギュレーションを

表示します。

（任意） show switch-profile

例：

ステップ 7

switch# show switch-profile

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 8

switch# copy running-config startup-config

例

次に、spというスイッチプロファイルに、イーサネットインターフェイスコマンド
を除く、サポートされるシステムレベルコマンドをインポートする例を示します。

switch(config-vlan)# conf sync
switch(config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1
switch(config-sync-sp)# show switch-profile buffer

switch-profile : sp
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------

switch(config-sync-sp)# import running-config exclude interface ethernet
switch(config-sync-sp-import)#
switch(config-sync-sp-import)# show switch-profile buffer

switch-profile : sp
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
3 vlan 100-299
4 vlan 300
4.1 state suspend
5 vlan 301-345
6 interface port-channel100
6.1 spanning-tree port type network
7 interface port-channel105

switch(config-sync-sp-import)#

スイッチプロファイルのコマンドの確認
スイッチプロファイルモードで verifyコマンドを入力し、スイッチプロファイルに含まれる
コマンドを確認できます。

手順の概要

1. config sync

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
31

スイッチプロファイルの設定

スイッチプロファイルのコマンドの確認



2. switch-profile name

3. verify
4. exit

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 2

スイッチプロファイルバッファ内のコマンドを確

認します。

verify

例：

ステップ 3

switch(config-sync-sp)# verify

スイッチプロファイルコンフィギュレーションモー

ドを終了します。

exit

例：

ステップ 4

switch(config-sync-sp)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 5

switch# copy running-config startup-config

ピアスイッチの分離
スイッチプロファイルを変更するためにピアスイッチを分離できます。このプロセスは、設

定の同期をブロックする場合、または設定をデバッグするときに使用できます。

ピアスイッチを分離するには、スイッチプロファイルからスイッチを削除し、スイッチプロ

ファイルにピアスイッチを追加する必要があります。

一時的にピアスイッチを分離するには、次の手順を実行します。

1. スイッチプロファイルからピアスイッチを削除します。
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2. スイッチプロファイルを変更して、変更をコミットします。

3. debugコマンドを入力します。

4. 手順 2でスイッチプロファイルに対して行った変更を元に戻し、コミットします。

5. スイッチプロファイルにピアスイッチを追加します。

スイッチプロファイルの削除
all-configまたは local-configオプションを選択してスイッチプロファイルを削除できます。

• all-config—両方のピアスイッチでスイッチプロファイルを削除します（両方が到達可能
な場合）。このオプションを選択し、ピアの1つが到達不能である場合、ローカルスイッ
チプロファイルだけが削除されます。値は、 all-configオプションは両方のピアスイッチ
でスイッチプロファイルを完全に削除します。

• local-config—ローカルスイッチのみのスイッチプロファイルを削除します。

手順の概要

1. config sync
2. no switch-profile name {all-config | local-config}
3. exit

4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

次の手順に従って、スイッチプロファイルを削除し

ます。

no switch-profile name {all-config | local-config}

例：

ステップ 2

• all-config—ローカルスイッチおよびピアスイッ
チのスイッチプロファイルを削除します。ピア

switch(config-sync)# no switch-profile abc
local-config
switch(config-sync-sp)#

スイッチが到達可能でない場合は、ローカルス

イッチプロファイルだけが削除されます。

• local-config—スイッチプロファイルおよびロー
カル構成を削除します。
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目的コマンドまたはアクション

コンフィギュレーション同期モードを終了します。exit

例：

ステップ 3

switch(config-sync-sp)# exit
switch#

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 4

switch# copy running-config startup-config

スイッチプロファイルからのスイッチの削除
スイッチプロファイルからスイッチを削除できます。

手順の概要

1. config sync
2. switch-profile name

3. no sync-peers destination destination IP

4. exit

5. （任意） show switch-profile

6. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。config sync

例：

ステップ 1

switch# config sync
switch(config-sync)#

スイッチプロファイルを設定し、スイッチプロファ

イルの名前を設定し、スイッチプロファイル同期コ

ンフィギュレーションモードを開始します。

switch-profile name

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)#

ステップ 2

スイッチプロファイルから指定のスイッチを削除し

ます。

no sync-peers destination destination IP

例：

ステップ 3

switch(config-sync-sp)# no sync-peers destination
10.1.1.1
switch(config-sync-sp)#
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目的コマンドまたはアクション

スイッチプロファイルコンフィギュレーションモー

ドを終了します。

exit

例：

ステップ 4

switch(config-sync-sp)# exit
switch#

スイッチプロファイルコンフィギュレーションを

表示します。

（任意） show switch-profile

例：

ステップ 5

switch# show switch-profile

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 6

switch# copy running-config startup-config

スイッチプロファイルバッファの表示

手順の概要

1. switch# configure sync
2. switch(config-sync) # switch-profile profile-name

3. switch(config-sync-sp) # show switch-profile profile-name buffer

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーション同期モードを開始します。switch# configure syncステップ 1

指定されたスイッチプロファイルに対するスイッチ

プロファイル同期コンフィギュレーションモードを

開始します。

switch(config-sync) # switch-profile profile-nameステップ 2

指定されたインターフェイスに対するインターフェ

イススイッチプロファイル同期コンフィギュレー

ションモードを開始します。

switch(config-sync-sp) # show switch-profile profile-name
buffer

ステップ 3

例

次に、spという名前のサービスプロファイルのスイッチプロファイルバッファの表
示例を示します。
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switch# configure sync
Enter configuration commands, one per line. End with CNTL/Z.
switch(config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1
switch(config-sync-sp)# show switch-profile sp buffer
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
1 vlan 101
1.1 ip igmp snooping querier 10.101.1.1
2 mac address-table static 0000.0000.0001 vlan 101 drop
3 interface Ethernet1/2
3.1 switchport mode trunk
3.2 switchport trunk allowed vlan 101

switch(config-sync-sp)# buffer-move 3 1
switch(config-sync-sp)# show switch-profile sp buffer
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
1 interface Ethernet1/2
1.1 switchport mode trunk
1.2 switchport trunk allowed vlan 101
2 vlan 101
2.1 ip igmp snooping querier 10.101.1.1
3 mac address-table static 0000.0000.0001 vlan 101 drop
switch(config-sync-sp)#

スイッチのリブート後のコンフィギュレーションの同期

化
スイッチプロファイルを使用してピアスイッチで新しい構成をコミット中にCisco Nexus 3600
プラットフォームスイッチがリブートする場合、リロード後にピアスイッチを同期するには、

次の手順を実行します。

手順の概要

1. リブート中にピアスイッチ上で変更された設定を再適用します。

2. 次の情報を入力します。 commitコマンドを使用します。

3. 設定が正しく適用されており、両方のピアが同期されていることを確認します。

手順の詳細

手順

ステップ 1 リブート中にピアスイッチ上で変更された設定を再適用します。

ステップ 2 次の情報を入力します。 commitコマンドを使用します。
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ステップ 3 設定が正しく適用されており、両方のピアが同期されていることを確認します。

例

スイッチプロファイル設定の showコマンド
次の showコマンドは、スイッチプロファイルに関する情報を表示します。

目的コマンド

スイッチプロファイル中のコマンドを表示します。show switch-profile name

スイッチプロファイル中のコミットされていないコマン

ド、移動されたコマンド、削除されたコマンドを表示し

ます。

show switch-profile name buffer

ピアスイッチの同期ステータスが表示されます。show switch-profile name peer
IP-address

最後の 20のスイッチプロファイルセッションのステー
タスを表示します。

show switch-profile name
session-history

ピアスイッチのコンフィギュレーション同期ステータス

を表示します。

show switch-profile name status

オフラインで事前プロビジョニングされた非表示のイン

ターフェイスの設定を表示します。

show running-config
exclude-provision

ローカルスイッチのスイッチプロファイルの実行コン

フィギュレーションを表示します。

show running-config switch-profile

ローカルスイッチのスイッチプロファイルのスタート

アップコンフィギュレーションを表示します。

show startup-config switch-profile

これらのコマンドの出力フィールドの詳細については、ご使用のプラットフォームの、システ

ム管理コマンドのリファレンスを参照してください。

サポートされているスイッチプロファイルコマンド
以下のスイッチプロファイルコマンドがサポートされています。

• logging event link-status default

• [no] vlan vlan-range

• ip access-list acl-name

• policy-map type network-qos jumbo-frames
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• class type network-qos class-default

• mtu mtu value

• system qos

• service-policy type network-qos jumbo-frames

• vlan configuration vlan id

• ip igmp snooping querier ip

• spanning-tree port type edge default

• spanning-tree port type edge bpduguard default

• spanning-tree loopguard default

• no spanning-tree vlan vlan id

• port-channel load-balance ethernet source-dest-port

• interface port-channel number

• description text

• switchport mode trunk

• switchport trunk allowed vlan vlan list

• spanning-tree port type network

• no negotiate auto

• vpc peer-link

• interface port-channel number

• switchport access vlan vlan id

• spanning-tree port type edge

• speed 10000

• vpc number

• interface ethernetx/y

• switchport access vlan vlanid

• spanning-tree port type edge

• channel-group number mode active
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スイッチプロファイルの設定例

ローカルおよびピアスイッチでのスイッチプロファイルの作成例

次に、ローカルおよびピアスイッチで正常なスイッチプロファイル構成を作成する例を示し

ます。

手順の概要

1. ローカルおよびピアスイッチで CFSoIP配信をイネーブルにします。
2. ローカルおよびピアスイッチでスイッチプロファイルを作成します。

3. スイッチプロファイルが、ローカルおよびピアスイッチで同じであることを確認します。

4. スイッチプロファイルのコマンドを検証します。

5. スイッチプロファイルにコマンドを適用し、ローカルとピアスイッチ間の設定を同期さ

せます。

手順の詳細

手順

目的コマンドまたはアクション

ローカルおよびピアスイッチでCFSoIP配信をイネー
ブルにします。

ステップ 1

例：

switch# configuration terminal
switch(config)# cfs ipv4 distribute

ローカルおよびピアスイッチでスイッチプロファ

イルを作成します。

ステップ 2

例：

switch(config-sync)# switch-profile abc
switch(config-sync-sp)# sync-peers destination
10.1.1.1

スイッチプロファイルが、ローカルおよびピアス

イッチで同じであることを確認します。

ステップ 3

例：

switch(config-sync-sp)# show switch-profile abc
status

Start-time: 15801 usecs after Mon Aug 23 06:21:08
2010
End-time: 6480 usecs after Mon Aug 23 06:21:13
2010
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目的コマンドまたはアクション

Profile-Revision: 1
Session-type: Initial-Exchange
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.1.1.1
Sync-status: In Sync.
Status: Commit Success
Error(s):

スイッチプロファイルのコマンドを検証します。ステップ 4

例：

switch(config-sync-sp-if)# verify
Verification Successful

スイッチプロファイルにコマンドを適用し、ローカ

ルとピアスイッチ間の設定を同期させます。

ステップ 5

例：

switch(config-sync-sp)# commit
Commit Successful
switch(config-sync)#

同期ステータスの確認例

次に、ローカルとピアスイッチ間の同期ステータスを確認する例を示します。

switch(config-sync)# show switch-profile switch-profile status
Start-time: 804935 usecs after Mon Aug 23 06:41:10 2010
End-time: 956631 usecs after Mon Aug 23 06:41:20 2010

Profile-Revision: 2
Session-type: Commit
Peer-triggered: No
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.1.1.1
Sync-status: In Sync.
Status: Commit Success
Error(s):
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switch(config-sync)#

実行コンフィギュレーションの表示

次に、ローカルスイッチでスイッチプロファイルの実行コンフィギュレーションを表示する

例を示します。

switch# configure sync
switch(config-sync)# show running-config switch-profile

switch(config-sync)#

ローカルスイッチとピアスイッチ間のスイッチプロファイルの同期

の表示

次に、2台のピアスイッチの同期ステータスを表示する例を示します。
switch1# show switch-profile sp status

Start-time: 491815 usecs after Thu Aug 12 11:54:51 2010
End-time: 449475 usecs after Thu Aug 12 11:54:58 2010

Profile-Revision: 1
Session-type: Initial-Exchange
Peer-triggered: No
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.193.194.52
Sync-status: In Sync.
Status: Commit Success
Error(s):

switch1#

switch2# show switch-profile sp status

Start-time: 503194 usecs after Thu Aug 12 11:54:51 2010
End-time: 532989 usecs after Thu Aug 12 11:54:58 2010

Profile-Revision: 1
Session-type: Initial-Exchange
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
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----------------
IP-address: 10.193.194.51
Sync-status: In Sync.
Status: Commit Success
Error(s):

switch2#

ローカルスイッチとピアスイッチでの確認とコミットの表示

次に、ローカルスイッチおよびピアスイッチで正常に確認とコミットを設定する例を示しま

す。

switch1# configure sync
Enter configuration commands, one per line. End with CNTL/Z.
switch1(config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1
switch1(config-sync-sp)# interface ethernet1/1
switch1(config-sync-sp-if)# description foo
switch1(config-sync-sp-if)# verify
Verification Successful
switch1(config-sync-sp)# commit
Commit Successful
switch1(config-sync)# show running-config switch-profile
switch-profile sp
sync-peers destination 10.193.194.52
interface Ethernet1/1
description foo

switch1(config-sync)# show switch-profile sp status

Start-time: 171513 usecs after Wed Aug 11 17:51:28 2010
End-time: 676451 usecs after Wed Aug 11 17:51:43 2010

Profile-Revision: 3
Session-type: Commit
Peer-triggered: No
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.193.194.52
Sync-status: In Sync.
Status: Commit Success
Error(s):

switch1(config-sync)#

switch2# show running-config switch-profile
switch-profile sp
sync-peers destination 10.193.194.51
interface Ethernet1/1
description foo

switch2# show switch-profile sp status

Start-time: 265716 usecs after Wed Aug 11 16:51:28 2010
End-time: 734702 usecs after Wed Aug 11 16:51:43 2010
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Profile-Revision: 3
Session-type: Commit
Peer-triggered: Yes
Profile-status: Sync Success

Local information:
----------------
Status: Commit Success
Error(s):

Peer information:
----------------
IP-address: 10.193.194.51
Sync-status: In Sync.
Status: Commit Success
Error(s):

switch2#

同期の成功と失敗の例

次に、ピアスイッチにおけるスイッチプロファイルの同期の成功例を示します。

switch# show switch-profile abc peer

switch# show switch-profile sp peer 10.193.194.52
Peer-sync-status : In Sync.
Peer-status : Commit Success
Peer-error(s) :
switch1#

次に、到達不能ステータスのピアを使用した、ピアスイッチでのスイッチプロファイルの同

期の失敗例を示します。

switch# show switch-profile sp peer 10.193.194.52
Peer-sync-status : Not yet merged. pending-merge:1 received_merge:0
Peer-status : Peer not reachable
Peer-error(s) :
switch#

スイッチプロファイルバッファの設定、バッファ移動、およびバッ

ファの削除

次に、スイッチプロファイルバッファの設定、バッファ移動、バッファ削除を設定する例を

示します。

switch# configure sync
Enter configuration commands, one per line. End with CNTL/Z.
switch(config-sync)# switch-profile sp
Switch-Profile started, Profile ID is 1
switch(config-sync-sp)# vlan 101
switch(config-sync-sp-vlan)# ip igmp snooping querier 10.101.1.1
switch(config-sync-sp-vlan)# exit
switch(config-sync-sp)# mac address-table static 0000.0000.0001 vlan 101 drop
switch(config-sync-sp)# interface ethernet1/2
switch(config-sync-sp-if)# switchport mode trunk
switch(config-sync-sp-if)# switchport trunk allowed vlan 101
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switch(config-sync-sp-if)# exit
switch(config-sync-sp)# show switch-profile sp buffer
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
1 vlan 101
1.1 ip igmp snooping querier 10.101.1.1
2 mac address-table static 0000.0000.0001 vlan 101 drop
3 interface Ethernet1/2
3.1 switchport mode trunk
3.2 switchport trunk allowed vlan 101

switch(config-sync-sp)# buffer-move 3 1
switch(config-sync-sp)# show switch-profile sp buffer
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
1 interface Ethernet1/2
1.1 switchport mode trunk
1.2 switchport trunk allowed vlan 101
2 vlan 101
2.1 ip igmp snooping querier 10.101.1.1
3 mac address-table static 0000.0000.0001 vlan 101 drop

switch(config-sync-sp)# buffer-delete 1
switch(config-sync-sp)# show switch-profile sp buffer
----------------------------------------------------------
Seq-no Command
----------------------------------------------------------
2 vlan 101
2.1 ip igmp snooping querier 10.101.1.1
3 mac address-table static 0000.0000.0001 vlan 101 drop

switch(config-sync-sp)# buffer-delete all
switch(config-sync-sp)# show switch-profile sp buffer
switch(config-sync-sp)#
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第 5 章

PTPの設定

この章では、Cisco NX-OSデバイスで高精度時間プロトコル（PTP）を設定する方法について
説明します。

この章は、次の項で構成されています。

• PTPについて（45ページ）
• PTPデバイスタイプ（46ページ）
• PTP時間分配保留（47ページ）
• PTPプロセス（47ページ）
• PTPのハイアベイラビリティ（48ページ）
• PTPの注意事項および制約事項（48ページ）
• PTPのデフォルト設定（49ページ）
• PTPの設定（50ページ）

PTPについて
PTPはネットワークに分散したノードの時刻同期プロトコルです。そのハードウェアのタイム
スタンプ機能は、ネットワークタイムプロトコル（NTP）などの他の時刻同期プロトコルよ
りも高い精度を実現します。

PTPシステムは、PTPおよび非 PTPデバイスの組み合わせで構成できます。PTPデバイスに
は、オーディナリクロック、境界クロック、およびトランスペアレントクロックが含まれま

す。非PTPデバイスには、通常のネットワークスイッチやルータなどのインフラストラクチャ
デバイスが含まれます。

PTPは、システムのリアルタイムPTPクロックが相互に同期する方法を指定する分散プロトコ
ルです。これらのクロックは、グランドマスタークロック（階層の最上部にあるクロック）を

持つマスター/スレーブ同期階層に編成され、システム全体の時間基準を決定します。同期は、
タイミング情報を使用して階層のマスターの時刻にクロックを調整するメンバーと、PTPタイ
ミングメッセージを交換することによって実現されます。PTPは、PTPドメインと呼ばれる論
理範囲内で動作します。
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PTPデバイスタイプ
次のクロックは、一般的な PTPデバイスです。

オーディナリクロック

エンドホストと同様に、単一の物理ポートに基づいてネットワークと通信します。オー

ディナリクロックはグランドマスタークロックとして動作できます。

境界クロック

通常、複数の物理ポートがあり、各ポートはオーディナリクロックのポートのように動作

します。ただし、各ポートはローカルクロックを共有し、クロックのデータセットはす

べてのポートに共通です。各ポートは、境界クロックのその他すべてのポートから使用可

能な最善のクロックに基づいて、個々の状態を、マスター（それに接続されている他の

ポートを同期する）またはスレーブ（ダウンストリームポートに同期する）に決定しま

す。同期とマスター/スレーブ階層の確立に関するメッセージは、境界クロックのプロト
コルエンジンで終了し、転送されません。

トランスペアレントクロック

通常のスイッチやルータなどのすべてのPTPメッセージを転送しますが、スイッチでのパ
ケットの滞留時間（パケットがトランスペアレントクロックを通過するために要した時

間）と、場合によってはパケットの入力ポートのリンク遅延を測定します。トランスペア

レントクロックはグランドマスタークロックに同期する必要がないため、ポートの状態

はありません。

次の 2種類のトランスペアレントクロックがあります。

エンドツーエンドトランスペアレントクロック

PTPメッセージの滞留時間を測定し、PTPメッセージまたは関連付けられたフォロー
アップメッセージの修正フィールドの時間を収集します。

ピアツーピアトランスペアレントクロック

PTPメッセージの滞留時間を測定し、各ポートと、リンクを共有する他のノードの同
じように装備されたポートとの間のリンク遅延を計算します。パケットの場合、この

着信リンクの遅延は、PTPメッセージまたは関連付けられたフォローアップメッセー
ジの修正フィールドの滞留時間に追加されます。

PTPは境界クロックモードのみで動作します。Grand Master Clock（10 MHz）アップストリー
ムを導入することを推奨します。サーバーには、同期する必要があり、スイッチに接続された

クロックが含まれます。

エンドツーエンドトランスペアレントクロックモードとピアツーピアトランスペアレントク

ロックモードはサポートされません。

（注）
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PTP時間分配保留
適切に同期された PTPネットワークでは、いずれかの PTPノードがダウンしてから起動する
と、その PTPクロックはプライマリ時刻ソース（GM）に同期されます。このプロセス中に、
ローカルノードでかなりの長さの時間修正が行われ、ローカルクロックの修正が試行されま

す。その際、ノードはダウンストリームノードに誤った時刻を送信し、すべてのダウンスト

リームノードで問題が発生する可能性があります。Cisco NX-OSリリース 10.5(1)Fで導入され
た時間分配（TD）保留機能は、ブートアップ時にノードがプライマリソースに正しく同期さ
れてからダウンストリームノードに時間を分配するようにすることで、この問題を解決しま

す。

TD保留機能は、境界クロック（BC）ノードがプライマリ時刻ソースにロックされ、ターゲッ
ト修正値が確定するまで、時間分配を保留します。TD保留対応ノードは、すべての PTPパ
ケットを受信し、通常の状態変更を行い、時刻を同期しますが、PTPパケットは送信しませ
ん。

すべてのノードが同時に（数秒程度の差で）再起動すると、各ノードがアクティブな保留時間

になり、セカンダリポートを持つノードがなくなることがあります。この場合、BMCが最適
なクロックを見つけるのに時間がかかります。それで、この機能を有効にする際には、この点

を考慮する必要があります。

（注）

PTPプロセス
PTPプロセスは、マスター/スレーブ階層の確立とクロックの同期の2つのフェーズで構成され
ます。

PTPドメイン内では、オーディナリクロックまたは境界クロックの各ポートが、次のプロセス
に従ってステートを決定します。

•受信したすべての（マスターステートのポートによって発行された）アナウンスメッセー
ジの内容を検査します

•外部マスターのデータセット（アナウンスメッセージ内）とローカルクロックで、優先
順位、クロッククラス、精度などを比較します

•自身のステートがマスターまたはスレーブのいずれであるかを決定します

マスター/スレーブ階層が確立されると、クロックは次のように同期されます。

•マスターはスレーブに同期メッセージを送信し、送信された時刻を記録します。

•スレーブは同期メッセージを受信し、受信した時刻を記録します。すべての同期メッセー
ジには、フォローアップメッセージがあります。同期メッセージの数は、フォローアップ

メッセージの数と同じである必要があります。
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•スレーブはマスターに遅延要求メッセージを送信し、送信された時刻を記録します。

•マスターは遅延要求メッセージを受信し、受信した時刻を記録します。

•マスターはスレーブに遅延応答メッセージを送信します。遅延要求メッセージの数は、遅
延応答メッセージの数と同じある必要があります。

•スレーブは、これらのタイムスタンプを使用して、クロックをマスターの時刻に調整しま
す。

PTPのハイアベイラビリティ
PTPのステートフルリスタートはサポートされません。

PTPの注意事項および制約事項
• Cisco Nexus 3600シリーズスイッチでは、PTPクロック修正は 100～ 999ナノ秒までの 3
桁の範囲に収まることが予想されます。

• PTPは境界クロックモードのみで動作します。エンドツーエンドトランスペアレントク
ロックモードとピアツーピアトランスペアレントクロックモードはサポートされませ

ん。

• PTPはユーザーデータグラムプロトコル（UDP）上の転送をサポートします。イーサネッ
ト上の転送はサポートされません。

• PTPはマルチキャスト通信だけをサポートします。ネゴシエートされたユニキャスト通信
はサポートされません。

• PTPはネットワークごとに 1つのドメインに制限されます。

• PTP管理パケットを転送することはサポートされていません。

• PTP対応ポートは、ポート上で PTPをイネーブルにしない場合、PTPパケットを識別せ
ず、これらのパケットにタイムスタンプを適用したり、パケットをリダイレクトしたりし

ません。

• 1 pulse per second（1 PPS）入力はサポートされていません。

• IPv6を介した PTPはサポートされていません。

• Cisco Nexusスイッチは、-2～ -5の同期化ログ間隔を使用して、隣接マスターから同期す
る必要があります。

• Cisco NX-OSリリース 10.5（1）F以降では、次の属性が PTP高補正通知に追加されていま
す。

• lastHighCorrectionMPD
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• maxHighCorrectionTime

• maxHighCorrectionValue

• maxHighCorrectionMPD

• Cisco NX-OSリリース 10.5(1)F以降では、PTP時間分配保留機能が導入されています。こ
の機能により、境界クロックノードがプライマリ時刻送信元にロックされ、ターゲット補

正値に落ち着くまで、時間分配を保留できます。

PTPのデフォルト設定
次の表に、PTPパラメータのデフォルト設定を示します。

表 2 :デフォルトの PTPパラメータ

デフォルトパラメータ

ディセーブルPTP

2PTPバージョン

0PTPドメイン

255クロックをアドバタイズする場合、PTPプラ
イオリティ 1値

255クロックをアドバタイズする場合、PTPプラ
イオリティ 2値

1ログ秒PTPアナウンス間隔

– 2ログ秒PTP同期間隔

3アナウンス間隔PTPアナウンスタイムアウト

0ログ秒PTP最小遅延要求間隔

1PTP VLAN
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PTPの設定

PTPのグローバルな設定
デバイスでPTPをグローバルにイネーブルまたはディセーブルにできます。また、ネットワー
ク内のどのクロックがグランドマスターとして選択される優先順位が最も高いかを判別するた

めに、さまざまな PTPクロックパラメータを構成できます。

手順の概要

1. switch# configure terminal
2. switch(config) # [no] feature ptp
3. switch(config) # [no] ptp source ip-address [vrf vrf]
4. （任意） switch(config) # [no] ptp domain number

5. （任意） switch(config) # [no] ptp priority1 value

6. （任意） switch(config) # [no] ptp priority2 value

7. （任意） switch(config) # show ptp brief

8. （任意） switch(config) # show ptp clock

9. （任意） [no] ptp time distribution-hold [correction-threshold <corr_limit>] [delay-threshold
<max_delay_time>]

10. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

デバイス上で PTPをイネーブルまたはディセーブ
ルにします。

switch(config) # [no] feature ptpステップ 2

（注）

スイッチの PTPをイネーブルにしても、各イン
ターフェイスの PTPはイネーブルになりません。

すべての PTPパケットのソース IPアドレスを構成
します。

switch(config) # [no] ptp source ip-address [vrf vrf]ステップ 3

値は、 ip-addressには IPv4形式を使用できます。

このクロックで使用するドメイン番号を構成しま

す。PTPドメインを使用すると、1つのネットワー
（任意） switch(config) # [no] ptp domain numberステップ 4
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目的コマンドまたはアクション

ク上で、複数の独立した PTPクロッキングサブド
メインを使用できます。

number の範囲は 0～ 128です。

このクロックをアドバタイズするときに使用する

priority1の値を構成します。この値はベストマス
（任意） switch(config) # [no] ptp priority1 valueステップ 5

タークロック選択のデフォルトの基準（クロック

品質、クロッククラスなど）を上書きします。低

い値が優先されます。

valueの範囲は、0～ 255です。

このクロックをアドバタイズするときに使用する

priority2の値を構成します。この値は、デフォルト
（任意） switch(config) # [no] ptp priority2 valueステップ 6

の基準では同等に一致する2台のデバイスのうち、
どちらを優先するかを決めるために使用されます。

たとえば、priority2値を使用して、特定のスイッチ
が他の同等のスイッチよりも優先されるようにする

ことができます。

valueの範囲は、0～ 255です。

PTPのステータスを表示します。（任意） switch(config) # show ptp briefステップ 7

ローカルクロックのプロパティを表示します。（任意） switch(config) # show ptp clockステップ 8

PTP時間分配保留機能を有効にします。（任意） [no] ptp time distribution-hold
[correction-threshold <corr_limit>] [delay-threshold
<max_delay_time>]

ステップ 9

correction-threshold：補正が指定された補正値（ナ
ノ秒単位）に落ち着くまで、時間分配を保留しま

す。例：

switch(config)# ptp time distribution-hold
correction-threshold 90000ns delay threshold
4000s

delay-threshold：時間分配を保留する最大時間制限
を秒単位で設定します。ただし、遅延しきい値の前

に補正しきい値が満たされた場合は、時間分布が再

開されます。

デフォルトの補正しきい値は300ナノ秒で、デフォ
ルトの遅延しきい値は、TORの場合は 300秒、モ
ジュラ型シャーシの場合は 900秒です。

最大補正しきい値は 100000ナノ秒で、最大遅延し
きい値は 5000秒です。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 10
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例

次に、デバイス上でPTPをグローバルに構成し、PTP通信用の送信元 IPアドレスを指
定し、クロックの優先レベルを構成する例を示します。

switch# configure terminal
switch(config)# feature ptp
switch(config)# ptp source 10.10.10.1
switch(config)# ptp priority1 1
switch(config)# ptp priority2 1
switch(config)# show ptp brief
PTP port status
-----------------------
Port State
------- --------------
switch(config)# show ptp clock
PTP Device Type: Boundary clock
Clock Identity : 0:22:55:ff:ff:79:a4:c1
Clock Domain: 0
Number of PTP ports: 0
Priority1 : 1
Priority2 : 1
Clock Quality:
Class : 248
Accuracy : 254
Offset (log variance) : 65535
Offset From Master : 0
Mean Path Delay : 0
Steps removed : 0
Local clock time:Sun Jul 3 14:13:24 2011
switch(config)#

インターフェイスでの PTPの設定
PTPをグローバルにイネーブルにしても、デフォルトで、サポートされているすべてのイン
ターフェイス上でイネーブルになりません。PTPインターフェイスは個別にイネーブルに設定
する必要があります。

始める前に

スイッチ上でグローバルに PTPをイネーブルにし、PTP通信の送信元 IPアドレスを設定した
ことを確認します。

手順の概要

1. switch# configure terminal
2. switch(config) # interface ethernet slot/port

3. switch(config-if) # [no] feature ptp

4. （任意） switch(config-if) # [no] ptp announce {interval log seconds | timeout count}
5. （任意） switch(config-if) # [no] ptp delay request minimum interval log seconds

6. （任意） switch(config-if) # [no] ptp sync interval log seconds

7. （任意） switch(config-if) # [no] ptp vlan vlan-id
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8. （任意） switch(config-if) # show ptp brief

9. （任意） switch(config-if) # show ptp port interface interface slot/port

10. （任意） switch(config-if)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

PTPをイネーブルにするインターフェイスを指定
し、インターフェイスコンフィギュレーションモー

ドを開始します。

switch(config) # interface ethernet slot/portステップ 2

インターフェイスで PTPをイネーブルまたはディ
セーブルにします。

switch(config-if) # [no] feature ptpステップ 3

インターフェイス上の PTPアナウンスメッセージ
間の間隔またはタイムアウトがインターフェイスで

発生する前の PTP間隔の数を構成します。

（任意） switch(config-if) # [no] ptp announce
{interval log seconds | timeout count}

ステップ 4

PTPアナウンス間隔の範囲は 0～ 4秒で、間隔のタ
イムアウトの範囲は 2～ 10です。

ポートがマスターステートの場合に PTP遅延要求
メッセージ間で許可される最小間隔を構成します。

（任意） switch(config-if) # [no] ptp delay request
minimum interval log seconds

ステップ 5

有効な範囲は -1～ -6ログ秒です。ログ（-2）は、
1秒あたり 4フレームです。

インターフェイス上の PTP同期メッセージの送信
間隔を構成します。

（任意） switch(config-if) # [no] ptp sync interval log
seconds

ステップ 6

PTP同期間隔の範囲は -6ログ秒～ 1秒です。

PTPをイネーブルにするインターフェイスのVLAN
を指定します。インターフェイスの 1つの VLAN
でイネーブルにできるのは、1つのPTPのみです。

（任意） switch(config-if) # [no] ptp vlan vlan-idステップ 7

指定できる範囲は 1～ 4094です。

PTPのステータスを表示します。（任意） switch(config-if) # show ptp briefステップ 8

PTPポートのステータスを表示します。（任意） switch(config-if) # show ptp port interface
interface slot/port

ステップ 9
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目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-if)# copy running-config
startup-config

ステップ 10

例

次に、インターフェイス上で PTPを構成し、アナウンス、遅延要求、および同期メッ
セージの間隔を構成する例を示します。

switch# configure terminal
switch(config)# interface ethernet 2/1
switch(config-if)# ptp
switch(config-if)# ptp announce interval 3
switch(config-if)# ptp announce timeout 2
switch(config-if)# ptp delay-request minimum interval 4
switch(config-if)# ptp sync interval -1
switch(config-if)# show ptp brief
PTP port status
-----------------------
Port State
------- --------------
Eth2/1 Master
switch(config-if)# show ptp port interface ethernet 2/1
PTP Port Dataset: Eth2/1
Port identity: clock identity: 0:22:55:ff:ff:79:a4:c1
Port identity: port number: 1028
PTP version: 2
Port state: Master
Delay request interval(log mean): 4
Announce receipt time out: 2
Peer mean path delay: 0
Announce interval(log mean): 3
Sync interval(log mean): -1
Delay Mechanism: End to End
Peer delay request interval(log mean): 0
switch(config-if)#

PTP設定の確認
次のいずれかのコマンドを使用して、設定を確認します。

表 3 : PTP Showコマンド

目的コマンド

PTPのステータスを表示します。show ptp brief

ローカルクロックのプロパティ（クロック ID
など）を表示します。

show ptp clock
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目的コマンド

PTPプロセスが認識している外部マスターの
状態を表示します。外部マスターごとに、出

力に、クロック ID、基本的なクロックプロパ
ティ、およびクロックがグランドマスターと

して使用されているかどうかが表示されます。

show ptp clock foreign-masters-record

最後の数個の PTP修正を表示します。show ptp corrections

PTPの親のプロパティを表示します。show ptp parent

スイッチの PTPポートのステータスを表示し
ます。

show ptp port interface ethernet slot/port
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第 6 章

NTPの設定

この章は、次の内容で構成されています。

• NTPの概要（57ページ）
•タイムサーバーとしての NTP（58ページ）
• CFSを使用した NTPの配信（58ページ）
•クロックマネージャ（58ページ）
•高可用性（59ページ）
•仮想化のサポート（59ページ）
• NTPの前提条件（59ページ）
• NTPの注意事項と制約事項（59ページ）
•デフォルト設定（60ページ）
• NTPの設定（61ページ）
• NTPの設定確認（77ページ）
• NTPの設定例（78ページ）

NTPの概要
ネットワークタイムプロトコル（NTP）は、分散している一連のタイムサーバとクライアン
ト間で 1日の時間を同期させ、複数のネットワークデバイスから受信するシステムログや時
間関連のイベントを相互に関連付けられるようにします。NTPではトランスポートプロトコ
ルとして、ユーザデータグラムプロトコル（UDP）を使用します。すべてのNTP通信はUTC
を使用します。

NTPサーバは通常、タイムサーバに接続されたラジオクロックやアトミッククロックなどの
正規の時刻源から時刻を受信し、ネットワークを介してこの時刻を配信します。NTPはきわめ
て効率的で、毎分 1パケット以下で 2台のマシンを相互に 1ミリ秒以内に同期します。

NTPではストラタム（stratum）を使用して、ネットワークデバイスと正規の時刻源の距離を
表します。

•ストラタム1のタイムサーバは、信頼できる時刻源に直接接続されます（無線時計や原子
時計または GPS時刻源など）。
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•ストラタム 2の NTPサーバは、ストラタム 1のタイムサーバから NTPを使用して時刻を
受信します。

同期の前に、NTPは複数のネットワークサービスが報告した時刻を比較し、1つの時刻が著し
く異なる場合は、それがStratum 1であっても、同期しません。Cisco NX-OSは、無線時計や原
子時計に接続できず、ストラタム1サーバとして動作することはできないため、インターネッ
ト上で利用できるパブリック NTPサーバを使用することを推奨します。ネットワークがイン
ターネットから切り離されている場合、Cisco NX-OSでは、NTPによって時刻が同期されてい
なくても、NTPで同期されているものとして時刻を設定できます。

NTPピア関係を作成して、サーバで障害が発生した場合に、ネットワークデバイスを同期さ
せて、正確な時刻を維持するための時刻提供ホストを指定できます。

（注）

デバイス上の時刻は重要な情報であるため、NTPのセキュリティ機能を使用して、不正な時刻
を誤って（または悪意を持って）設定できないように保護することを強く推奨します。その方

法として、アクセスリストベースの制約方式と暗号化認証方式があります。

タイムサーバーとしての NTP
他のデバイスからタイムサーバとして設定できます。デバイスを正規の NTPサーバとして動
作するよう設定し、外部の時刻源と同期していないときでも時刻を配信させることもできま

す。

CFSを使用した NTPの配信
Cisco Fabric Services（CFS）は、ローカル NTPコンフィギュレーションをネットワーク内のす
べてのシスコデバイスに配信します。

デバイス上で CFSをイネーブルにすると、NTPコンフィギュレーションが起動された場合に
は常に、ネットワーク全体のロックが NTPに適用されます。NTPコンフィギュレーションを
変更した後で、これらの変更を破棄することもコミットすることもできます。

いずれの場合でも、CFSのロックはこのときに NTPアプリケーションから解放されます。

クロックマネージャ
クロックはさまざまなプロセス間で共有する必要のあるリソースです。

NTPなどの複数の時刻同期プロトコルが、システムで稼働している可能性があります。
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高可用性
NTPはステートレスリスタートをサポートします。リブート後またはスーパーバイザスイッ
チオーバー後に、実行コンフィギュレーションが適用されます。

NTPピアを設定すると、NTPサーバ障害の発生時に冗長性が得られます。

仮想化のサポート
NTPは Virtual Routing and Forwarding（VRF）インスタンスを認識します。NTPサーバおよび
NTPピアに対して特定の VRFを設定していない場合、NTPはデフォルトの VRFを使用しま
す。

NTPの前提条件
NTPの前提条件は、次のとおりです。

• NTPを設定するには、NTPが動作している 1つ以上のサーバに接続できなければなりま
せん。

NTPの注意事項と制約事項
NTPに関する設定時の注意事項および制約事項は、次のとおりです。

•値は、 show ntp session status CLIコマンドには、最後のアクションのタイムスタンプ、最
後のアクション、最後のアクションの結果、および最後のアクションの失敗理由は表示さ

れません。

• NTPサーバー機能はサポートされます。

•別のデバイスとの間にピアアソシエーションを設定できるのは、使用するクロックの信頼
性が確実な場合（つまり、信頼できる NTPサーバーのクライアントである場合）に限ら
れます。

•単独で設定したピアは、サーバの役割を担いますが、バックアップとして使用する必要が
あります。サーバが2台ある場合、いくつかのデバイスが一方のサーバに接続し、残りの
デバイスが他方のサーバに接続するように設定できます。その後、2台のサーバ間にピア
アソシエーションを設定すると、信頼性の高い NTP構成になります。

•サーバーが1台だけの場合は、すべてのデバイスをそのサーバーのクライアントとして設
定する必要があります。

•設定できる NTPエンティティ（サーバーおよびピア）は、最大 64です。
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• NTPに対して CFSがディセーブルになっていると、その NTPからコンフィギュレーショ
ンは配信されず、ネットワーク内の他のデバイスからの配信も受け入れません。

• NTPに対してCFS配信を有効にしても、 commitコマンドを入力するまで、NTP構成コマ
ンドのエントリは NTP構成に対してネットワークをロックします。ロック中は、ネット
ワーク内の（ロックを保持しているデバイス以外の）すべてのデバイスは NTPコンフィ
ギュレーションを変更できません。

• CFSを使用してNTPをディセーブルにする場合、ネットワーク内のすべてのデバイスは、
NTPに対して使用するよう設定したものと同じ VRFを持っている必要があります。

• VRFでNTPを設定する場合は、NTPサーバーおよびピアが、設定されたVRFを介して相
互にアクセスできることを確認します。

•ネットワーク全体の NTPサーバーおよび Cisco NX-OSデバイスに、NTP認証キーを手動
で配信する必要があります。

•時刻の精度および信頼性要件が厳密ではない場合、NTPブロードキャストまたはマルチ
キャストアソシエーションを使用すると、ネットワークがローカル化され、ネットワーク

は 20以上のクライアントを持ちます。帯域幅、システムメモリ、またはCPUリソースが
限られているネットワークでは NTPブロードキャストまたはマルチキャストアソシエー
ションの使用をお勧めします。

• 1つの NTPアクセスグループに最大 4つの ACLを設定できます。

情報の流れが一方向に限定されるため、NTPブロードキャストアソシエーションでは、時刻
の精度がわずかに低下します。

（注）

デフォルト設定
次に、NTPパラメータのデフォルト設定を示します。

デフォルトパラメータ

すべてのインターフェイスでイネーブルNTP

イネーブルNTP passive（アソシエーションを形成するた
めに NTPをイネーブルにする）

ディセーブルNTP認証

イネーブルNTPアクセス

ディセーブルNTP access group match all

ディセーブルNTPブロードキャストサーバー
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デフォルトパラメータ

ディセーブルNTPマルチキャストサーバ

ディセーブルNTPマルチキャストクライアント

無効化NTPロギング

NTPの設定

インターフェイスでの NTPのイネーブル化またはディセーブル化
特定のインターフェイスで NTPをイネーブルまたはディセーブルにできます。NTPは、すべ
てのインターフェイスでデフォルトでイネーブルに設定されています。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# [no] ntp disable {ip | ipv6}
4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

インターフェイス設定モードを開始します。switch(config)# interface type slot/portステップ 2

指定のインターフェイスで NTP IPv4または IPv6を
ディセーブルにします。

switch(config-if)# [no] ntp disable {ip | ipv6}ステップ 3

インターフェイス上でNTPを再度有効にするにはこ
のコマンドの no形式を使用します。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4
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例

次に、インターフェイスで NTPを有効化または無効化する例を示します。
switch# configure terminal
switch(config)# interface ethernet 6/1
switch(config-if)# ntp disable ip
switch(config-if)# copy running-config startup-config

正規の NTPサーバとしてのデバイスの設定
デバイスを正規の NTPサーバーとして動作するよう設定し、既存のタイムサーバーと同期し
ていないときでも時刻を配信させることができます。

手順の概要

1. switch# configure terminal
2. [no] ntp master [stratum]
3. （任意） show running-config ntp

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

正規の NTPサーバとしてデバイスを設定します。[no] ntp master [stratum]ステップ 2

NTPクライアントがこれらの時間を同期するのと別
の階層レベルを指定できます。指定できる範囲は 1
～ 15です。

NTPコンフィギュレーションを表示します。（任意） show running-config ntpステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、正規のNTPサーバーとしてCisco NX-OSデバイスを別の階層レベルで設定する
例を示します。
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switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ntp master 5

NTPサーバーおよびピアの設定
NTPサーバおよびピアを設定できます。

始める前に

NTPサーバーとそのピアの IPアドレスまたは DNS名がわかっていることを確認します。

手順の概要

1. switch# configure terminal
2. switch(config)# [no] ntp server {ip-address | ipv6-address | dns-name} [key key-id] [maxpoll

max-poll] [minpoll min-poll] [prefer] [use-vrf vrf-name]
3. switch(config)# [no] ntp peer {ip-address | ipv6-address | dns-name} [key key-id] [maxpoll max-poll]

[minpoll min-poll] [prefer] [use-vrf vrf-name]
4. （任意） switch(config)# show ntp peers

5. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

1つのサーバと 1つのサーバアソシエーションを形
成します。

switch(config)# [no] ntp server {ip-address | ipv6-address
| dns-name} [key key-id] [maxpoll max-poll] [minpoll
min-poll] [prefer] [use-vrf vrf-name]

ステップ 2

key キーワードを使用して、NTPサーバーとの通信
で使用するキーを構成します。

key-id 引数の範囲は、1～ 65535です。

maxpoll および minpoll キーワードを使用して、
サーバーをポーリングする最長と最短間隔を構成し

ます。 maxpoll および minpoll （2の累乗として構
成されます。つまり、実質的に 16〜 65536秒）そ
して、デフォルト値はそれぞれ 6と 4です。
（maxpollデフォルト= 64秒、 minpollデフォルト：
16秒）。

prefer keyword を使用して、デバイスに対して対象
の NTPサーバーを優先サーバーにします。
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目的コマンドまたはアクション

use-vrf キーワードを使用して、指定された VRFを
介して通信するように NTPサーバを設定します。

vrf-name 引数として、デフォルト、管理、または大
文字と小文字を区別した 32文字までの任意の英数
字の文字列を使用できます。

（注）

NTPサーバとの通信で使用するキーを設定する場合
は、そのキーが、デバイス上の信頼できるキーとし

て存在していることを確認してください。

1つのピアと 1つのピアアソシエーションを形成し
ます。複数のピアアソシエーションを指定できま

す。

switch(config)# [no] ntp peer {ip-address | ipv6-address
| dns-name} [key key-id] [maxpoll max-poll] [minpoll
min-poll] [prefer] [use-vrf vrf-name]

ステップ 3

key キーワードを使用して、NTPピアとの通信で使
用するキーを設定します。 key-id 引数の範囲は、1
～ 65535です。

maxpoll および minpoll キーワードを使用して、
サーバーをポーリングする最長と最短間隔を構成し

ます。 maxpoll および minpoll 引数の範囲は 4〜
17（2の累乗として構成されます。つまり、実質的
に 16〜 131072秒）で、デフォルト値はそれぞれ 6
と 4です（maxpollデフォルト = 64秒、minpollデ
フォルト= 16秒）。maxpollデフォルト= 64秒、
minpollデフォルト：16秒）。

prefer キーワードを使用して、デバイスに対して対
象の NTPピアを優先します。

use-vrf キーワードを使用して、指定された VRFを
介して通信するように NTPピアを設定します。
vrf-name 引数に default、 management、または、
32文字以内の英数字のストリング（大文字と小文字
を区別）で指定します。

設定されたサーバーおよびピアを表示します。（任意） switch(config)# show ntp peersステップ 4

（注）

ドメイン名が解決されるのは、DNSサーバが設定
されている場合だけです。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 5
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NTP認証の設定
ローカルロックを同期させる時刻源を認証するようデバイスを設定できます。NTP認証を有
効にすると、ntp trusted-keyコマンドによってキー番号が指定されている場合だけです。デバ
イスは、認証チェックに失敗したすべてのパケットをドロップし、それらのパケットでローカ

ルクロックがアップデートされないようにします。NTP認証はデフォルトでディセーブルに
なっています。

始める前に

NTPサーバーと NTPピアの認証は、 keyキーワードを各 ntp serverおよび、 ntp peerコマン
ドによって指定されたいずれかの認証キーを時刻送信元が保持している場合のみ、デバイスは

その時刻送信元と同期します。この手順で指定する予定の認証キーによって、すべての NTP
サーバーとピアアソシエーションが設定されていることを確認します。任意 ntp serverまたは
ntp peerを指定しないコマンド keyキーワードを指定しない場合、認証なしでの動作が続けら
れます。

手順の概要

1. switch# configure terminal
2. switch(config)# [no] ntp authentication-key number md5 md5-string

3. （任意） switch(config)# show ntp authentication-keys
4. switch(config)# [no] ntp trusted-key number

5. （任意） switch(config)# show ntp trusted-keys
6. switch(config)# [no] ntp authenticate

7. （任意） switch(config)# show ntp authentication-status

8. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

認証キーを定義します。デバイスが時刻源と同期す

るのは、時刻源がこれらの認証キーのいずれかを持

switch(config)# [no] ntp authentication-key number md5
md5-string

ステップ 2

ち、ntp trusted-key numberコマンドによってキー番
号が指定されている場合だけです。

設定済みの NTP認証キーを表示します。（任意） switch(config)# show ntp authentication-keysステップ 3

1つ以上のキー（ステップ2で定義されているもの）
を指定します。デバイスを時刻源と同期させるに

switch(config)# [no] ntp trusted-key numberステップ 4

は、未設定のリモートシンメトリック、ブロード
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目的コマンドまたはアクション

キャスト、およびマルチキャストの時刻源をNTPパ
ケット内に入力する必要があります。trusted keyの
範囲は 1～ 65535です。

このコマンドにより、デバイスが、信頼されていな

い時刻源と誤って同期する、ということが防止され

ます。

このコマンドは ntp serverおよび、 ntp peer構成コ
メントで構成された時刻源には影響しません。

設定済みの NTPの信頼されているキーを表示しま
す。

（任意） switch(config)# show ntp trusted-keysステップ 5

NTP認証機能をイネーブルまたはディセーブルにし
ます。NTP認証はデフォルトでディセーブルになっ
ています。

switch(config)# [no] ntp authenticateステップ 6

NTP認証の状況を表示します。（任意） switch(config)# show ntp authentication-statusステップ 7

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 8

例

次に、NTPパケット内で認証キー42を提示している時刻源とだけ同期するようデバイ
スを設定する例を示します。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ntp authentication-key 42 md5 aNiceKey
switch(config)# ntp server 10.1.1.1 key 42
switch(config)# ntp trusted-key 42
switch(config)# ntp authenticate
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

NTPアクセス制限の設定
アクセスグループを使用して、NTPサービスへのアクセスを制御できます。具体的には、デ
バイスで許可する要求のタイプ、およびデバイスが応答を受け取るサーバを指定できます。

アクセスグループを設定しない場合は、すべてのデバイスにNTPアクセス権が付与されます。
何らかのアクセスグループを設定した場合は、ソース IPアドレスがアクセスリストの基準を
パスしたリモートデバイスに対してだけ、NTPアクセス権が付与されます。
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手順の概要

1. switch# configure terminal
2. switch(config)# [no] ntp access-group match-all | {{peer | serve | serve-only | query-only

}access-list-name}
3. switch(config)# show ntp access-groups

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

NTPのアクセスを制御し、基本の IPアクセスリス
トを適用するためのアクセスグループを作成または

削除します。

switch(config)# [no] ntp access-group match-all | {{peer
| serve | serve-only | query-only }access-list-name}

ステップ 2

アクセスグループのオプションは、次の順序で制限

の緩いものから厳しいものへとスキャンされます。

ただし、ピアに設定された拒否 ACLルールに NTP
が一致した場合、ACL処理は停止し、次のアクセス
グループオプションへと継続しません。

•値は、peerキーワードは、デバイスが時刻要求
と NTP制御クエリーを受信し、アクセスリス
トで指定されているサーバと同期するようにし

ます。

•値は、サーバよりもキーワードは、アクセス
リストに指定されているサーバからの時刻要求

とNTP制御クエリーをデバイスが受信できるよ
うにしますが、指定されたサーバとは同期しな

いようにします。

•値は、 serve-onlyキーワードは、デバイスがア
クセスリストで指定されたサーバからの時刻要

求だけを受信するようにします。

•値は、query-onlyキーワードは、デバイスがア
クセスリストで指定されたサーバからの NTP
制御クエリーのみを受信するようにします。

•値は、 match-allキーワードを使用すると、ア
クセスグループオプションが、制限の最も緩

いものから最も厳しいもの、peer、serve、
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目的コマンドまたはアクション

serve-only、query-onlyの順序でスキャンされる
ようにできます。着信パケットがpeerアクセス
グループの ACLに一致しない場合、パケット
は serveアクセスグループに送信され、処理さ
れます。パケットが serveアクセスグループの
ACLに一致しない場合、serve-onlyアクセスグ
ループに送られ、これが継続されます。

（任意）NTPアクセスグループのコンフィギュレー
ションを表示します。

switch(config)# show ntp access-groupsステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、アクセスグループ「accesslist1」からピアと同期できるようデバイスを設定する
例を示します。

switch# configure terminal
switch(config)# ntp access-group peer accesslist1
switch(config)# show ntp access-groups
Access List Type
-----------------------------
accesslist1 Peer
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

NTPソース IPアドレスの設定
NTPは、NTPパケットが送信されたインターフェイスのアドレスに基づいて、すべての NTP
パケットにソース IPアドレスを設定します。特定のソース IPアドレスを使用するようNTPを
設定できます。

手順の概要

1. switch# configure terminal
2. [no] ntp source ip-address
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

すべての NTPパケットにソース IPアドレスを設定
します。値は、 ip-addressには IPv4または IPv6形
式を使用できます。

[no] ntp source ip-addressステップ 2

例

次に、NTPソース IPアドレスに 192.0.2.2を設定する例を示します。
switch# configure terminal
switch(config)# ntp source 192.0.2.2

NTPソースインターフェイスの設定
特定のインターフェイスを使用するよう NTPを設定できます。

手順の概要

1. switch# configure terminal
2. [no] ntp source-interface interface

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

すべてのNTPパケットに対してソースインターフェ
イスを設定します。次のリストには、 interfaceの有
効な値が含まれます。

[no] ntp source-interface interfaceステップ 2

• ethernet

• loopback

• mgmt

• port-channel
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目的コマンドまたはアクション

• vlan

例

次に、NTP送信元インターフェイスを設定する例を示します。
switch# configure terminal
switch(config)# ntp source-interface ethernet

NTPブロードキャストサーバーの設定
インターフェイス上で NTP IPv4ブロードキャストサーバを設定できます。デバイスは、その
インターフェイスを介してブロードキャストパケットを定期的に送信します。クライアントは

応答を送信する必要はありません。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# [no] ntp broadcast [destination ip-address] [key key-id] [version number]
4. switch(config-if)# exit

5. （任意） switch(config)# [no] ntp broadcastdelay delay

6. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

インターフェイス設定モードを開始します。switch(config)# interface type slot/portステップ 2

指定されたインターフェイスの IPv4 NTPブロード
キャストサーバをイネーブルにします。

switch(config-if)# [no] ntp broadcast [destination
ip-address] [key key-id] [version number]

ステップ 3

• destination ip-address—ブロードキャスト宛先 IP
アドレスを構成します。

• key key-id—ブロードキャスト認証キー番号を構
成します。有効な範囲は 1～ 65535です。
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目的コマンドまたはアクション

• version number—NTPバージョンを構成します。
範囲は 2～ 4です。

インターフェイスコンフィギュレーションモード

を終了します。

switch(config-if)# exitステップ 4

推定のブロードキャストラウンドトリップ遅延をマ

イクロ秒単位で設定します。範囲は 1～ 999999で
す。

（任意） switch(config)# [no] ntp broadcastdelay delayステップ 5

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 6

例

次に、NTPブロードキャストサーバーを設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 6/1
switch(config-if)# ntp broadcast destination 192.0.2.10
switch(config-if)# exit
switch(config)# ntp broadcastdelay 100
switch(config)# copy running-config startup-config

NTPマルチキャストサーバーの設定
インターフェイスに対してNTP IPv4または IPv6マルチキャストサーバを設定できます。デバ
イスは、そのインターフェイスを介してマルチキャストパケットを定期的に送信します。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# [no] ntp multicast [ipv4-address | ipv6-address] [key key-id] [ttl value] [version
number]

4. （任意） switch(config-if)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1
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目的コマンドまたはアクション

インターフェイス設定モードを開始します。switch(config)# interface type slot/portステップ 2

指定したインターフェイスの NTP IPv4または IPv6
マルチキャストサーバーをイネーブルにします。

switch(config-if)# [no] ntp multicast [ipv4-address |
ipv6-address] [key key-id] [ttl value] [version number]

ステップ 3

• ipv4-addressまたは、ipv6-address—マルチキャ
スト IPv4または IPv6アドレス。

• key key-id—ブロードキャスト認証キー番号を
構成します。有効な範囲は 1～ 65535です。

• ttl value—マルチキャストパケットの存続可能
時間値。範囲は 1～ 255です。

• version number— NTPバージョン。範囲は 2～
4です。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-if)# copy running-config
startup-config

ステップ 4

例

次に、NTPマルチキャストパケットを送信するようにイーサネットインターフェイス
を設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 2/2
switch(config-if)# ntp multicast FF02::1:FF0E:8C6C
switch(config-if)# copy running-config startup-config

NTPマルチキャストクライアントの設定
インターフェイス上でNTPマルチキャストクライアントを設定できます。デバイスはNTPマ
ルチキャストメッセージをリッスンし、マルチキャストが設定されていないインターフェイス

からのメッセージを廃棄します。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config-if)# [no] ntp multicast client [ipv4-address | ipv6-address]
4. （任意） switch(config-if)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

インターフェイス設定モードを開始します。switch(config)# interface type slot/portステップ 2

指定されたインターフェイスがNTPマルチキャスト
パケットを受信できるようにします。

switch(config-if)# [no] ntp multicast client [ipv4-address
| ipv6-address]

ステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-if)# copy running-config
startup-config

ステップ 4

例

次に、NTPマルチキャストパケットを受信するようにイーサネットインターフェイス
を設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 2/3
switch(config-if)# ntp multicast client FF02::1:FF0E:8C6C
switch(config-if)# copy running-config startup-config

NTPロギングの設定
重要な NTPイベントでシステムログを生成するよう、NTPロギングを設定できます。NTPロ
ギングはデフォルトでディセーブルになっています。

始める前に

正しい VDC内にいることを確認します。VDCを変更するには、 switchto vdcコマンドを使用
します。

手順の概要

1. switch# configure terminal
2. switch(config)# [no] ntp logging

3. （任意） switch(config)# show ntp logging-status

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

重要な NTPイベントでシステムログを生成するこ
とをイネーブルまたはディセーブルにします。NTP

switch(config)# [no] ntp loggingステップ 2

ロギングはデフォルトでディセーブルになっていま

す。

NTPロギングのコンフィギュレーション状況を表示
します。

（任意） switch(config)# show ntp logging-statusステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、重要な NTPイベントによってシステムログを生成するよう、NTPロギングを
イネーブルにする例を示します。

switch# configure terminal
switch(config)# ntp logging
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

NTP用の CFS配信のイネーブル化
NTPコンフィギュレーションを他の CFS対応デバイスに配信するために、NTP用の CFS配信
をイネーブルにできます。

始める前に

デバイスの CFS配信をイネーブルにしていることを確認します。

手順の概要

1. switch# configure terminal
2. switch(config)# [no] ntp distribute

3. （任意） switch(config)# show ntp status

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

CFSを介して配信されるNTPコンフィギュレーショ
ンのアップデートをデバイスが受信することを、イ

ネーブルまたはディセーブルにします。

switch(config)# [no] ntp distributeステップ 2

NTP CFSの配信状況を表示します。（任意） switch(config)# show ntp statusステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、デバイスが CFSを介して NTP設定の更新を受信できるようにする例を示しま
す。

switch# configure terminal
switch(config)# ntp distribute
switch(config)# copy running-config startup-config

NTP設定変更のコミット
NTPコンフィギュレーションの変更をコミットすると、保留データベースのコンフィギュレー
ション変更によって有効なデータベースが上書きされ、ネットワーク内のすべてのデバイスが

同じコンフィギュレーションを受け取ります。

手順の概要

1. switch# configure terminal
2. switch(config)# ntp commit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1
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目的コマンドまたはアクション

ネットワーク内のすべての Cisco NX-OSデバイスに
NTPコンフィギュレーションの変更を配信し、CFS

switch(config)# ntp commitステップ 2

ロックを解放します。このコマンドは、保留データ

ベースに対して行われた変更によって、有効なデー

タベースを上書きします。

NTP設定変更の廃棄
コンフィギュレーション変更の後で、これらの変更をコミットせずに、破棄するよう選択する

こともできます。変更を破棄すると、Cisco NX-OSによって保留データベースの変更が削除さ
れ、CFSロックが解放されます。

手順の概要

1. switch# configure terminal
2. switch(config)# ntp abort

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

保留データベースでNTPコンフィギュレーションの
変更を破棄して、CFSロックを解放します。このコ

switch(config)# ntp abortステップ 2

マンドは、NTPコンフィギュレーションを起動した
デバイスで使用します。

CFSセッションロックの解放
NTPコンフィギュレーションを実行したが、変更をコミットまたは破棄してロックを解放し忘
れた場合は、自分で、または他の管理者がネットワーク内の任意のデバイスからロックを解放

できます。また、この操作では、保留データベースの変更が破棄されます。

手順の概要

1. switch# configure terminal
2. switch(config)# clear ntp session
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

保留データベースでNTPコンフィギュレーションの
変更を破棄して、CFSロックを解放します。

switch(config)# clear ntp sessionステップ 2

NTPの設定確認
目的コマンド

NTPアクセスグループのコンフィギュレー
ションを表示します。

show ntp access-groups

設定済みの NTP認証キーを表示します。show ntp authentication-keys

NTP認証の状況を表示します。show ntp authentication-status

NTPのロギング状況を表示します。show ntp logging-status

すべてのNTPサーバおよびピアのステータス
を表示します。

show ntp peer-status

すべての NTPピアを表示します。show ntp peer

NTP用の一時 CFSデータベースを表示しま
す。

show ntp pending

保留CFSデータベースと現行のNTPコンフィ
ギュレーションの差異を表示します。

show ntp pending-diff

RTSアップデートの状況を表示します。show ntp rts-update

NTPCFS配信セッションの情報を表示します。show ntp session status

設定済みのNTPソース IPアドレスを表示しま
す。

show ntp source

設定済みのNTPソースインターフェイスを表
示します。

show ntp source-interface

NTP統計情報を表示します。show ntp statistics {io | local | memory | peer
{ipaddr {ipv4-addr} | name peer-name}}
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目的コマンド

NTP CFSの配信状況を表示します。show ntp status

設定済みのNTPの信頼されているキーを表示
します。

show ntp trusted-keys

NTP情報を表示します。show running-config ntp

NTPの設定例

NTPの設定例

次に、NTPサーバーおよびピアを設定し、NTP認証をイネーブルにして、NTPロギングをイ
ネーブルにした後で、そのスタートアップの設定を保存し、リブートとリスタートを通して保

存されるようにする例を示します。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ntp server 192.0.2.105 key 42
switch(config)# ntp peer 192.0.2.105
switch(config)# show ntp peers
--------------------------------------------------
Peer IP Address Serv/Peer
--------------------------------------------------
192.0.2.100 Peer (configured)
192.0.2.105 Server (configured)
switch(config)# ntp authentication-key 42 md5 aNiceKey
switch(config)# show ntp authentication-keys
-----------------------------
Auth key MD5 String
-----------------------------
42 aNicekey
switch(config)# ntp trusted-key 42
switch(config)# show ntp trusted-keys
Trusted Keys:
42
switch(config)# ntp authenticate
switch(config)# show ntp authentication-status
Authentication enabled.
switch(config)# ntp logging
switch(config)# show ntp logging
NTP logging enabled.
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

次に、以下の制約事項のある NTPアクセスグループの設定の例を示します。

• peerの制約事項は、「peer-acl」というアクセスリストの条件を満たす IPアドレスに適用
されます。

• serveの制約事項は、「serve-acl」というアクセスリストの条件を満たす IPアドレスに適
用されます。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
78

NTPの設定

NTPの設定例



• serve-onlyの制約事項は、「serve-only-acl」というアクセスリストの条件を満たす IPアド
レスに適用されます。

• query-onlyの制約事項は、「query-only-acl」というアクセスリストの条件を満たす IPアド
レスに適用されます。

switch# configure terminal
switch(config)# ntp peer 10.1.1.1
switch(config)# ntp peer 10.2.2.2
switch(config)# ntp peer 10.3.3.3
switch(config)# ntp peer 10.4.4.4
switch(config)# ntp peer 10.5.5.5
switch(config)# ntp peer 10.6.6.6
switch(config)# ntp peer 10.7.7.7
switch(config)# ntp peer 10.8.8.8
switch(config)# ntp access-group peer peer-acl
switch(config)# ntp access-group serve serve-acl
switch(config)# ntp access-group serve-only serve-only-acl
switch(config)# ntp access-group query-only query-only-acl
switch(config)# ip access-list peer-acl
switch(config-acl)# 10 permit ip host 10.1.1.1 any
switch(config-acl)# 20 permit ip host 10.8.8.8 any
switch(config)# ip access-list serve-acl
switch(config-acl)# 10 permit ip host 10.4.4.4 any
switch(config-acl)# 20 permit ip host 10.5.5.5 any
switch(config)# ip access-list serve-only-acl
switch(config-acl)# 10 permit ip host 10.6.6.6 any
switch(config-acl)# 20 permit ip host 10.7.7.7 any
switch(config)# ip access-list query-only-acl
switch(config-acl)# 10 permit ip host 10.2.2.2 any
switch(config-acl)# 20 permit ip host 10.3.3.3 any
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第 7 章

システムメッセージロギングの設定

この章では、Cisco NX-OSデバイス上でシステムメッセージロギングを設定する方法につい
て説明します。

この章は、次の内容で構成されています。

•システムメッセージロギングの詳細, on page 81
•システムメッセージロギングの注意事項および制約事項（83ページ）
•システムメッセージロギングのデフォルト設定, on page 84
•システムメッセージロギングの設定（84ページ）
•システムメッセージロギングの設定確認, on page 102
•システムメッセージロギングの設定例（102ページ）
•その他の参考資料（103ページ）

システムメッセージロギングの詳細
システムメッセージロギングを使用して宛先を制御し、システムプロセスが生成するメッセー

ジの重大度をフィルタリングできます。端末セッション、ログファイル、およびリモートシ

ステム上の Syslogサーバへのロギングを設定できます。

システムメッセージの形式およびデバイスが生成するメッセージの詳細については、『Cisco
NX-OS System Messages Reference』を参照してください。

デフォルトでは、デバイスはターミナルセッションにメッセージを出力し、ログファイルに

システムメッセージをログ記録します。

次の表に、システムメッセージで使用されている重大度を示します。重大度を設定する場合、

システムはそのレベル以下のメッセージを出力します。

Table 4:システムメッセージの重大度

説明レベル

システムが使用不可0：緊急

即時処理が必要1：アラート
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説明レベル

クリティカル状態2：クリティカル

エラー状態3：エラー

警告状態4：警告

正常だが注意を要する状態5：通知

単なる情報メッセージ6：情報

デバッグ実行時にのみ表示7：デバッグ

デバイスは重大度 0、1、または 2のメッセージのうち、最新の 100メッセージを NVRAMロ
グに記録します。NVRAMへのロギングは設定できません。

メッセージを生成したファシリティと重大度に基づいて記録するシステムメッセージを設定で

きます。

Syslogサーバ
syslogサーバは、syslogプロトコルに基づいてシステムメッセージを記録するリモートシステ
ム上で動作します。IPv4または IPv6の Syslogサーバを最大 8つ設定できます。

ファブリック内のすべてのスイッチで syslogサーバの同じ設定をサポートするために、Cisco
Fabric Services（CFS）を使用して syslogサーバ設定を配布できます。

最初のデバイス初期化時に、メッセージがsyslogサーバに送信されるのは、ネットワークの初
期化後です。

Note

セキュアな Syslogサーバ
Cisco NX-OSリリース 9.2(1)以降では、リモートロギングサーバへのセキュアな TLSトラン
スポート接続をサポートするようにSyslogサーバを設定できます。さらに、相互認証の設定に
よって NX-OSスイッチ（クライアント）のアイデンティティを強化することができます。
NX-OSスイッチの場合、この機能は TLSv1.1および TLSv1.2をサポートします。

セキュアな Syslogサーバの機能では、デバイス認証および暗号化を提供するために TCP/TLS
トランスポートおよびセキュリティプロトコルを使用します。この機能を使用すると、（クラ

イアントとして機能している）Cisco NX-OSデバイスが、ロギングにセキュアな接続をサポー
トする（サーバとして機能している）リモートSyslogサーバに対してセキュアな暗号化された
アウトバウンド接続を確立できるようになります。認証と暗号化により、この機能では、セ

キュリティ保護されていないネットワーク上でもセキュアな通信を実現できます。
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システムメッセージロギングの注意事項および制約事項
システムメッセージロギングには次の設定上の注意事項と制約事項があります。

•システムメッセージは、デフォルトでコンソールおよびログファイルに記録されます。

• syslogサーバに到達する前に出力されるシステムメッセージ（スーパーバイザアクティ
ブメッセージやオンラインメッセージなど）は、syslogサーバに送信できません。

• Ciscoでは、すべてのプロセスのログレベルをデフォルトのまま維持することを推奨して
います。レベルを上げて高い値に設定すると、お客様向けではないsyslogメッセージが表
示される可能性があります。これらのメッセージは、誤ったアラームを生成する可能性が

あり、通常は TACによる短期的なトラブルシューティングの目的で使用されます。Cisco
では、デフォルトよりも上のレベルの syslogメッセージをサポートしていません。

• Syslogの制限により、securePOAP pemファイル名の文字長は 230文字に制限されていま
すが、セキュア POAPは pemファイル名として 256文字の長さをサポートしています。

• Cisco NX-OSリリース 9.2(1)以降では、リモートロギングサーバへのセキュアな TLSト
ランスポート接続をサポートするようにSyslogサーバを設定できます。この機能は、TLS
v1.1および TLS v1.2をサポートします。

• Cisco NX-OSリリース 10.4(3)F以降、TLS v1.2と TLS v1.3だけが Cisco Nexus 9000シリー
ズプラットフォームスイッチでサポートされています。syslogのTLS v1.1およびTLS v1.0
のサポートは廃止されました。

•セキュアなsyslogサーバがインバンド（非管理）インターフェイスを介して到達できるよ
うにするには、CoPPプロファイルに調整が必要な場合があります。特に、複数のロギン
グサーバが設定されている場合、および短時間で多数の syslogが生成される場合（ブー
トアップや設定アプリケーションなど）。

•通常、syslogにはローカルタイムゾーンが表示されます。ただし、NGINXなどの一部の
コンポーネントでは、ログが UTCタイムゾーンで表示されます。

• Cisco NX-OSリリース 10.3（4a）以降では、syslogプロトコルRFC 5424を有効にする既存
の logging rfc-strict 5424コマンド（オプション）が、次のように新しいキーワード（full）
を追加することで拡張されています。

logging rfc-strict 5424 full

このキーワードを追加すると、Syslogプロトコルの RFC 5424標準に完全に準拠します。
ただし、 [APP-NAME] [PROCID] [MSG-ID] [STRUCTRED-DATA]フィールドの値が利用可能では

ない場合、nil値はダッシュで示されます（-。

• Cisco NX-OSリリース 10.5（3）以降では、syslogプロトコル RFC 5424を有効にする既存
の logging rfc-strict 5424コマンド（オプション）が、次のように新しいキーワード（utc）
を追加することで拡張されています。

logging rfc-strict 5424 utc
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このキーワードを追加すると、UTC時刻フォーマット付きの Syslogプロトコルの RFC
5424標準を有効にします。

次のコマンドを使用して、SyslogプロトコルのRFC 5424標準にUTC時間形式で完全に準
拠することもできます： logging rfc-strict 5424 utc fullを使用してカスタムログファイルを
再構成する必要があります。

システムメッセージロギングのデフォルト設定
次の表に、システムメッセージロギングパラメータのデフォルト設定を示します。

Table 5:デフォルトのシステムメッセージロギングパラメータ

デフォルトパラメータ

重大度 2でイネーブルコンソールロギング

重大度 5でイネーブルモニタロギング

重大度5のメッセージロギングがイネーブルログファイルロギング

重大度 5でイネーブルモジュールロギング

イネーブルファシリティロギング

秒タイムスタンプ単位

ディセーブルSyslogサーバロギング

無効化Syslogサーバ設定の配布

システムメッセージロギングの設定

この機能の Cisco NX-OSコマンドは、Cisco IOSのコマンドとは異なる場合があるので注意し
てください。

（注）

ターミナルセッションへのシステムメッセージロギングの設定

重大度に基づいて、コンソール、Telnet、および SSHセッションにメッセージを記録するよう
にデバイスを設定できます。

デフォルトでは、ターミナルセッションでロギングはイネーブルです。
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コンソールのボーレートが 9600ボー（デフォルト）の場合、現在のCritical（デフォルト）ロ
ギングレベルが維持されます。コンソールロギングレベルを変更しようとすると、必ずエラー

メッセージが生成されます。ロギングレベルを上げる（Criticalよりも上に）には、コンソー
ルのボーレートを 38400ボーに変更する必要があります。

Note

SUMMARY STEPS

1. terminal monitor
2. configure terminal
3. [no] logging console [severity-level]
4. (Optional) show logging console
5. [no] logging monitor [severity-level]
6. (Optional) show logging monitor
7. [no] logging message interface type ethernet description
8. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

デバイスがコンソールにメッセージを記録できるよ

うにします。

terminal monitor

Example:

ステップ 1

switch# terminal monitor

グローバルコンフィギュレーションモードを開始

します

configure terminal

Example:

ステップ 2

switch# configure terminal
switch(config)#

指定された重大度とそれより上位の重大度のメッ

セージをコンソールセッションに記録するように、

[no] logging console [severity-level]

Example:

ステップ 3

デバイスを設定します。小さい値は、より高い重大

度を示します。重大度は 0～ 7の範囲です。
switch(config)# logging console 3

• 0：緊急

• 1：アラート

• 2：クリティカル

• 3：エラー

• 4：警告

• 5：通知
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PurposeCommand or Action

• 6：情報

• 7：デバッグ

重大度が指定されていない場合、デフォルトの 2が
使用されます。 noオプションは、メッセージをコ
ンソールにログするデバイスの機能を無効化しま

す。

コンソールロギング設定を表示します。(Optional) show logging console

Example:

ステップ 4

switch(config)# show logging console

デバイスが指定された重大度とそれより上位の重大

度のメッセージをモニタに記録できるようにしま

[no] logging monitor [severity-level]

Example:

ステップ 5

す。小さい値は、より高い重大度を示します。重大

度は 0～ 7の範囲です。
switch(config)# logging monitor 3

• 0：緊急

• 1：アラート

• 2：クリティカル

• 3：エラー

• 4：警告

• 5：通知

• 6：情報

• 7：デバッグ

設定は Telnetおよび SSHセッションに適用されま
す。

重大度が指定されていない場合、デフォルトの 2が
使用されます。 noオプションは、メッセージを
Telnetおよび SSHセッションにログするデバイスの
機能を無効化にします。

モニタロギング設定を表示します。(Optional) show logging monitor

Example:

ステップ 6

switch(config)# show logging monitor

システムメッセージログ内で、物理的なイーサネッ

トインターフェイスおよびサブインターフェイスに

[no] logging message interface type ethernet description

Example:

ステップ 7

対して説明を追加できるようにします。この説明
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PurposeCommand or Action
switch(config)# logging message interface type
ethernet description

は、インターフェイスで設定された説明と同じもの

です。

noオプションは、物理イーサネットインターフェ
イスのシステムメッセージログ内のインターフェ

イス説明の印刷を無効化します。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 8

switch(config)# copy running-config startup-config

Syslogメッセージの送信元 IDの設定
リモート syslogサーバに送信される syslogメッセージにホスト名、IPアドレス、またはテキス
ト文字列を付加するように Cisco NX-OSを設定できます。

手順の概要

1. configure terminal
2. logging origin-id {hostname | ip ip-address | string text-string}
3. （任意） show logging origin-id

4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

リモート syslogサーバに送信される syslogメッセー
ジに追加するホスト名、IPアドレス、またはテキス
ト文字列を指定します。

必須: logging origin-id {hostname | ip ip-address | string
text-string}

例：

ステップ 2

switch(config)# logging origin-id string
n9k-switch-abc

リモート syslogサーバに送信される syslogメッセー
ジに付加される、設定済みのホスト名、IPアドレ
ス、またはテキスト文字列を表示します。

（任意） show logging origin-id

例：

switch(config)# show logging origin-id
Logging origin_id : enabled (string:
n9k-switch-abc)

ステップ 3
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目的コマンドまたはアクション

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 4

switch(config)# copy running-config startup-config

ファイルへのシステムメッセージの記録

システムメッセージをファイルに記録するようにデバイスを設定できます。デフォルトでは、

システムメッセージは file /logflash/log/logfilenameに記録されます。

手順の概要

1. configure terminal
2. [ no ] logging logfile logfile-name severity-level [ | size bytes ]
3. logging event {link-status | trunk-status} {enable | default}
4. （任意） show logging info

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

非永続性ログファイルパラメータを構成します。[ no ] logging logfile logfile-name severity-level [ | size
bytes ]

ステップ 2

logfile-name：システムメッセージの保存に使用する
ログファイルの名前を構成します。デフォルトの

ファイル名は｢message」です。

例：

switch(config)# logging logfile my_log 6

severity-level：ログに記録する最小の重大度レベルを
構成します。小さい値は、より高い重大度を示しま

す。デフォルトは 5です。範囲は 0〜 7です。

• 0：緊急

• 1：アラート

• 2：クリティカル

• 3：エラー

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
88

システムメッセージロギングの設定

ファイルへのシステムメッセージの記録



目的コマンドまたはアクション

• 4：警告

• 5：通知

• 6：情報

• 7：デバッグ

size bytes：オプションとして、最大ファイルサイズ
を指定します。範囲は4096〜4194304バイトです。

インターフェイスイベントをロギングします。logging event {link-status | trunk-status} {enable |
default}

ステップ 3

• link-status：すべての UP/DOWNメッセージお
よびCHANGEメッセージをログに記録します。例：

switch(config)# logging event link-status default
• trunk-status：すべてのトランクステータスメッ
セージをロギングします。

• enable：ポートレベルのコンフィギュレーショ
ンを上書きしてロギングをイネーブルにするよ

う、指定します。

• default：ロギングが明示的に設定されてないイ
ンターフェイスで、デフォルトのロギング設定

を使用するよう、指定します。

ロギング設定を表示します。（任意） show logging info

例：

ステップ 4

switch(config)# show logging info

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 5

switch(config)# copy running-config startup-config

モジュールおよびファシリティメッセージのロギングの設定

モジュールおよびファシリティに基づいて記録するメッセージの重大度およびタイムスタンプ

の単位を設定できます。

SUMMARY STEPS

1. configure terminal
2. [no] logging module [severity-level]
3. (Optional) show logging module
4. [no] logging level facility severity-level
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5. (Optional) show logging level [facility]
6. (Optional) [no] logging level ethpm

7. [no] logging timestamp {microseconds | milliseconds | seconds}
8. (Optional) show logging timestamp
9. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します

configure terminal

Example:

ステップ 1

switch# configure terminal
switch(config)#

指定された重大度またはそれ以上の重大度であるモ

ジュールログメッセージをイネーブルにします。

重大度は 0～ 7の範囲です。

[no] logging module [severity-level]

Example:
switch(config)# logging module 3

ステップ 2

• 0：緊急

• 1：アラート

• 2：クリティカル

• 3：エラー

• 4：警告

• 5：通知

• 6：情報

• 7：デバッグ

重大度が指定されていない場合、デフォルトの 5が
使用されます。値は、noオプションを使用すると、
モジュールログメッセージが無効化になります。

モジュールロギング設定を表示します。(Optional) show logging module

Example:

ステップ 3

switch(config)# show logging module

指定された重大度またはそれ以上の重大度である指

定のファシリティからのロギングメッセージをイ

ネーブルにします。重大度は 0～ 7の範囲です。

[no] logging level facility severity-level

Example:
switch(config)# logging level aaa 2

ステップ 4

• 0：緊急
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PurposeCommand or Action

• 1：アラート

• 2：クリティカル

• 3：エラー

• 4：警告

• 5：通知

• 6：情報

• 7：デバッグ

同じ重大度をすべてのファシリティに適用するに

は、 allファシリティを使用します。デフォルトに
ついては、 show logging levelコマンドを参照してく
ださい。

次に、noオプションを使用すると、指定されたファ
シリティのロギング重大度がデフォルトのレベルに

リセットされます。ファシリティおよび重大度を指

定しなかった場合、すべてのファシリティがそれぞ

れのデフォルト重大度にリセットされます。

ファシリティごとに、ロギングレベル設定およびシ

ステムのデフォルトレベルを表示します。ファシリ

(Optional) show logging level [facility]

Example:

ステップ 5

ティを指定しなかった場合は、すべてのファシリ

ティのレベルが表示されます。
switch(config)# show logging level aaa

Note
実行構成でのauthprivのロギングレベルは、10.4(3)F
より前のリリースでは authpriとして表示され、リ
リース 10.4(3)Fからは authprivとして表示されま
す。

レベル 3のイーサネットポートマネージャリンク
アップ/リンクダウン syslogメッセージのロギングを
有効にします。

(Optional) [no] logging level ethpm

Example:

switch(config)# logging level ethpm ?

ステップ 6

noオプションを使用すると、イーサネットポート
マネージャの syslogメッセージにデフォルトのロギ
ングレベルが使用されます。

<0-7>
0-emerg;1-alert;2-crit;3-err;4-warn;5-notif;6-inform;7-debug

link-down Configure logging level for
link down syslog messages
link-up Configure logging level for
link up syslog messages

switch(config)#logging level ethpm link-down ?
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PurposeCommand or Action
error ERRORS
notif NOTICE

(config)# logging level ethpm link-down error ?

<CR>
(config)# logging level ethpm link-down notif ?
<CR>
switch(config)#logging level ethpm link-up ?
error ERRORS
notif NOTICE

(config)# logging level ethpm link-up error ?

<CR>
(config)# logging level ethpm link-up notif ?
<CR>

ロギングタイムスタンプ単位を設定します。デフォ

ルトでは、単位は秒です。

[no] logging timestamp {microseconds | milliseconds |
seconds}

Example:

ステップ 7

Note
このコマンドは、スイッチ内で保持されているログ

に適用されます。また、外部のロギングサーバに

は適用されません。

switch(config)# logging timestamp milliseconds

設定されたロギングタイムスタンプ単位を表示しま

す。

(Optional) show logging timestamp

Example:

ステップ 8

switch(config)# show logging timestamp

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 9

switch(config)# copy running-config startup-config

RFC 5424に準拠したロギング syslogの構成
コマンドは、次の方法で変更できます：

• [×] logging rfc-strict 5424

• show logging rfc-strict 5424

手順の概要

1. switch(config)# [×] logging rfc-strict 5424
2. switch(config)# logging rfc-strict 5424
3. switch(config)# show logging rfc-strict 5424
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手順の詳細

手順

目的コマンドまたはアクション

（オプション）コマンドを無効にするか、またはそ

のデフォルトに設定します

switch(config)# [×] logging rfc-strict 5424ステップ 1

メッセージロギングファシリティを変更し、メッ

セージが準拠する必要のある RFCを設定します。
switch(config)# logging rfc-strict 5424ステップ 2

RFC 5424に準拠する syslogを表示しますswitch(config)# show logging rfc-strict 5424ステップ 3

syslogサーバの設定

シスコは、管理仮想ルーティングおよび転送（VRF）インスタンスを使用するサーバとして、
syslogサーバを設定することを推奨します。VRFの詳細情報については、『Cisco Nexus 9000
シリーズ NX-OSユニキャストルーティング設定ガイド』を参照してください。

Note

システムメッセージを記録する、リモートシステムを参照する syslogサーバーを最大で 8台
設定できます。

Cisco NX-OSリリース 10.3(2)Fまでは、ユーザーが特定のデフォルト値を入力すると、logging
serverコマンドの実行中の構成にそれらのデフォルト値がランダムまたは一貫性なく表示され
ていました。ただし、Cisco NX-OSリリース 10.3(2)F以降では、実行中の構成には常にデフォ
ルト以外の値のみが表示されます。

たとえば、以前のリリースで、特定のユーザー入力について、実行中の構成で logging server

1.1.1.1 port 514 facility local7 use-vrf default値、 Cisco NX-OSリリース 10.3（2）F以
降、同じ入力に対して、running-configは logging server 1.1.1.1の値を表示します。デフォ

ルトポート、デフォルトファシリティ（local7）、デフォルト VRFなどのデフォルト値が実
行中の構成で表示されないことに注意してください。

Note

SUMMARY STEPS

1. configure terminal
2. [no] logging server host [severity-level [use-vrf vrf-name]]
3. logging source-interface loopback virtual-interface

4. (Optional) show logging server
5. (Optional) copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します

configure terminal

Example:

ステップ 1

switch# configure terminal
switch(config)#

指定されたホスト名、IPv4または IPv6アドレスで
Syslogサーバーを構成します。メッセージロギング

[no] logging server host [severity-level [use-vrf vrf-name]]

Example:

ステップ 2

を VRFの特定の Syslogサーバーに限定するには、switch(config)# logging server 192.0.2.253
use-vrf キーワードを使用します。vrf-nameキーワー

Example:
ドは、VRF名のデフォルトまたは管理値を示しま

switch(config)# logging server 2001::3 5 use-vrf
red す。use-vrfデフォルト VRFは、デフォルトで管理

VRFです。ただし、show-runningコマンドはデフォ
ルトの VRFをリストしません。重大度は 0～ 7の
範囲です。

• 0：緊急

• 1：アラート

• 2：クリティカル

• 3：エラー

• 4：警告

• 5：通知

• 6：情報

• 7：デバッグ

デフォルトの発信ファシリティは local7です。

no オプションは、指定したホストのロギングサー
バーを削除します。

この最初の例では、ファシリティ local 7のすべての
メッセージを転送します。2番目の例では、重大度
が 5以下のメッセージを、VRF redの指定された
IPv6アドレスに転送します。

Note
このコマンドを構成すると、次のいずれかのサー

バーステータスが表示されます。
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PurposeCommand or Action

•設定済み（Configured） –正常に構成されまし
た。

•エラーが検出されませんでした – syslogがリ
モート syslogサーバーに正常に送信された場
合、このステータスが表示されます。

• [一時的に到達不能（Temporarilyunreachable）]
–送信に問題がある場合、このステータスが表
示されます。ただし、内部では、システムは送

信の問題を探査しています。しばらくして問題

が解決すると、ステータスは [エラーが見つか
りませんでした（No errors found）]に変わりま
す。

リモートSyslogサーバの送信元インターフェイスを
イネーブルにします。 virtual-interface 引数の範囲
は、0～ 1023です。

Required: logging source-interface loopback
virtual-interface

Example:
switch(config)# logging source-interface loopback
5

ステップ 3

Syslogサーバ設定を表示します。(Optional) show logging server

Example:

ステップ 4

switch(config)# show logging server

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

セキュアな Syslogサーバの設定

手順の概要

1. configure terminal
2. [no] logging server host [severity-level [port port-number][secure[trustpoint client-identity

trustpoint-name]][use-vrf vrf-name]]
3. （任意） logging source-interface interface name

4. （任意） show logging server

5. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

指定されたホスト名、あるいは IPv4または IPv6ア
ドレスで Syslogサーバを設定します。必要に応じ

[no] logging server host [severity-level [port
port-number][secure[trustpoint client-identity
trustpoint-name]][use-vrf vrf-name]]

ステップ 2

て、CAによって署名されるクライアントアイデン
例： ティティ証明書をインストールし、trustpoint

client-identityオプションを使用することで相互認証
を適用できます。

switch(config)# logging server 192.0.2.253 secure

例：

セキュアなTLS接続のデフォルト宛先ポートは6514
です。

switch(config)# logging server 2001::3 5 secure
trustpoint client-identity myCA use-vrf red

リモートSyslogサーバの送信元インターフェイスを
イネーブルにします。

（任意） logging source-interface interface name

例：

ステップ 3

switch(config)# logging source-interface lo0

Syslogサーバ設定を表示します。secureオプション
を設定する場合、出力のエントリにトランスポート

（任意） show logging server

例：

ステップ 4

情報が含まれるようになります。デフォルトでは、
switch(config)# show logging server

secureオプションが設定されていない場合、トラン
スポートは UDPです。

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 5

switch(config)# copy running-config startup-config

CA証明書の設定
セキュアな Syslog機能のサポートには、トラストポイントの設定によってリモートサーバを
認証する必要があります。

手順の概要

1. configure terminal
2. [no] crypto ca trustpoint trustpoint-name

3. crypto ca authenticate trustpoint-name
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4. （任意） show crypto ca certificate

5. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

トラストポイントを設定します。[no] crypto ca trustpoint trustpoint-name

例：

ステップ 2

（注）

トラストポイントの設定の前に ip domain-nameを設
定する必要があります。

switch(config)# crypto ca trustpoint winca
switch(config-trustpoint)#

トラストポイントの CA証明書を設定します。必須: crypto ca authenticate trustpoint-name

例：

ステップ 3

switch(config-trustpoint)# crypto ca authenticate
winca

設定されている証明書/チェーンと、関連付けられて
いるトラストポイントを表示します。

（任意） show crypto ca certificate

例：

ステップ 4

switch(config)# show crypto ca certificates

デバイスのリロード後にトラストポイントが持続さ

れるように、実行コンフィギュレーションをスター

トアップコンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 5

CA証明書の登録
NX-OSスイッチ（クライアント）が識別するようリモートサーバによって要求される相互認
証では、ピア認証が必須であるため、これは証明書をスイッチに登録するための追加設定で

す。

手順の概要

1. configure terminal
2. crypto key generate rsa label key name exportable modules 2048
3. [no] crypto ca trustpoint trustpoint-name

4. rsakeypair key-name
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5. crypto ca trustpoint trustpoint-name

6. [no] crypto ca enroll trustpoint-name

7. crypto ca import trustpoint-name certificate

8. （任意） show crypto ca certificates
9. copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

RSAキーペアを設定します。デフォルトでは、Cisco
NX-OSソフトウェアは 1024ビットのRSAキーを作
成します。

必須: crypto key generate rsa label key name exportable
modules 2048

例：

ステップ 2

switch(config-trustpoint)# crypto key generate
rsa label myKey exportable modulus 2048

トラストポイントを設定します。[no] crypto ca trustpoint trustpoint-name

例：

ステップ 3

（注）

トラストポイントの設定の前に ip domain-nameを設
定する必要があります。

switch(config)# crypto ca trustpoint myCA
switch(config-trustpoint)#

トラストポイント CAに生成されたキーペアを関連
付けます。

必須: rsakeypair key-name

例：

ステップ 4

switch(config-trustpoint)# rsakeypair myKey

トラストポイントの CA証明書を設定します。crypto ca trustpoint trustpoint-name

例：

ステップ 5

switch(config)# crypto ca authenticate myCA

CAに登録するスイッチのアイデンティティ証明書
を生成します。

[no] crypto ca enroll trustpoint-name

例：

ステップ 6

switch(config)# crypto ca enroll myCA

CAによって署名されたアイデンティティ証明書を
スイッチにインポートします。

crypto ca import trustpoint-name certificate

例：

ステップ 7

switch(config-trustpoint)# crypto ca import myCA
certificate
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目的コマンドまたはアクション

設定されている証明書またはチェーンと、関連付け

られているトラストポイントを表示します。

（任意） show crypto ca certificates

例：

ステップ 8

switch# show crypto ca certificates

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

必須: copy running-config startup-config

例：

ステップ 9

switch# copy running-config startup-config

UNIXまたは Linuxシステムでの syslogサーバの設定
/etc/syslog.confファイルに次の行を追加して、UNIXまたはLinuxシステム上に syslogサーバを
設定できます。

facility.level <five tab characters> action

次の表に、設定可能な syslogフィールドを示します。

表 6 : syslog.confの syslogフィールド

説明フィールド

メッセージの作成者。auth、authpriv、cron、
daemon、kern、lpr、mail、mark、news、
syslog、user、local0～ local7です。アスタリ
スク（*）を使用するとすべてを指定します。
これらのファシリティ指定により、発信元に

基づいてメッセージの宛先を制御できます。

（注）

ローカルファシリティを使用する前に設定を

チェックします。

Facility

メッセージを記録する最小重大度。debug、
info、notice、warning、err、crit、alert、emerg
です。アスタリスク（*）を使用するとすべて
を指定します。noneを使用するとファシリティ
をディセーブルにできます。

Level

メッセージの宛先。ファイル名、前に@記号
を加えたホスト名、ユーザをカンマで区切っ

たリスト、またはすべてのログインユーザを

表すアスタリスク（*）を使用できます。

Action

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
99

システムメッセージロギングの設定

UNIXまたは Linuxシステムでの syslogサーバの設定



手順の概要

1. /etc/syslog.confファイルに次の行を追加して、ファイル /var/log/myfile.logに local7ファシ
リティのデバッグメッセージを記録します。

2. シェルプロンプトで次のコマンドを入力して、ログファイルを作成します。

3. 次のコマンドを入力して、システムメッセージロギングデーモンがmyfile.logをチェック
して、新しい変更を取得するようにします。

手順の詳細

手順

ステップ 1 /etc/syslog.confファイルに次の行を追加して、ファイル /var/log/myfile.logに local7ファシリティのデバッグ
メッセージを記録します。

例：

debug.local7 var/log/myfile.log

ステップ 2 シェルプロンプトで次のコマンドを入力して、ログファイルを作成します。

例：

$ touch /var/log/myfile.log
$ chmod 666 /var/log/myfile.log

ステップ 3 次のコマンドを入力して、システムメッセージロギングデーモンがmyfile.logをチェックして、新しい変
更を取得するようにします。

例：

$ kill -HUP ~cat /etc/syslog.pid~

ログファイルの表示およびクリア

ログファイルおよび NVRAMのメッセージを表示したり消去したりできます。

SUMMARY STEPS

1. show logging last number-lines

2. show logging logfile duration hh:mm:ss

3. show logging logfile last-index
4. show logging logfile [start-time yyyy mmm dd hh:mm:ss] [end-time yyyy mmm dd hh:mm:ss]
5. show logging logfile [start-seqn number ] [end-seqn number]
6. show logging nvram [last number-lines]
7. clear logging logfile [ persistent ]
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8. clear logging nvram

DETAILED STEPS

Procedure

PurposeCommand or Action

ロギングファイルの最終行番号を表示します。最終

行番号には 1～ 9999を指定できます。
Required: show logging last number-lines

Example:

ステップ 1

switch# show logging last 40

入力された時間内のタイムスタンプを持つログファ

イルのメッセージを表示します。

show logging logfile duration hh:mm:ss

Example:

ステップ 2

switch# show logging logfile duration 15:10:0

ログファイルの最後のメッセージのシーケンス番号

を表示します。

show logging logfile last-index

Example:

ステップ 3

switch# show logging logfile last-index

入力されたスパン内にタイムスタンプがあるログ

ファイルのメッセージを表示します。終了時間を入

show logging logfile [start-time yyyy mmm dd hh:mm:ss]
[end-time yyyy mmm dd hh:mm:ss]

Example:

ステップ 4

力しないと、現在の時間が使用されます。月の時間

フィールドには 3文字を、年と日の時間フィールド
には数値を入力します。

switch# show logging logfile start-time 2013 oct
1 15:10:0

シーケンス番号の範囲内である、発生したメッセー

ジを表示します。終了シーケンス番号を指定しな

show logging logfile [start-seqn number ] [end-seqn
number]

Example:

ステップ 5

かった場合は、ログファイルの、開始番号から最後

のメッセージまでのメッセージが表示されます。switch# show logging logfile start-seqn 100
end-seqn 400

NVRAMのメッセージを表示します。表示される行
数を制限するには、表示する最終行番号を入力でき

ます。最終行番号には 1～ 100を指定できます。

show logging nvram [last number-lines]

Example:
switch# show logging nvram last 10

ステップ 6

ログファイルの内容をクリアします。clear logging logfile [ persistent ]

Example:

ステップ 7

persistent：永続的な場所から、ログファイルの内容
をクリアします。switch# clear logging logfile

NVRAMの記録されたメッセージをクリアします。clear logging nvram

Example:

ステップ 8

switch# clear logging nvram
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システムメッセージロギングの設定確認
システムメッセージロギングの設定情報を表示するには、次の作業のいずれかを行います。

目的コマンド

コンソールロギング設定を表示します。show logging console

ロギング設定を表示します。show logging info

ログファイルの末尾から指定行数を表示します。show logging last number-lines

ファシリティロギング重大度設定を表示します。show logging level [facility]

入力された時間内のタイムスタンプを持つログファイ

ルのメッセージを表示します。

show logging logfile duration hh:mm:ss

ログファイルの最後のメッセージのシーケンス番号を

表示します。

show logging logfile last-index

開始日時と終了日時に基づいてログファイルのメッセー

ジを表示します。

show logging logfile [start-time yyyy
mmm dd hh:mm:ss] [end-time yyyy mmm
dd hh:mm:ss]

シーケンス番号の範囲内である、発生したメッセージ

を表示します。終了シーケンス番号を指定しなかった

場合は、ログファイルの、開始番号から最後のメッセー

ジまでのメッセージが表示されます。

show logging logfile [start-seqn number
] [end-seqn number]

モジュールロギング設定を表示します。show logging module

モニタロギング設定を表示します。show logging monitor

NVRAMログのメッセージを表示します。show logging nvram [last number-lines]

リモート syslogサーバに送信される syslogメッセージ
に付加される、設定済みのホスト名、IPアドレス、ま
たはテキスト文字列を表示します。

show logging origin-id

Syslogサーバ設定を表示します。show logging server

ロギングタイムスタンプ単位設定を表示します。show logging timestamp

システムメッセージロギングの設定例
システムメッセージロギングのコンフィギュレーション例を示します。
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configure terminal
logging console 3
logging monitor 3
logging logfile my_log 6
logging module 3
logging level aaa 2
logging timestamp milliseconds
logging server 172.28.254.253
logging server 172.28.254.254 5 facility local3
copy running-config startup-config

その他の参考資料

関連資料

マニュアルタイトル関連項目

『Cisco NX-OS System Messages Reference』システムメッセージ
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第 8 章

Session Managerの設定

この章は、次の項で構成されています。

•セッションマネージャについて, on page 105
• Session Managerの注意事項および制約事項, on page 105
• Session Managerの設定（106ページ）
• Session Manager設定の確認, on page 108

セッションマネージャについて
Session Managerを使用すると、設定変更をバッチモードで実行できます。Session Managerは
次のフェーズで機能します。

•コンフィギュレーションセッション：Session Managerモードで実行するコマンドのリス
トを作成します。

•検証：設定の基本的なセマンティックチェックを行います。Cisco NX-OSは、構成の一部
でセマンティクス検査が失敗した場合にエラーを返します。

•検証：既存のハードウェア設定、ソフトウェア設定、およびリソースに基づいて、設定全
体を確認します。Cisco NX-OSは、構成がこの確認フェーズで合格しなかった場合にエ
ラーを返します。

•コミット：Cisco NX-OSは構成全体を確認して、デバイスに対する変更をアトミックに実
行します。エラーが発生すると、Cisco NX-OSは元の設定に戻ります。

•打ち切り：設定変更を実行しないで廃棄します。

任意で、変更をコミットしないでコンフィギュレーションセッションを終了できます。また、

コンフィギュレーションセッションを保存することもできます。

Session Managerの注意事項および制約事項
Session Managerには、次の注意事項および制限事項があります。
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• Session Managerは、アクセスコントロールリスト（ACL）機能のみサポートします。

•作成できるコンフィギュレーションセッションの最大数は 32です。

•すべてのセッションで設定できるコマンドの最大数は 20,000です。

Session Managerの設定

セッションの作成

作成できる構成セッションの最大数は 32です。

SUMMARY STEPS

1. switch# configure session name

2. (Optional) switch(config-s)# show configuration session [name]
3. (Optional) switch(config-s)# save location

DETAILED STEPS

Procedure

PurposeCommand or Action

構成セッションを作成し、セッション構成モードを

開始します。名前は任意の英数字ストリングです。

switch# configure session nameステップ 1

セッションの内容を表示します。

セッションの内容を表示します。(Optional) switch(config-s)# show configuration session
[name]

ステップ 2

セッションをファイルに保存します。保存場所に

は、bootflashまたは volatileを指定できます。
(Optional) switch(config-s)# save locationステップ 3

セッションでの ACLの設定
コンフィギュレーションセッションで ACLを設定できます。

SUMMARY STEPS

1. switch# configure session name

2. switch(config-s)# ip access-list name

3. (Optional) switch(config-s-acl)# permit protocol source destination

4. switch(config-s-acl)# interface interface-type number

5. switch(config-s-if)# ip port access-group name in
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6. (Optional) switch# show configuration session [name]

DETAILED STEPS

Procedure

PurposeCommand or Action

コンフィギュレーションセッションを作成し、セッ

ションコンフィギュレーションモードを開始しま

す。名前は任意の英数字ストリングです。

switch# configure session nameステップ 1

ACLを作成します。switch(config-s)# ip access-list nameステップ 2

ACLに許可文を追加します。(Optional) switch(config-s-acl)# permit protocol source
destination

ステップ 3

インターフェイスコンフィギュレーションモード

を開始します。

switch(config-s-acl)# interface interface-type numberステップ 4

インターフェイスにポートアクセスグループを追

加します。

switch(config-s-if)# ip port access-group name inステップ 5

セッションの内容を表示します。(Optional) switch# show configuration session [name]ステップ 6

セッションの確認

セッションを確認するには、セッションモードで次のコマンドを使用します。

目的コマンド

コンフィギュレーションセッションのコマンドを確認しま

す。

switch(config-s)# verify [verbose]

セッションのコミット

セッションをコミットするには、セッションモードで次のコマンドを使用します。

目的コマンド

コンフィギュレーションセッションのコマンドをコミット

します。

switch(config-s)# commit [verbose]

セッションの保存

セッションを保存するには、セッションモードで次のコマンドを使用します。
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目的コマンド

（任意）セッションをファイルに保存します。保存場所には、

bootflashまたは volatileを指定できます。
switch(config-s)# save location

セッションの廃棄

セッションを廃棄するには、セッションモードで次のコマンドを使用します。

目的コマンド

コマンドを適用しないで、コンフィギュレーションセッションを廃棄

します。

switch(config-s)# abort

Session Managerのコンフィギュレーション例
次に、ACL用のコンフィギュレーションセッションを作成する例を示します。
switch# configure session name test2

switch(config-s)# ip access-list acl2

switch(config-s-acl)# permit tcp any any

switch(config-s-acl)# exit

switch(config-s)# interface Ethernet 1/4

switch(config-s-ip)# ip port access-group acl2 in

switch(config-s-ip)# exit

switch(config-s)# verify

switch(config-s)# exit

switch# show configuration session test2

Session Manager設定の確認
Session Managerの設定情報を確認するには、次の作業のいずれかを行います。

目的コマンド

構成ファイルの内容を表示します。show configuration session [name]

構成セッションのステータスを表示します。show configuration session status [name]

すべての構成セッションのサマリーを表示します。show configuration session summary
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第 9 章

Smart Call Homeの設定

この章は、次の項で構成されています。

• Smart Call Homeの概要, on page 109
• Smart Call Homeの注意事項および制約事項, on page 119
• Smart Call Homeの前提条件, on page 119
• Call Homeのデフォルト設定, on page 120
• Smart Call Homeの設定（120ページ）
• Smart Call Home設定の確認, on page 134
•フルテキスト形式での syslogアラート通知の例, on page 135
• XML形式での syslogアラート通知の例, on page 135

Smart Call Homeの概要
Smart Call Homeは、重要なシステムイベントを Eメールで通知します。Cisco Nexusシリーズ
スイッチは、幅広いメッセージフォーマットを提供し、ポケットベルサービス、標準 Eメー
ル、または XMLベースの自動解析アプリケーションと最適な互換性を保てます。この機能を
使用して、ネットワークサポートエンジニアやネットワークオペレーションセンターを呼び

出せます。また、Cisco Smart Call Homeサービスを使用して、TACでケースを自動的に生成す
ることもできます。

シスコと直接サービス契約を結んでいる場合は、Smart Call Homeサービス用のデバイスを登録
できます。Smart Call Homeは、ご使用のデバイスから送信された Smart Call Homeメッセージ
を分析し、背景情報および推奨事項を提供して、システムの問題を迅速に解決します。既知と

特定できる問題、特にGOLD診断エラーについては、シスコ TACによって自動サービスリク
エストが生成されます。

Smart Call Homeには、次の機能があります。

•継続的なデバイスヘルスモニタリングとリアルタイムの診断アラート。

•ご使用のデバイスからの Smart Call Homeメッセージの分析と、必要に応じた自動サービ
スリクエストの生成は、問題を迅速に解決するための詳細な診断情報とともに、適切な

TACチームにルーティングされます。
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•セキュアなメッセージ転送が、ご使用のデバイスから直接、またはダウンロード可能な
Transport Gateway（TG）集約ポイントを経由して行われます。複数のデバイスでサポート
を必要としている場合、またはセキュリティ要件の関係でご使用のデバイスをインター

ネットに直接接続できない場合は、TG集約ポイントを使用できます。

• Smart Call Homeメッセージと推奨事項、すべての Smart Call Homeデバイスのインベント
リおよび設定情報、およびField Notice、セキュリティ勧告、およびサポート終了日情報へ
のWebベースのアクセス。

Smart Call Homeの概要
Smart Call Homeを使用すると、重要なイベントがデバイスで発生した場合に外部エンティティ
に通知できます。Smart Call Homeでは、ユーザーが宛先プロファイルに設定する複数の受信者
にアラートが配信されます。

Smart Call Homeには、スイッチで事前に定義された一連のアラートが含まれます。これらのア
ラートはアラートグループにグループ化され、アラートグループのアラートが発生したとき

に実行するCLIコマンドが割り当てられています。スイッチには、転送されたSmart Call Home
メッセージのコマンド出力が含まれます。

Smart Call Home機能には、次のものがあります。

•関連する CLIコマンド出力の実行および添付が自動化されます。

•次のような、複数のメッセージフォーマットオプションがあります。

•ショートテキスト：ポケットベルまたは印刷されたレポートに適している文字。

•フルテキスト：人間が判読しやすいように完全にフォーマットされたメッセージ情報
です。

• XML：Extensible Markup Language（XML）およびAdaptive Messaging Language（AML）
XMLスキーマ定義（XSD）を使用した、判読可能なフォーマットです。XML形式で
は、シスコ TACと通信できます。

•複数のメッセージ宛先への同時配信が可能。各宛先プロファイルには最大50件の電子メー
ル宛先アドレスを設定できます。

Smart Call Home宛先プロファイル
Smart Call Home宛先プロファイルには、次の情報が含まれています。

• 1つ以上のアラートグループ：アラートの発生時に、特定の Smart Call Homeメッセージ
を送信するアラートのグループ。

• 1つ以上の電子メール宛先：この宛先プロファイルに割り当てられたアラートグループに
よって生成された Smart Call Homeメッセージの受信者リスト。
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•メッセージフォーマット：Smart Call Homeメッセージのフォーマット（ショートテキス
ト、フルテキスト、または XML）。

•メッセージシビラティ（重大度）：スイッチが宛先プロファイル内のすべての電子メール
アドレスに対して Smart Call Homeメッセージを生成するまで、アラートが満たす必要が
ある Smart Call Homeシビラティ（重大度）。アラートの Smart Call Homeシビラティ（重
大度）が、宛先プロファイルに設定されたメッセージシビラティ（重大度）よりも低い場

合、スイッチはアラートを生成しません。

定期メッセージを日別、週別、月別で送信するコンポーネントアラートグループを使用して、

定期的なコンポーネントアップデートメッセージを許可するよう宛先プロファイルを設定す

ることもできます。

Cisco Nexusスイッチは、次の定義済み宛先プロファイルをサポートします。

• CiscoTAC-1：XMLメッセージフォーマットの Cisco-TACアラートグループをサポートし
ます。

• full-text-destination：フルテキストメッセージフォーマットをサポートします。

• short-text-destination：ショートテキストメッセージフォーマットをサポートします。

Smart Call Homeアラートグループ
アラートグループは、すべてのCisco Nexusデバイスでサポートされる Smart Call Homeアラー
トの定義済みサブセットです。アラートグループを使用すると、定義済みまたはカスタム宛先

プロファイルに送信する一連の Smart Call Homeアラートを選択できます。Smart Call Homeア
ラートが宛先プロファイルにアソシエートされたいずれかのアラートグループに属する場合、

およびアラートで、Smart Call Homeメッセージシビラティ（重大度）が宛先プロファイルに設
定されているメッセージシビラティ（重大度）と同じか、それ以上である場合のみ、スイッチ

は Smart Call Homeアラートを宛先プロファイルの電子メールの宛先に送信します。

次の表に、サポートされるアラートグループと、アラートグループ用に生成された Smart Call
Homeメッセージに含まれるデフォルトの CLIコマンド出力を示します。

Table 7:アラートグループおよび実行されるコマンド

実行されるコマンド説明アラートグルー

プ

アラートを発信するアラートグルー

プに基づいてコマンドを実行します。

Smart Call Home宛ての、他のアラー
トグループからのすべてのクリティ

カルアラート。

Cisco-TAC

show diagnostic result module all detail

show moduleshow version

show tech-support platform callhome

診断によって生成されたイベント。診断
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実行されるコマンド説明アラートグルー

プ

show diagnostic result module all detail

show moduleshow version

show tech-support platform callhome

スーパーバイザモジュールに関連す

るイベント。

スーパーバイザ

ハードウェア

show diagnostic result module all detail

show moduleshow version

show tech-support platform callhome

標準またはインテリジェントスイッ

チングモジュールに関連するイベン

ト。

ラインカード

ハードウェア

show version

show module

show running-config all

show startup-config

設定に関連した定期的なイベント。設定

show system redundancy status

show tech-support

装置の動作に重要なソフトウェアシ

ステムの障害によって生成されるイ

ベント

システム

show environment

show logging last 1000

show module show version

show tech-support platform callhome

電源、ファン、および温度アラーム

などの環境検知要素に関連するイベ

ント。

環境

show module

show version

show license usage

show inventory

show sprom all

show system uptime

装置がコールドブートした場合、ま

たは FRUの取り付けまたは取り外し
を行った場合に示されるコンポーネ

ントステータス。このアラートは重

要でないイベントであり、情報はス

テータスおよび使用権に使用されま

す。

インベントリ

Smart Call Homeは、syslogのシビラティ（重大度）を、syslogポートグループメッセージの
対応する Smart Call Homeのシビラティ（重大度）に対応させます。

定義済みのアラートグループをカスタマイズして、特定のイベントが発生したときに、 show
コマンドを追加で実行できます。そして、 show出力を Smart Call Homeメッセージと共に送信
します。

フルテキストと XML接続先プロファイルへのみ showコマンドを追加できます。ショートテ
キストの接続先プロファイルは、128バイトのテキストしか許可しないため追加の showコマ
ンドをサポートしません。
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Smart Call Homeのメッセージレベル
Smart Call Homeを使用すると、緊急度に基づいてメッセージをフィルタリングできます。各宛
先プロファイル（定義済みおよびユーザー定義）を、Smart Call Homeメッセージレベルしき
い値にアソシエートすることができます。宛先プロファイルのこのしきい値よりも小さい値を

持つ Smart Call Homeメッセージは、スイッチによって生成されません。Smart Call Homeメッ
セージレベルの範囲は0（緊急度が最小）～9（緊急度が最大）です。デフォルトは0です（ス
イッチはすべてのメッセージを送信します）。

syslogアラートグループに送信される Smart Call Homeメッセージでは、syslogのシビラティ
（重大度）が Smart Call Homeのメッセージレベルにマッピングされます。

Smart Call Homeは、メッセージテキストで syslogメッセージレベルを変更しません。Note

次の表に、各 Smart Call Homeメッセージレベルのキーワードと、syslogポートアラートグ
ループの対応する syslogレベルを示します。

Table 8:重大度と syslogレベルのマッピング

説明Syslogレベルキーワー

ド

Smart Call Home
レベル

ネットワーク全体に壊滅的な障害が発生してい

ます。

該当なしCatastrophic9

ネットワークに重大な影響が及びます。該当なしDisaster8

システムが使用不可能な状態。緊急（0）Fatal7

クリティカルな状況で、すぐに対応する必要が

あります。

アラート

（1）
Critical6

重大な状態。重要（2）Major5

軽微な状態。エラー（3）Minor4

警告状態。警告（4）警告3

基本的な通知および情報メッセージです。通知（5）通知2

標準状態に戻ることを示す標準イベントです。情報（6）標準1

デバッグメッセージ。デバッグ

（7）
Debugging0
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Call Homeのメッセージ形式
Call Homeでは、次のメッセージフォーマットがサポートされます。

•ショートテキストメッセージフォーマット

•すべてのフルテキストと XMLメッセージに共通のフィールド

•対処的または予防的イベントメッセージに挿入されるフィールド

•コンポーネントイベントメッセージの挿入フィールド

•ユーザーが作成したテストメッセージの挿入フィールド

次の表に、すべてのメッセージタイプのショートテキスト書式設定オプションを示します。

Table 9:ショートテキストメッセージフォーマット

説明データ項目

設定されたデバイス名デバイス ID

起動イベントのタイムスタンプ日時スタンプ

起動イベントの簡単な説明（英語）エラー判別メッセージ

システムメッセージに適用されるようなエラーレベルアラームの緊急度

次の表に、フルテキストまたは XMLの共通するイベントメッセージ形式について説明しま
す。

Table 10:すべてのフルテキストと XMLメッセージに共通のフィールド

XMLタグ（XMLのみ）説明（プレーンテキストおよ

び XML）
データ項目（プレーンテキス

トおよび XML）

/aml/header/timeISO時刻通知でのイベントの
日付/タイムスタンプ

YYYY-MM-DD HH:MM:SS
GMT+HH:MM

タイムスタンプ

/aml/header/nameメッセージの名前。特定のイ

ベント名は上記の表に記載

メッセージ名

/aml/header/typeリアクティブまたはプロアク

ティブなどのメッセージタイ

プの名前。

メッセージタイプ

/aml/header/groupSyslogなどのアラートグルー
プの名前。

メッセージグループ
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XMLタグ（XMLのみ）説明（プレーンテキストおよ

び XML）
データ項目（プレーンテキス

トおよび XML）

/aml/header/levelメッセージの重大度重大度

/aml/header/sourceルーティングのための製品タ

イプ

送信元 ID

/aml/ header/deviceIDメッセージを生成したエンド

デバイスの固有デバイス識別

情報（UDI）。メッセージがデ
バイスに対して固有でない場

合は、このフィールドを空に

する必要があります。形式

は、次のとおりです。
type@Sid@serial:

• typeは、バックプレーン
IDPROMからの製品の型
番。

• @は区切り文字です。

• Sidは Cで、シリアル ID
をシャーシシリアル番号

として特定します。

• serialは、Sidフィールド
によって特定される数字

です。

例：WS-C6509@C@12345678

デバイス ID

/aml/ header/customerIDサポートサービスによって契

約情報やその他の IDに使用さ
れるオプションのユーザ設定

可能なフィールド

カスタマー ID

/aml/ header /contractIDサポートサービスによって契

約情報やその他の IDに使用さ
れるオプションのユーザ設定

可能なフィールド

連絡先 ID

/aml/ header/siteIDシスコが提供したサイト IDま
たは別のサポートサービスに

とって意味のあるその他の

データに使用されるオプショ

ンのユーザ設定可能なフィー

ルド

サイト ID
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XMLタグ（XMLのみ）説明（プレーンテキストおよ

び XML）
データ項目（プレーンテキス

トおよび XML）

/aml/header/serverIDデバイスからメッセージが生

成された場合、これはデバイ

スの Unique Device Identifier
（UDI）フォーマットです。

形式は、次のとおりです。
type@Sid@serial:

• typeは、バックプレーン
IDPROMからの製品の型
番。

• @は区切り文字です。

• Sidは Cで、シリアル ID
をシャーシシリアル番号

として特定します。

• serialは、Sidフィールド
によって特定される数字

です。

例：WS-C6509@C@12345678

サーバー ID

/aml/body/msgDescエラーを説明するショートテ

キスト。

メッセージの説明

/aml/body/sysNameイベントが発生したノード

（デバイスのホスト名）。

デバイス名

/aml/body/sysContactイベントが発生したノード関

連の問題について問い合わせ

る担当者名。

担当者名

/aml/body/sysContactEmailこの装置の担当者の Eメール
アドレス。

連絡先電子メール

/aml/body/sysContactPhoneNumberこのユニットの連絡先である

人物の電話番号

連絡先電話番号

/aml/body/sysStreetAddressこの装置関連の返品許可

（RMA）部品の送付先住所を
保存するオプションフィール

ド。

住所
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XMLタグ（XMLのみ）説明（プレーンテキストおよ

び XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/chassis/nameデバイスのモデル名（製品

ファミリ名に含まれる具体的

なモデル）。

モデル名

/aml/body/chassis/serialNoユニットのシャーシのシリア

ル番号

シリアル番号

/aml/body/chassis/partNoシャーシの最上アセンブリ番

号

シャーシの部品番号

特定のアラートグループメッセージの固有のフィールドは、ここに挿入されます。

このアラートグループに対して複数のCLIコマンドが実行されると、次のフィールドが繰り
返される場合があります。

/aml/attachments/attachment/name実行された CLIコマンドの正
確な名前。

Command output name

/aml/attachments/attachment/type特定のコマンド出力。添付ファイルの種類

/aml/attachments/attachment/mimeプレーンテキストまたは符号

化タイプ。

MIMEタイプ

/aml/attachments/attachment/atdata自動的に実行されるコマンド

の出力

コマンド出力テキスト

次の表に、フルテキストまたは XMLのリアクティブイベントメッセージ形式について説明
します。

Table 11:対処的または予防的イベントメッセージに挿入されるフィールド

XMLタグ（XMLのみ）説明（プレーンテキストおよび

XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/chassis/hwVersionシャーシのハードウェアバージョ

ン。

シャーシのハードウェアバー

ジョン

/aml/body/chassis/swVersion最上レベルのソフトウェアバー

ジョン

スーパーバイザモジュールの

ソフトウェアバージョン

/aml/body/fru/nameイベントメッセージを生成する関

連 FRUの名前。
影響のある FRU名

/aml/body/fru/serialNo関連 FRUのシリアル番号。影響のある FRUのシリアル番
号

/aml/body/fru/partNo関連 FRUの部品番号。影響のある FRUの製品番号
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XMLタグ（XMLのみ）説明（プレーンテキストおよび

XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/fru/slotイベントメッセージを生成する

FRUのスロット番号。
FRUスロット

/aml/body/fru/hwVersion関連FRUのハードウェアバージョ
ン。

FRUハードウェアバージョン

/aml/body/fru/swVersion関連 FRUで稼働しているソフト
ウェアバージョン。

FRUソフトウェアのバージョ
ン

次の表に、フルテキストまたは XMLのコンポーネントイベントメッセージ形式について説
明します。

Table 12:コンポーネントイベントメッセージの挿入フィールド

XMLタグ（XMLのみ）説明（プレーンテキストおよび

XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/chassis/hwVersionシャーシのハードウェアバージョ

ン。

シャーシのハードウェアバー

ジョン

/aml/body/chassis/swVersion最上レベルのソフトウェアバー

ジョン

スーパーバイザモジュールの

ソフトウェアバージョン

/aml/body/fru/nameイベントメッセージを生成する関

連 FRUの名前。
FRU名

/aml/body/fru/serialNoFRUのシリアル番号。FRU s/n

/aml/body/fru/partNoFRUの部品番号。FRU製品番号

/aml/body/fru/slotFRUのスロット番号。FRUスロット

/aml/body/fru/hwVersionFRUのハードウェアバージョン。FRUハードウェアバージョン

/aml/body/fru/swVersionFRUで稼働しているソフトウェア
バージョン。

FRUソフトウェアのバージョ
ン

次の表に、フルテキストまたはXMLのユーザーが作成したテストメッセージ形式について説
明します。

Table 13:ユーザーが作成したテストメッセージの挿入フィールド

XMLタグ（XMLのみ）説明（プレーンテキストおよび

XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/process/id固有のプロセス IDプロセス ID
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XMLタグ（XMLのみ）説明（プレーンテキストおよび

XML）
データ項目（プレーンテキス

トおよび XML）

/aml/body/process/processStateプロセスの状態（実行中、中止な

ど）

プロセス状態

/aml/body/process/exception原因コードの例外プロセス例外

Smart Call Homeの注意事項および制約事項
• IP接続がない場合、またはプロファイル宛先への仮想ルーティングおよびフォワーディン
グ（VRF）インスタンス内のインターフェイスがダウンしている場合、スイッチは Smart
Call Homeメッセージを送信できません。

• Smart Call Homeはあらゆる SMTPサーバで動作します。

• Smart Call Homeには最大 5個までの SMTPサーバを設定できます。

• Link up/down syslogメッセージは、Smart Call Homeメッセージまたはアラート通知をトリ
ガーしません。

• Cisco NX-OSリリース 7.0（3）F3（4）以降、 show environment fanおよび show environment
powerコマンドの出力は、電源ファンに障害があるかどうかを示します。以前のリリース
では、 show environment fanコマンドがエラーを表示します。

リリース 7.0（3）I2（1）以降、SNMP sysContactは、デフォルトでは構成されていません。
SNMP sysContactを構成するには、 snmp-server contact <sys-contact>コマンドを明示的に使用
する必要があります。このコマンドを構成すると、 callhomeの機能が有効になります。

Note

Smart Call Homeの前提条件
•電子メールサーバーに接続できる必要があります。

•コンタクト名（SNMPサーバーのコンタクト）、電話番号、および住所情報へアクセスで
きる必要があります。

•スイッチと電子メールサーバー間に IP接続が必要です。

•設定するデバイスに対して有効なサービス契約が必要です。
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Call Homeのデフォルト設定
Table 14:デフォルトの Call Homeパラメータ

デフォルトパラメータ

4000000フルテキストフォーマットで送信するメッセージの

宛先メッセージサイズ

4000000XMLフォーマットで送信するメッセージの宛先メッ
セージサイズ

4000ショートテキストフォーマットで送信するメッセー

ジの宛先メッセージサイズ

25ポートを指定しなかった場合の SMTPサーバポート

フルテキスト宛先プロファイルおよび

ショートテキスト宛先プロファイルの

場合はすべて。CiscoTAC-1宛先プロ
ファイルの場合は cisco-tacアラートグ
ループ

プロファイルとアラートグループのアソシエート

XMLフォーマットタイプ

0（ゼロ）Call Homeのメッセージレベル

Smart Call Homeの設定

Smart Call Homeの登録

始める前に

•ご使用のスイッチの sMARTnet契約番号を確認してください

•電子メールアドレスを確認してください

• Cisco.com IDを確認してください

手順の概要

1. ブラウザで、次の Smart Call Home Webページに移動します。
2. Getting Startedの下で、Smart Call Homeの登録指示に従ってください。
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手順の詳細

手順

ステップ 1 ブラウザで、次の Smart Call Home Webページに移動します。

http://www.cisco.com/go/smartcall/

ステップ 2 Getting Startedの下で、Smart Call Homeの登録指示に従ってください。

次のタスク

連絡先情報を設定します。

連絡先情報の設定

Smart Call Homeには、電子メール、電話番号、住所の各情報を指定する必要があります。契約
ID、カスタマー ID、サイト ID、およびスイッチプライオリティ情報を任意で指定できます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# snmp-server contact sys-contact

3. switch(config)# callhome
4. switch(config-callhome)# email-contact email-address

5. switch(config-callhome)# phone-contact international-phone-number

6. switch(config-callhome)# streetaddress address

7. (Optional) switch(config-callhome)# contract-id contract-number

8. (Optional) switch(config-callhome)# customer-id customer-number

9. (Optional) switch(config-callhome)# site-id site-number

10. (Optional) switch(config-callhome)# switch-priority number

11. (Optional) switch# show callhome
12. (Optional) switch(config)# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

SNMP sysContactを設定します。switch(config)# snmp-server contact sys-contactステップ 2
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PurposeCommand or Action

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 3

スイッチの担当者の電子メールアドレスを設定し

ます。

switch(config-callhome)# email-contact email-addressステップ 4

email-addressには、電子メールアドレスの形式で、
最大 255の英数字を使用できます。

Note
任意の有効な Eメールアドレスを使用できます。
アドレスには、空白を含めることはできません。

デバイスの担当者の電話番号を国際電話フォーマッ

トで設定します。 international-phone-numberは、最

switch(config-callhome)# phone-contact
international-phone-number

ステップ 5

大 17文字の英数字で、国際電話フォーマットにす
る必要があります。

Note
電話番号には、空白を含めることはできません。

番号の前にプラス（+）プレフィックスを使用しま
す。

スイッチの主担当者の住所を設定します。switch(config-callhome)# streetaddress addressステップ 6

addressは、255個の英数字を指定できます。スペー
スを使用できます。

サービス契約からこのスイッチの契約番号を設定し

ます。

(Optional) switch(config-callhome)# contract-id
contract-number

ステップ 7

contract-numberは、255個の英数字を指定できま
す。

サービス契約からこのスイッチのカスタマー番号を

設定します。

(Optional) switch(config-callhome)# customer-id
customer-number

ステップ 8

customer-numberは、255個の英数字を指定できま
す。

このスイッチのサイト番号を設定します。(Optional) switch(config-callhome)# site-id site-numberステップ 9

site-numberは、最大 255文字の英数字を自由な
フォーマットで指定できます。

このスイッチのスイッチプライオリティを設定し

ます。

(Optional) switch(config-callhome)# switch-priority
number

ステップ 10
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PurposeCommand or Action

指定できる範囲は 0～ 7です。0は最高のプライオ
リティを、7は最低のプライオリティを示します。
デフォルト値は 7です。

Smart Call Homeコンフィギュレーションの概要を
表示します。

(Optional) switch# show callhomeステップ 11

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 12

Example

次に、Call Homeに関する担当者情報を設定する例を示します。
switch# configuration terminal
switch(config)# snmp-server contact personname@companyname.com
switch(config)# callhome
switch(config-callhome)# email-contact personname@companyname.com
switch(config-callhome)# phone-contact +1-800-123-4567
switch(config-callhome)# street-address 123 Anystreet St., Anycity, Anywhere

What to do next

宛先プロファイルを作成します。

宛先プロファイルの作成

ユーザー定義の宛先プロファイルを作成し、新しい宛先プロファイルにメッセージフォーマッ

トを設定する必要があります。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome)# destination-profile {ciscoTAC-1 {alert-group group | email-addr address

| http URL | transport-method {email | http}} | profilename {alert-group group | email-addr
address | format {XML | full-txt | short-txt} | http URL | message-level level | message-size size |
transport-method {email | http}} | full-txt-destination {alert-group group | email-addr address
| http URL | message-level level | message-size size | transport-method {email | http}} |
short-txt-destination {alert-group group | email-addr address | http URL | message-level level |
message-size size | transport-method {email | http}}}

4. (Optional) switch# show callhome destination-profile [profile name]
5. (Optional) switch(config)# copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

新しい宛先プロファイルを作成し、そのプロファイ

ルのメッセージフォーマットを設定します。プロ

switch(config-callhome)# destination-profile
{ciscoTAC-1 {alert-group group | email-addr address |
http URL | transport-method {email | http}} |

ステップ 3

ファイル名は、最大 31文字の英数字で指定できま
す。

profilename {alert-group group | email-addr address |
format {XML | full-txt | short-txt} | http URL |
message-level level | message-size size | transport-method このコマンドについての詳細は、プラットフォーム

のコマンドリファレンスを参照してください。{email | http}} | full-txt-destination {alert-group group
| email-addr address | http URL | message-level level |
message-size size | transport-method {email | http}} |
short-txt-destination {alert-group group | email-addr
address | http URL | message-level level | message-size
size | transport-method {email | http}}}

1つまたは複数の宛先プロファイルに関する情報を
表示します。

(Optional) switch# show callhome destination-profile
[profile name]

ステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 5

Example

次に、Smart Call Homeの宛先プロファイルを作成する例を示します。
switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# destination-profile Noc101 format full-text

接続先プロファイルの変更

定義済みまたはユーザー定義の宛先プロファイルの次の属性を変更できます。

•接続先アドレス：アラートの送信先となる実際のアドレス（トランスポートメカニズムに
関係します）。

•メッセージフォーマット：アラート送信に使用されるメッセージフォーマット（フルテ
キスト、ショートテキスト、または XML）。
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•メッセージレベル：この宛先プロファイルの Call Homeメッセージのシビラティ（重大
度）。

•メッセージサイズ：この宛先プロファイルの Eメールアドレスに送信された Call Home
メッセージの長さ。

CiscoTAC-1宛先プロファイルは変更または削除できません。Note

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome)# destination-profile {name | full-txt-destination | short-txt-destination}

email-addr address

4. destination-profile {name | full-txt-destination | short-txt-destination} message-level number

5. switch(config-callhome)# destination-profile {name | full-txt-destination | short-txt-destination}
message-size number

6. (Optional) switch# show callhome destination-profile [profile name]
7. (Optional) switch(config)# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

ユーザー定義または定義済みの宛先プロファイルに

Eメールアドレスを設定します。接続先プロファイ
switch(config-callhome)# destination-profile {name |
full-txt-destination | short-txt-destination} email-addr
address

ステップ 3

ルには、最大 50個の Eメールアドレスを設定でき
ます。

この接続先プロファイルのSmart Call Homeメッセー
ジのシビラティ（重大度）を設定します。Smart Call

destination-profile {name | full-txt-destination |
short-txt-destination} message-level number

ステップ 4

Homeシビラティ（重大度）が一致する、またはそ
れ以上であるアラートのみが、このプロファイルの

宛先に送信されます。numberの範囲は0～9です。
9は最大の重大度を示します。
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PurposeCommand or Action

この接続先プロファイルの最大メッセージサイズを

設定します。 full-txt-destinationの範囲は 0～ 5000000
switch(config-callhome)# destination-profile {name |
full-txt-destination | short-txt-destination} message-size
number

ステップ 5

で、デフォルト値は 2500000です。
short-txt-destinationの範囲は 0～ 100000で、デフォ
ルト値は 4000です。CiscoTAC-1では、値は 5000000
で、これは変更不可能です。

1つまたは複数の宛先プロファイルに関する情報を
表示します。

(Optional) switch# show callhome destination-profile
[profile name]

ステップ 6

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 7

Example

次に、Smart Call Homeの宛先プロファイルを変更する例を示します。
switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# destination-profile full-text-destination email-addr
person@example.com
switch(config-callhome)# destination-profile full-text-destination message-level 5
switch(config-callhome)# destination-profile full-text-destination message-size 10000
switch(config-callhome)#

What to do next

アラートグループと宛先プロファイルをアソシエートします。

アラートグループと宛先プロファイルのアソシエート

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome)# destination-profile name alert-group {All | Cisco-TAC | Configuration

| Diagnostic | Environmental | Inventory | License | Linecard-Hardware | Supervisor-Hardware
| Syslog-group-port | System | Test}

4. (Optional) switch# show callhome destination-profile [profile name]
5. (Optional) switch(config)# copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

アラートグループをこの宛先プロファイルにアソシ

エートします。 Allキーワードを使用して、すべて

switch(config-callhome)# destination-profile name
alert-group {All | Cisco-TAC | Configuration |
Diagnostic | Environmental | Inventory | License |

ステップ 3

のアラートグループをこの宛先プロファイルにアソ

シエートします。
Linecard-Hardware | Supervisor-Hardware |
Syslog-group-port | System | Test}

1つまたは複数の宛先プロファイルに関する情報を
表示します。

(Optional) switch# show callhome destination-profile
[profile name]

ステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 5

Example

次に、すべてのアラートグループを宛先プロファイル Noc101にアソシエートする例
を示します。

switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# destination-profile Noc101 alert-group All
switch(config-callhome)#

What to do next

必要に応じて、 showコマンドをアラートグループに追加し、SMTP電子メールサーバーを構
成することができます。

アラートグループへの showコマンドの追加
1つのアラートグループには、最大 5個のユーザー定義 showコマンドをアラートグループに
割り当てることができます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
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3. switch(config-callhome)# alert-group {Configuration | Diagnostic | Environmental | Inventory |
License | Linecard-Hardware | Supervisor-Hardware | Syslog-group-port | System | Test}
user-def-cmd show-cmd

4. (Optional) switch# show callhome user-def-cmds
5. (Optional) switch(config)# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

showコマンド出力をこのアラートグループに送信
された Call Homeメッセージに追加します。有効な
showコマンドのみが受け入れられます。

switch(config-callhome)# alert-group {Configuration |
Diagnostic | Environmental | Inventory | License |
Linecard-Hardware | Supervisor-Hardware |
Syslog-group-port | System | Test} user-def-cmd
show-cmd

ステップ 3

Note
ユーザー定義済み showコマンドを CiscoTAC-1接
続先プロファイルに、追加できません。

アラートグループへの追加されたすべてのユーザー

定義済みshowコマンドに関する情報を表示します。

(Optional) switch# show callhome user-def-cmdsステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 5

Example

次の例は、 show ip routingコマンドを Cisco-TACアラートグループに追加する方法を
表示します。

switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# alert-group Configuration user-def-cmd show ip routing
switch(config-callhome)#

What to do next

SMTP電子メールサーバーに接続するように Smart Call Homeを設定します。
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電子メールサーバーの詳細の設定

Smart Call Home機能が動作するよう SMTPサーバーアドレスを設定します。送信元および返
信先 Eメールアドレスも設定できます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome)# transport email smtp-server ip-address [port number] [use-vrf vrf-name]
4. (Optional) switch(config-callhome)# transport email from email-address

5. (Optional) switch(config-callhome)# transport email reply-to email-address

6. (Optional) switch# show callhome transport-email
7. (Optional) switch(config)# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

SMTPサーバーを、ドメインネームサーバー
（DNS）名、IPv4アドレス、または IPv6アドレス
のいずれかとして設定します。

switch(config-callhome)# transport email smtp-server
ip-address [port number] [use-vrf vrf-name]

ステップ 3

値は、 number 範囲は 1～ 65535です。デフォルト
のポート番号は 25です。

この SMTPサーバーと通信する際に使用するよう任
意で VRFインスタンスを設定できます。

Smart Call Homeメッセージの送信元電子メール
フィールドを設定します。

(Optional) switch(config-callhome)# transport email from
email-address

ステップ 4

Smart Call Homeメッセージの返信先電子メール
フィールドを設定します。

(Optional) switch(config-callhome)# transport email
reply-to email-address

ステップ 5

Smart Call Homeの電子メール設定に関する情報を表
示します。

(Optional) switch# show callhome transport-emailステップ 6

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 7
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Example

次に、Smart Call Homeメッセージの電子メールオプションを設定する例を示します。
switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# transport email smtp-server 192.0.2.10 use-vrf Red
switch(config-callhome)# transport email from person@example.com
switch(config-callhome)# transport email reply-to person@example.com
switch(config-callhome)#

What to do next

定期的なインベントリ通知を設定します。

定期的なインベントリ通知の設定

ハードウェアのインベントリ情報に加えて、デバイス上で現在イネーブルになっているすべて

のソフトウェアサービスおよび実行中のすべてのソフトウェアサービスのインベントリに関

するメッセージを定期的に送信するようにスイッチを設定できます。スイッチは 2つの Smart
Call Home通知（定期的な設定メッセージと定期的なインベントリメッセージ）を生成しま
す。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome)# periodic-inventory notification [interval days] [timeofday time]
4. (Optional) switch# show callhome
5. (Optional) switch(config)# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

定期的なインベントリメッセージを設定します。switch(config-callhome)# periodic-inventory notification
[interval days] [timeofday time]

ステップ 3

値は、 interval daysの範囲は 1～ 30日です。

デフォルトは 7日です。

値は、 timeofday timeは HH:MMの形式です。
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PurposeCommand or Action

Smart Call Homeに関する情報を表示します。(Optional) switch# show callhomeステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch(config)# copy running-config
startup-config

ステップ 5

Example

次に、定期的なインベントリメッセージを 20日ごとに生成するよう設定する例を示
します。

switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# periodic-inventory notification interval 20
switch(config-callhome)#

What to do next

重複メッセージ抑制をディセーブルにします。

重複メッセージ抑制のディセーブル化

同じイベントについて受信する重複メッセージの数を制限できます。デフォルトでは、スイッ

チは同じイベントについて受信する重複メッセージの数を制限します。2時間の時間枠内で送
信された重複メッセージの数が 30メッセージを超えると、スイッチは同じアラートタイプの
以降のメッセージを廃棄します。

手順の概要

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome) # no duplicate-message throttle

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Home構成モードを開始します。switch(config)# callhomeステップ 2
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目的コマンドまたはアクション

Smart Call Homeの重複メッセージ抑制をディセーブ
ルにします。

switch(config-callhome) # no duplicate-message throttleステップ 3

重複メッセージ抑制はデフォルトでイネーブルで

す。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、重複メッセージ抑制をディセーブルにする例を示します。

switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# no duplicate-message throttle
switch(config-callhome)#

次のタスク

Smart Call Homeをイネーブルにします。

Smart Call Homeのイネーブル化またはディセーブル化

手順の概要

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome) # [no] enable

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2
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目的コマンドまたはアクション

Smart Call Homeをイネーブルまたはディセーブルに
します。

switch(config-callhome) # [no] enableステップ 3

Smart Call Homeは、デフォルトでディセーブルで
す。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次の例は、Smart Call Homeをイネーブルにする方法を示します。
switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# enable
switch(config-callhome)#

次のタスク

任意でテストメッセージを生成します。

Smart Call Home設定のテスト

始める前に

宛先プロファイルのメッセージレベルが 2以下に設定されていることを確認します。

Smart Call Homeのテストは、宛先プロファイルのメッセージレベルが 3以上に設定されてい
る場合は失敗します。

重要

手順の概要

1. switch# configure terminal
2. switch(config)# callhome
3. switch(config-callhome) # callhome send diagnostic
4. switch(config-callhome) # callhome test

5. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

Smart Call Homeコンフィギュレーションモードを
開始します。

switch(config)# callhomeステップ 2

設定されたすべての宛先に指定の Smart Call Home
テストメッセージを送信します。

switch(config-callhome) # callhome send diagnosticステップ 3

設定されたすべての宛先にテストメッセージを送信

します。

switch(config-callhome) # callhome testステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 5

例

次の例は、Smart Call Homeをイネーブルにする方法を示します。
switch# configuration terminal
switch(config)# callhome
switch(config-callhome)# callhome send diagnostic
switch(config-callhome)# callhome test
switch(config-callhome)#

Smart Call Home設定の確認
次のいずれかのコマンドを使用して、設定を確認します。

目的コマンド

Smart Call Homeのステータスを表示します。show callhome

1つまたは複数の Smart Call Home宛先プロファイルを
表示します。

show callhome destination-profile name

保留中の Smart Call Home設定と実行中の Smart Call
Home設定の違いを表示します。

show callhome pending-diff

Smart Call Homeステータスを表示します。show callhome status
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目的コマンド

Smart Call Homeの電子メール設定を表示します。show callhome transport-email

任意のアラートグループに追加された CLIコマンドを
表示します。

show callhome user-def-cmds

Smart Call Homeの実行コンフィギュレーションを表示
します。

show running-config [callhome |
callhome-all]

Smart Call Homeのスタートアップコンフィギュレー
ションを表示します。

show startup-config callhome

Smart Call Homeのテクニカルサポート出力を表示しま
す。

show tech-support callhome

フルテキスト形式での syslogアラート通知の例
次の例では、Syslogポートアラートグループ通知のフルテキスト形式を示します。
source:MDS9000
Switch Priority:7
Device Id:WS-C6509@C@FG@07120011
Customer Id:Example.com
Contract Id:123
Site Id:San Jose
Server Id:WS-C6509@C@FG@07120011
Time of Event:2004-10-08T11:10:44
Message Name:SYSLOG_ALERT
Message Type:Syslog
Severity Level:2
System Name:10.76.100.177
Contact Name:User Name
Contact Email:person@example.com
Contact Phone:+1-408-555-1212
Street Address:#1234 Any Street, Any City, Any State, 12345
Event Description:2006 Oct 8 11:10:44 10.76.100.177 %PORT-5-IF_TRUNK_UP:
%$VLAN 1%$ Interface e2/5, vlan 1 is up
syslog_facility:PORT
start chassis information:
Affected Chassis:WS-C6509
Affected Chassis Serial Number:FG@07120011
Affected Chassis Hardware Version:0.104
Affected Chassis Software Version:3.1(1)
Affected Chassis Part No:73-8607-01
end chassis information:

XML形式での syslogアラート通知の例
次の例では、Syslogポートアラートグループ通知の XMLを示します。
From: example
Sent: Wednesday, April 25, 2007 7:20 AM
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To: User (user)
Subject: System Notification From Router - syslog - 2007-04-25 14:19:55
GMT+00:00
<?xml version="1.0" encoding="UTF-8"?>
<soap-env:Envelope xmlns:soap-env="http://www.w3.org/2003/05/soap-envelope">
<soap-env:Header>
<aml-session:Session xmlns:aml-session="http://www.example.com/2004/01/aml-session"
soap-env:mustUnderstand="true" soap-env:role=
"http://www.w3.org/2003/05/soap-envelope/role/next">
<aml-session:To>http://tools.example.com/services/DDCEService</aml-session:To>
<aml-session:Path>
<aml-session:Via>http://www.example.com/appliance/uri</aml-session:Via>
</aml-session:Path>
<aml-session:From>http://www.example.com/appliance/uri</aml-session:From>
<aml-session:MessageId>M2:69000101:C9D9E20B</aml-session:MessageId>
</aml-session:Session>
</soap-env:Header>
<soap-env:Body>
<aml-block:Block xmlns:aml-block="http://www.example.com/2004/01/aml-block">
<aml-block:Header>
<aml-block:Type>http://www.example.com/2005/05/callhome/syslog</aml-block:Type>
<aml-block:CreationDate>2007-04-25 14:19:55 GMT+00:00</aml-block:CreationDate>
<aml-block:Builder>
<aml-block:Name>Cat6500</aml-block:Name>
<aml-block:Version>2.0</aml-block:Version>
</aml-block:Builder>
<aml-block:BlockGroup>
<aml-block:GroupId>G3:69000101:C9F9E20C</aml-block:GroupId>
<aml-block:Number>0</aml-block:Number>
<aml-block:IsLast>true</aml-block:IsLast>
<aml-block:IsPrimary>true</aml-block:IsPrimary>
<aml-block:WaitForPrimary>false</aml-block:WaitForPrimary>
</aml-block:BlockGroup>
<aml-block:Severity>2</aml-block:Severity>
</aml-block:Header>
<aml-block:Content>
<ch:Call Home xmlns:ch="http://www.example.com/2005/05/callhome" version="1.0">
<ch:EventTime>2007-04-25 14:19:55 GMT+00:00</ch:EventTime>
<ch:MessageDescription>03:29:29: %CLEAR-5-COUNTERS: Clear counter on all
interfaces by console</ch:MessageDescription>
<ch:Event>
<ch:Type>syslog</ch:Type>
<ch:SubType>
</ch:SubType>
<ch:Brand>Cisco Systems</ch:Brand>
<ch:Series>Catalyst 6500 Series Switches</ch:Series>
</ch:Event>
<ch:CustomerData>
<ch:UserData>
<ch:Email>person@example.com</ch:Email>
</ch:UserData>
<ch:ContractData>
<ch:CustomerId>12345</ch:CustomerId>
<ch:SiteId>building 1</ch:SiteId>
<ch:ContractId>abcdefg12345</ch:ContractId>
<ch:DeviceId>WS-C6509@C@69000101</ch:DeviceId>
</ch:ContractData>
<ch:SystemInfo>
<ch:Name>Router</ch:Name>
<ch:Contact>
</ch:Contact>
<ch:ContactEmail>user@example.com</ch:ContactEmail>
<ch:ContactPhoneNumber>+1-408-555-1212</ch:ContactPhoneNumber>
<ch:StreetAddress>#1234 Any Street, Any City, Any State, 12345
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</ch:StreetAddress>
</ch:SystemInfo>
</ch:CustomerData>
<ch:Device>
<rme:Chassis xmlns:rme="http://www.example.com/rme/4.0">
<rme:Model>WS-C6509</rme:Model>
<rme:HardwareVersion>1.0</rme:HardwareVersion>
<rme:SerialNumber>69000101</rme:SerialNumber>
<rme:AdditionalInformation>
<rme:AD name="PartNumber" value="73-3438-03 01" />
<rme:AD name="SoftwareVersion" value="4.0(20080421:012711)" />
</rme:AdditionalInformation>
</rme:Chassis>
</ch:Device>
</ch:Call Home>
</aml-block:Content>
<aml-block:Attachments>
<aml-block:Attachment type="inline">
<aml-block:Name>show logging</aml-block:Name>
<aml-block:Data encoding="plain">
<![CDATA[Syslog logging: enabled (0 messages dropped, 0 messages
rate-limited, 0 flushes, 0 overruns, xml disabled, filtering disabled)

Console logging: level debugging, 53 messages logged, xml disabled,
filtering disabled Monitor logging: level debugging, 0 messages logged,
xml disabled,filtering disabled Buffer logging: level debugging,
53 messages logged, xml disabled, filtering disabled Exception
Logging: size (4096 bytes) Count and timestamp logging messages: disabled

Trap logging: level informational, 72 message lines logged
Log Buffer (8192 bytes):
00:00:54: curr is 0x20000
00:00:54: RP: Currently running ROMMON from F2 region
00:01:05: %SYS-5-CONFIG_I: Configured from memory by console
00:01:09: %SYS-5-RESTART: System restarted --Cisco IOS Software,
s72033_rp Software (s72033_rp-ADVENTERPRISEK9_DBG-VM), Experimental
Version 12.2(20070421:012711) Copyright (c) 1986-2007 by Cisco Systems, Inc.
Compiled Thu 26-Apr-07 15:54 by xxx
Firmware compiled 11-Apr-07 03:34 by integ Build [100]00:01:01: %PFREDUN-6-ACTIVE:
Initializing as ACTIVE processor for this switch00:01:01: %SYS-3-LOGGER_FLUSHED:
System was paused for 00:00:00 to ensure console debugging output.00:03:00: SP: SP:
Currently running ROMMON from F1 region00:03:07: %C6K_PLATFORM-SP-4-CONFREG_BREAK
_ENABLED: The default factory setting for config register is 0x2102.It is advisable
to retain 1 in 0x2102 as it prevents returning to ROMMON when break is issued.00:03:18:

%SYS-SP-5-RESTART: System restarted --Cisco IOS Software, s72033_sp Software
(s72033_sp-ADVENTERPRISEK9_DBG-VM), Experimental Version 12.2(20070421:012711)Copyright

(c) 1986-2007 by Cisco Systems, Inc.
Compiled Thu 26-Apr-07 18:00 by xxx
00:03:18: %SYS-SP-6-BOOTTIME: Time taken to reboot after reload = 339 seconds
00:03:18: %OIR-SP-6-INSPS: Power supply inserted in slot 1
00:03:18: %C6KPWR-SP-4-PSOK: power supply 1 turned on.
00:03:18: %OIR-SP-6-INSPS: Power supply inserted in slot00:01:09: %SSH-5-ENABLED:
SSH 1.99 has been enabled
00:03:18: %C6KPWR-SP-4-PSOK: power supply 2 turned on.
00:03:18: %C6KPWR-SP-4-PSREDUNDANTMISMATCH: power supplies rated outputs do not match.
00:03:18: %C6KPWR-SP-4-PSREDUNDANTBOTHSUPPLY: in power-redundancy mode, system is
operating on both power supplies.
00:01:10: %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is OFF
00:01:10: %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is OFF
00:03:20: %C6KENV-SP-4-FANHIOUTPUT: Version 2 high-output fan-tray is in effect
00:03:22: %C6KPWR-SP-4-PSNOREDUNDANCY: Power supplies are not in full redundancy,
power usage exceeds lower capacity supply
00:03:26: %FABRIC-SP-5-FABRIC_MODULE_ACTIVE: The Switch Fabric Module in slot 6
became active.
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00:03:28: %DIAG-SP-6-RUN_MINIMUM: Module 6: Running Minimal Diagnostics...
00:03:50: %DIAG-SP-6-DIAG_OK: Module 6: Passed Online Diagnostics
00:03:50: %OIR-SP-6-INSCARD: Card inserted in slot 6, interfaces are now online
00:03:51: %DIAG-SP-6-RUN_MINIMUM: Module 3: Running Minimal Diagnostics...
00:03:51: %DIAG-SP-6-RUN_MINIMUM: Module 7: Running Minimal Diagnostics...
00:03:51: %DIAG-SP-6-RUN_MINIMUM: Module 9: Running Minimal Diagnostics...
00:01:51: %MFIB_CONST_RP-6-REPLICATION_MODE_CHANGE: Replication Mode Change Detected.
Current system replication mode is Ingress
00:04:01: %DIAG-SP-6-DIAG_OK: Module 3: Passed Online Diagnostics
00:04:01: %OIR-SP-6-DOWNGRADE: Fabric capable module 3 not at an appropriate hardware
revision level, and can only run in flowthrough mode
00:04:02: %OIR-SP-6-INSCARD: Card inserted in slot 3, interfaces are now online
00:04:11: %DIAG-SP-6-DIAG_OK: Module 7: Passed Online Diagnostics
00:04:14: %OIR-SP-6-INSCARD: Card inserted in slot 7, interfaces are now online
00:04:35: %DIAG-SP-6-DIAG_OK: Module 9: Passed Online Diagnostics
00:04:37: %OIR-SP-6-INSCARD: Card inserted in slot 9, interfaces are now online
00:00:09: DaughterBoard (Distributed Forwarding Card 3)
Firmware compiled 11-Apr-07 03:34 by integ Build [100]
00:00:22: %SYS-DFC4-5-RESTART: System restarted --
Cisco DCOS Software, c6lc2 Software (c6lc2-SPDBG-VM), Experimental Version 4.0
(20080421:012711)Copyright (c) 1986-2008 by Cisco Systems, Inc.
Compiled Thu 26-Apr-08 17:20 by xxx
00:00:23: DFC4: Currently running ROMMON from F2 region
00:00:25: %SYS-DFC2-5-RESTART: System restarted --
Cisco IOS Software, c6slc Software (c6slc-SPDBG-VM), Experimental Version 12.2
(20070421:012711)Copyright (c) 1986-2007 by Cisco Systems, Inc.
Compiled Thu 26-Apr-08 16:40 by username1
00:00:26: DFC2: Currently running ROMMON from F2 region
00:04:56: %DIAG-SP-6-RUN_MINIMUM: Module 4: Running Minimal Diagnostics...
00:00:09: DaughterBoard (Distributed Forwarding Card 3)
Firmware compiled 11-Apr-08 03:34 by integ Build [100]
slot_id is 8
00:00:31: %FLASHFS_HES-DFC8-3-BADCARD: /bootflash:: The flash card seems to
be corrupted
00:00:31: %SYS-DFC8-5-RESTART: System restarted --
Cisco DCOS Software, c6lc2 Software (c6lc2-SPDBG-VM), Experimental Version 4.0
(20080421:012711)Copyright (c) 1986-2008 by Cisco Systems, Inc.
Compiled Thu 26-Apr-08 17:20 by username1
00:00:31: DFC8: Currently running ROMMON from S (Gold) region
00:04:59: %DIAG-SP-6-RUN_MINIMUM: Module 2: Running Minimal Diagnostics...
00:05:12: %DIAG-SP-6-RUN_MINIMUM: Module 8: Running Minimal Diagnostics...
00:05:13: %DIAG-SP-6-RUN_MINIMUM: Module 1: Running Minimal Diagnostics...
00:00:24: %SYS-DFC1-5-RESTART: System restarted --
Cisco DCOS Software, c6slc Software (c6slc-SPDBG-VM), Experimental Version 4.0
(20080421:012711)Copyright (c) 1986-2008 by Cisco Systems, Inc.
Compiled Thu 26-Apr-08 16:40 by username1
00:00:25: DFC1: Currently running ROMMON from F2 region
00:05:30: %DIAG-SP-6-DIAG_OK: Module 4: Passed Online Diagnostics
00:05:31: %SPAN-SP-6-SPAN_EGRESS_REPLICATION_MODE_CHANGE: Span Egress HW
Replication Mode Change Detected. Current replication mode for unused asic
session 0 is Centralized
00:05:31: %SPAN-SP-6-SPAN_EGRESS_REPLICATION_MODE_CHANGE: Span Egress HW
Replication Mode Change Detected. Current replication mode for unused asic
session 1 is Centralized
00:05:31: %OIR-SP-6-INSCARD: Card inserted in slot 4, interfaces are now online
00:06:02: %DIAG-SP-6-DIAG_OK: Module 1: Passed Online Diagnostics
00:06:03: %OIR-SP-6-INSCARD: Card inserted in slot 1, interfaces are now online
00:06:31: %DIAG-SP-6-DIAG_OK: Module 2: Passed Online Diagnostics
00:06:33: %OIR-SP-6-INSCARD: Card inserted in slot 2, interfaces are now online
00:04:30: %XDR-6-XDRIPCNOTIFY: Message not sent to slot 4/0 (4) because of IPC
error timeout. Disabling linecard. (Expected during linecard OIR)
00:06:59: %DIAG-SP-6-DIAG_OK: Module 8: Passed Online Diagnostics
00:06:59: %OIR-SP-6-DOWNGRADE_EARL: Module 8 DFC installed is not identical to
system PFC and will perform at current system operating mode.
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00:07:06: %OIR-SP-6-INSCARD: Card inserted in slot 8, interfaces are now online
Router#]]>
</aml-block:Data>
</aml-block:Attachment>
</aml-block:Attachments>
</aml-block:Block>
</soap-env:Body>
</soap-env:Envelope>
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第 10 章

スケジューラの設定

この章は、次の項で構成されています。

•スケジューラの概要（141ページ）
•スケジューラの注意事項および制約事項（142ページ）
•スケジューラのデフォルト設定（143ページ）
•スケジューラの設定（143ページ）
•スケジューラの設定確認（152ページ）
•スケジューラの設定例（153ページ）
•スケジューラの標準（154ページ）

スケジューラの概要
スケジューラを使用すると、次のようなメンテナンス作業のタイムテーブルを定義し、設定す

ることができます。

• QoS（Quality of Service）ポリシーの変更

•データのバックアップ

•設定の保存

ジョブは、定期的な作業を定義する単一または複数のコマンドで構成されています。ジョブ

は、1回だけ、または定期的な間隔でスケジューリングすることができます。

スケジューラでは、ジョブと、そのタイムテーブルを次のように定義できます。

ジョブ

コマンドリストとして定義され、指定されたスケジュールに従って実行される定期的なタ

スク。

スケジュール

ジョブを実行するためのタイムテーブル。1つのスケジュールに複数のジョブを割り当て
ることができます。

1つのスケジュールは、定期的、または 1回だけ実行するように定義されます。
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•定期モード：ジョブを削除するまで続行される繰り返しの間隔。次のタイプの定期的
な間隔を設定できます。

• Daily：ジョブは 1日 1回実行されます。

• Weekly：ジョブは毎週 1回実行されます。

• Monthly：ジョブは毎月 1回実行されます。

• Delta：ジョブは、指定した時間に開始され、以後、指定した間隔
（days:hours:minutes）で実行されます。

• 1回限定モード：ジョブは、指定した時間に 1回だけ実行されます。

リモートユーザ認証

ジョブの開始前に、スケジューラはジョブを作成したユーザーを認証します。リモート認証か

らのユーザークレデンシャルは、スケジュールされたジョブをサポートできるだけの十分に長

い時間保持されないため、ジョブを作成するユーザーの認証パスワードをローカルで設定する

必要があります。これらのパスワードは、スケジューラのコンフィギュレーションに含まれ、

ローカル設定のユーザとは見なされません。

ジョブを開始する前に、スケジューラはローカルパスワードとリモート認証サーバに保存され

たパスワードを照合します。

スケジューラログファイル

スケジューラは、ジョブ出力を含むログファイルを管理します。ジョブ出力のサイズがログ

ファイルのサイズより大きい場合、出力内容は切り捨てられます。

スケジューラの注意事項および制約事項
•ジョブの実行中に次のいずれかの状況が発生した場合、スケジューラは失敗する可能性が
あります。

•機能ライセンスが、その機能のジョブがスケジュールされている時間に期限切れに
なった場合。

•機能が、その機能を使用するジョブがスケジューリングされている時間にディセーブ
ルになっている場合。

•機能 ID= nxos-7k-only。3kはモジュラシャーシではありません。

スロットからモジュールを取り外したにもかかわらず、そのスロットを対象にした

ジョブがスケジューリングされている場合。
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•時刻が設定されていることを確認します。スケジューラはデフォルトのタイムテーブルを
適用しません。スケジュールを作成し、ジョブを割り当てても、時刻を設定しなければ、

ジョブは開始されません。

•ジョブを定義するときは、対話型コマンドや中断を伴うコマンド（例： copy bootflash: file
ftp:URI、write erase、 reload、およびその他の同様のコマンド）がジョブが非インタラク
ティブに開始され、実行されるため、指定されていないことを確認します。特定の時間に

リロードジョブがスケジュールされ、実行されると、スイッチはブートループに入りま

す。したがって、スケジューラ構成では使用しないでください。

スケジューラのデフォルト設定
表 15 :コマンドスケジューラのパラメータのデフォルト

デフォルトパラメータ

ディセーブルスケジューラの状態

16 KBログファイルサイズ

スケジューラの設定

スケジューラのイネーブル化

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # feature scheduler

3. （任意） switch(config) # show scheduler config

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スケジューラをを現在の VDCで有効にします。。switch(config) # feature schedulerステップ 2

スケジューラ設定を表示します。（任意） switch(config) # show scheduler configステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、スケジューラをイネーブルにする例を示します。

switch# configure terminal
switch(config)# feature scheduler
switch(config)# show scheduler config
config terminal

feature scheduler
scheduler logfile size 16

end
switch(config)#

スケジューラログファイルサイズの定義

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # scheduler logfile size value

3. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スケジューラログファイルサイズをキロバイト

（KB）で定義します。
switch(config) # scheduler logfile size valueステップ 2

範囲は 16～ 1024です。デフォルトのログファイル
サイズは 16です。

（注）

ジョブ出力のサイズがログファイルのサイズより

大きい場合、出力内容は切り捨てられます。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、スケジューラログファイルのサイズを定義する例を示します。

switch# configure terminal
switch(config)# scheduler logfile size 1024
switch(config)#

リモートユーザ認証の設定

リモートユーザは、ジョブを作成および設定する前に、クリアテキストパスワードを使用し

て認証する必要があります。

次のコマンドの出力では、リモートユーザーパスワードは常に暗号化された状態で表示され

ます。 show running-configコマンドコマンドの暗号化オプション（7）は、ASCIIデバイス構
成をサポートします。

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド

手順の概要

1. switch# configure terminal
2. switch(config) # scheduler aaa-authentication password [0 | 7] password

3. switch(config) # scheduler aaa-authentication username name password [0 | 7] password
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4. （任意） switch(config) # show running-config |include "scheduler aaa-authentication"

5. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

現在ログインしているユーザーのパスワードを設定

します。

switch(config) # scheduler aaa-authentication password
[0 | 7] password

ステップ 2

クリアテキストパスワードを設定するには、を入

力します。 0を入力します。

暗号化されたパスワードを設定するには、 7を入力
します。

リモートユーザーのクリアテキストパスワードを

設定します。

switch(config) # scheduler aaa-authentication username
name password [0 | 7] password

ステップ 3

スケジューラのパスワード情報を表示します。（任意） switch(config) # show running-config |include
"scheduler aaa-authentication"

ステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 5

例

次に、NewUserという名前のリモートユーザーのクリアテキストパスワードを設定
する例を示します。

switch# configure terminal
switch(config) # scheduler aaa-authentication
username NewUser password z98y76x54b
switch(config) # copy running-config startup-config
switch(config) #

ジョブの定義

一旦ジョブを定義すると、コマンドの変更、削除はできません。ジョブを変更するには、その

ジョブを削除して新しいジョブを作成する必要があります。
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始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # scheduler job name name

3. switch(config-job) # command1 ; [command2 ;command3 ; ...
4. （任意） switch(config-job) # show scheduler job [name]
5. （任意） switch(config-job) # copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ジョブを指定された名前で作成し、ジョブ構成モー

ドを開始します。

switch(config) # scheduler job name nameステップ 2

事前 nameは、31文字までに制限されています。

特定のジョブに対応するコマンドシーケンスを定義

します。複数のコマンドは、スペースとセミコロン

で（;）で区切る必要があります。

switch(config-job) # command1 ; [command2 ;command3
; ...

ステップ 3

ファイル名は現在のタイムスタンプとスイッチ名を

使用して作成します。

ジョブ情報を表示します。（任意） switch(config-job) # show scheduler job [name]ステップ 4

事前 nameは、31文字までに制限されています。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-job) # copy running-config
startup-config

ステップ 5

例

次の例は、次の方法を示します。

•「backup-cfg」という名前のスケジューラジョブを作成示します。

•実行中の構成をブートフラッシュ上のファイルに保存します。
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•ファイルをブートフラッシュから TFTPサーバーにコピーします。

•変更がスタートアップ構成に保存されます。

switch# configure terminal
switch(config) # scheduler job name backup-cfg
switch(config-job) # copy running-config
tftp://1.2.3.4/$(SWITCHNAME)-cfg.$(TIMESTAMP) vrf management
switch(config-job) # copy running-config startup-config

ジョブの削除

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # no scheduler job name name

3. （任意） switch(config-job) # show scheduler job [name]
4. （任意） switch(config-job) # copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。switch# configure terminalステップ 1

特定のジョブおよびそこで定義されたすべてのコマ

ンドを削除します。

switch(config) # no scheduler job name nameステップ 2

事前 nameは、31文字までに制限されています。

ジョブ情報を表示します。（任意） switch(config-job) # show scheduler job [name]ステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-job) # copy running-config
startup-config

ステップ 4

例

次に、configsaveという名前のジョブを削除する例を示します。
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switch# configure terminal
switch(config)# no scheduler job name configsave
switch(config-job)# copy running-config startup-config
switch(config-job)#

タイムテーブルの定義

タイムテーブルを設定する必要があります。設定しないと、ジョブがスケジューリングされま

せん。

timeコマンドの時間を指定しない場合、スケジューラは現在時刻を想定します。たとえば、現
在の時刻が 2008年 3月 24日の 22時 00分である場合、ジョブは次のように開始されます。

• time start 23:00 repeat 4:00:00コマンドの開始時刻が、2008年 3月 24日 23時 00分である
と見なします。

• time daily 55コマンドの開始時刻が、毎日 22時 55分であると見なします。

• time weekly 23:00コマンドの開始時刻が、毎週金曜日の 23時 00分であると見なします。

• time monthly 23:00コマンドの開始時刻が、毎月 24日の 23時 00分であると見なします。

スケジューラは、1つ前のジョブが完了しない限り、次のジョブを開始しません。たとえば、
1分間隔で実行するジョブを22時00分に開始するようジョブをスケジューリングしたが、ジョ
ブを完了するには2分間必要である場合、ジョブは次のように実行されます。スケジューラは
22時 00分に最初のジョブを開始し、22時 02分に完了します。次に 1分間待機し、22時 03分
に次のジョブを開始します。

（注）

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # scheduler schedule name name

3. switch(config-schedule) # job name name

4. switch(config-schedule) # time daily time

5. switch(config-schedule) # time weekly [[day-of-week:] HH:] MM

6. switch(config-schedule) # time monthly [[day-of-month:] HH:] MM

7. switch(config-schedule) # time start {now repeat repeat-interval | delta-time [repeat repeat-interval]}
8. （任意） switch(config-schedule) # show scheduler config

9. （任意） switch(config-schedule) # copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。switch# configure terminalステップ 1

新しいスケジューラを作成し、そのスケジュールの

スケジュールコンフィギュレーションモードを開

始します。

switch(config) # scheduler schedule name nameステップ 2

事前 nameは、31文字までに制限されています。

このスケジュールにジョブを関連付けます。1つの
スケジュールに複数のジョブを追加できます。

switch(config-schedule) # job name nameステップ 3

事前 nameは、31文字までに制限されています。

ジョブが毎日 HH:MMの形式で指定された時刻に開
始することを意味します。

switch(config-schedule) # time daily timeステップ 4

ジョブが週の指定された曜日に開始することを意味

します。

switch(config-schedule) # time weekly [[day-of-week:]
HH:] MM

ステップ 5

曜日は整数で表されます（例： 1は日曜日、 2月曜
日）または略語（たとえば、 sun、 mon）。

引数全体の最大長は 10文字です。

ジョブが月の特定の日に開始することを意味しま

す。

switch(config-schedule) # time monthly [[day-of-month:]
HH:] MM

ステップ 6

29、30または 31のいずれかを指定した場合、その
ジョブは各月の最終日に開始されます。

ジョブが定期的に開始することを意味します。switch(config-schedule) # time start {now repeat
repeat-interval | delta-time [repeat repeat-interval]}

ステップ 7

start-timeの形式は [[[[yyyy:]mmm:]dd:]HH]:MMです。

• delta-time–スケジュールの構成後、ジョブの開
始までの待機時間を指定します。

•確認する–ジョブが今から 2分後に開始するこ
とを指定します。

• repeat repeat-interval–ジョブを反復する回数を
指定します。

スケジューラの情報を表示します。（任意） switch(config-schedule) # show scheduler
config

ステップ 8
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目的コマンドまたはアクション

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config-schedule) # copy running-config
startup-config

ステップ 9

例

次に、ジョブが毎月 28日の 23時 00分に開始するタイムテーブルを定義する例を示し
ます。

switch# configure terminal
switch(config)# scheduler schedule name weekendbackupqos
switch(config-scheduler)# job name offpeakzoning
switch(config-scheduler)# time monthly 28:23:00
switch(config-scheduler)# copy running-config startup-config
switch(config-scheduler)#

スケジューラログファイルの消去

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # clear scheduler logfile

手順の詳細

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。switch# configure terminalステップ 1

スケジューラログファイルを消去します。switch(config) # clear scheduler logfileステップ 2

例

次に、スケジューラログファイルを消去する例を示します。

switch# configure terminal
switch(config)# clear scheduler logfile
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スケジューラのディセーブル化

始める前に

正しい VDCを使用していることを確認します。VDCを変更するには、 switchto vdcコマンド
を使用します。

手順の概要

1. switch# configure terminal
2. switch(config) # no feature scheduler

3. （任意） switch(config) # show scheduler config

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

現在の VDCのスケジューラを無効化にします。switch(config) # no feature schedulerステップ 2

スケジューラ構成を表示します。（任意） switch(config) # show scheduler configステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、スケジューラをディセーブルにする例を示します。

switch# configure terminal
switch(config) # no feature scheduler
switch(config) # copy running-config startup-config
switch(config) #

スケジューラの設定確認
次のいずれかのコマンドを使用して、設定を確認します。
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表 16 :スケジューラの showコマンド

目的コマンド

スケジューラ設定を表示します。show scheduler config

設定されているジョブを表示します。show scheduler job [name name]

スケジューラログファイルの内容を表示しま

す。

show scheduler logfile

設定されているスケジュールを表示します。show scheduler schedule [name name]

スケジューラの設定例

スケジューラジョブの作成

この例では、実行コンフィギュレーションをブートフラッシュ内のファイルに保存するスケ

ジュールジョブを作成する方法を示します。このジョブは、その後で、ブートフラッシュから

TFTPサーバにファイルをコピーします（現在のタイムスタンプとスイッチ名を使用してファ
イル名を作成します）。

switch# configure terminal
switch(config)# scheduler job name backup-cfg
switch(config-job)# copy running-config
tftp://1.2.3.4/$(SWITCHNAME)-cfg.$(TIMESTAMP) vrf management
switch(config-job)# end
switch(config)#

スケジューラジョブのスケジューリング

次に、backup-cfgという名前のスケジューラジョブを、毎日午前1時に実行するようスケジュー
リングする例を示します。

switch# configure terminal
switch(config)# scheduler schedule name daily
switch(config-schedule)# job name backup-cfg
switch(config-schedule)# time daily 1:00
switch(config-schedule)# end
switch(config)#

ジョブスケジュールの表示

次に、ジョブスケジュールを表示する例を示します。

switch# show scheduler schedule
Schedule Name : daily
---------------------------
User Name : admin
Schedule Type : Run every day at 1 Hrs 00 Mins
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Last Execution Time : Fri Jan 2 1:00:00 2009
Last Completion Time: Fri Jan 2 1:00:01 2009
Execution count : 2
-----------------------------------------------

Job Name Last Execution Status
-----------------------------------------------
back-cfg Success (0)
switch(config)#

スケジューラジョブの実行結果の表示

次に、スケジューラによって実行されたスケジューラジョブの結果を表示する例を示します。

switch# show scheduler logfile
Job Name : back-cfg Job Status: Failed (1)
Schedule Name : daily User Name : admin
Completion time: Fri Jan 1 1:00:01 2009
--------------------------------- Job Output ---------------------------------
`cli var name timestamp 2009-01-01-01.00.00`
`copy running-config bootflash:/$(HOSTNAME)-cfg.$(timestamp)`
`copy bootflash:/switch-cfg.2009-01-01-01.00.00 tftp://1.2.3.4/ vrf management `
copy: cannot access file '/bootflash/switch-cfg.2009-01-01-01.00.00'
==============================================================================
Job Name : back-cfg Job Status: Success (0)
Schedule Name : daily User Name : admin
Completion time: Fri Jan 2 1:00:01 2009
--------------------------------- Job Output ---------------------------------
`cli var name timestamp 2009-01-02-01.00.00`
`copy running-config bootflash:/switch-cfg.2009-01-02-01.00.00`
`copy bootflash:/switch-cfg.2009--01-02-01.00.00 tftp://1.2.3.4/ vrf management `
Connection to Server Established.
[ ] 0.50KBTrying to connect to tftp server......
[###### ] 24.50KB
TFTP put operation was successful
==============================================================================
switch#

スケジューラの標準
この機能でサポートされる新規の標準または変更された標準はありません。また、既存の標準

のサポートは変更されていません。
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第 11 章

SNMPの設定

この章は、次の項で構成されています。

• SNMPについて, on page 155
• SNMPの注意事項および制約事項, on page 160
• SNMPのデフォルト設定, on page 161
• SNMPの設定（162ページ）
• SNMPローカルエンジン IDの設定, on page 177
• SNMPの無効化（178ページ）
• SNMP設定の確認, on page 179

SNMPについて
簡易ネットワーク管理プロトコル（SNMP）は、SNMPマネージャとエージェント間の通信用
メッセージフォーマットを提供する、アプリケーションレイヤプロトコルです。SNMPでは、
ネットワーク内のデバイスのモニタリングと管理に使用する標準フレームワークと共通言語が

提供されます。

SNMP機能の概要
SNMPフレームワークは 3つの部分で構成されます。

• SNMPマネージャ：SNMPを使用してネットワークデバイスのアクティビティを制御し、
モニタリングするシステム

• SNMPエージェント：デバイスのデータを維持し、必要に応じてこれらのデータを管理シ
ステムに報告する、管理対象デバイス内のソフトウェアコンポーネント。Cisco Nexusデ
バイスはエージェントおよびMIBをサポートします。SNMPエージェントをイネーブル
にするには、マネージャとエージェントの関係を定義する必要があります。

• MIB（Management Information Base;管理情報ベース）：SNMPエージェントの管理対象オ
ブジェクトの集まり
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Cisco Nexusデバイスは、イーサネットMIBの SNMPセットをサポートしません。Note

Cisco Nexusデバイスは、SNMPv1、SNMPv2c、および SNMPv3をサポートします。SNMPv1
および SNMPv2cはどちらも、コミュニティベース形式のセキュリティを使用します。

SNMPはRFC 3410で定義されています（http://tools.ietf.org/html/rfc3410）、RFC 3411（
http://tools.ietf.org/html/rfc3411）、RFC 3412（ http://tools.ietf.org/html/rfc3412）、RFC 3413（
http://tools.ietf.org/html/rfc3413）、RFC 3414（ http://tools.ietf.org/html/rfc3414）、RFC 3415（
http://tools.ietf.org/html/rfc3415）、RFC 3416（ http://tools.ietf.org/html/rfc3416）、RFC 3417（
http://tools.ietf.org/html/rfc3417）、RFC 3418（ http://tools.ietf.org/html/rfc3418)、およびRFC 3584
(http://tools.ietf.org/html/rfc3584）。

SNMP通知
SNMPの重要な機能の 1つは、SNMPエージェントから通知を生成できることです。これらの
通知では、要求をSNMPマネージャから送信する必要はありません。通知は、不正なユーザ認
証、再起動、接続の切断、隣接ルータとの接続の切断、その他の重要なイベントを表示しま

す。

Cisco NX-OSは、トラップまたはインフォームとして SNMP通知を生成します。トラップは、
エージェントからホストレシーバテーブルで指定された SNMPマネージャに送信される、非
同期の非確認応答メッセージです。インフォームは、SNMPエージェントから SNMPマネー
ジャに送信される非同期メッセージで、マネージャは受信したという確認応答が必要です。

トラップの信頼性はインフォームより低くなります。SNMPマネージャはトラップを受信して
も確認応答（ACK）を送信しないからです。このため、トラップが受信されたかどうかをス
イッチが判断できません。インフォーム要求を受信するSNMPマネージャは、SNMP応答プロ
トコルデータユニット（PDU）でメッセージの受信を確認応答します。Cisco NX-OSデバイ
スが応答を受信しない場合、インフォーム要求を再び送信できます。

複数のホストレシーバーに通知を送信するよう Cisco NX-OSを構成できます。

SNMPv3
SNMPv3は、ネットワーク経由のフレームの認証と暗号化を組み合わせることによって、デバ
イスへのセキュアアクセスを実現します。SNMPv3が提供するセキュリティ機能は次のとおり
です。

•メッセージの完全性：パケットが伝送中に改ざんされていないことを保証します。

•認証：メッセージのソースが有効かどうかを判別します。

•暗号化：許可されていないソースにより判読されないように、パケットの内容のスクラン
ブルを行います。
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SNMPv3では、セキュリティモデルとセキュリティレベルの両方が提供されています。セキュ
リティモデルは、ユーザおよびユーザが属するロールを設定する認証方式です。セキュリティ

レベルとは、セキュリティモデル内で許可されるセキュリティのレベルです。セキュリティ

モデルとセキュリティレベルの組み合わせにより、SNMPパケット処理中に採用されるセキュ
リティメカニズムが決まります。

SNMPv1、SNMPv2、SNMPv3のセキュリティモデルおよびセキュリティレベル

セキュリティレベルは、SNMPメッセージを開示から保護する必要があるかどうか、および
メッセージを認証するかどうか判断します。セキュリティモデル内のさまざまなセキュリティ

レベルは、次のとおりです。

• noAuthNoPriv：認証または暗号化を実行しないセキュリティレベル。このレベルは、
SNMPv3ではサポートされていません。

• authNoPriv：認証は実行するが、暗号化を実行しないセキュリティレベル。

• authPriv：認証と暗号化両方を実行するセキュリティレベル。

SNMPv1、SNMPv2c、および SNMPv3の 3つのセキュリティモデルを使用できます。セキュ
リティモデルとセキュリティレベルの組み合わせにより、SNMPメッセージの処理中に適用
されるセキュリティメカニズムが決まります。

Table 17: SNMPセキュリティモデルおよびセキュリティレベル

結果暗号化認証レベルモデル

コミュニティス

トリングの照合を

使用して認証しま

す。

なしコミュニティス

トリング

noAuthNoPrivv1

コミュニティス

トリングの照合を

使用して認証しま

す。

なしコミュニティス

トリング

noAuthNoPrivv2c
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結果暗号化認証レベルモデル

Hash-Based
Message
Authentication
Code（HMAC）
メッセージダイ

ジェスト 5
（MD5）アルゴリ
ズムまたは
HMAC Secure
Hash Algorithm
（SHA）アルゴリ
ズムに基づいて認

証します。

未対応HMAC-MD5また
は HMAC-SHA

authNoPrivv3

HMAC-MD5アル
ゴリズムまたは

HMAC-SHAアル
ゴリズムに基づい

て認証します。

データ暗号規格

（DES）の 56
ビット暗号化、お

よび暗号ブロック

連鎖（CBC）DES
（DES-56）標準
に基づいて認証し

ます。

DESHMAC-MD5また
は HMAC-SHA

authPrivv3

ユーザーベースのセキュリティモデル

SNMPv3ユーザーベースセキュリティモデル（USM）は SNMPメッセージレベルセキュリ
ティを参照し、次のサービスを提供します。

•メッセージの完全性：メッセージが不正な方法で変更または破壊されず、データシーケン
スが悪意なく起こり得る範囲を超えて変更されていないことを保証します。

•メッセージの発信元の認証：データを受信したユーザーが提示した IDの発信元を確認し
ます。

•メッセージの機密性：情報が使用不可であること、または不正なユーザ、エンティティ、
またはプロセスに開示されないことを保証します。

SNMPv3は、設定済みユーザによる管理動作のみを許可し、SNMPメッセージを暗号化しま
す。

Cisco NX-OSは、次の 2つの SNMPv3認証プロトコルを使用します：
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• HMAC-MD5-96認証プロトコル

• HMAC-SHA-96認証プロトコル

Cisco NX-OSは、SNMPv3メッセージ暗号化用プライバシープロトコルの1つとして、Advanced
Encryption Standard（AES）を使用し、RFC 3826に準拠します。

privオプションで、SNMPセキュリティ暗号化方式として、DESまたは 128ビット AES暗号
化を選択できます。privオプションと aes-128トークンを併用すると、このプライバシーパス
ワードは 128ビットの AESキー番号を生成するためのパスワードになります。AES privパス
ワードは、8文字以上の長さにできます。パスフレーズをクリアテキストで指定する場合、最
大 64文字を指定できます。ローカライズドキーを使用する場合は、最大 130文字を指定でき
ます。

外部の AAAサーバーを使用して SNMPv3を使う場合、外部 AAAサーバーのユーザー設定で
プライバシープロトコルに AESを指定する必要があります。

Note

CLIおよび SNMPユーザの同期

SNMPv3ユーザー管理は、Access Authentication and Accounting（AAA）サーバーレベルで集中
化できます。この中央集中型ユーザー管理により、Cisco NX-OSのSNMPエージェントはAAA
サーバーのユーザー認証サービスを利用できます。ユーザー認証が検証されると、SNMP PDU
の処理が進行します。AAAサーバはユーザグループ名の格納にも使用されます。SNMPはグ
ループ名を使用して、スイッチでローカルに使用できるアクセスポリシーまたはロールポリ

シーを適用します。

ユーザーグループ、ロール、またはパスワードの構成が変更されると、SNMPと AAAの両方
のデータベースが同期化されます。

Cisco NX-OSは、次のようにユーザー構成を同期化します。

• auth snmp-server userコマンドで指定されたパスフレーズは、CLIユーザーのパスワード
になります。

• usernameコマンドで指定されたパスワードは、 authおよび priv SNMPユーザーのパスフ
レーズになります。

• SNMPまたは CLIを使用してユーザーを作成または削除すると、SNMPと CLIの両方で
ユーザーが作成または削除されます。

•ユーザーとロールの対応関係の変更は、SNMPと CLIで同期化されます。

•ロール変更（CLIからの削除または変更）は、SNMPと同期化されます。

パスフレーズまたはパスワードをローカライズしたキーおよび暗号形式で設定した場合、Cisco
NX-OSはユーザー情報（パスワード、ルールなど）を同期させません。

Note
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グループベースの SNMPアクセス

UCSSグループは業界全体で使用されている標準的なSNMP用語なので、SNMPに関する説明
では、「ロール」ではなく「グループ」を使用します。

Note

SNMPアクセス権は、グループ別に編成されます。SNMP内の各グループは、CLIを使用する
場合のロールに似ています。各グループは3つのアクセス権により定義されます。つまり、読
み取りアクセス、書き込みアクセス、および通知アクセスです。それぞれのアクセスを、各グ

ループでイネーブルまたはディセーブルに設定できます。

ユーザ名が作成され、ユーザのロールが管理者によって設定され、ユーザがそのロールに追加

されていれば、そのユーザはエージェントとの通信を開始できます。

SNMPの注意事項および制約事項
SNMPには、次の注意事項および制限事項があります。

• SNMP SETを使用して構成されたコマンドは、SNMP SETのみを使用して削除する必要が
あります。コマンドラインインターフェイス（CLI）またはNX-APIを使用して構成され
たコマンドは、CLIまたは NX-APIのみを使用して削除する必要があります。

•アクセスコントロールリスト（ACL）は、スイッチに設定されたローカル SNMPv3ユー
ザのみに適用できます。ACLは、認証、許可、アカウンティング（AAA）サーバに保存
されるリモート SNMPv3ユーザに適用できません。

• Cisco NX-OSは、イーサネットMIBへの読み取り専用アクセスをサポートします。詳細に
ついては次の URLにアクセスして、Cisco NX-OSのMIBサポートリストを参照してくだ
さい ftp://ftp.cisco.com/pub/mibs/supportlists/nexus3000/Nexus3000MIBSupportList.html。

• Cisco NX-OSは SNMPv3 noAuthNoPrivセキュリティレベル（Security Level）をサポート
しません。

• SNMP SETを使用して構成されたコマンドは、SNMP SETのみを使用して削除する必要が
あります。コマンドラインインターフェイス（CLI）またはNX-APIを使用して構成され
たコマンドは、CLIまたは NX-APIのみを使用して削除する必要があります。

• Cisco Nexus 3600シリーズスイッチは、 snmpwalk要求に対して最大 10000個のフラッシュ
ファイルをサポートします。

• Cisco NX-OSリリース 10.3(3)F以降では、SNMPv3ユーザーパスワードのタイプ 6暗号化
が次の制限付きでサポートされています。

•タイプ 6暗号化は、次の点に注意した場合にのみ成功します。

• feature password encryption aes {tam}が有効になっているかどうかに関係なく、
OMPピアのフラッピングが発生します。

•プライマリキーが構成されていること。
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•次のオプションは、SNMPv3ユーザーの構成時に指定されます。 pwd_type 6オ
プション

•プライマリキーの構成を変更すると、SNMPはデータベースに保存されているすべて
のタイプ 6ユーザーを再暗号化します。ただし、SNMP機能は以前と同じように動作
します。

•プライマリキーの設定は、スイッチに対してローカルです。ユーザーが1つのスイッ
チからタイプ6で構成された実行データを取得し、別のプライマリキーが構成されて
いる別のスイッチに適用すると、同じユーザーのSNMP機能が別のスイッチでは動作
しない可能性があります。

•タイプ 6が設定されている場合は、タイプ 6がサポートされていないリリースにダウ
ングレードする前に、構成を削除するか、タイプ 6オプションを再構成してくださ
い。

• ISSUの場合、以前のイメージ（localizedkey、localizedV2key構成が存在する）からタ
イプ 6暗号化がサポートされている新しいイメージに移行すると、SNMPは既存の
キーをタイプ 6暗号化に変換しません。

•既存の SALT暗号化からタイプ 6暗号化への変換は、 encryption re-encrypt obfuscated
コマンドを使用してサポートされます。

•中断を伴うアップグレードや reload-asciiコマンドによる ASCIIベースのリロードを
実行すると、プライマリキーが失われ、タイプ 6ユーザーの SNMP機能に影響を与
えます。

•ユーザーが encryption re-encrypt obfuscatedコマンドを使用して再暗号化を強制する
と、SNMPはタイプ 6以外の SNMPユーザーからのすべてのパスワードをタイプ 6
モードに暗号化します。

SNMPは、 encryption delete type6コマンドをサポートしていませ
ん。同じことを示す syslog警告メッセージも表示されます。

Note

SNMPのデフォルト設定
Table 18:デフォルトの SNMPパラメータ

デフォルトパラメータ

イネーブルライセンス通知

ietf-extendedlinkUp/Down通知タイプ
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SNMPの設定

SNMP送信元インターフェイスの設定
特定のインターフェイスを使用するように SNMPを設定できます。

手順の概要

1. switch# configure terminal
2. switch(config)# snmp-server source-interface {inform | trap} type slot/port

3. switch(config)# show snmp source-interface

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

すべてのSNMPパケットの送信元インターフェイス
を設定します。次のリストに、 interfaceの有効な値
を示します。

switch(config)# snmp-server source-interface {inform
| trap} type slot/port

ステップ 2

• ethernet
• loopback
• mgmt
• port-channel
• vlan

設定済みのSNMP送信元インターフェイスを表示し
ます。

switch(config)# show snmp source-interfaceステップ 3

例

次に、SNMP送信元インターフェイスを設定する例を示します。
switch(config)# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# snmp-server source-interface inform ethernet 1/10
switch(config)# snmp-server source-interface trap ethernet 1/10
switch(config)# show snmp source-interface
-------------------------------------------------------------------
Notification source-interface
-------------------------------------------------------------------
trap Ethernet1/10
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inform Ethernet1/10
-------------------------------------------------------------------

SNMPユーザの設定

Cisco NX-OSで SNMPユーザーを構成するために使用するコマンドは、Cisco IOSでユーザー
を構成するために使用されるものとは異なります。

Note

SUMMARY STEPS

1. configure terminal
2. snmp-server user name [pwd_type 6] [auth {md5 | sha | sha-256 | sha-384 | sha-512} passphrase

[auto] [priv [aes-128] passphrase] [engineID id] [localizedkey] | [localizedV2key]]
3. (Optional) switch# show snmp user
4. (Optional) copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

configure terminal

Example:

ステップ 1

switch# configure terminal
switch(config)#

認証およびプライバシーパラメータのある SNMP
ユーザを設定します。パスフレーズには最大 64文

snmp-server user name [pwd_type 6] [auth {md5 | sha
| sha-256 | sha-384 | sha-512} passphrase [auto] [priv
[aes-128] passphrase] [engineID id] [localizedkey] |
[localizedV2key]]

ステップ 2

字の英数字を使用できます。大文字と小文字が区別

されます。If you use the localizedkey キーワードを
Example: 使用する場合は、パスフレーズに大文字と小文字を

区別した英数字を 130文字まで使用できます。switch(config)# snmp-server user Admin pwd_type
6 auth sha abcd1234 priv abcdefgh

localizedkey - localizedkeyキーワードを使用する場
合は、パスフレーズに大文字と小文字を区別した英

数字を 130文字まで使用できます。プレーンテキス
トパスワードの代わりに、localizedkeyキーワード
を使用してハッシュされたパスワード（show
running configコマンドからコピーするか、snmpv3
ベースのオープンソースハッシュジェネレーター

ツールを使用してオフラインで生成したもの、ハッ

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
163

SNMPの設定

SNMPユーザの設定



PurposeCommand or Action

シュ化されたパスワードのオフラインでの生成, on
page 165を参照）を構成できます。

Note
ローカライズされたキーを使用する場合は、ハッ

シュ値の前に 0xを追加します。たとえば、

0x84a716329158a97ac9f22780629bc26c。

localizedV2key - localizedV2keyキーを使用する場合、
パスフレーズは大文字と小文字を区別した、最大

130文字の英数字文字列にすることができます。先
頭に 0xを付ける必要はありません。これは暗号化
されたデータであり、オフラインでは生成できない

ため、 show runコマンドを使用して localizedv2key
を収集します。

engineIDの形式は、12桁のコロンで区切った 10進
数字です。

Note
• Cisco NX-OSリリース 10.1(1)以降、AES-128
は SNMPv3のデフォルトのプライバシープロ
トコルです。

• Cisco NX-OSリリース 10.3(3)F以降、 pwd_type
6 SNMPユーザーパスワードにタイプ 6暗号化
を提供するためにキーワードがサポートされ

ています。

1人または複数の SNMPユーザーに関する情報を表
示します。

(Optional) switch# show snmp user

Example:

ステップ 3

switch(config) # show snmp user

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) copy running-config startup-config

Example:
switch(config)# copy running-config startup-config

ステップ 4

Example

次に、SNMPユーザーを構成する例を示します。
switch# config t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# snmp-server user Admin auth sha abcd1234 priv abcdefgh
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ハッシュ化されたパスワードのオフラインでの生成

snmpv3ベースのオープンソースハッシュジェネレータツールを使用して、ハッシュ化され
たパスワードをオフラインで生成する手順は、次のとおりです。

例としてい挙げられている IDはサンプルの IDで、手順を説明するためだけのものです。（注）

1. スイッチから SNMP engineIDを取得します。

switch# show snmp engineID

サンプル出力：

Local SNMP engineID: [Hex] 8000000903D4C93CEA31CC
[Dec] 128:000:000:009:003:212:201:060:234:049:204

2. SNMPv3ベースのオープンソースハッシュジェネレータを使用して、ハッシュ化された
パスワードをオフラインで生成します。

Linux$ snmpv3-hashgen --auth Hello123 --engine 8000000903D4C93CEA31CC --user1 --mode
priv --hash md5

サンプル出力：

User: user1
Auth: Hello123 / 84a716329158a97ac9f22780629bc26c
Priv: Hello123 / 84a716329158a97ac9f22780629bc26c
Engine: 8000000903D4C93CEA31CC
ESXi USM String:
u1/84a716329158a97ac9f22780629bc26c/84a716329158a97ac9f22780629bc26c/priv

3. authおよび privの値を使用して、スイッチのパスワードを構成します。

snmp-server user user1 auth md5 0x84a716329158a97ac9f22780629bc26c priv des
0x84a716329158a97ac9f22780629bc26c localizedkey

SNMPメッセージ暗号化の適用
着信要求に認証または暗号化が必要となるようSNMPを設定できます。デフォルトでは、SNMP
エージェントは認証および暗号化を行わないでもSNMPv3メッセージを受け付けます。プライ
バシーを適用する場合、Cisco NX-OSは、 noAuthNoPrivまたは authNoPrivのいずれかのセ
キュリティレベルパラメータを使用するすべての SNMPv3 PDU要求に対して、許可エラーで
応答します。

SNMPメッセージの暗号化を特定のユーザーに強制するには、グローバルコンフィギュレー
ションモードで次のコマンドを使用します。

目的コマンド

このユーザーに対して SNMPメッセージ暗号化
を適用します。

switch(config)# snmp-server user name
enforcePriv
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SNMPメッセージの暗号化をすべてのユーザーに強制するには、グローバルコンフィギュレー
ションモードで次のコマンドを使用します。

目的コマンド

すべてのユーザーに対して SNMPメッセージ暗号
化を適用します。

switch(config)# snmp-server
globalEnforcePriv

SNMPv3ユーザに対する複数のロールの割り当て
SNMPユーザーを作成した後で、そのユーザーに複数のロールを割り当てることができます。

他のユーザーにロールを割り当てることができるのは、network-adminロールに属するユーザー
だけです。

Note

目的コマンド

この SNMPユーザーと設定されたユーザーロール
をアソシエートします。

switch(config)# snmp-server user name
group

SNMPコミュニティの作成
SNMPv1または SNMPv2cの SNMPコミュニティを作成できます。

目的コマンド

SNMPコミュニティストリングを作成しま
す。

switch(config)# snmp-server community name group
{ro | rw}

SNMP要求のフィルタリング
アクセスコントロールリスト（ACL）をコミュニティに割り当てて、着信 SNMP要求にフィ
ルタを適用できます。割り当てた ACLにより着信要求パケットが許可される場合、SNMPは
その要求を処理します。ACLにより要求が拒否される場合、SNMPはその要求を廃棄して、シ
ステムメッセージを送信します。

ACLは次のパラメータで作成します。

•送信元 IPアドレス

•宛先 IPアドレス

•送信元ポート

•宛先ポート
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•プロトコル（UDPまたは TCP）

ACLは、UDPおよび TCPを介する IPv4および IPv6の両方に適用されます。ACLを作成した
ら、ACLを SNMPコミュニティに割り当てます。

ACLの作成の詳細については、使用している Cisco Nexusシリーズソフトウェアの NX-OSセ
キュリティコンフィギュレーションガイドを参照してください。

ヒント

ACLをコミュニティに割り当てて SNMP要求をフィルタするには、グローバルコンフィギュ
レーションモードで次のコマンドを使用します。

目的コマンド

SNMPコミュニティに IPv4 ACLまたは
IPv6 ACLを割り当てて SNMP要求をフィ
ルタします。

switch(config)# snmp-server community community
name use-acl acl-name

Example:
switch(config)# snmp-server community public
use-acl my_acl_for_public

SNMP通知レシーバの設定
複数のホストレシーバーに対して SNMP通知を生成するよう Cisco NX-OSを構成できます。

グローバルコンフィギュレーションモードで SNMPv1トラップのホストレシーバを設定でき
ます。

目的コマンド

SNMPv1トラップのホストレシーバを設定します。
ip-addressは、 IPv4アドレスまたは IPv6アドレスである
場合があります。コミュニティは、最大 255文字の英数
字で指定できます。UDPポート番号の範囲は 0～ 65535
です。

switch(config)# snmp-server host
ip-address traps version 1 community
[udp_port number]

グローバルコンフィギュレーションモードでSNMPv2cトラップまたはインフォームのホスト
レシーバを設定できます。

目的コマンド

SNMPv2cトラップまたはインフォームのホストレシー
バを設定します。 ip-addressは、 IPv4アドレスまたは
IPv6アドレスである場合があります。コミュニティは、
最大 255文字の英数字で指定できます。UDPポート番号
の範囲は 0～ 65535です。

switch(config)# snmp-server host
ip-address {traps | informs} version
2c community [udp_port number]
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グローバルコンフィギュレーションモードで SNMPv3トラップまたはインフォームのホスト
レシーバを設定できます。

目的コマンド

SNMPv2cトラップまたはインフォームのホストレシー
バを設定します。 ip-addressは、 IPv4アドレスまたは
IPv6アドレスである場合があります。ユーザー名は、
最大 255文字の英数字で指定できます。UDPポート番
号の範囲は 0～ 65535です。

switch(config)# snmp-server host
ip-address {traps | informs} version 3
{auth | noauth | priv} username
[udp_port number]

SNMPマネージャは SNMPv3メッセージを認証して解読するために、Cisco Nexusデバイスの
SNMP engineIDに基づいてユーザークレデンシャル（authKey/PrivKey）を調べる必要がありま
す。

Note

次に、SNMPv1トラップのホストレシーバを設定する例を示します。
switch(config)# snmp-server host 192.0.2.1 traps version 1 public

次に、SNMPv2インフォームのホストレシーバを設定する例を示します。
switch(config)# snmp-server host 192.0.2.1 informs version 2c public

次に、SNMPv3インフォームのホストレシーバを設定する例を示します。
switch(config)# snmp-server host 192.0.2.1 informs version 3 auth NMS

VRFを使用する SNMP通知レシーバの設定
設定された VRFをホストレシーバに接続するように Cisco NX-OSを設定できます。SNMP通
知レシーバの VRF到達可能性およびフィルタリングオプションを設定すると、SNMPによっ
て CISCO-SNMP-TARGET-EXT-MIBの cExtSnmpTargetVrfTableにエントリが追加されます。

VRF到達可能性またはフィルタリングオプションを設定する前に、ホストを設定する必要が
あります。

（注）

手順の概要

1. switch# configure terminal
2. switch# snmp-server host ip-address use-vrf vrf_name [udp_port number]
3. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

特定の VRFを使用してホストレシーバと通信する
ように SNMPを設定します。IPアドレスは、IPv4

switch# snmp-server host ip-address use-vrf vrf_name
[udp_port number]

ステップ 2

または IPv6アドレスを使用できます。VRF名には
最大 255の英数字を使用できます。UDPポート番号
の範囲は 0～ 65535です。このコマンドによって、
CISCO-SNMP-TARGET-EXT-MBの
ExtSnmpTargetVrfTableにエントリが追加されます。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、IPアドレス 192.0.2.1の SNMPサーバーホストを「Blue」という名前の VRFを
使用するように設定する例を示します。

switch# configuration terminal
switch(config)# snmp-server host 192.0.2.1 use-vrf Blue
switch(config)# copy running-config startup-config

VRFに基づく SNMP通知のフィルタリング
通知が発生した VRFに基づいて、Cisco NX-OS通知をフィルタリングするように設定できま
す。

手順の概要

1. switch# configure terminal
2. switch(config)# snmp-server host ip-address filter-vrf vrf_name [udp_port number]
3. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

設定された VRFに基づいて、通知ホストレシーバ
への通知をフィルタリングします。IPアドレスは、

switch(config)# snmp-server host ip-address filter-vrf
vrf_name [udp_port number]

ステップ 2

IPv4または IPv6アドレスを使用できます。VRF名
には最大 255の英数字を使用できます。UDPポート
番号の範囲は 0～ 65535です。

このコマンドによって、

CISCO-SNMP-TARGET-EXT-MBの
ExtSnmpTargetVrfTableにエントリが追加されます。

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 3

例

次に、VRFに基づいて SNMP通知のフィルタリングを設定する例を示します。
switch# configuration terminal
switch(config)# snmp-server host 192.0.2.1 filter-vrf Red
switch(config)# copy running-config startup-config

インバンドアクセスのための SNMPの設定
次のものを使用して、インバンドアクセス用に SNMPを設定できます。

•コンテキストのない SNMP v2の使用：コンテキストにマッピングされたコミュニティを
使用できます。この場合、SNMPクライアントはコンテキストについて認識する必要はあ
りません。

•コンテキストのある SNMP v2の使用：SNMPクライアントはコミュニティ、たとえば、
<community>@<context>を指定して、コンテキストを指定する必要があります。

• SNMP v3の使用：コンテキストを指定できます。

手順の概要

1. switch# configuration terminal
2. switch(config)# snmp-server context context-name vrf vrf-name

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
170

SNMPの設定

インバンドアクセスのための SNMPの設定



3. switch(config)# snmp-server community community-name group group-name

4. switch(config)# snmp-server mib community-map community-name context context-name

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configuration terminalステップ 1

管理 VRFまたはデフォルト VRFに SNMPコンテキ
ストをマッピングします。カスタムVRFはサポート
されません。

switch(config)# snmp-server context context-name vrf
vrf-name

ステップ 2

名前には最大 32の英数字を使用できます。

SNMPv2cコミュニティとSNMPコンテキストにマッ
ピングし、コミュニティが属するグループを識別し

ます。名前には最大 32の英数字を使用できます。

switch(config)# snmp-server community
community-name group group-name

ステップ 3

SNMPv2cコミュニティをSNMPコンテキストにマッ
ピングします。名前には最大 32の英数字を使用で
きます。

switch(config)# snmp-server mib community-map
community-name context context-name

ステップ 4

例

次の SNMPv2の例は、コンテキストに snmpdefaultという名前のコミュニティをマッ
ピングする方法を示しています。

switch# config t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# snmp-server context def vrf default
switch(config)# snmp-server community snmpdefault group network-admin
switch(config)# snmp-server mib community-map snmpdefault context def
switch(config)#

次の SNMPv2の例は、マッピングされていないコミュニティ commを設定し、インバ
ンドアクセスする方法を示しています。

switch# config t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# snmp-server context def vrf default
switch(config)# snmp-server community comm group network-admin
switch(config)#

次の SNMPv3の例は、v3ユーザー名とパスワードを使用する方法を示しています。
switch# config t
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# snmp-server context def vrf default
switch(config)#
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SNMP通知のイネーブル化
通知をイネーブルまたはディセーブルにできます。通知名を指定しないと、Cisco NX-OSは通
知をすべてイネーブルにします。

値は、 snmp-server enable traps CLIコマンドを使用すると、構成通知ホストレシーバーによっ
ては、トラップとインフォームの両方をイネーブルにできます。

Note

次の表に、 Cisco NX-OS MIBの通知を有効にする CLIコマンドを示します。

Table 19: SNMP通知のイネーブル化

関連コマンドMIB

snmp-server enable trapsすべての通知

snmp-server enable traps show interface statusCISCO-ERR-DISABLE-MIB

snmp-server enable traps show mac address-tableQ-BRIDGE-MIB

snmp-server enable traps show hardware internal buffer
info pkt-stats

CISCO-SWITCH-QOS-MIB

snmp-server enable traps bridge newroot

snmp-server enable traps bridge topologychange

BRIDGE-MIB

snmp-server enable traps aaaCISCO-AAA-SERVER-MIB

snmp-server enable traps entity

snmp-server enable traps entity fru

ENITY-MIB、
CISCO-ENTITY-FRU-CONTROL-MIB、
CISCO-ENTITY-SENSOR-MIB

snmp-server enable traps licenseCISCO-LICENSE-MGR-MIB

snmp-server enable traps linkIF-MIB

snmp-server enable traps port-securityCISCO-PSM-MIB

snmp-server enable traps snmp

snmp-server enable traps snmp authentication

SNMPv2-MIB

snmp-server enable traps fccCISCO-FCC-MIB

snmp-server enable traps fcdomainCISCO-DM-MIB

snmp-server enable traps fcnsCISCO-NS-MIB

snmp-server enable traps fcs discovery-complete

snmp-server enable traps fcs request-reject

CISCO-FCS-MIB
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関連コマンドMIB

snmp-server enable traps fdmiCISCO-FDMI-MIB

snmp-server enable traps fspfCISCO-FSPF-MIB

snmp-server enable traps port-securityCISCO-PSM-MIB

snmp-server enable traps rscn

snmp-server enable traps rscn els

snmp-server enable traps rscn ils

CISCO-RSCN-MIB

snmp-server enable traps zone

snmp-server enable traps zone
default-zone-behavior-change

snmp-server enable traps zone enhanced-zone-db-change

snmp-server enable traps zone merge-failure

snmp-server enable traps zone merge-success

snmp-server enable traps zone request-reject

snmp-server enable traps zone unsupp-mem

CISCO-ZS-MIB

snmp-server enable traps configCISCO-CONFIG-MAN-MIB

Note
ccmCLIRunningConfigChanged通知を
除き、MIBオブジェクトをサポート
していません。

ライセンス通知は、デフォルトではイネーブルです。Note

グローバルコンフィギュレーションモードで指定の通知をイネーブルにするには、次の作業

を行います。

目的コマンド

すべての SNMP通知をイネーブルにします。switch(config)# snmp-server enable traps

AAA SNMP通知をイネーブルにします。switch(config)# snmp-server enable traps aaa
[server-state-change]

ENTITY-MIB SNMP通知をイネーブルにしま
す。

switch(config)# snmp-server enable traps entity
[fru]

ライセンスSNMP通知をイネーブルにします。switch(config)# snmp-server enable traps license
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目的コマンド

ポートセキュリティ SNMP通知をイネーブル
にします。

switch(config)# snmp-server enable traps
port-security

SNMPエージェント通知をイネーブルにしま
す。

switch(config)# snmp-server enable traps snmp
[authentication]

リンクの通知の設定

デバイスに対して、イネーブルにする linkUp/linkDown通知を設定できます。次のタイプの
linkUp/linkDown通知をイネーブルにできます。

• cieLinkDown：シスコ拡張リンクステートダウン通知をイネーブルにします。

• cieLinkUp：シスコ拡張リンクステートアップ通知をイネーブルにします。

• cisco-xcvr-mon-status-chg：シスコインターフェイストランシーバモニターステータス変
更通知をイネーブルにします。

• delayed-link-state-change：遅延リンクステート変更をイネーブルにします。

• extended-linkUp：IETF拡張リンクステートアップ通知をイネーブルにします。

• extended-linkDown：IETF拡張リンクステートダウン通知をイネーブルにします。

• linkDown：IETFリンクステートダウン通知をイネーブルにします。

• linkUp：IETFリンクステートアップ通知をイネーブルにします。

手順の概要

1. configure terminal
2. snmp-server enable traps link [cieLinkDown | cieLinkUp | cisco-xcvr-mon-status-chg |

delayed-link-state-change] | extended-linkUp | extended-linkDown | linkDown | linkUp]

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

リンク SNMP通知をイネーブルにします。snmp-server enable traps link [cieLinkDown | cieLinkUp
| cisco-xcvr-mon-status-chg | delayed-link-state-change] |
extended-linkUp | extended-linkDown | linkDown | linkUp]

ステップ 2

例：

switch(config)# snmp-server enable traps link
cieLinkDown

インターフェイスでのリンク通知のディセーブル化

個別のインターフェイスで linkUpおよび linkDown通知をディセーブルにできます。これによ
り、フラッピングインターフェイス（アップとダウン間の移行を繰り返しているインターフェ

イス）に関する通知を制限できます。

手順の概要

1. switch# configure terminal
2. switch(config)# interface type slot/port

3. switch(config -if)# no snmp trap link-status

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

変更するインターフェイスを指定します。switch(config)# interface type slot/portステップ 2

インターフェイスの SNMPリンクステートトラッ
プをディセーブルにします。この機能は、デフォル

トでイネーブルにされています。

switch(config -if)# no snmp trap link-statusステップ 3

TCPでの SNMPに対するワンタイム認証のイネーブル化
TCPセッション上で SNMPに対するワンタイム認証をイネーブルにできます。

目的コマンド

TCPセッション上で SNMPに対するワンタイム認証をイ
ネーブルにします。この機能はデフォルトで無効に設定

されています。

switch(config)# snmp-server
tcp-session [auth]
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SNMPスイッチの連絡先および場所の情報の割り当て
スイッチの連絡先情報（スペースを含めず、最大 32文字まで）およびスイッチの場所を割り
当てることができます。

SUMMARY STEPS

1. switch# configuration terminal
2. switch(config)# snmp-server contact name

3. switch(config)# snmp-server location name

4. (Optional) switch# show snmp
5. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configuration terminalステップ 1

sysContact（SNMP担当者名）を設定します。switch(config)# snmp-server contact nameステップ 2

sysLocation（SNMPロケーション）を設定します。switch(config)# snmp-server location nameステップ 3

1つまたは複数の宛先プロファイルに関する情報を
表示します。

(Optional) switch# show snmpステップ 4

この設定変更を保存します。(Optional) switch# copy running-config startup-configステップ 5

コンテキストとネットワークエンティティ間のマッピング設定

プロトコルインスタンス、VRFなどの論理ネットワークエンティティに対する SNMPコンテ
キストのマッピングを設定できます。

SUMMARY STEPS

1. switch# configuration terminal
2. switch(config)# snmp-server context context-name [instance instance-name] [vrf vrf-name] [topology

topology-name]
3. switch(config)# snmp-server mib community-map community-name context context-name

4. (Optional) switch(config)# no snmp-server context context-name [instance instance-name] [vrf
vrf-name] [topology topology-name]
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configuration terminalステップ 1

SNMPコンテキストをプロトコルインスタンス、
VRF、またはトポロジにマッピングします。名前に
は最大 32の英数字を使用できます。

switch(config)# snmp-server context context-name
[instance instance-name] [vrf vrf-name] [topology
topology-name]

ステップ 2

SNMPv2cコミュニティをSNMPコンテキストにマッ
ピングします。名前には最大 32の英数字を使用で
きます。

switch(config)# snmp-server mib community-map
community-name context context-name

ステップ 3

SNMPコンテキストとプロトコルインスタンス、
VRF、またはトポロジ間のマッピングを削除します。
名前には最大 32の英数字を使用できます。

(Optional) switch(config)# no snmp-server context
context-name [instance instance-name] [vrf vrf-name]
[topology topology-name]

ステップ 4

Note
コンテキストマッピングを削除する目的で、イン

スタンス、VRF、またはトポロジを入力しないでく
ださい。 instance、 vrf、または topologyキーワー
ドを使用すると、コンテキストとゼロ長ストリング

間のマッピングが設定されます。

SNMPローカルエンジン IDの設定
Cisco NX-OSリリース 7.0（3）F3（1）以降では、ローカルデバイスにエンジン IDを構成でき
ます。

SUMMARY STEPS

1. configure terminal
2. snmp-server engineID local engineid-string

3. show snmp engineID
4. [no] snmp-server engineID local engineid-string

5. copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

configure terminal

Example:

ステップ 1

switch# configure terminal
switch(config)#

ローカルデバイスのSNMP engineIDを変更します。snmp-server engineID local engineid-string

Example:

ステップ 2

ローカルエンジン IDは、コロンで指定された 16進
数オクテットのリストとして設定する必要がありまswitch(config)# snmp-server engineID local

AA:BB:CC:1A:2C:10
す。ここでは 10～ 64の範囲の偶数 16進数文字が
使用され、2つの 16進数文字ごとにコロンで区切ら
れます。たとえば、i80:00:02:b8:04:61:62:63です。

設定されているSNMPエンジンの IDを表示します。show snmp engineID

Example:

ステップ 3

switch(config)# show snmp engineID

ローカルエンジン IDを無効にし、自動生成された
デフォルトのエンジン IDを設定します。

[no] snmp-server engineID local engineid-string

Example:

ステップ 4

switch(config)# no snmp-server engineID local
AA:BB:CC:1A:2C:10

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

Required: copy running-config startup-config

Example:

ステップ 5

switch(config)# copy running-config startup-config

SNMPの無効化

手順の概要

1. configure terminal
2. switch(config) # no snmp-server protocol enable

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
178

SNMPの設定

SNMPの無効化



手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

SNMPを無効にします。switch(config) # no snmp-server protocol enable

例：

ステップ 2

SNMPは、デフォルトで無効になっています。
no snmp-server protocol enable

SNMP設定の確認
SNMP設定情報を表示するには、次の作業を行います。

目的コマンド

SNMPステータスを表示します。show snmp

SNMPコミュニティストリングを表示します。show snmp community

すべてのインターフェイスについて（IF-MIBから）SNMPの
ifIndex値を表示します。

show interface snmp-ifindex

SNMPの実行コンフィギュレーションを表示します。show running-config snmp [all]

SNMP engineIDを表示します。show snmp engineID

SNMPロールを表示します。show snmp group

SNMPセッションを表示します。show snmp sessions

SNMPコンテキストマッピングを表示します。show snmp context

設定した SNMPホストの情報を表示します。show snmp host

設定した発信元インターフェイスの情報を表示します。show snmp source-interface

イネーブルまたはディセーブルである SNMP通知を表示しま
す。

show snmp trap

SNMPv3ユーザを表示します。show snmp user
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第 12 章

PCAP SNMPパーサーの使用

この章は、次の項で構成されています。

• PCAP SNMPパーサーの使用（181ページ）

PCAP SNMPパーサーの使用
PCAP SNMPパーサーは、.pcap形式でキャプチャされた SNMPパケットを分析するツールで
す。スイッチ上で動作し、スイッチに送信されるすべての SNMP get、getnext、getbulk、set、
trap、および response要求の統計情報レポートを生成します。

PCAP SNMPパーサーを使用するには、次のいずれかのコマンドを使用します。

• debug packet-analysis snmp [mgmt0 | inband] duration seconds [output-file] [keep-pcap]—Tshark
を使用して指定の秒数間のパケットをキャプチャし、一時 .pcapファイルに保存します。
次に、その .pcapファイルに基づいてパケットを分析します。

結果は出力ファイルに保存されます。出力ファイルが指定されていない場合は、コンソー

ルに出力されます。次のオプションを使用する場合を除き、一時 .pcapファイルはデフォ
ルトで削除されます。 keep-pcapオプションを使用します。パケットキャプチャは、デ
フォルトの管理インターフェイス（mgmt0）、または帯域内インターフェイスで実行でき
ます。

例：

switch# debug packet-analysis snmp duration 100

switch# debug packet-analysis snmp duration 100 bootflash:snmp_stats.log

switch# debug packet-analysis snmp duration 100 bootflash:snmp_stats.log keep-pcap

switch# debug packet-analysis snmp inband duration 100

switch# debug packet-analysis snmp inband duration 100 bootflash:snmp_stats.log

switch# debug packet-analysis snmp inband duration 100 bootflash:snmp_stats.log
keep-pcap
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• debug packet-analysis snmp input-pcap-file [output-file]：既存の .pcapファイルにあるキャプ
チャしたパケットを分析します。

例：

switch# debug packet-analysis snmp bootflash:snmp.pcap

switch# debug packet-analysis snmp bootflash:snmp.pcap bootflash:snmp_stats.log

次に、 debug packet-analysis snmp [mgmt0 | inband] duration commandの統計情報レポートの例
を示します：

switch# debug packet-analysis snmp duration 10
Capturing on eth0
36
wireshark-cisco-mtc-dissector: ethertype=0xde09, devicetype=0x0
wireshark-broadcom-rcpu-dissector: ethertype=0xde08, devicetype=0x0

Started analyzing. It may take several minutes, please wait!

Statistics Report
-----------------------------------------
SNMP Packet Capture Duration: 0 seconds
Total Hosts: 1
Total Requests: 18
Total Responses: 18
Total GET: 0
Total GETNEXT: 0
Total WALK: 1 (NEXT: 18)
Total GETBULK: 0
Total BULKWALK: 0 (BULK: 0)
Total SET: 0
Total TRAP: 0
Total INFORM: 0

Hosts GET GETNEXT WALK(NEXT) GETBULK BULKWALK(BULK) SET TRAP INFORM RESPONSE
------------------------------------------------------------------------------------------
10.22.27.244 0 0 1(18) 0 0(0) 0 0 0 18

Sessions
--------
1

MIB Objects GET GETNEXT WALK(NEXT) GETBULK(Non_rep/Max_rep) BULKWALK(BULK,
Non_rep/Max_rep)
---------------------------------------------------------------------------------------------
ifName 0 0 1(18) 0 0

SET Hosts
--------------------
0 10.22.27.244
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第 13 章

RMONの設定

この章は、次の項で構成されています。

• RMONについて, on page 183
• RMONの設定時の注意事項および制約事項（185ページ）
• RMON設定の確認, on page 185
•デフォルトの RMON設定, on page 185
• RMONアラームの設定, on page 185
• RMONイベントの設定, on page 187

RMONについて
RMONは、各種のネットワークエージェントおよびコンソールシステムがネットワークモニ
タリングデータを交換できるようにするための、Internet Engineering Task Force（IETF）標準
モニタリング仕様です。CiscoNX-OSでは、CiscoNexusデバイスをモニターするための、RMON
アラーム、イベント、およびログをサポートします。

RMONアラームは、指定された期間、特定の管理情報ベース（MIB）オブジェクトをモニタリ
ングし、指定されたしきい値でアラームを発生させ、別のしきい値でアラームをリセットしま

す。アラームと RMONイベントを組み合わせて使用し、RMONアラームが発生したときにロ
グエントリまたは SNMP通知を生成できます。

Cisco Nexusデバイスでは RMONはデフォルトでディセーブルに設定されており、イベントま
たはアラームは構成されていません。RMONアラームおよびイベントを設定するには、CLIま
たは SNMP互換ネットワーク管理ステーションを使用します。

RMONアラーム
SNMP INTEGERタイプの解決を行う任意のMIBオブジェクトにアラームを設定できます。指
定されたオブジェクトは、標準のドット付き表記（たとえば、1.3.6.1.2.1.2.2.1.17は ifOutOctets.17
を表します）の既存の SNMP MIBオブジェクトでなければなりません。

アラームを作成する場合、次のパラメータを指定します。

•モニタリングするMIBオブジェクト
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•サンプリング間隔：MIBオブジェクトのサンプル値を収集するのに Cisco Nexusデバイス
が使用する間隔

•サンプルタイプ：絶対サンプルでは、MIBオブジェクト値の現在のスナップショットを
使用します。デルタサンプルは連続した2つのサンプルを使用し、これらの差を計算しま
す。

•上限しきい値：Cisco Nexusデバイスが上限アラームを発生させる、または下限アラーム
をリセットするときの値

•下限しきい値：Cisco Nexusデバイスが下限アラームをトリガーする、または上限アラー
ムをリセットするときの値

•イベント：アラーム（上限または下限）の発生時に Cisco Nexusデバイスが実行するアク
ション

hcalarmsオプションを使用して、アラームを 64ビットの整数のMIBオブジェクトに設定しま
す。

Note

たとえば、エラーカウンタMIBオブジェクトにデルタタイプ上限アラームを設定できます。
エラーカウンタデルタがこの値を超えた場合、SNMP通知を送信し、上限アラームイベント
を記録するイベントを発生させることができます。この上限アラームは、エラーカウンタのデ

ルタサンプルが下限しきい値を下回るまで再度発生しません。

下限しきい値には、上限しきい値よりも小さな値を指定してください。Note

RMONイベント
特定のイベントを各 RMONアラームにアソシエートさせることができます。RMONは次のイ
ベントタイプをサポートします。

• SNMP通知：関連したアラームが発生したときに、SNMP risingAlarmまたは fallingAlarm
通知を送信します。

•ログ：関連したアラームが発生した場合、RMONログテーブルにエントリを追加します。

•両方：関連したアラームが発生した場合、SNMP通知を送信し、RMONログテーブルに
エントリを追加します。

下限アラームおよび上限アラームに異なるイベントを指定できます。
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RMONの設定時の注意事項および制約事項
RMONには、次の注意事項および制限事項があります。

• SNMP通知イベントタイプを使用するには、SNMPユーザおよび通知レシーバを設定する
必要があります。

•整数になるMIBオブジェクトに、RMONアラームのみを設定できます。

RMON設定の確認
RMONの設定情報を確認するには、次のコマンドを使用します。

目的コマンド

RMONアラームに関する情報を表示します。show rmon alarms

RMONイベントに関する情報を表示します。show rmon events

RMON高容量アラームに関する情報を表示します。show rmon hcalarms

RMONログに関する情報を表示します。show rmon logs

デフォルトの RMON設定
次の表に、RMONパラメータのデフォルト設定を示します。

Table 20:デフォルトの RMONパラメータ

デフォル

ト

パラメー

タ

未設定アラーム

未設定イベント

RMONアラームの設定
任意の整数の SNMP MIBオブジェクトに RMONアラームを設定できます。

次のパラメータを任意で指定することもできます。

•上限および下限しきい値が指定値を超えた場合に発生させるイベント番号
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•アラームのオーナー

SNMPユーザが設定され、SNMP通知がイネーブルであることを確認します。

Before you begin

SNMPユーザーが設定され、SNMP通知がイネーブルであることを確認します。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# rmon alarm index mib-object sample-interval {absolute | delta} rising-threshold

value [event-index] falling-threshold value [event-index] [owner name]
3. switch(config)# rmon hcalarm index mib-object sample-interval {absolute | delta}

rising-threshold-high value rising-threshold-low value [event-index] falling-threshold-high value
falling-threshold-low value [event-index] [owner name] [storagetype type]

4. (Optional) switch# show rmon {alarms | hcalarms}
5. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

RMONアラームを作成します。値の範囲は
-2147483647～ 2147483647です。オーナー名は任意
の英数字ストリングです。

switch(config)# rmon alarm index mib-object
sample-interval {absolute | delta} rising-threshold value
[event-index] falling-threshold value [event-index] [owner
name]

ステップ 2

RMON高容量アラームを作成します。値の範囲は
-2147483647～ 2147483647です。オーナー名は任意
の英数字ストリングです。

switch(config)# rmon hcalarm index mib-object
sample-interval {absolute | delta} rising-threshold-high
value rising-threshold-low value [event-index]
falling-threshold-high value falling-threshold-low value
[event-index] [owner name] [storagetype type]

ステップ 3

ストレージタイプの範囲は 1～ 5です。

RMONアラームまたは高容量アラームに関する情報
を表示します。

(Optional) switch# show rmon {alarms | hcalarms}ステップ 4

この設定変更を保存します。(Optional) switch# copy running-config startup-configステップ 5

Example

次に、RMONアラームを設定する例を示します。
switch# configure terminal
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switch(config)# rmon alarm 1 1.3.6.1.2.1.2.2.1.17.83886080 5 delta rising-threshold 5 1
falling-threshold 0 owner test

switch(config)# exit

switch# show rmon alarms

Alarm 1 is active, owned by test

Monitors 1.3.6.1.2.1.2.2.1.17.83886080 every 5 second(s)

Taking delta samples, last value was 0

Rising threshold is 5, assigned to event 1

Falling threshold is 0, assigned to event 0

On startup enable rising or falling alarm

RMONイベントの設定
RMONアラームとアソシエートするよう RMONイベントを設定できます。複数の RMONア
ラームで同じイベントを再利用できます。

SNMPユーザが設定され、SNMP通知がイネーブルであることを確認します。

Before you begin

SNMPユーザーが設定され、SNMP通知がイネーブルであることを確認します。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# rmon event index [description string] [log] [trap] [owner name]
3. (Optional) switch(config)# show rmon {alarms | hcalarms}
4. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

RMONイベントを設定します。説明のストリングお
よびオーナー名は、任意の英数字ストリングです。

switch(config)# rmon event index [description string]
[log] [trap] [owner name]

ステップ 2

RMONアラームまたは高容量アラームに関する情報
を表示します。

(Optional) switch(config)# show rmon {alarms |
hcalarms}

ステップ 3

この設定変更を保存します。(Optional) switch# copy running-config startup-configステップ 4
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第 14 章

オンライン診断の設定

この章は、次の項で構成されています。

•オンライン診断について, on page 189
•オンライン診断の注意事項と制約事項（191ページ）
•オンライン診断の設定, on page 191
•オンライン診断設定の確認, on page 192
•オンライン診断のデフォルト設定, on page 192

オンライン診断について
オンライン診断では、スイッチの起動時またはリセット時にハードウェアコンポーネントを確

認し、通常の動作時にはハードウェアの状態を監視します。

Cisco Nexus 3600プラットフォームスイッチは、起動時診断および実行時診断をサポートしま
す。起動時診断には、システム起動時とリセット時に実行する、中断を伴うテストおよび非中

断テストが含まれます。

実行時診断（ヘルスモニタリング診断）には、スイッチの通常の動作時にバックグラウンドで

実行する非中断テストが含まれます。

ブートアップ診断

起動時診断は、スイッチをオンラインにする前にハードウェアの障害を検出します。起動診断

では、スーパーバイザとASICの間のデータパスと制御パスの接続も確認します。次の表に、
スイッチの起動時またはリセット時にだけ実行される診断を示します。

Table 21:ブートアップ診断

説明診断

PCI express（PCIe）アクセスをテストします。PCIe

NVRAM（不揮発性 RAM）の整合性を確認します。NVRAM
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説明診断

インバンドポートとスーパーバイザの接続をテストします。インバンドポート

管理ポートをテストします。管理ポート

DRAMの整合性を確認します。メモリ

起動時診断には、ヘルスモニタリング診断と共通するテストセットも含まれます。

起動時診断では、オンボード障害ロギング（OBFL）システムに障害を記録します。また、障
害により LEDが表示され、診断テストのステート（on、off、pass、または fail）を示します。

起動診断テストをバイパスするように Cisco Nexusデバイスを構成することも、またはすべて
の起動診断テストを実行するように設定することもできます。

ヘルスモニタリング診断

ヘルスモニタリング診断では、スイッチの状態に関する情報を提供します。実行時のハード

ウェアエラー、メモリエラー、ソフトウェア障害、およびリソースの不足を検出します。

ヘルスモニタリング診断は中断されずにバックグラウンドで実行され、ライブネットワーク

トラフィックを処理するスイッチの状態を確認します。

拡張モジュール診断

スイッチの起動時またはリセット時の起動時診断には、スイッチのインサービス拡張モジュー

ルのテストが含まれます。

稼働中のスイッチに拡張モジュールを挿入すると、診断テストセットが実行されます。次の表

に、拡張モジュールの起動時診断を示します。これらのテストは、起動時診断と共通です。起

動時診断が失敗した場合、拡張モジュールはサービス状態になりません。

Table 22:拡張モジュールの起動時診断およびヘルスモニタリング診断

説明診断

バックプレーンとスーパーバイザ SPROMの整合性を確認します。SPROM

スイッチファブリック ASICをテストします。ファブリックエンジン

スイッチファブリック ASIC上のポートをテストします。ファブリックポート

転送エンジン ASICをテストします。転送エンジン

転送エンジン ASIC上のポートをテストします。転送エンジンポート

前面ポート上のコンポーネント（PHYおよびMACなど）をテストし
ます。

前面ポート
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ヘルスモニタリング診断は、IS拡張モジュールで実行されます。次の表で、拡張モジュール
のヘルスモニタリング診断に固有の追加のテストについて説明します。

Table 23:拡張モジュールのヘルスモニタリング診断

説明診断

ポートおよびシステムのステータスLEDを監視します。LED

温度センサーの読み取り値を監視します。温度セン

サー

オンライン診断の注意事項と制約事項
オンライン診断には、次の注意事項と制限事項があります。

•中断を伴うオンライン診断テストをオンデマンド方式で実行することはできません。

• BootupPortLoopbackテストはサポートされていません。

•インターフェイス Rxおよび Txパケットカウンタは、シャットダウン状態のポートで増
えます（およそ 15分ごとに 4パケット）。

•管理ダウンポートでは、ユニキャストパケット Rxおよび Txのカウンタが、GOLDルー
プバックパケットに対して追加されます。PortLoopbackテストは、オンデマンドです。
したがって、テストを管理ダウンポートで実行する場合にのみ、パケットカウンタが追

加されます。

オンライン診断の設定
完全なテストセットを実行するよう起動時診断を設定できます。もしくは、高速モジュール起

動時のすべての起動時診断テストをバイパスできます。

ブートアップオンライン診断レベルを completeに設定することを推奨します。起動時オンライ
ン診断をバイパスすることは推奨しません。

Note

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# diagnostic bootup level [complete | bypass]
3. (Optional) switch# show diagnostic bootup level
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

デバイスの起動時に診断を実行するよう起動時診断

レベルを次のように設定します。

switch(config)# diagnostic bootup level [complete |
bypass]

ステップ 2

• complete：すべてのブートアップ診断を実行し
ます。これはデフォルト値です。

• bypass：ブートアップ診断を実行しません。

現在、スイッチで実行されている起動時診断レベル

（bypassまたは complete）を表示します。
(Optional) switch# show diagnostic bootup levelステップ 3

Example

次に、完全な診断を実行するよう起動時診断レベルを設定する例を示します。

switch# configure terminal

switch(config)# diagnostic bootup level complete

オンライン診断設定の確認
オンライン診断の設定情報を確認するには、次のコマンドを使用します。

目的コマンド

起動時診断レベルを表示します。show diagnostic bootup level

診断テストの結果を表示します。show diagnostic result module slot

オンライン診断のデフォルト設定
次の表に、オンライン診断パラメータのデフォルト設定を示します。
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Table 24:デフォルトのオンライン診断パラメータ

デフォル

ト

パラメータ

complete起動時診断レベル
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第 15 章

Embedded Event Managerの設定

この章は、次の項で構成されています。

•組み込みイベントマネージャについて（195ページ）
• Embedded Event Managerの設定（200ページ）
• Embedded Event Managerの設定確認（231ページ）
• Embedded Event Managerの設定例（232ページ）
•その他の参考資料（233ページ）

組み込みイベントマネージャについて
Cisco NX-OSシステム内のクリティカルイベントを検出して処理する機能は、ハイアベイラ
ビリティにとって重要です。Embedded Event Manager（EEM）は、デバイス上で発生するイベ
ントをモニターし、設定に基づいてこれらのイベントを回復またはトラブルシューティングす

るためのアクションを実行することによってシステム内のイベントを検出して処理する、中央

のポリシー駆動型のフレームワークを提供します。

EEMは次の 3種類の主要コンポーネントからなります。

イベント文

何らかのアクション、回避策、または通知が必要になる可能性のある、別の Cisco NX-OS
コンポーネントからモニターするイベント。

アクション文

電子メールの送信やインターフェイスのディセーブル化などの、イベントから回復するた

めに EEMが実行できるアクション。

ポリシー

イベントのトラブルシューティングまたはイベントからの回復を目的とした1つまたは複
数のアクションとペアになったイベント。

EEMを使用しない場合は、個々のコンポーネントが独自のイベントの検出および処理を行い
ます。たとえば、ポートでフラップが頻繁に発生する場合は、「errDisableステートにする」
のポリシーが ETHPMに組み込まれます。
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Embedded Event Managerポリシー
EEMポリシーは、イベント文および 1つまたは複数のアクション文からなります。イベント
文では、探すイベントとともに、イベントのフィルタリング特性を定義します。アクション文

では、イベントの発生時に EEMが実行するアクションを定義します。

たとえば、いつカードがデバイスから取り外されたかを識別し、カードの取り外しに関する詳

細を記録する EEMポリシーを設定できます。カードの取り外しのインスタンスすべてを探す
ようにシステムに指示するイベント文および詳細を記録するようにシステムに指示するアク

ション文を設定します。

コマンドラインインターフェイス（CLI）またはVSHスクリプトを使用して EEMポリシーを
設定できます。

EEMからデバイス全体のポリシー管理ビューが得られます。EEMポリシーが構成されると、
対応するアクションがトリガーされます。トリガーされたイベントのすべてのアクション（シ

ステムまたはユーザー設定）がシステムによって追跡され、管理されます。

事前設定済みのシステムポリシー

Cisco NX-OSには、事前設定済みのさまざまなシステムポリシーがあります。これらのシステ
ムポリシーでは、デバイスに関連する多数の一般的なイベントおよびアクションが定義されて

います。システムポリシー名は、2個の下線記号（__）から始まります。

一部のシステムポリシーは上書きできます。このような場合、イベントまたはアクションに対

する上書きを設定できます。設定した上書き変更がシステムポリシーの代わりになります。

上書きポリシーにはイベント文を含める必要があります。イベント文が含まれていない上書き

ポリシーは、システムポリシーで想定されるすべてのイベントを上書きします。

（注）

事前設定済みのシステムポリシーを表示し、上書きできるポリシーを決定するには、 show
event manager system-policyコマンドを使用します。

ユーザー作成ポリシー

ユーザー作成ポリシーを使用すると、ネットワークのEEMポリシーをカスタマイズできます。
ユーザーポリシーがイベントに対して作成されると、ポリシーのアクションは、EEMが同じ
イベントに関連するシステムポリシーアクションをトリガーした後にのみトリガーされます。

ログファイル

EEMポリシーの一致に関連するデータが格納されたログファイルは、/log/event_archive_1ディ
レクトリにある event_archive_1ログファイルで維持されます。
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イベント文

対応策、通知など、一部のアクションが実行されるデバイスアクティビティは、EEMによっ
てイベントと見なされます。イベントは通常、インターフェイスやファンの誤動作といったデ

バイスの障害に関連します。

イベント文は、どのイベントがポリシー実行のトリガーになるかを指定します。

ポリシー内に複数の EEMイベントを作成し、区別してから、カスタムアクションをトリガー
するためのイベントの組み合わせを定義することで、イベントの組み合わせに基づいた EEM
ポリシーをトリガーするように EEMを設定できます。

ヒント

EEMではイベントフィルタを定義して、クリティカルイベントまたは指定された時間内で繰
り返し発生したイベントだけが関連付けられたアクションのトリガーになるようにします。

一部のコマンドまたは内部イベントが他のコマンドを内部的にトリガーします。これらのコマ

ンドは表示されませんが、引き続きアクションをトリガーするイベント指定と一致します。こ

れらのコマンドがアクションをトリガーするのを防ぐことはできませんが、どのイベントがア

クションを引き起こしたかを確認できます。

サポートされるイベント

EEMはイベント文で次のイベントをサポートします。

•カウンタイベント

•ファン欠損イベント

•ファン不良イベント

•メモリしきい値イベント

•上書きされたシステムポリシーで使用されるイベント

• SNMP通知イベント

• syslogイベント

•システムマネージャイベント

•温度イベント

•追跡イベント

アクション文

アクション文は、イベントが発生したときに、ポリシーによってトリガーされるアクションを

説明します。各ポリシーに複数のアクション文を設定できます。ポリシーにアクションを関連

付けなかった場合、EEMはイベント観察を続けますが、アクションは実行されません。
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トリガーされたイベントがデフォルトアクションを処理するために、デフォルトアクション

を許可する EEMポリシーを設定する必要があります。たとえば、一致文で CLIコマンドを照
合する場合、EEMポリシーにevent-defaultアクション文を追加する必要があります。この文が
ないと、EEMではコマンドを実行できません。

ユーザーポリシーまたは上書きポリシー内のアクション文を設定する場合、アクション文が、

相互に否定したり、関連付けられたシステムポリシーに悪影響を与えるようなことがないよう

に確認することが重要です。

（注）

サポートされるアクション

EEMがアクション文でサポートするアクションは、次のとおりです。

• CLIコマンドの実行

•カウンタのアップデート

•デバイスのリロード

• syslogメッセージの生成

• SNMP通知の生成

•システムポリシー用デフォルトアクションの使用

VSHスクリプトポリシー
テキストエディタを使用して、VSHスクリプトでポリシーを作成できます。VSHスクリプト
を使用して作成されたポリシーには、他のポリシーと同様にイベント文とアクション文が含ま

れます。また、これらのポリシーはシステムポリシーを拡張するか、または無効にすることが

できます。

VSHスクリプトポリシーを定義したら、それをデバイスにコピーしてアクティブにします。

Embedded Event Managerのライセンス要件
この機能には、ライセンスは必要ありません。ライセンスパッケージに含まれていない機能は

すべてCisco NX-OSシステムイメージにバンドルされており、追加費用は一切発生しません。
Cisco NX-OSのライセンススキームの詳細は、『Cisco NX-OSライセンスガイド』を参照して
ください。

Embedded Event Managerの前提条件
EEMを設定するには、network-adminの権限が必要です。
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Embedded Event Managerの注意事項および制約事項
EEMの設定を計画するときは、次の点を考慮します。

•設定可能な EEMポリシーの最大数は 500です。

•ユーザポリシーまたは上書きポリシー内のアクション文が、相互に否定したり、関連付け
られたシステムポリシーに悪影響を与えたりするようなことがないようにする必要があり

ます。

•発生したイベントでデフォルトのアクションを処理できるようにするには、デフォルトの
アクションを許可する EEMポリシーを設定する必要があります。たとえば、一致文でコ
マンドを照合する場合、EEMポリシーにevent-defaultアクション文を追加する必要があり
ます。この文がないと、EEMではコマンドを実行できません。

•イベントログの自動収集とバックアップには、次の注意事項があります。

•デフォルトでは、スイッチのログ収集を有効にすると、サイズ、規模、コンポーネン
トのアクティビティに応じて、15分から数時間のイベントログが利用できるようにな
ります。

•長期間にわたる関連ログを収集できるようにするには、必要な特定のサービス/機能に
対してのみイベントログの保持を有効にします。「単一サービスの拡張ログファイル

保持の有効化」を参照してください。内部イベントログをエクスポートすることもで

きます。「外部ログファイルストレージ」を参照してください。

•トラブルシューティングを行うときは、内部イベントログのスナップショットを手動
によりリアルタイムで収集することをお勧めします。「最近のログファイルのローカ

ルコピーの生成」を参照してください。

•イベント文が指定されていて、アクション文が指定されていない上書きポリシーを設定し
た場合、アクションは開始されません。また、障害も通知されません。

•上書きポリシーにイベント文が含まれていないと、システムポリシーで可能性のあるイベ
ントがすべて上書きされます。

•通常コマンドの表現の場合：すべてのキーワードを拡張する必要があり、アスタリスク
（*）記号のみが引数の置換に使用できます。

• EEMイベント相関は 1つのポリシーに最大 4つのイベント文をサポートします。イベン
トタイプは同じでも別でもかまいませんが、サポートされるイベントタイプは、cli、カ
ウンタ、snmp、syslog、追跡だけです。

•複数のイベント文が EEMポリシーに存在する場合は、各イベント文に tagキーワードと
一意な tag引数が必要です。

• EEMイベント相関はシステムのデフォルトポリシーを上書きしません。

•デフォルトアクション実行は、タグ付きのイベントで設定されているポリシーではサポー
トされません。
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•イベント指定が CLIのパターンと一致する場合、SSH形式のワイルドカード文字を使用
できます。

たとえば、すべての showコマンドを照合する場合は、 show *コマンドを入力します。こ
のようなスイッチ（バンドル PID）に、 show . *コマンドは機能しませんでした。

•イベント指定が一致するsyslogメッセージの正規表現の場合、適切な正規表現を使用でき
ます。

たとえば、syslogが生成されているポート上でADMIN_DOWNイベントを検出するには、
.ADMIN_DOWN.を使用します。このようなスイッチ（バンドルPID）に、ADMIN_DOWN
コマンドは機能しませんでした。

• syslogのイベント指定では、regexは、EEMポリシーのアクションとして生成される syslog
メッセージと一致しません。

• EEMイベントが CLIの showコマンドと一致していて、 showコマンドの出力を画面に表
示したい（およびEEMポリシーによってブロックされないように）場合は、 event-default
コマンドを EEMポリシーの最初のアクションに使用する必要があります。

Embedded Event Managerのデフォルト設定
表 25 :デフォルトの EEMパラメータ

デフォルトパラメータ

アクティブシステムポリシー

Embedded Event Managerの設定

環境変数の定義

環境変数の定義はオプションの手順ですが、複数のポリシーで繰り返し使用する共通の値を設

定する場合に役立ちます。

手順の概要

1. configure terminal
2. event manager environment variable-name variable-value

3. （任意） show event manager environment {variable-name | all}
4. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

EEM用の環境変数を作成します。event manager environment variable-name
variable-value

ステップ 2

variable-nameです。
例：

variable-valueでは大文字と小文字が区別され、引用
符で囲んだ最大 39文字の英数字を使用できます。

switch(config) # event manager
environment emailto "admin@anyplace.com"

設定した環境変数に関する情報を表示します。（任意） show event manager environment
{variable-name | all}

ステップ 3

例：

switch(config) # show event manager
environment all

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 4

CLIによるユーザーポリシーの定義

手順の概要

1. configure terminal
2. event manager applet applet-name

3. （任意） description policy-description

4. event event-statement

5. （任意） tag tag {and | andnot | or} tag [and | andnot | or {tag}] {happens occurs in seconds}
6. action number[.number2] action-statement

7. （任意） show event manager policy-state name [module module-id]
8. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

EEMにアプレットを登録し、アプレットコンフィ
ギュレーションモードを開始します。

event manager applet applet-name

例：

ステップ 2

applet-nameは大文字と小文字を区別し、最大 29文
字の英数字を使用できます。

switch(config)# event manager applet
monitorShutdown
switch(config-applet)#

ポリシーの説明になるストリングを設定します。（任意） description policy-descriptionステップ 3

例： stringには最大 80文字の英数字を使用できます。ス
トリングは引用符で囲みます。switch(config-applet)# description "Monitors

interface shutdown."

ポリシーのイベント文を設定します。event event-statement

例：

ステップ 4

switch(config-applet)# event cli match "shutdown"

ポリシー内の複数のイベントを相互に関連付けま

す。

（任意） tag tag {and | andnot | or} tag [and | andnot
| or {tag}] {happens occurs in seconds}

例：

ステップ 5

occurs引数の範囲は 1～ 4294967295です。
switch(config-applet)# tag one or two happens 1
in 10000 seconds引数の範囲は 0～ 4294967295秒です。

ポリシーのアクション文を設定します。アクション

文が複数ある場合、このステップを繰り返します。

action number[.number2] action-statement

例：

ステップ 6

switch(config-applet)# action 1.0 cli show
interface e 3/1

設定したポリシーの状態に関する情報を表示しま

す。

（任意） show event manager policy-state name
[module module-id]

例：

ステップ 7

switch(config-applet)# show event manager
policy-state monitorShutdown

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 8
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イベント文の設定

イベント文を設定するには、EEMコンフィギュレーションモード（config-applet）で次のいず
れかのコマンドを使用します。

始める前に

ユーザーポリシーを定義します。

手順の概要

1. event cli [tag tag] match expression [count repeats | time seconds

2. event counter [tag tag] name counter entry-val entry entry-op {eq | ge | gt | le | lt | ne} {exit-val
exit exit-op {eq | ge | gt | le | lt | ne}

3. event fanabsent [fan number] time seconds

4. event fanbad [fan number] time seconds

5. event memory {critical | minor | severe}
6. event policy-default count repeats [time seconds]
7. event snmp [tag tag] oid oid get-type {exact | next} entry-op {eq | ge | gt | le | lt | ne} entry-val

entry [exit-comb {and | or}]exit-op {eq | ge | gt | le | lt | ne} exit-val exit exit-time time
polling-interval interval

8. event sysmgr memory [module module-num] major major-percent minor minor-percent clear
clear-percent

9. event temperature [module slot] [sensor number] threshold {any | down | up}
10. event track [tag tag] object-number state {any | down | up

手順の詳細

手順

目的コマンドまたはアクション

正規表現と一致するコマンドが入力された場合に、

イベントを発生させます。

event cli [tag tag] match expression [count repeats |
time seconds

例：

ステップ 1

tag tagキーワードと引数のペアは、複数のイベン
トがポリシーに含まれている場合、この特定のイベ

ントを識別します。

switch(config-applet) # event cli match
"shutdown"

繰り返し範囲は 1～ 65000です。

timeの範囲は 0～ 4294967295です。0は無制限を
示します。

カウンタが、開始演算子に基づいて開始のしきい値

を超えた場合にイベントを発生させます。イベント

event counter [tag tag] name counter entry-val entry
entry-op {eq | ge | gt | le | lt | ne} {exit-val exit exit-op
{eq | ge | gt | le | lt | ne}

ステップ 2

はただちにリセットされます。任意で、カウンタが

例：

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
203

Embedded Event Managerの設定

イベント文の設定



目的コマンドまたはアクション

switch(config-applet) # event counter name
mycounter entry-val 20 gt

終了のしきい値を超えたあとでリセットされるよう

に、イベントを設定できます。

tag tagキーワードと引数のペアは、複数のイベン
トがポリシーに含まれている場合、この特定のイベ

ントを識別します。

counterの名前では、大文字と小文字を区別し、最
大 28の英数字を使用できます。

entryおよび exit値の範囲は 0～ 2147483647です。

秒数で設定された時間を超えて、ファンがデバイス

から取り外されている場合に、イベントを発生させ

ます。

event fanabsent [fan number] time seconds

例：

switch(config-applet) # event fanabsent time 300

ステップ 3

number の範囲は 1対 1で、モジュールに依存しま
す。

secondsの範囲は 10～ 64000です。

秒数で設定された時間を超えて、ファンが故障状態

の場合に、イベントを発生させます。

event fanbad [fan number] time seconds

例：

ステップ 4

number の範囲はモジュールに依存します。switch(config-applet) # event fanbad time 3000

secondsの範囲は 10～ 64000です。

メモリのしきい値を超えた場合にイベントを発生さ

せます。

event memory {critical | minor | severe}

例：

ステップ 5

switch(config-applet) # event memory critical

システムポリシーで設定されているイベントを使

用します。このオプションは、ポリシーを上書きす

る場合に使用します。

event policy-default count repeats [time seconds]

例：

switch(config-applet) # event policy-default
count 3

ステップ 6

繰り返し範囲は 1～ 65000です。

secondsの範囲は 0～ 4294967295です。0は無制限
を示します。

SNMPOIDが、開始演算子に基づいて開始のしきい
値を超えた場合にイベントを発生させます。イベン

event snmp [tag tag] oid oid get-type {exact | next}
entry-op {eq | ge | gt | le | lt | ne} entry-val entry
[exit-comb {and | or}]exit-op {eq | ge | gt | le | lt | ne}
exit-val exit exit-time time polling-interval interval

ステップ 7

トはただちにリセットされます。または任意で、カ

ウンタが終了のしきい値を超えたあとでリセットさ

例： れるように、イベントを設定できます。OIDはドッ
ト付き10進表記です。switch(config-applet) # event snmp oid

1.3.6.1.2.1.31.1.1.1.6 get-type next
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目的コマンドまたはアクション

tag tagキーワードと引数のペアは、複数のイベン
トがポリシーに含まれている場合、この特定のイベ

ントを識別します。

entry-op lt 300 entry-val 0 exit-op eq 400
exit-time 30 polling-interval 300

entryおよび exitの値の範囲は 0～
18446744073709551615です。

timeの範囲は 0～ 2147483647秒です。

intervalの範囲は 0～ 2147483647秒です。

指定したシステムマネージャのメモリのしきい値

を超えた場合にイベントを発生させます。

event sysmgr memory [module module-num] major
major-percent minor minor-percent clear clear-percent

例：

ステップ 8

percentの範囲は 1～ 99です。
switch(config-applet) # event sysmgr memory minor
80

温度センサーが設定されたしきい値を超えた場合

に、イベントを発生させます。

event temperature [module slot] [sensor number]
threshold {any | down | up}

例：

ステップ 9

センサーの範囲は 1～ 18です。
switch(config-applet) # event temperature module
2 threshold any

トラッキング対象オブジェクトが設定された状態に

なった場合に、イベントを発生させます。

event track [tag tag] object-number state {any | down
| up

例：

ステップ 10

tag tagキーワードと引数のペアは、複数のイベン
トがポリシーに含まれている場合、この特定のイベ

ントを識別します。

switch(config-applet) # event track 1 state down

object-numberの範囲は 1～ 500です。

次のタスク

アクション文を構成します。

すでにアクション文を設定した場合、または設定しないことを選択した場合は、次のオプショ

ン作業のいずれかを実行します。

• VSHスクリプトを使用してポリシーを定義します。その後、VSHスクリプトポリシーを
登録し、アクティブにします。

•メモリのしきい値を設定します。

• EEMパブリッシャとして syslogを設定します。

• EEM設定を確認します。
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アクション文の設定

EEMのコンフィギュレーションモード（config-applet）で次のいずれかのコマンドを使用し
て、アクションを設定できます。

発生したイベントでデフォルトのアクションを処理できるようにする場合は、デフォルトのア

クションを許可する EEMポリシーを設定する必要があります。

たとえば、一致文でコマンドを照合する場合、EEMポリシーにevent-defaultアクション文を追
加する必要があります。この文がないと、EEMではコマンドを実行できません。次の表で、
terminal event-manager bypassコマンドを使用すると、一致するすべての EEMポリシーでコ
マンドを実行できます。

（注）

始める前に

ユーザーポリシーを定義します。

手順の概要

1. action number[.number2] cli command1[command2.] [local]
2. action number[.number2] counter name counter value val op {dec | inc | nop | set}
3. action number[.number2] event-default
4. action number[.number2] policy-default
5. action number[.number2] reload [module slot [- slot]]
6. action number[.number2] snmp-trap [intdata1 integer-data1] [intdata2 integer-data2] [strdata

string-data]
7. action number[.number2] syslog [priority prio-val] msg error-message

手順の詳細

手順

目的コマンドまたはアクション

設定済みコマンドを実行します。任意で、イベント

が発生したモジュール上でコマンドを実行できま

す。

action number[.number2] cli command1[command2.]
[local]

例：

ステップ 1

アクションラベルのフォーマットはnumber1.number2
です。

switch(config-applet) # action 1.0 cli "show
interface e 3/1"

number には 1～ 16桁の任意の番号を指定できま
す。

number2の範囲はは 0～ 9です。
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目的コマンドまたはアクション

設定された値および操作でカウンタを変更します。action number[.number2] counter name counter value
val op {dec | inc | nop | set}

ステップ 2

アクションラベルのフォーマットはnumber1.number2
です。例：

switch(config-applet) # action 2.0 counter name
mycounter value 20 op inc number には 1～ 16桁の任意の番号を指定できま

す。

number2の範囲はは 0～ 9です。

counterは、28文字以内の英数字のストリング（大
文字と小文字を区別）で指定します。

valには 0～ 2147483647の整数または置換パラメー
タを指定できます。

関連付けられたイベントのデフォルトアクションを

実行します。

action number[.number2] event-default

例：

ステップ 3

アクションラベルのフォーマットはnumber1.number2
です。

switch(config-applet) # action 1.0 event-default

number には 1～ 16桁の任意の番号を指定できま
す。

number2の範囲はは 0～ 9です。

上書きしているポリシーのデフォルトアクションを

実行します。

action number[.number2] policy-default

例：

ステップ 4

アクションラベルのフォーマットはnumber1.number2
です。

switch(config-applet) # action 1.0 policy-default

number には 1～ 16桁の任意の番号を指定できま
す。

number2の範囲はは 0～ 9です。

システム全体に 1つ以上のモジュールをリロードし
ます。

action number[.number2] reload [module slot [- slot]]

例：

ステップ 5

アクションラベルのフォーマットはnumber1.number2
です。

switch(config-applet) # action 1.0 reload module
3-5

number には 1～ 16桁の任意の番号を指定できま
す。

number2の範囲はは 0～ 9です。
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目的コマンドまたはアクション

設定されたデータを使用してSNMPトラップを送信
します。アクションラベルのフォーマットは

number1.number2です。

action number[.number2] snmp-trap [intdata1
integer-data1] [intdata2 integer-data2] [strdata
string-data]

例：

ステップ 6

number には 1～ 16桁の任意の番号を指定できま
す。switch(config-applet) # action 1.0 snmp-trap

strdata "temperature problem"

number2の範囲はは 0～ 9です。

data要素には80桁までの任意の数を指定できます。

文字列には最大 80文字の英数字を使用できます。

設定されたプライオリティで、カスタマイズした

syslogメッセージを送信します。
action number[.number2] syslog [priority prio-val] msg
error-message

例：

ステップ 7

アクションラベルのフォーマットはnumber1.number2
です。switch(config-applet) # action 1.0 syslog priority

notifications msg "cpu high"

number には 1～ 16桁の任意の番号を指定できま
す。

number2の範囲はは 0～ 9です。

error-messageには最大 80文字の英数字を引用符で
囲んで使用できます。

次のタスク

イベント文を設定します。

すでにイベント文を設定した場合、または設定しないことを選択した場合は、次のオプション

作業のいずれかを実行します。

• VSHスクリプトを使用してポリシーを定義します。その後、VSHスクリプトポリシーを
登録し、アクティブにします。

•メモリのしきい値を設定します。

• EEMパブリッシャとして syslogを設定します。

• EEM設定を確認します。

VSHスクリプトによるポリシーの定義
これはオプションのタスクです。VSHスクリプトを使用して EEMポリシーを記述する場合
は、次の手順を実行します。
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手順の概要

1. テキストエディタで、ポリシーを定義するコマンドリストを指定します。

2. テキストファイルに名前をつけて保存します。

3. 次のシステムディレクトリにファイルをコピーします。bootflash://eem/user_script_policies

手順の詳細

手順

ステップ 1 テキストエディタで、ポリシーを定義するコマンドリストを指定します。

ステップ 2 テキストファイルに名前をつけて保存します。

ステップ 3 次のシステムディレクトリにファイルをコピーします。bootflash://eem/user_script_policies

次のタスク

VSHスクリプトポリシーを登録してアクティブにします。

VSHスクリプトポリシーの登録およびアクティブ化
これはオプションのタスクです。VSHスクリプトを使用して EEMポリシーを記述する場合
は、次の手順を実行します。

始める前に

ポリシーを VSHスクリプトを使用して定義し、システムディレクトリにファイルをコピーし
ます。

手順の概要

1. configure terminal
2. event manager policy policy-script

3. （任意） event manager policy internal name

4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

EEMスクリプトポリシーを登録してアクティブに
します。

event manager policy policy-script

例：

ステップ 2

値は、 policy-scriptは、29文字以内の英数字のスト
リング（大文字と小文字を区別）で指定します。

switch(config)# event manager policy moduleScript

EEMスクリプトポリシーを登録してアクティブに
します。

（任意） event manager policy internal name

例：

ステップ 3

値は、 policy-scriptは、29文字以内の英数字のスト
リング（大文字と小文字を区別）で指定します。

switch(config)# event manager policy internal
moduleScript

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 4

次のタスク

システム要件に応じて、次のいずれかを実行します。

•メモリのしきい値を設定します。

• EEMパブリッシャとして syslogを設定します。

• EEM設定を確認します。

システムポリシーの上書き

手順の概要

1. configure terminal

2. （任意） show event manager policy-state system-policy

3. event manager applet applet-name override system-policy

4. description policy-description

5. event event-statement

6. section number action-statement

7. （任意） show event manager policy-state name

8. （任意） copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

上書きするシステムポリシーの情報をしきい値を含

めて表示します。 show event manager system-policy
（任意） show event manager policy-state system-policy

例：

ステップ 2

コマンドを使用して、システムポリシーの名前を探

します。
switch(config-applet)# show event
manager policy-state __ethpm_link_flap
Policy __ethpm_link_flap

Cfg count : 5
Cfg time interval : 10.000000

(seconds)
Hash default, Count 0

システムポリシーを上書きし、アプレットコンフィ

ギュレーションモードを開始します。

event manager applet applet-name override system-policy

例：

ステップ 3

値は、 applet-nameは、80文字以内の英数字のスト
リング（大文字と小文字を区別）で指定します。

switch(config-applet)# event manager applet
ethport override __ethpm_link_flap
switch(config-applet)#

値は、 system-policyは、システムポリシーの 1つで
ある必要があります。

ポリシーの説明になるストリングを設定します。description policy-description

例：

ステップ 4

値は、policy-descriptionは大文字と小文字を区別し、
最大 80文字の英数字を使用できますが、引用符で
囲む必要があります。

switch(config-applet)# description
"Overrides link flap policy"

ポリシーのイベント文を設定します。event event-statement

例：

ステップ 5

switch(config-applet)# event
policy-default count 2 time 1000

ポリシーのアクション文を設定します。複数のアク

ション文では、この手順を繰り返します。

section number action-statement

例：

ステップ 6

switch(config-applet)# action 1.0 syslog
priority warnings msg "Link is
flapping."

設定したポリシーに関する情報を表示します。（任意） show event manager policy-state name

例：

ステップ 7
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目的コマンドまたはアクション

switch(config-applet)# show event
manager policy-state ethport

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 8

EEMパブリッシャとしての syslogの設定
EEMパブリッシャとして syslogを設定すると、スイッチから syslogメッセージをモニターで
きます。

syslogメッセージをモニターする検索文字列の最大数は 10です。（注）

始める前に

• EEMが syslogによる登録で利用できることを確認します。

• syslogデーモンが設定され、実行されていることを確認します。

手順の概要

1. configure terminal
2. event manager applet applet-name

3. event syslog [tag tag] {occurs number | period seconds | pattern msg-text | priority priority}
4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

EEMにアプレットを登録し、アプレットコンフィ
ギュレーションモードを開始します。

event manager applet applet-name

例：

ステップ 2

switch(config)# event manager applet abc
switch (config-appliet)#
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目的コマンドまたはアクション

EEMにアプレットを登録し、アプレットコンフィ
ギュレーションモードを開始します。

event syslog [tag tag] {occurs number | period seconds |
pattern msg-text | priority priority}

例：

ステップ 3

switch(config-applet)# event syslog occurs 10

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） copy running-config startup-config

例：

switch(config)# copy running-config startup-config

ステップ 4

次のタスク

EEM設定を確認します。

Embedded Event Managerの設定確認
次のいずれかのコマンドを使用して、設定を確認します。

目的コマンド

イベントマネージャの環境変数に関する情報

を表示します。

show event manager environment [variable-name
| all]

イベントマネージャのイベントタイプに関す

る情報を表示します。

show event manager event-types [event | all |
module slot]

すべてのポリシーについて、イベント履歴を

表示します。

show event manager history events [detail]
[maximum num-events] [severity {catastrophic |
minor | moderate | severe}]

しきい値を含め、ポリシーの状態に関する情

報を表示します。

show event manager policy-state policy-name

スクリプトポリシーに関する情報を表示しま

す。

show event manager script system [policy-name
| all]

定義済みシステムポリシーに関する情報を表

示します。

show event manager system-policy [all]

EEMの実行コンフィギュレーションに関する
情報を表示します。

show running-config eem

EEMのスタートアップコンフィギュレーショ
ンに関する情報を表示します。

show startup-config eem
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イベントログの自動収集とバックアップ

自動的に収集されたイベントログは、スイッチのメモリにローカルに保存されます。イベント

ログファイルストレージは、一定期間ファイルを保存する一時バッファです。時間が経過す

ると、バッファのロールオーバーによって次のファイルのためのスペースが確保されます。

ロールオーバーでは、先入れ先出し方式が使用されます。

Cisco NX-OSリリース 9.3(3)以降、EEMは以下の収集およびバックアップ方法を使用します。

•拡張ログファイルの保持

•トリガーベースのイベントログの自動収集

拡張ログファイルの保持

Cisco NX-OSリリース 9.3 (3)以降、すべての Cisco Nexusプラットフォームスイッチは、少な
くとも 8 GBのシステムメモリを備え、イベントロギングファイルの拡張保持をサポートしま
す。ログファイルをスイッチにローカルに保存するか、外部コンテナを介してリモートに保存

すると、ロールオーバーによるイベントログの損失を削減できます。

すべてのサービスの拡張ログファイル保持のイネーブル化

拡張ログファイル保持は、スイッチで実行されているすべてのサービスに対してデフォルトで

有効になっています。スイッチがログファイル保持機能が有効になっていない場合（nobloggerd
log-dumpが構成済み）、次の手順を使用して有効にします。

手順の概要

1. configure terminal
2. bloggerd log-dump all

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

すべてのサービスのログファイル保持機能をイネー

ブルにします。

bloggerd log-dump all

例：

ステップ 2

switch(config)# bloggerd log-dump all
switch(config)#
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例

switch# configure terminal
switch(config)# bloggerd log-dump all
Sending Enable Request to Bloggerd
Bloggerd Log Dump Successfully enabled
switch(config)#

すべてのサービスの拡張ログファイル保持の無効化

拡張ログファイル保持は、スイッチ上のすべてのサービスに対してデフォルトで無効になって

います。スイッチのログファイル保持機能がすべてのサービスに対して有効になっている場合

は、次の手順を実行します。

手順の概要

1. configure terminal
2. no bloggerd log-dump all

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

スイッチ上のすべてのサービスのログファイル保持

機能を無効にします。

no bloggerd log-dump all

例：

ステップ 2

switch(config)# no bloggerd log-dump all
switch(config)#

例

switch# configure terminal
switch(config)# no bloggerd log-dump all
Sending Disable Request to Bloggerd
Bloggerd Log Dump Successfully disabled
switch(config)#

単一サービスの拡張ログファイル保持の有効化

拡張ログファイル保持は、スイッチで実行されているすべてのサービスに対してデフォルトで

有効になっています。スイッチがログファイル保持機能が有効になっていない場合（nobloggerd
log-dump構成済み）、次の手順を使用して単一のサービスに対して有効にします。
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手順の概要

1. show system internal sysmgr service name service-type

2. configure terminal
3. bloggerd log-dump sap number

4. show system internal bloggerd info log-dump-info

手順の詳細

手順

目的コマンドまたはアクション

サービス SA P番号を含む ACL Managerに関する情
報を表示します。

show system internal sysmgr service name service-type

例：

ステップ 1

switch# show system internal sysmgr service name
aclmgr

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 2

switch# configure terminal
switch(config)#

ACL Managerサービスのログファイル保持機能をイ
ネーブルにします。

bloggerd log-dump sap number

例：

ステップ 3

switch(config)# bloggerd log-dump sap 351

スイッチ上のログファイル保持機能に関する情報を

表示します。

show system internal bloggerd info log-dump-info

例：

ステップ 4

switch(config)# show system internal bloggerd info
log-dump-info

例

switch# show system internal sysmgr service name aclmgr
Service "aclmgr" ("aclmgr", 80):

UUID = 0x182, PID = 653, SAP = 351
State: SRV_STATE_HANDSHAKED (entered at time Mon Nov 4 11:10:41 2019).
Restart count: 1
Time of last restart: Mon Nov 4 11:10:39 2019.
The service never crashed since the last reboot.
Tag = N/A
Plugin ID: 0

switch(config)# configure terminal
switch(config)# bloggerd log-dump sap 351
Sending Enable Request to Bloggerd
Bloggerd Log Dump Successfully enabled
switch(config)# show system internal bloggerd info log-dump-info
-------------------------------------------------------------
Log Dump config is READY
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Log Dump is DISABLED for ALL application services in the switch
Exceptions to the above rule (if any) are as follows:
-------------------------------------------------------------
Module | VDC | SAP | Enabled?
-------------------------------------------------------------
1 | 1 | 351 (MTS_SAP_ACLMGR ) | Enabled
-------------------------------------------------------------
-------------------------------------------------------------
Log Dump Throttle Switch-Wide Config:
-------------------------------------
Log Dump Throttle : ENABLED
Minimum buffer rollover count (before throttling) : 5
Maximum allowed rollover count per minute : 1
-------------------------------------------------------------

switch(config)#

拡張ログファイルの表示

スイッチに現在保存されているイベントログファイルを表示するには、次の作業を実行しま

す。

手順の概要

1. dir debug:log-dump/

手順の詳細

手順

目的コマンドまたはアクション

スイッチに現在保存されているイベントログファ

イルを表示します。

dir debug:log-dump/

例：

ステップ 1

switch# dir debug:log-dump/

例

switch# dir debug:log-dump/

3676160 Dec 05 02:43:01 2019 20191205023755_evtlog_archive.tar
3553280 Dec 05 06:05:06 2019 20191205060005_evtlog_archive.tar

Usage for debug://sup-local
913408 bytes used
4329472 bytes free
5242880 bytes total

単一サービスに対する拡張ログファイル保持の無効化

拡張ログファイル保持は、スイッチ上のすべてのサービスに対してデフォルトで有効になって

います。スイッチで単一またはすべてのサービス（Cisco NX-OSリリース9.3(5)ではデフォル
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ト）に対してログファイル保持機能が有効になっている場合に、特定のサービスを無効にする

には、次の手順を実行します。

手順の概要

1. show system internal sysmgr service name service-type

2. configure terminal
3. no bloggerd log-dump sap number

4. show system internal bloggerd info log-dump-info

手順の詳細

手順

目的コマンドまたはアクション

サービス SA P番号を含む ACL Managerに関する情
報を表示します。

show system internal sysmgr service name service-type

例：

ステップ 1

switch# show system internal sysmgr service name
aclmgr

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 2

switch# configure terminal
switch(config)#

ACL Managerサービスのログファイル保持機能を無
効にします。

no bloggerd log-dump sap number

例：

ステップ 3

switch(config)# no bloggerd log-dump sap 351

スイッチ上のログファイル保持機能に関する情報を

表示します。

show system internal bloggerd info log-dump-info

例：

ステップ 4

switch(config)# show system internal bloggerd info
log-dump-info

例

次に、「aclmgr」という名前のサービスの拡張ログファイル保持を無効にする例を示
します。

switch# show system internal sysmgr service name aclmgr
Service "aclmgr" ("aclmgr", 80):

UUID = 0x182, PID = 653, SAP = 351
State: SRV_STATE_HANDSHAKED (entered at time Mon Nov 4 11:10:41 2019).
Restart count: 1
Time of last restart: Mon Nov 4 11:10:39 2019.
The service never crashed since the last reboot.
Tag = N/A
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Plugin ID: 0
switch(config)# configure terminal
switch(config)# no bloggerd log-dump sap 351
Sending Disable Request to Bloggerd
Bloggerd Log Dump Successfully disabled
switch(config)# show system internal bloggerd info log-dump-info
-------------------------------------------------------------
Log Dump config is READY
Log Dump is DISABLED for ALL application services in the switch
Exceptions to the above rule (if any) are as follows:
-------------------------------------------------------------
Module | VDC | SAP | Enabled?
-------------------------------------------------------------
1 | 1 | 351 (MTS_SAP_ACLMGR ) | Disabled
-------------------------------------------------------------
-------------------------------------------------------------
Log Dump Throttle Switch-Wide Config:
-------------------------------------
Log Dump Throttle : ENABLED
Minimum buffer rollover count (before throttling) : 5
Maximum allowed rollover count per minute : 1
-------------------------------------------------------------

switch(config)#

トリガーベースのイベントログの自動収集

トリガーベースのログ収集機能：

•問題発生時に関連データを自動的に収集します。

•コントロールプレーンへの影響なし

•カスタマイズ可能な設定ですか：

•シスコが入力するデフォルト

•収集対象は、ネットワーク管理者または Cisco TACによって、選択的に上書きされま
す。

•イメージのアップグレード時は新しいトリガーを自動的に更新します。

•ログをスイッチにローカルに保存するか、外部サーバにリモートで保存します。

•重大度 0、1、および 2の syslogをサポートします：

•アドホックイベントのカスタム syslog（syslogと接続する自動収集コマンド）

トリガーベースのログファイルの自動収集の有効化

ログファイルのトリガーベースの自動作成を有効にするには、__syslog_trigger_defaultシステ
ムポリシーのオーバーライドポリシーをカスタム YAMLファイルで作成し、情報を収集する
特定のログを定義する必要があります。

ログファイルの自動収集を有効にするカスタム YAMLファイルの作成の詳細については、自
動収集 YAMLファイルの設定（220ページ）を参照してください。
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自動収集 YAMLファイル

EEM機能の actionコマンドで指定される自動収集 YAMLファイルは、さまざまなシステムま
たは機能コンポーネントのアクションを定義します。このファイルは、スイッチディレクト

リ: /bootflash/scriptsにあります。デフォルトのYAMLファイルに加えて、コンポーネント固有
のYAMLファイルを作成し、同じディレクトリに配置できます。コンポーネント固有のYAML
ファイルの命名規則は、 component-name.yamlです。コンポーネント固有のファイルが同じ
ディレクトリに存在する場合は、actionコマンドで指定されたファイルよりも優先されます。
たとえば、アクションファイル bootflash/scripts/platform.yamlがデフォルトアク
ションファイル bootflash/scripts/test.yamlと共に /bootflash/scriptsディレクトリにある
場合、、yamlファイルはデフォルトtest.yamlファイルにあるプラットフォームコンポー
ネントの指示より優先します。

コンポーネントの例としては、ARP、BGP、IS-ISなどがあります。すべてのコンポーネント名
に精通していない場合は、シスコカスタマーサポートに連絡して、コンポーネント固有のア

クション（およびデフォルトの test.yaml test.yamlファイル）の YAMLファイルを定義してく
ださい。

例：

event manager applet test_1 override __syslog_trigger_default
action 1.0 collect test.yaml $_syslog_msg

自動収集 YAMLファイルの設定

YAMLファイルの内容によって、トリガーベースの自動収集時に収集されるデータが決まりま
す。スイッチには YAMLファイルが 1つだけ存在しますが、任意の数のスイッチコンポーネ
ントとメッセージの自動収集メタデータを含めることができます。

スイッチの次のディレクトリで YAMLファイルを見つけます。
/bootflash/scripts

次の例を使用して、トリガーベース収集のYAMLファイルを呼び出します。この例は、ユーザ
定義の YAMLファイルを使用してトリガーベース収集を実行するために最低限必要な設定を
示しています。

switch# show running-config eem
!Command: show running-config eem
!Running configuration last done at: Mon Sep 30 19:34:54 2019
!Time: Mon Sep 30 22:24:55 2019
version 9.3(3) Bios:version 07.59
event manager applet test_1 override __syslog_trigger_default
action 1.0 collect test.yaml $_syslog_msg

上記の例では、「test_1」はアプレットの名前で、「test.yamlが /bootflash/scriptsディレクト
リにあるユーザー設定の YAMLファイルの名前です。

YAMLファイルの例

次に、トリガーベースのイベントログ自動収集機能をサポートする基本的な YAMLファイル
の例を示します。ファイル内のキー/値の定義を次の表に示します。
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YMALファイルに適切なインデントがあることを確認します。ベストプラクティスとして、
スイッチで使用する前に任意の「オンライン YAML検証」を実行します。

（注）

bash-4.3$ cat /bootflash/scripts/test.yaml
version: 1
components:

securityd:
default:

tech-sup: port
commands: show module

platform:
default:

tech-sup: port
commands: show module

説明キー：値

1に設定します。他の番号を使用すると、自動収集スクリプトに互換
性がなくなります。

バージョン：1

以下がスイッチコンポーネントであることを指定するキーワード。コンポーネント：

syslogコンポーネントの名前（securitydは syslogのファシリティ名
です）。

securityd：

コンポーネントに属するすべてのメッセージを識別します。デフォルト：

次のポートモジュールのテクニカルサポートを収集します。

securityd： syslogコンポーネント。
tech-sup：port

次の show moduleコマンド出力を収集します。 securityd： syslogコ
ンポーネント。

コマンド：show
module

syslogコンポーネントの名前（platformは syslogのファシリティ名で
す）。

プラットフォーム：

次のポートモジュールのテクニカルサポートを収集します。platform

syslogコンポーネント。
tech-sup：port

次の show moduleコマンド出力を収集します。 platform syslogコン
ポーネント。

コマンド：show
module

特定のログにのみ自動収集メタデータを関連付けるには、次の例を使用します。たとえば、
SECURITYD-2-FEATURE_ENABLE_DISABLE
securityd:

feature_enable_disable:
tech-sup: security
commands: show module
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説明キー：値

syslogコンポーネントの名前（securitydは syslogのファシリティ名
です）。

securityd：

syslogメッセージのメッセージ ID。feature_enable_disable：

次のセキュリティモジュールのテクニカルサポートを収集します。

securityd syslogコンポーネント。
tech-sup：security

セキュリティ syslogコンポーネントの show moduleコマンド出力を収
集します。

コマンド：show
module

上記の YAMLエントリの syslog出力の例：
2019 Dec 4 12:41:01 n9k-c93108tc-fx %SECURITYD-2-FEATURE_ENABLE_DISABLE: User
has enabled the feature bash-shell

複数の値を指定するには、次の例を使用します。

version: 1
components:

securityd:
default:

commands: show module;show version;show module
tech-sup: port;lldp

複数の showコマンドとテクニカルサポートキーの値を区切るには、セミコロンを使用します
（前の例を参照）。

（注）

Ciscoリリース 10.1（1）以降、 test.yamlは、複数の YAMLファイルが存在するフォルダに
置き換えることができます。フォルダ内のすべての YAMLファイルは、 ComponentName.yaml

命名ルールに従う必要があります。

次の例で、 test.yamlは、次に置き換えられます。 test_folder:

test.yaml:
event manager applet logging2 override __syslog_trigger_default

action 1.0 collect test.yaml rate-limt 30 $_syslog_msg

test_folder:
event manager applet logging2 override __syslog_trigger_default

action 1.0 collect test_folder rate-limt 30 $_syslog_msg

次の例は、 test_folder:

ls /bootflash/scripts/test_folder
bgp.yaml ppm.yaml

コンポーネントあたりの自動収集の量の制限

自動収集の場合、コンポーネントイベントあたりのバンドル数の制限はデフォルトで3に設定
されています。1つのコンポーネントで 3つ以上のイベントが発生すると、イベントはドロッ

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
222

Embedded Event Managerの設定

コンポーネントあたりの自動収集の量の制限



プされ、ステータスメッセージ EVENTLOGLIMITRECHEDが表示されます。イベントログがロール

オーバーすると、コンポーネントイベントの自動収集が再開されます。

例：

switch# show system internal event-logs auto-collect history
DateTime Snapshot ID Syslog Status/Secs/Logsize(Bytes)
2020-Jun-27 07:20:03 1140276903 ACLMGR-0-TEST_SYSLOG EVENTLOGLIMITREACHED
2020-Jun-27 07:15:14 1026359228 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:15:09 384952880 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:13:55 1679333688 ACLMGR-0-TEST_SYSLOG PROCESSED:2:9332278
2020-Jun-27 07:13:52 1679333688 ACLMGR-0-TEST_SYSLOG PROCESSING
2020-Jun-27 07:12:55 502545693 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:12:25 1718497217 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:08:25 1432687513 ACLMGR-0-TEST_SYSLOG PROCESSED:2:10453823
2020-Jun-27 07:08:22 1432687513 ACLMGR-0-TEST_SYSLOG PROCESSING
2020-Jun-27 07:06:16 90042807 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:03:26 1737578642 ACLMGR-0-TEST_SYSLOG RATELIMITED
2020-Jun-27 07:02:56 40101277 ACLMGR-0-TEST_SYSLOG PROCESSED:3:10542045
2020-Jun-27 07:02:52 40101277 ACLMGR-0-TEST_SYSLOG PROCESSING

自動収集ログファイル

自動収集ログファイルについて

YAMLファイルの設定によって、自動収集ログファイルの内容が決まります。収集ログファ
イルで使用されるメモリの量は設定できません。保存後のファイルが消去される頻度は設定で

きます。

自動収集ログファイルは、次のディレクトリに保存されます。

switch# dir bootflash:eem_snapshots
44205843 Sep 25 11:08:04 2019

1480625546_SECURITYD_2_FEATURE_ENABLE_DISABLE_eem_snapshot.tar.gz
Usage for bootflash://sup-local
6940545024 bytes used
44829761536 bytes free
51770306560 bytes total

ログファイルへのアクセス

コマンドキーワード「debug」を使用してログを検索します：

switch# dir debug:///
...

26 Oct 22 10:46:31 2019 log-dump
24 Oct 22 10:46:31 2019 log-snapshot-auto
26 Oct 22 10:46:31 2019 log-snapshot-user

次の表に、ログの場所と保存されるログの種類を示します。

説明場所

このフォルダには、ログロールオーバー時にイベントログが保存されます。log-dump

このフォルダには、syslogイベント0、1、2の自動収集ログが含まれます。log-snapshot-auto
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説明場所

このフォルダには、 bloggerd log-snapshot <>の実行時に収集されたログが

保存されます。

log-snapshot-user

ログロールオーバーで生成されたログファイルを表示するには、次の例を参考にしてくださ

い。

switch# dir debug:log-dump/
debug:log-dump/20191022104656_evtlog_archive.tar
debug:log-dump/20191022111241_evtlog_archive.tar
debug:log-dump/20191022111841_evtlog_archive.tar
debug:log-dump/20191022112431_evtlog_archive.tar
debug:log-dump/20191022113042_evtlog_archive.tar
debug:log-dump/20191022113603_evtlog_archive.tar

ログ tarファイルの解析

tarファイル内のログを解析するには、次の例を参考にしてください。
switch# show system internal event-logs parse
debug:log-dump/20191022104656_evtlog_archive.tar
--------LOGS:/tmp/BLOGGERD0.991453012199/tmp/1-191022104658-191022110741-device_test-M27-V1-I1:0-P884.gz--------
2019 Oct 22 11:07:41.597864 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):Data Space
Limits(bytes): Soft: -1 Ha rd: -1
2019 Oct 22 11:07:41.597857 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):Stack Space
Limits(bytes): Soft: 500000 Hard: 500000
2019 Oct 22 11:07:41.597850 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):AS: 1005952076
-1
2019 Oct 22 11:07:41.597406 E_DEBUG Oct 22 11:07:41 2019(device_test_process_events):Sdwrap
msg unknown
2019 Oct 22 11:07:41.597398 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):Going back to
select
2019 Oct 22 11:07:41.597395 E_DEBUG Oct 22 11:07:41 2019(nvram_test):TestNvram examine
27 blocks
2019 Oct 22 11:07:41.597371 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):Parent: Thread
created test index:4 thread_id:-707265728
2019 Oct 22 11:07:41.597333 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):Node inserted
2019 Oct 22 11:07:41.597328 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):The test index
in diag is 4
2019 Oct 22 11:07:41.597322 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):result severity
level
2019 Oct 22 11:07:41.597316 E_DEBUG Oct 22 11:07:41 2019(diag_test_start):callhome alert
level

次の表に、特定の tarファイルの解析に使用できる追加のキーワードを示します。

説明キーワード

プロセス名で識別されるコンポーネントに属するログをデコードします。component

yy [mm [dd [HH [MM [SS]]]]]形式で指定した、特定の日時のログをデコードし
ます。

from-datetime

デコードする SDWRAPバッファインスタンスのリスト（カンマ区切り）。instance

SUPやLCなどのモジュールからのログをデコードします（モジュール IDを使
用）。

module
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説明キーワード

yy [mm [dd [HH [MM [SS]]]]]形式で指定した、特定の日時までのログをデコー
ドします。

to-datetime

別の場所へログをコピーする

リモートサーバなどの別の場所にログをコピーするには、次の例を参考にしてください。

switch# copy debug:log-dump/20191022104656_evtlog_archive.tar
scp://<ip-adress>/nobackup/<user> vrf management use-kstack
Enter username: user@<ip-address>'s password:
20191022104656_evtlog_archive.tar 100% 130KB
130.0KB/s 00:00
Copy complete, now saving to disk (please wait)...
Copy complete.

自動収集ログファイルの消去

生成されるトリガーベースの自動収集ログには、EventHistoryと EventBundleの 2種類があり
ます。

EventHistoryログの消去ロジック

イベント履歴の場合は、/var/sysmgr/srv_logs/xportフォルダで消去が行われます。250 MBのパー
ティション RAMが、/var/sysmgr/srv_logsディレクトリにマウントされます。

/var/sysmgr/srv_logsのメモリ使用率が、割り当てられた 250 MBの 65％ 未満の場合、ファイル
は消去されません。メモリ使用率が 65％ の制限レベルに達すると、新しいログの保存を続行
するのに十分なメモリが使用可能になるまで、最も古いファイルから消去されます。

EventBundleログの消去ロジック

イベントバンドルの場合、消去ロジックは /bootflash/eem_snapshotsフォルダでの状態に基づい
て実行されます。自動収集されたスナップショットを保存するために、EEM自動収集スクリ
プトは、ブートフラッシュストレージの 5％ を割り当てます。ブートフラッシュ容量の 5%
が使用されると、ログは消去されます。

新しい自動収集ログが利用可能になっているものの、ブートフラッシュに保存するスペースが

ない場合（すでに 5％ の容量に達している）、システムは次のことを確認します。

1. 12時間以上経過した既存の自動収集ファイルがある場合、システムはファイルを削除し、
新しいログをコピーします。

2. 既存の自動収集ファイルが 12時間未満の場合、新しく収集されたログは保存されずに廃
棄されます。

デフォルトパージ時間である 12時間は、次のコマンドを使用して変更できます。コマンドで
指定する時間は分単位です。

switch(config)# event manager applet test override __syslog_trigger_default
switch(config-applet)# action 1.0 collect test.yaml purge-time 300 $_syslog_msg
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event managerコマンド： testは、ポリシーの名前の例です。 __syslog_trigger_defaultは、オー
バーライドするシステムポリシーの名前です。この名前は、二重アンダースコア（__）で始ま
る必要があります。

actionコマンド： 1.0は、アクションが実行される順序の番号の例です。 collect YAMLファイ
ルを使用してデータが収集されることを示します。 test.yamlは、YAMLファイルの名前の例
です。 $_syslog_msgは、コンポーネントの名前を示しています。

どの時点でも、進行中のトリガーベースの自動収集イベントは1つだけです。自動収集がすで
に発生しているときに別の新しいログイベントを保存しようとすると、新しいログイベント

は破棄されます。

（注）

デフォルトでは、トリガーベースのバンドルは 5分（300秒）ごとに 1つだけ収集されます。
このレート制限は、次のコマンドでも設定できます。コマンドで指定する時間は秒単位です。

switch(config)# event manager applet test override __syslog_trigger_default
switch(config-applet)# action 1.0 collect test.yaml rate-limit 600 $_syslog_msg

event managerコマンド： testは、ポリシーの名前の例です。 __syslog_trigger_defaultは、オー
バーライドするシステムポリシーの名前の例です。この名前は、二重アンダースコア（__）で
始まる必要があります。

actionコマンド： 1.0は、アクションが実行される順序の番号の例です。 collect YAMLファイ
ルを使用してデータが収集されることを示します。 test.yamlは、YAMLファイルの名前の例
です。 $_syslog_msgは、コンポーネントの名前を示しています。

リリース 10.1(1)以降では、トリガーの最大数オプションを使用して収集レートを調整するこ
ともできます。これは、この数のトリガーだけを保つものです。 max-triggers の値に達する
と、syslogが発生しても、これ以上バンドルは収集されなくなります。

event manager applet test_1 override __syslog_trigger_default
action 1.0 collect test.yaml rate-limt 30 max-triggers 5 $_syslog_msg

debug:log-snapshot-auto/から自動収集されたバンドルを削除した後、次のイベントが発生し

たとき max-triggers 構成済みの数字に基づいてコレクションが再起動します。

（注）

自動収集の統計情報と履歴

トリガーベースの収集統計情報の例を次に示します。

switch# show system internal event-logs auto-collect statistics
---------------------EEM Auto Collection Statistics--------------------
Syslog Parse Successful :88 Syslog Parse Failure :0
Syslog Ratelimited :0 Rate Limit Check Failed :0
Syslog Dropped(Last Action In Prog) :53 Storage Limit Reached :0
User Yaml Action File Unavailable :0 User Yaml Parse Successful :35
User Yaml Parse Error :0 Sys Yaml Action File Unavailable :11
Sys Yaml Parse Successful :3 Sys Yaml Parse Error :0
Yaml Action Not Defined :0 Syslog Processing Initiated :24
Log Collection Failed :0 Tar Creation Error :0
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Signal Interrupt :0 Script Exception :0
Syslog Processed Successfully :24 Logfiles Purged :0

次の例は、CLIコマンドを使用して取得されたトリガーベースの収集履歴（処理された syslog
数、処理時間、収集されたデータのサイズ）を示しています。

switch# show system internal event-logs auto-collect history
DateTime Snapshot ID Syslog Status/Secs/Logsize(Bytes)
2019-Dec-04 05:30:32 1310232084 VPC-0-TEST_SYSLOG PROCESSED:9:22312929
2019-Dec-04 05:30:22 1310232084 VPC-0-TEST_SYSLOG PROCESSING
2019-Dec-04 04:30:13 1618762270 ACLMGR-0-TEST_SYSLOG PROCESSED:173:33194665
2019-Dec-04 04:28:47 897805674 SYSLOG-1-SYSTEM_MSG DROPPED-LASTACTIONINPROG
2019-Dec-04 04:28:47 947981421 SYSLOG-1-SYSTEM_MSG DROPPED-LASTACTIONINPROG
2019-Dec-04 04:27:19 1618762270 ACLMGR-0-TEST_SYSLOG PROCESSING
2019-Dec-04 02:17:16 1957148102 CARDCLIENT-2-FPGA_BOOT_GOLDEN NOYAMLFILEFOUND

トリガーベースのログ収集の確認

トリガーベースのログ収集機能が有効になっていることを確認するには、この例では、 show
event manager system-policy | i triggerコマンドを入力します：

switch# show event manager system-policy | i trigger n 2
Name : __syslog_trigger_default

Description : Default policy for trigger based logging
Overridable : Yes
Event type : 0x2101

トリガーベースのログファイル生成の確認

トリガーベースの自動収集機能によってイベントログファイルが生成されたかどうかを確認

できます。次の例のいずれかのコマンドを入力します。

switch# dir bootflash:eem_snapshots
9162547 Nov 12 22:33:15 2019
1006309316_SECURITYD_2_FEATURE_ENABLE_DISABLE_eem_snapshot.tar.gz

Usage for bootflash://sup-local
8911929344 bytes used
3555950592 bytes free
12467879936 bytes total

switch# dir debug:log-snapshot-auto/
63435992 Dec 03 06:28:52 2019
20191203062841_1394408030_PLATFORM_2_MOD_PWRDN_eem_snapshot.tar.gz

Usage for debug://sup-local
544768 bytes used
4698112 bytes free
5242880 bytes total

ローカルログファイルのストレージ

ローカルログファイルのストレージ機能：

•ローカルデータストレージ時間の量は、導入の規模とタイプによって異なります。モジュ
ラスイッチと非モジュラスイッチの両方で、ストレージ時間は 15分から数時間のデータ
です。長期間にわたる関連ログを収集するには、次の手順を実行します。

•必要な特定のサービス/機能に対してのみイベントログの保持を有効にします。詳細
は、単一サービスの拡張ログファイル保持の有効化 （215ページ）。
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•スイッチから内部イベントログをエクスポートします。詳細は、外部ログファイル
のストレージ（230ページ）。

•圧縮されたログは RAMに保存されます。

• 250MBのメモリは、ログファイルストレージ用に予約されています。

•ログファイルは tar形式で最適化されます（5分ごとに 1ファイルまたは 10 MBのいずれ
か早い方）。

•スナップショット収集を許可します。

最近のログファイルのローカルコピーの生成

拡張ログファイル保持は、スイッチで実行されているすべてのサービスに対してデフォルトで

有効になっています。ローカルストレージの場合、ログファイルは、フラッシュメモリに保

存されます。次の手順を使用して、最新のイベントログファイルのうち最大 10個のイベント
ログファイルを生成します。

手順の概要

1. bloggerd log-snapshot [ file-name ] [ bootflash: file-path | logflash: file-path | usb1: ] [ size file-size
] [ time minutes ]

手順の詳細

手順

目的コマンドまたはアクション

スイッチに保存されている最新の 10個のイベント
ログのスナップショットバンドルファイルを作成

bloggerd log-snapshot [ file-name ] [ bootflash: file-path
| logflash: file-path | usb1: ] [ size file-size ] [ time minutes
]

ステップ 1

します。この操作のデフォルトのストレージは、

logflashです。例：

switch# bloggerd log-snapshot snapshot1 file-name：生成されたスナップショットログファイ
ルバンドルのファイル名。次には最大 64文字を使
用します。 file-nameです。

（注）

この変数はオプションです。設定されていない場

合、システムはタイムスタンプと

「_snapshot_bundle.tar」をファイル名として適用し
ます。例：

20200605161704_snapshot_bundle.tar

bootflash: file-path：スナップショットログファイル
バンドルがブートフラッシュに保存されているファ

イルパス。次の初期パスのいずれかを選択します。
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目的コマンドまたはアクション

• bootflash:///

• bootflash://module-1/

• bootflash://sup-1/

• bootflash://sup-active/

• bootflash://sup-local/

logflash: file-path：スナップショットログファイル
バンドルがログフラッシュに保存されるファイル

パス。次の初期パスのいずれかを選択します。

• logflash:///

• logflash://module-1/

• logflash://sup-1/

• logflash://sup-active/

• logflash://sup-local/

usb1:：USBデバイス上のスナップショットログ
ファイルバンドルが保存されているファイルパス。

size file-size：メガバイト（MB）単位のサイズに基
づくスナップショットログファイルバンドル。範

囲は 5MB〜250MBです。

time minutes：最後の x時間（分）に基づくスナップ
ショットログファイルバンドル。範囲は 1～ 30分
です。

例

switch# bloggerd log-snapshot snapshot1
Snapshot generated at logflash:evt_log_snapshot/snapshot1_snapshot_bundle.tar Please
cleanup once done.
switch#
switch# dir logflash:evt_log_snapshot
159098880 Dec 05 06:40:24 2019 snapshot1_snapshot_bundle.tar
159354880 Dec 05 06:40:40 2019 snapshot2_snapshot_bundle.tar

Usage for logflash://sup-local
759865344 bytes used
5697142784 bytes free
6457008128 bytes total

次の例のコマンドを使用して、同じファイルを表示します。

switch# dir debug:log-snapshot-user/
159098880 Dec 05 06:40:24 2019 snapshot1_snapshot_bundle.tar
159354880 Dec 05 06:40:40 2019 snapshot2_snapshot_bundle.tar
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Usage for debug://sup-local
929792 bytes used
4313088 bytes free
5242880 bytes total

ファイル名は、例の最後に示されています。個々のログファイルは、生成された日時

によっても識別されます。

（注）

リリース 10.1(1)以降、LCコアファイルには、 log-snapshotバンドルが含まれていま

す。値は、 log-snapshotバンドルファイル名は、 tac_snapshot_bundle.tar.gzです。

次に例を示します。

bash-4.2$ tar -tvf 1610003655_0x102_aclqos_log.17194.tar.gz
drwxrwxrwx root/root 0 2021-01-07 12:44 pss/
-rw-rw-rw- root/root 107 2021-01-07 12:44 pss/dev_shm_aclqos_runtime_info_lc.gz
-rw-rw-rw- root/root 107 2021-01-07 12:44 pss/dev_shm_aclqos_runtime_cfg_lc.gz
-rw-rw-rw- root/root 107 2021-01-07 12:44 pss/dev_shm_aclqos_debug.gz
-rw-rw-rw- root/root 129583 2021-01-07 12:44 pss/clqosdb_ver1_0_user.gz
-rw-rw-rw- root/root 20291 2021-01-07 12:44 pss/clqosdb_ver1_0_node.gz
-rw-rw-rw- root/root 444 2021-01-07 12:44 pss/clqosdb_ver1_0_ctrl.gz
drwxrwxrwx root/root 0 2021-01-07 12:44 proc/
-rw-rw-rw- root/root 15159 2021-01-07 12:44 0x102_aclqos_compress.17194.log.25162
-rw-rw-rw- root/root 9172392 2021-01-07 12:43 0x102_aclqos_core.17194.gz
-rw-rw-rw- root/root 43878 2021-01-07 12:44 0x102_aclqos_df_dmesg.17194.log.gz
-rw-rw-rw- root/root 93 2021-01-07 12:44 0x102_aclqos_log.17194
-rw-rw-rw- root/root 158 2021-01-07 12:44 0x102_aclqos_mcore.17194.log.gz
drwxrwxrwx root/root 0 2021-01-07 12:44 usd17194/
-rw-rw-rw- root/root 11374171 2021-01-07 12:44 tac_snapshot_bundle.tar.gz

外部ログファイルのストレージ

外部サーバソリューションは、ログを安全な方法でオフスイッチに保存する機能を提供しま

す。

外部ストレージ機能を作成するため、Cisco Technical Assistance Center（TAC）に連絡して、外
部サーバソリューションの展開をサポートを求めてください。

（注）

次に、外部ログファイルの保存機能を示します。

•オンデマンドで有効

• HTTPSベースの転送

•ストレージ要件：

•非モジュラスイッチ：300 MB

•モジュラスイッチ：12 GB（1日あたり、スイッチあたり）
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•通常、外部サーバには 10台のスイッチのログが保存されます。ただし、外部サーバでサ
ポートされるスイッチの数に厳密な制限はありません。

外部サーバソリューションには、次の特性があります。

•コントローラレス環境

•セキュリティ証明書の手動管理

•サポートされている 3つの使用例：

•選択したスイッチからのログの継続的な収集

• TACのサポートによる、シスコサーバへのログの展開とアップロード。

•限定的なオンプレミス処理

外部サーバでのログファイルの設定と収集については、Cisco TACにお問い合わせください。（注）

Embedded Event Managerの設定確認
次のいずれかのコマンドを使用して、設定を確認します。

目的コマンド

イベントマネージャの環境変数に関する情報

を表示します。

show event manager environment [variable-name
| all]

イベントマネージャのイベントタイプに関す

る情報を表示します。

show event manager event-types [event | all |
module slot]
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目的コマンド

すべてのポリシーについて、イベント履歴を

表示します。

show event manager history events [detail]
[maximum num-events] [severity {catastrophic |
minor | moderate | severe}]

しきい値を含め、ポリシーの状態に関する情

報を表示します。

show event manager policy-state policy-name

スクリプトポリシーに関する情報を表示しま

す。

show event manager script system [policy-name
| all]

定義済みシステムポリシーに関する情報を表

示します。

show event manager system-policy [all]

EEMの実行コンフィギュレーションに関する
情報を表示します。

show running-config eem

EEMのスタートアップコンフィギュレーショ
ンに関する情報を表示します。

show startup-config eem

Embedded Event Managerの設定例
次に、モジュール3の中断のないアップグレードの障害のしきい値だけを変更することによっ
て、__lcm_module_failureシステムポリシーを上書きする例を示します。また、syslogメッセー
ジも送信します。その他のすべての場合、システムポリシー __lcm_module_failureの設定値が
適用されます。

event manager applet example2 override __lcm_module_failure
event module-failure type hitless-upgrade-failure module 3 count 2

action 1 syslog priority errors msg module 3 "upgrade is not a hitless upgrade!"
action 2 policy-default

次に、__ethpm_link_flapシステムポリシーを上書きし、インターフェイスをシャットダウンす
る例を示します。

event manager applet ethport override __ethpm_link_flap
event policy-default count 2 time 1000
action 1 cli conf t
action 2 cli int et1/1
action 3 cli no shut

次に、ユーザーがデバイスでコンフィギュレーションモードを開始すると、コマンドを実行で

きるが、SNMP通知をトリガーする EEMポリシーを作成する例を示します。
event manager applet TEST

event cli match "conf t"
action 1.0 snmp-trap strdata "Configuration change"
action 2.0 event-default
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EEMポリシーにevent-defaultアクション文を追加する必要があります。この文がないと、EEM
ではコマンドを実行できません。

（注）

次に、EEMポリシーの複数イベントを関連付け、イベントトリガーの組み合わせに基づいて
ポリシーを実行する例を示します。この例では、EEMポリシーは、指定された syslogパター
ンのいずれかが 120秒以内に発生したときにトリガーされます。
event manager applet eem-correlate

event syslog tag one pattern "copy bootflash:.* running-config.*"
event syslog tag two pattern "copy run start"
event syslog tag three pattern "hello"
tag one or two or three happens 1 in 120
action 1.0 reload module 1

その他の参考資料

関連資料

マニュアルタイトル関連項目

『Cisco Nexus 3600 NX-OS Command Reference』EEMコマンド

標準

この機能では、新規の標準がサポートされることも、一部変更された標準がサポートされるこ

ともありません。また、既存の標準に対するサポートが変更されることもありません。
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第 16 章

オンボード障害ロギングの設定

この章は、次の項で構成されています。

• OBFLの概要（235ページ）
• OBFLの前提条件（236ページ）
• OBFLの注意事項と制約事項（236ページ）
• OBFLのデフォルト設定（236ページ）
• OBFLの設定（237ページ）
• OBFL設定の確認（239ページ）
• OBFLのコンフィギュレーション例（240ページ）
•その他の参考資料（241ページ）

OBFLの概要
Cisco NX-OSには永続ストレージに障害データを記録する機能があるので、あとから記録され
たデータを取得して表示し、分析できます。このオンボード障害ロギング（OBFL）機能は、
障害および環境情報をモジュールの不揮発性メモリに保管します。この情報は、障害モジュー

ルの分析に役立ちます。

OBFLは次のタイプのデータを保存します。

•最初の電源投入時刻

•モジュールのシャーシスロット番号

•モジュールの初期温度

•ファームウェア、BIOS、FPGA、および ASICのバージョン

•モジュールのシリアル番号

•クラッシュのスタックトレース

• CPU hog情報

•メモリリーク情報
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•ソフトウェアエラーメッセージ

•ハードウェア例外ログ

•環境履歴

• OBFL固有の履歴情報

• ASIC割り込みおよびエラー統計の履歴

• ASICレジスタダンプ

OBFLの前提条件
network-adminユーザ権限が必要です。

OBFLの注意事項と制約事項
OBFLに関する注意事項および制約事項は、次のとおりです。

• OBFLはデフォルトでイネーブルになっています。

• OBFLフラッシュがサポートする書き込みおよび消去の回数には制限があります。イネー
ブルにするロギング数が多いほど、この書き込みおよび消去回数に早く達してしまいま

す。

•値は、 show system reset-reason module module numコマンドでは、モジュール障害の場合
にリセット理由が表示されません。モジュール reset-reasonの永続的なストレージがない
ため、このコマンドはリブート後は有効ではありません。例外ログは永続ストレージで利

用できるため、再起動後、 show logging onboard exception-logコマンドを使用してリセッ
ト理由を表示できます。

この機能の Cisco NX-OSコマンドは、Cisco IOSのコマンドとは異なる場合があるので注意し
てください。

（注）

OBFLのデフォルト設定
次の表に、VACLパラメータのデフォルト設定を示します。

デフォルトパラメータ

すべての機能がイネーブルOBFL
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OBFLの設定
Cisco NX-OSデバイス上で OBFL機能を設定できます。

始める前に

グローバルコンフィギュレーションモードになっていることを確認します。

手順の概要

1. configure terminal
2. hw-module logging onboard
3. hw-module logging onboard counter-stats
4. hw-module logging onboard cpuhog
5. hw-module logging onboard environmental-history
6. hw-module logging onboard error-stats
7. hw-module logging onboard interrupt-stats
8. hw-module logging onboard module slot

9. hw-module logging onboard obfl-logs

10. （任意） show logging onboard

11. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

すべての OBFL機能をイネーブルにします。hw-module logging onboard

例：

ステップ 2

switch(config)# hw-module logging onboard
Module: 7 Enabling ... was successful.
Module: 10 Enabling ... was successful.
Module: 12 Enabling ... was successful.

OBFLカウンタ統計情報を有効にします。hw-module logging onboard counter-stats

例：

ステップ 3

switch(config)# hw-module logging onboard
counter-stats
Module: 7 Enabling counter-stats ... was
successful.
Module: 10 Enabling counter-stats ... was
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目的コマンドまたはアクション

successful.
Module: 12 Enabling counter-stats ... was
successful.

OBFL CPU hogイベントを有効にします。hw-module logging onboard cpuhog

例：

ステップ 4

switch(config)# hw-module logging onboard cpuhog
Module: 7 Enabling cpu-hog ... was successful.
Module: 10 Enabling cpu-hog ... was successful.
Module: 12 Enabling cpu-hog ... was successful.

OBFL環境履歴をイネーブルにします。hw-module logging onboard environmental-history

例：

ステップ 5

switch(config)# hw-module logging onboard
environmental-history
Module: 7 Enabling environmental-history ... was
successful.
Module: 10 Enabling environmental-history ...
was successful.
Module: 12 Enabling environmental-history ...
was successful.

OBFLエラー統計をイネーブルにします。hw-module logging onboard error-stats

例：

ステップ 6

switch(config)# hw-module logging onboard
error-stats
Module: 7 Enabling error-stats ... was
successful.
Module: 10 Enabling error-stats ... was
successful.
Module: 12 Enabling error-stats ... was
successful.

OBFL割り込み統計をイネーブルにします。hw-module logging onboard interrupt-stats

例：

ステップ 7

switch(config)# hw-module logging onboard
interrupt-stats
Module: 7 Enabling interrupt-stats ... was
successful.
Module: 10 Enabling interrupt-stats ... was
successful.
Module: 12 Enabling interrupt-stats ... was
successful.

モジュールの OBFL情報をイネーブルにします。hw-module logging onboard module slot

例：

ステップ 8

switch(config)# hw-module logging onboard module
7
Module: 7 Enabling ... was successful.

ブート動作時間、デバイスバージョン、および

OBFL履歴をイネーブルにします。
hw-module logging onboard obfl-logs

例：

ステップ 9
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目的コマンドまたはアクション

switch(config)# hw-module logging onboard
obfl-logs
Module: 7 Enabling obfl-log ... was successful.
Module: 10 Enabling obfl-log ... was successful.
Module: 12 Enabling obfl-log ... was successful.

OBFLに関する情報を表示します。（任意） show logging onboardステップ 10

例：

switch(config)# show logging onboard

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 11

switch(config)# copy running-config
startup-config

OBFL設定の確認
モジュールのフラッシュに保存されているOBFL情報を表示するには、次のいずれかの作業を
行います。

目的コマンド

ブートおよび動作時間の情報を表示します。show logging onboard boot-uptime

すべてのASICカウンタについて、統計情報を
表示します。

show logging onboard counter-stats

OBFLクレジット損失のログを表示します。show logging onboard credit-loss

デバイスバージョン情報を表示します。show logging onboard device-version

指定した終了時刻までの OBFLログを表示し
ます。

show logging onboard endtime

環境履歴を表示します。show logging onboard environmental-history

エラー統計情報を表示します。show logging onboard error-stats

例外ログ情報を表示します。show logging onboard exception-log

割り込み統計情報を表示します。show logging onboard interrupt-stats

指定したモジュールの OBFL情報を表示しま
す。

show logging onboard module slot

履歴情報を表示します。show logging onboard obfl-history

ログ情報を表示します。show logging onboard obfl-logs
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目的コマンド

カーネルスタックトレース情報を表示しま

す。

show logging onboard stack-trace

指定した開始時刻からの OBFLログを表示し
ます。

show logging onboard starttime

OBFLステータス情報を表示します。show logging onboard status

OBFLの構成ステータスを表示するには、 show loggingonboard statusコマンドを使用します。

switch# show logging onboard status
----------------------------
OBFL Status
----------------------------
Switch OBFL Log: Enabled

Module: 4 OBFL Log: Enabled
cpu-hog Enabled
credit-loss Enabled
environmental-history Enabled
error-stats Enabled
exception-log Enabled
interrupt-stats Enabled
mem-leak Enabled
miscellaneous-error Enabled
obfl-log (boot-uptime/device-version/obfl-history) Enabled
register-log Enabled
request-timeout Enabled
stack-trace Enabled
system-health Enabled
timeout-drops Enabled
stack-trace Enabled

Module: 22 OBFL Log: Enabled
cpu-hog Enabled
credit-loss Enabled
environmental-history Enabled
error-stats Enabled
exception-log Enabled
interrupt-stats Enabled
mem-leak Enabled
miscellaneous-error Enabled
obfl-log (boot-uptime/device-version/obfl-history) Enabled
register-log Enabled
request-timeout Enabled
stack-trace Enabled
system-health Enabled
timeout-drops Enabled
stack-trace Enabled

OBFLの構成ステータスを表示するには、 clear logging onboardコマンドを使用して、一覧に
表示されている showコマンドオプションの各ホストの OBFL情報をクリアします。

OBFLのコンフィギュレーション例
モジュール 2で環境情報について OBFLを有効にする例を示します。
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switch# configure terminal
switch(config)# hw-module logging onboard module 2 environmental-history

その他の参考資料

関連資料

マニュアルタイトル関連項目

Cisco Nexus 3600 NX-OS基礎構成ガイドコンフィギュレーションファイル
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第 17 章

SPANの設定

この章は、次の項で構成されています。

• SPANについて, on page 243
• SPAN送信元, on page 244
•送信元ポートの特性, on page 244
• SPAN宛先, on page 245
•接続先ポートの特性, on page 245
• SPANの注意事項および制約事項, on page 245
• SPANセッションの作成または削除, on page 247
•イーサネット宛先ポートの設定, on page 247
•送信元ポートの設定, on page 249
• SPANトラフィックのレート制限の設定（250ページ）
•送信元ポートチャネルのまたは VLANを構成します。, on page 251
• SPANセッションの説明の設定, on page 252
• SPANセッションのアクティブ化, on page 253
• SPANセッションの一時停止, on page 253
• SPAN情報の表示, on page 254
• SPANのコンフィギュレーション例（255ページ）

SPANについて
スイッチドポートアナライザ（SPAN）機能（ポートミラーリングまたはポートモニタリン
グとも呼ばれる）は、ネットワークアナライザによる分析のためにネットワークトラフィッ

クを選択します。ネットワークアナライザは、Cisco SwitchProbe、ファイバチャネルアナラ
イザ、またはその他のリモートモニタリング（RMON）プローブです。

スイッチドポートアナライザ（SPAN）機能（ポートミラーリングまたはポートモニタリン
グとも呼ばれる）は、ネットワークアナライザによる分析のためにネットワークトラフィッ

クを選択します。ネットワークアナライザは、Cisco SwitchProbeまたはその他のリモートモ
ニタリング（RMON）プローブです。
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SPAN送信元
SPAN送信元とは、トラフィックをモニタリングできるインターフェイスを表します。Cisco
Nexusデバイスはイーサネット、ポートチャネル、および SPAN送信元として VLANをサ
ポートします。VLANで、指定された VLANでサポートされているすべてのインターフェイ
スは SPAN送信元として含まれています。イーサネット、の送信元インターフェイスで、入
力方向、出力方向、または両方向の SPANトラフィックを選択できます。

•入力送信元（Rx）：この送信元ポートを介してデバイスに入るトラフィックは、SPAN宛
先ポートにコピーされます。

•出力送信元（Tx）：この送信元ポートを介してデバイスから出るトラフィックは、SPAN
宛先ポートにコピーされます。

送信元ポートの特性
送信元ポート（モニタリング対象ポートとも呼ばれる）は、ネットワークトラフィック分析の

ためにモニタリングするスイッチドインターフェイスです。スイッチは、任意の数の入力送信

元ポート（スイッチで使用できる最大数のポート）と任意の数のソース VLANをサポートし
ます。

送信元ポートの特性は、次のとおりです。

•イーサネット、ポートチャネル、または VLANポートタイプにできます。

• VLANの SPAN送信元は、6 VLANSを超えることはできません。

• ACLフィルタが設定されていない場合、方向または SPAN宛先のいずれかが異なってい
れば、複数のセッションに対して同じ送信元を設定することができます。ただし、各SPAN
RXの送信元は、ACLフィルタを使用して、1つの SPANセッションにのみ設定する必要
があります。

•宛先ポートには設定できません。

•モニターする方向（入力、出力、または両方）を設定できます。VLAN送信元の場合、モ
ニタリング方向は入力のみであり、グループ内のすべての物理ポートに適用されます。

VLAN SPANセッションでは RX/TXオプションは使用できません。

• ACLを使用して入力トラフィックをフィルタし、ACL基準に一致する情報のパケットの
みがミラーリングされるようにすることができます。

•同じ VLAN内または異なる VLAN内に存在できます。
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SPAN宛先
SPAN宛先とは、送信元ポートをモニタリングするインターフェイスを表します。Cisco Nexus
3600プラットフォームスイッチは、SPAN宛先としてイーサネットインターフェイスをサポー
トします。

接続先ポートの特性
各ローカルSPANセッションには、送信元ポートからトラフィックのコピーを受信する接続先
ポート（モニタリングポートとも呼ばれる）が必要です。または VLAN。宛先ポートの特性
は、次のとおりです。

•すべての物理ポートが可能です。送信元イーサネット、FCoE、およびファイバチャネル
ポートは宛先ポートにできません。

•すべての物理ポートが可能です。送信元イーサネットおよび FCoEポートは、宛先ポート
にできません。

•送信元ポートにはなれません。

•ポートチャネルにはできません。

• SPANセッションがアクティブなときは、スパニングツリーに参加しません。

•任意の SPANセッションの送信元 VLANに属する場合、送信元リストから除外され、モ
ニタリングされません。

•すべてのモニタリング対象送信元ポートの送受信トラフィックのコピーを受信します。

•同じ宛先インターフェイスを、複数のSPANセッションに使用することはできません。た
だし、インターフェイスはSPANおよびERSPANセッションの宛先として機能できます。

SPANの注意事項および制約事項

スケール情報については、リリース固有の『Cisco Nexus 3600 NX-OS確認済み拡張ガイド』を
参照してください。

Note

SPANには、次の注意事項と制限事項があります。

•同じ送信元（イーサネットまたはポートチャネル）は、複数のセッションの一部にするこ
とができます。宛先が異なる2つのモニターセッションを設定することはできますが、同
じ送信元 VLANはサポートされていません。

•複数の ACLフィルタは、同じ送信元でサポートされます。
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• Cisco Nexus 3600プラットフォームスイッチインターフェイスのアクセスポートの出力
SPANコピーには、常に dot1qヘッダーがあります。

•同じ送信元インターフェイスで 2つの SPANまたは ERSPANセッションを 1つのフィル
タだけで設定することはできません。同じ送信元が複数のSPANまたはERSPANセッショ
ンで使用されている場合は、すべてのセッションに異なるフィルタを設定するか、セッ

ションにフィルタを設定しないでください。

• ACLフィルタリングは、Rx SPANに対してのみサポートされます。Tx SPANは、送信元
インターフェイスで出力されるすべてのトラフィックをミラーリングします。

• TCAMカービングは、Cisco Nexus 3600プラットフォームスイッチの SPAN/ERSPANには
必要ありません。

• ACLフィルタリングは、TCAM（Ternary Content Addressable Memory）幅の制限により、
IPv6およびMAC ACLではサポートされていません。

• SPAN TCAMサイズは、ASICに応じて 128または 256です。1つのエントリがデフォルト
でインストールされ、4つは ERSPAN用に予約されます。

•同じ送信元が複数の SPANセッションで設定されていて、各セッションに ACLフィルタ
が設定されている場合、送信元インターフェイスは、最初のアクティブSPANセッション
に対してのみプログラムされます。その他のセッションの ACEにプログラムされている
ハードウェアエントリは、この送信元インターフェイスには含まれません。

•許可と拒否の両方のアクセスコントロールエントリ（ACE）は、同様に処理されます。
ACEと一致するパケットは、ACLの許可エントリまたは拒否エントリを含んでいるかど
うかに関係なく、ミラーリングされます。

拒否ACEにより、パケットがドロップされることはありません。
SPANセッションに設定されているACLによってのみ、パケット
をミラーリングするかどうかが決まります。

Note

•パフォーマンス向上のため、SPANには RXタイプの送信元トラフィックのみを使用する
ことをお勧めします。RXトラフィックがカットスルーであるのに対し、TXはストアア
ンドフォワードであるためです。したがって、両方向（RXおよび TX）をモニターする
場合、パフォーマンスはRXのみをモニターするときほど良好になりません。両方向のト
ラフィックをモニターする必要がある場合は、より多くの物理ポートでRXをモニターす
ると、トラフィックの両側をキャプチャすることができます。

• Cisco NX-OSリリース 10.2（3）F以降、ACLフィルタは次のプラットフォームスイッチ
でサポートされています。

• N3K-C36180YC-R

• N3K-C3636C-R
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SPANセッションの作成または削除
SPANセッションを作成するためにセッション番号を割り当てるには、monitor sessionコマン
ドを使用します。セッションがすでに存在する場合、既存のセッションにさらに設定情報が追

加されます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# monitor session session-number

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

モニターコンフィギュレーションモードを開始し

ます。既存のセッション設定に新しいセッション設

定が追加されます。

switch(config)# monitor session session-numberステップ 2

Example

次に、SPANモニターセッションを設定する例を示します。
switch# configure terminal
switch(config) # monitor session 2
switch(config) #

イーサネット宛先ポートの設定
SPAN宛先ポートとしてイーサネットインターフェイスを設定できます。

SPAN宛先ポートは、スイッチ上の物理ポートにのみ設定できます。Note

SUMMARY STEPS

1. switch# configure terminal
2. switch(config)# interface ethernet slot/port

3. switch(config-if)# switchport monitor
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4. switch(config-if)# exit
5. switch(config)# monitor session session-number

6. switch(config-monitor)# destination interface ethernet slot/port

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定されたスロットとポートでイーサネットイン

ターフェイスのインターフェイスコンフィギュレー

ションモードを開始します。

switch(config)# interface ethernet slot/portステップ 2

Note
� この switchport monitor � コマンドを仮想イーサ

ネットポートで有効にするには、 � interfacevethernet
slot/port � コマンドを使用できます。

指定されたイーサネットインターフェイスのモニ

ターモードを開始します。ポートがSPAN宛先とし
switch(config-if)# switchport monitorステップ 3

て設定されている場合、プライオリティフロー制御

はディセーブルです。

グローバルコンフィギュレーションモードに戻り

ます。

switch(config-if)# exitステップ 4

指定したSPANセッションのモニターコンフィギュ
レーションモードを開始します。

switch(config)# monitor session session-numberステップ 5

イーサネット SPAN宛先ポートを設定します。switch(config-monitor)# destination interface ethernet
slot/port

ステップ 6

Note
モニターコンフィギュレーションで宛先インター

フェイスとして仮想イーサネットポートを有効に

するには、 destination interface vethernet slot/port
コマンドを使用できます。

Example

次に、イーサネット SPAN宛先ポート（HIF）を設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet100/1/24
switch(config-if)# switchport monitor
switch(config-if)# exit
switch(config)# monitor session 1
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switch(config-monitor)# destination interface ethernet100/1/24
switch(config-monitor)#

次に、仮想イーサネット（VETH）SPAN宛先ポートを設定する例を示します。
switch# configure terminal
switch(config)# interface vethernet10
switch(config-if)# switchport monitor
switch(config-if)# exit
switch(config)# monitor session 2
switch(config-monitor)# destination interface vethernet10
switch(config-monitor)#

送信元ポートの設定
送信元ポートは、イーサネットポートのみに設定できます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # monitor session session-number

3. switch(config-monitor) # source interface type slot/port [rx | tx | both]

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定したモニタリングセッションのモニターコン

フィギュレーションモードを開始します。

switch(config) # monitor session session-numberステップ 2

イーサネット SPANの送信元ポートを追加し、パ
ケットを複製するトラフィック方向を指定します。

switch(config-monitor) # source interface type slot/port
[rx | tx | both]

ステップ 3

イーサネット、ファイバチャネル、またはリモート

対応ファイバチャネルの範囲を入力できます。リ

スト。複製するトラフィック方向を、入力（Rx）、
出力（Tx）、または両方向（both）として指定でき
ます。デフォルトは bothです。

Example

次に、イーサネット SPAN送信元ポートを設定する例を示します。
switch# configure terminal
switch(config)# monitor session 2
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switch(config-monitor)# source interface ethernet 1/16
switch(config-monitor)#

次に、ファイバチャネル SPAN送信元ポートを設定する例を示します。

switch# configure terminal
switch(config)# monitor session 2
switch(config-monitor)# source interface fc 2/1
switch(config-monitor)#

SPANトラフィックのレート制限の設定
モニターセッション全体で SPANトラフィックのレート制限を 1Gbpsに設定することで、モ
ニターされた実稼働トラフィックへの影響を回避できます。

• 1 Gbpsを超えるトラフィックを 1 Gbの SPAN宛先インターフェイスに分散させる場合、
SPAN送信元トラフィックはドロップされません。

• 6 Gbpsを超える（ただし 10 Gbps未満）のトラフィックを 10 Gbの SPAN宛先インター
フェイスに分散させる場合、SPANトラフィックは、宛先またはスニファで 10 Gbpsが可
能な場合でも、1 Gbpsに制限されます。

• SPANは 8ポート（1 ASIC）ごとに 5 Gbpsにレート制限されます。

• RX-SPANは、ポートの RXトラフィックが 5 Gbpsを超える場合は、ポートごとに 0.71
Gbpsにレート制限されます。

手順の概要

1. switch# configure terminal
2. switch(config)# interface ethernet slot/port

3. switch(config-if)# switchport monitor rate-limit 1G
4. switch(config-if)# exit

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

スロット値およびポート値による選択で指定された

イーサネットインターフェイスで、インターフェイ

スコンフィギュレーションモードを開始します。

switch(config)# interface ethernet slot/portステップ 2

（注）
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目的コマンドまたはアクション

これが QSFP+ GEMの場合、 slot/portのシンタック
スは、 slot/QSFP-module/portになります。

レート制限が 1 Gbpsであることを指定します。switch(config-if)# switchport monitor rate-limit 1Gステップ 3

（注）

このコマンドは、Cisco Nexus N3K-C36180YC-Rプ
ラットフォームスイッチではサポートされていま

せん。

グローバルコンフィギュレーションモードに戻り

ます。

switch(config-if)# exitステップ 4

例

次に、イーサネットインターフェイス 1/2の帯域幅を 1 Gbpsに制限する例を示しま
す。

switch(config)# interface ethernet 1/2
switch(config-if)# switchport monitor rate-limit 1G
switch(config-if)#

送信元ポートチャネルのまたは VLANを構成します。
SPANセッションに送信元チャネルを設定できます。これらのポートおよび VLANは、ポー
トチャネルにすることができます。モニタリング方向は入力、出力、またはその両方に設定で

き、グループ内のすべての物理ポートに適用されます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # monitor session session-number

3. switch(config-monitor) # source {interface {port-channel} channel-number [rx | tx | both] | vlan
vlan-range}

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1
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PurposeCommand or Action

指定したSPANセッションのモニターコンフィギュ
レーションモードを開始します。

switch(config) # monitor session session-numberステップ 2

ポートチャネルまたはVLAN送信元を設定します。
VLAN送信元の場合、モニタリング方向は暗黙的で
す。

switch(config-monitor) # source {interface
{port-channel} channel-number [rx | tx | both] | vlan
vlan-range}

ステップ 3

Example

次に、ポートチャネル SPAN送信元を設定する例を示します。
switch# configure terminal
switch(config)# monitor session 2
switch(config-monitor)# source interface port-channel 1 rx
switch(config-monitor)# source interface port-channel 3 tx
switch(config-monitor)# source interface port-channel 5 both
switch(config-monitor)#

次に、VLAN SPAN送信元を設定する例を示します。
switch# configure terminal
switch(config)# monitor session 2
switch(config-monitor)# source vlan 1
switch(config-monitor)#

SPANセッションの説明の設定
参照しやすいように、SPANセッションにわかりやすい名前を付けることができます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # monitor session session-number

3. switch(config-monitor) # description description

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定したSPANセッションのモニターコンフィギュ
レーションモードを開始します。

switch(config) # monitor session session-numberステップ 2

SPANセッションのわかりやすい名前を作成します。switch(config-monitor) # description descriptionステップ 3
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Example

次に、SPANセッションの説明を設定する例を示します。
switch# configure terminal
switch(config) # monitor session 2
switch(config-monitor) # description monitoring ports eth2/2-eth2/4
switch(config-monitor) #

SPANセッションのアクティブ化
デフォルトでは、セションステートは shutのままになります。送信元から宛先へパケットを
コピーするセッションを開くことができます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # no monitor session {all | session-number} shut

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定された SPANセッションまたはすべてのセッ
ションを開始します。

switch(config) # no monitor session {all | session-number}
shut

ステップ 2

Example

次に、SPANセッションをアクティブにする例を示します。
switch# configure terminal
switch(config) # no monitor session 3 shut

SPANセッションの一時停止
デフォルトでは、セッション状態は shutです。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # monitor session {all | session-number} shut
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

指定された SPANセッションまたはすべてのセッ
ションを一時停止します。

switch(config) # monitor session {all | session-number}
shut

ステップ 2

Example

次に、SPANセッションを一時停止する例を示します。
switch# configure terminal
switch(config) # monitor session 3 shut
switch(config) #

SPAN情報の表示
SUMMARY STEPS

1. switch# show monitor [session {all | session-number | range session-range} [brief]]

DETAILED STEPS

Procedure

PurposeCommand or Action

SPAN設定を表示します。switch# show monitor [session {all | session-number |
range session-range} [brief]]

ステップ 1

Example

次に、SPANセッションの情報を表示する例を示します。
switch# show monitor
SESSION STATE REASON DESCRIPTION
------- ----------- ---------------------- --------------------------------
2 up The session is up
3 down Session suspended
4 down No hardware resource

次に、SPANセッションの詳細を表示する例を示します。
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switch# show monitor session 2
session 2

---------------
type : local
state : up
source intf :

source VLANs :
rx : 100
tx :
both :

destination ports : Eth3/1

SPANのコンフィギュレーション例

SPANセッションのコンフィギュレーション例
SPANセッションを設定する手順は、次のとおりです。

手順の概要

1. アクセスモードで宛先ポートを設定し、SPANモニタリングをイネーブルにします。
2. SPANセッションを設定します。

手順の詳細

手順

ステップ 1 アクセスモードで宛先ポートを設定し、SPANモニタリングをイネーブルにします。

例：

switch# configure terminal
switch(config)# interface ethernet 2/5
switch(config-if)# switchport
switch(config-if)# switchport monitor
switch(config-if)# no shut
switch(config-if)# exit
switch(config)#

ステップ 2 SPANセッションを設定します。

例：

switch(config)# no monitor session 3
switch(config)# monitor session 3
switch(config-monitor)# source interface ethernet 2/1-3, ethernet 3/1 rx
switch(config-monitor)# source interface port-channel 2
switch(config-monitor)# source interface sup-eth 0 both
switch(config-monitor)# source vlan 3, 6-8 rx
switch(config-monitor)# source interface ethernet 101/1/1-3
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switch(config-monitor)# destination interface ethernet 2/5
switch(config-monitor)# no shut
switch(config-monitor)# exit
switch(config)# show monitor session 3
switch(config)# copy running-config startup-config

単一方向 SPANセッションの設定例
単一方向 SPANセッションを設定するには、次の手順を実行します。

手順の概要

1. アクセスモードで宛先ポートを設定し、SPANモニタリングをイネーブルにします。
2. SPANセッションを設定します。

手順の詳細

手順

ステップ 1 アクセスモードで宛先ポートを設定し、SPANモニタリングをイネーブルにします。

例：

switch# configure terminal
switch(config)# interface ethernet 2/5
switch(config-if)# switchport
switch(config-if)# switchport monitor
switch(config-if)# no shut
switch(config-if)# exit
switch(config)#

ステップ 2 SPANセッションを設定します。

例：

switch(config)# no monitor session 3
switch(config)# monitor session 3 rx
switch(config-monitor)# source interface ethernet 2/1-3, ethernet 3/1 rx
switch(config-monitor)# filter vlan 3-5, 7
switch(config-monitor)# destination interface ethernet 2/5
switch(config-monitor)# no shut
switch(config-monitor)# exit
switch(config)# show monitor session 3
switch(config)# copy running-config startup-config
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SPAN ACLの設定例
次に、SPAN ACLを設定する例を示します。
switch# configure terminal
switch(config)# ip access-list match_11_pkts
switch(config-acl)# permit ip 11.0.0.0 0.255.255.255 any
switch(config-acl)# exit
switch(config)# ip access-list match_12_pkts
switch(config-acl)# permit ip 12.0.0.0 0.255.255.255 any
switch(config-acl)# exit
switch(config)# vlan access-map span_filter 5
switch(config-access-map)# match ip address match_11_pkts
switch(config-access-map)# action forward
switch(config-access-map)# exit
switch(config)# vlan access-map span_filter 10
switch(config-access-map)# match ip address match_12_pkts
switch(config-access-map)# action forward
switch(config-access-map)# exit
switch(config)# monitor session 1
switch(config-erspan-src)# filter access-group span_filter

UDFベース SPANの設定例
次に、以下の一致基準を使用して、カプセル化された IP-in-IPパケットの内部TCPフラグで照
合する UDFベース SPANを設定する例を示します。

•外部送信元 IPアドレス：10.0.0.2

•内部 TCPフラグ：緊急 TCPフラグを設定

•バイト：Eth Hdr（14）+外部 IP（20）+内部 IP（20）+内部 TCP（20、ただし、13番目の
バイトの TCPフラグ）

•パケットの先頭からのオフセット：14 + 20 + 20 + 13 = 67

• UDFの照合値：0x20

• UDFマスク：0xFF

udf udf_tcpflags packet-start 67 1
hardware access-list tcam region racl qualify udf udf_tcpflags
copy running-config startup-config
reload
ip access-list acl-udf
permit ip 10.0.0.2/32 any udf udf_tcpflags 0x20 0xff

monitor session 1
source interface Ethernet 1/1
filter access-group acl-udf

次に、以下の一致基準を使用して、レイヤ 4ヘッダーの先頭から 6バイト目のパケット署名
（DEADBEEF）と通常の IPパケットを照合するUDFベース SPANを設定する例を示します。

•外部送信元 IPアドレス：10.0.0.2

•内部 TCPフラグ：緊急 TCPフラグを設定
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•バイト：Eth Hdr（14）+ IP（20）+ TCP（20）+ペイロード：112233445566DEADBEEF7788

•レイヤ 4ヘッダーの先頭からのオフセット：20 + 6 = 26

• UDFの照合値：0xDEADBEEF（2バイトのチャンクおよび 2つの UDFに分割）

• UDFマスク：0xFFFFFFFF

udf udf_pktsig_msb header outer l4 26 2
udf udf_pktsig_lsb header outer l4 28 2
hardware access-list tcam region racl qualify udf udf_pktsig_msb udf_pktsig_lsb
copy running-config startup-config
reload
ip access-list acl-udf-pktsig
permit udf udf_pktsig_msb 0xDEAD 0xFFFF udf udf_pktsig_lsb 0xBEEF 0xFFFF

monitor session 1
source interface Ethernet 1/1
filter access-group acl-udf-pktsig
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第 18 章

ERSPANの設定

この章は、次の内容で構成されています。

• ERSPANについて（259ページ）
• ERSPANの前提条件（260ページ）
• ERSPANの注意事項および制約事項（260ページ）
• ERSPANのデフォルト設定（264ページ）
• ERSPANの設定（264ページ）
• ERSPANの設定例（279ページ）
•その他の参考資料（281ページ）

ERSPANについて
ERSPANは、ERSPAN送信元セッション、ルーティング可能な ERSPAN Generic Routing
Encapsulation（GRE）カプセル化トラフィック、およびERSPAN宛先セッションで構成されて
います。異なるスイッチで ERSPAN送信元セッションおよび宛先セッションを個別に設定す
ることができます。ACLを使用し、入力トラフィックをフィルタ処理するように ERSPAN送
信元セッションを設定することもできます。

ERSPAN送信元
トラフィックをモニタできるモニタ元インターフェイスのことをERSPAN送信元と呼びます。
送信元では、監視するトラフィックを指定し、さらに入力、出力、または両方向のトラフィッ

クをコピーするかどうかを指定します。ERSPAN送信元には次のものが含まれます。

•イーサネットポート、ポートチャネル、およびサブインターフェイス。

• VLAN：VLANがERSPAN送信元として指定されている場合、VLANでサポートされてい
るすべてのインターフェイスが ERSPAN送信元となります。

ERSPAN送信元ポートには、次の特性があります。

•送信元ポートとして設定されたポートを宛先ポートとしても設定することはできません。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
259



• ERSPANは送信元に関係なく、スーパーバイザによって生成されるパケットをモニターし
ません。

• ACLを使用して送信元ポートで入力トラフィックをフィルタし、ACL基準に一致する情
報のパケットのみがミラーリングされるようにすることができます。

マルチ ERSPANセッション
最大18個のERSPANセッションを定義できますが、同時に作動できるのは最大4個のERSPAN
またはSPANセッションのみです。受信ソースと送信ソースの両方が同じセッションに設定さ
れている場合、同時に作動できるのは 2つの ERSPANまたは SPANセッションのみです。未
使用の ERSPANセッションはシャットダウンもできます。

ERSPANセッションのシャットダウンについては、 ERSPANセッションのシャットダウンま
たはアクティブ化（276ページ）を参照してください。

高可用性

SPAN機能はステートレスおよびステートフルリスタートをサポートします。リブートまたは
スーパーバイザスイッチオーバー後に、実行コンフィギュレーションを適用します。

ERSPANの前提条件
ERSPANの前提条件は、次のとおりです。

特定のERSPAN構成をサポートするには、まず各デバイス上でポートのイーサネットインター
フェイスを構成する必要があります。詳細については、お使いのプラットフォームのインター

フェイスコンフィギュレーションガイドを参照してください。

ERSPANの注意事項および制約事項

スケール情報については、リリース固有の『Cisco Nexus 3600 NX-OS確認済み拡張ガイド』を
参照してください。

（注）

ERSPAN設定時の注意事項と制限事項は次のとおりです。

•同じ送信元は、複数のセッションの一部にすることができます。

•複数の ACLフィルタは、同じ送信元でサポートされます。

• ERSPANは次をサポートしています。

• 4～ 6個のトンネル
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•トンネルなしパケット

• IPinIPトンネル

• IPv4トンネル（制限あり）

• ERSPAN送信元セッションタイプ（パケットは、汎用ルーティングカプセル化（GRE）
トンネルパケットとしてカプセル化され、IPネットワークで送信されます。ただし、
他のシスコデバイスとは異なり、ERSPANヘッダーはパケットに追加されません。）。

• ERSPANパケットは、カプセル化されたミラーパケットがレイヤ 2 MTUのチェックに失
敗した場合、ドロップされます。

•出力カプセルでは 112バイトの制限があります。この制限を超えるパケットはドロップさ
れます。このシナリオは、トンネルとミラーリングが混在する場合に発生することがあり

ます。

• ERSPANセッションは複数のローカルセッションで共有されます。最大 18セッションが
設定できます。ただし、同時に動作できるのは最大4セッションのみです。受信ソースと
送信ソースの両方が同じセッションで設定されている場合、2セッションのみが動作でき
ます。

• ERSPANおよび ERSPAN ACLは、スーパーバイザが生成したパケットではサポートされ
ません。

• ERSPANおよび ERSPAN（ACLフィルタリングあり）は、スーパーバイザが生成したパ
ケットではサポートされません。

• ACLフィルタリングは、Rx ERSPANに対してのみサポートされます。Tx ERSPANは、送
信元インターフェイスで出力されるすべてのトラフィックをミラーリングします。

• ACLフィルタリングは、TCAM幅の制限があるため、IPv6およびMAC ACLではサポー
トされません。

•同じ送信元が複数の ERSPANセッションで構成されていて、各セッションに ACLフィル
タが構成されている場合、送信元インターフェイスは、最初のアクティブ ERSPANセッ
ションに対してのみプログラムされます。その他のセッションに属する ACEには、この
送信元インターフェイスはプログラムされません。

•同じ送信元を使用するようにERSPANセッションおよびローカルSPANセッション（filter
access-groupおよび allow-sharingオプションを使用）を設定する場合は、設定を保存して
スイッチをリロードすると、ローカル SPANセッションがダウンします。

•モニターセッションの filter access-groupを使用する VLANアクセスマップ設定では、ド
ロップアクションはサポートされていません。モニターセッションでドロップアクショ

ンのあるVLANアクセスマップに filter access-groupが設定されている場合、モニターセッ
ションはエラー状態になります。

•許可 ACEと拒否 ACEは、どちらも同様に処理されます。ACEと一致するパケットは、
ACLの許可エントリまたは拒否エントリを含んでいるかどうかに関係なく、ミラーリング
されます。
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• ERSPANは、管理ポートではサポートされません。

•宛先ポートは、一度に 1つの ERSPANセッションだけで設定できます。

•ポートを送信元ポートと宛先ポートの両方として設定することはできません。

• 1つの ERSPANセッションに、次の送信元を組み合わせて使用できます。

•イーサネットポートまたはポートチャネル（サブインターフェイスを除く）。

•ポートチャネルサブインターフェイスに割り当てることのできる VLANまたはポー
トチャネル。

•コントロールプレーン CPUへのポートチャネル。

ERSPANは送信元に関係なく、スーパーバイザによって生成され
るパケットをモニターしません。

（注）

•宛先ポートはスパニングツリーインスタンスまたはレイヤ3プロトコルに参加しません。

• ERSPANセッションに、送信方向または送受信方向でモニターされている送信元ポートが
含まれている場合、パケットが実際にはその送信元ポートで送信されなくても、これらの

ポートを受け取るパケットが ERSPANの宛先ポートに複製される可能性があります。送
信元ポート上でのこの動作の例を、次に示します。

•フラッディングから発生するトラフィック

•ブロードキャストおよびマルチキャストトラフィック

•入力と出力の両方が設定されている VLAN ERSPANセッションでは、パケットが同じ
VLAN上でスイッチングされる場合に、宛先ポートから 2つのパケット（入力側から 1
つ、出力側から 1つ）が転送されます。

• VLAN ERSPANがモニタするのは、VLANのレイヤ 2ポートを出入りするトラフィックだ
けです。

• Cisco Nexus 3600プラットフォームスイッチが ERSPAN宛先の場合、GREヘッダーは、
終端ポイントからミラーパケットが送信される前には削除されません。パケットは、GRE
パケットであるGREヘッダー、およびGREペイロードである元のパケットとともに送信
されます。

• ERSPAN送信元セッションの出力インターフェイスは、 show monitor session
<session-number> CLIコマンドの出力に表示されるようになりました。出力インターフェ
イスには、物理ポートまたはport-channelを指定できます。ECMPの場合、ECMPメンバー
内の1つのインターフェイスが出力に表示されます。この特定のインターフェイスがトラ
フィックの出力に使用されます。

• TCAMカービングは、Cisco Nexus 3600プラットフォームスイッチの SPAN/ERSPANには
必要ありません。
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• SPAN/ERSPAN ACL統計情報は、 show monitor filter-listコマンドと同様です。このコマ
ンドの出力には、SPAN TCAMの統計情報とともにすべてのエントリが表示されます。
ACL名は表示されず、エントリのみ出力に表示されます。 clear monitor filter-list statistics
コマンドと同様です。出力は、 show ip access-listコマンドと同様です。Cisco Nexus 3600
プラットフォームスイッチは、ACLレベルごとの統計情報をサポートしていません。こ
の機能強化は、ローカル SPANおよび ERSPANの両方でサポートされています。

• CPUとやりとりされるトラフィックはスパニングされます。その他のインターフェイス
SPANに似ています。この機能強化は、ローカル SPANでのみサポートされています。
ACL送信元ではサポートされていません。Cisco Nexus 3600プラットフォームスイッチ
は、CPUから送信される（RCPU.dest_port != 0）ヘッダー付きのパケットはスパニングし
ません。

• SPAN転送ドロップトラフィックの場合、フォワーディングプレーンにおけるさまざま
な原因でドロップされるパケットのみ SPANされます。この機能強化は、ERSPAN送信元
セッションでのみサポートされています。SPAN ACL、送信元 VLAN、および送信元イン
ターフェイスとともにはサポートされません。SPANのドロップトラフィックには、3つ
の ACLエントリがインストールされます。ドロップエントリに優先度を設定して、その
他のモニターセッションの SPAN ACLエントリや VLAN SPANエントリよりも高いまた
は低い優先度にすることができます。デフォルトでは、ドロップエントリの優先度の方が

高くなります。

• SPAN UDF（ユーザー定義フィールド）ベースの ACLサポート

•パケットの最初の128バイトのパケットヘッダーまたはペイロード（一定の長さ制限
あり）を照合できます。

•照合のために、特定のオフセットと長さを指定して UDFを定義できます。

• 1バイトまたは 2バイトの長さのみ照合できます。

•最大 8個の UDFがサポートされます。

•追加の UDF一致基準が ACLに追加されます。

• UDF一致基準は、SPAN ACLに対してのみ設定できます。この機能強化は、その他
の ACL機能（RACL、PACL、および VACL）ではサポートされていません。

• ACEごとに最大 8個の UDF一致基準を指定できます。

• UDFおよび HTTPリダイレクト構成を、同じ ACLに共存させることはできません。

• UDF名は、SPAN TCAMに適合している必要があります。

• UDFは、SPAN TCAMによって認定されている場合のみ有効です。

• UDF定義の構成および SPAN TCAMでの UDF名の認定では、 copy r sコマンドを使
用して、リロードする必要があります。

• UDFの照合は、ローカル SPANと ERSPAN送信元セッションの両方でサポートされ
ています。
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• UDF名の長さは最大 16文字です。

• UDFのオフセットは0（ゼロ）から始まります。オフセットが奇数で指定されている
場合、ソフトウェアの 1つの UDF定義に対して、ハードウェアで 2つの UDFが使用
されます。ハードウェアで使用している UDFの数が 8を超えると、その設定は拒否
されます。

• UDFの照合では、SPAN TCAMリージョンが倍幅になる必要があります。そのため、
その他のTCAMリージョンのサイズを減らして、SPANの領域を確保する必要があり
ます。

• SPAN UDFは、タップアグリゲーションモードではサポートされていません。

• erspan-srcセッションに sup-eth送信元インターフェイスが設定されている場合、acl-span
を送信元としてそのセッションに追加することはできません（その逆も同様）。

• ERSPANサポートでの IPv6ユーザー定義フィールド（UDF）

• ERSPAN送信元および ERSPAN宛先セッションでは、専用のループバックインターフェ
イスを使用する必要があります。そのようなループバックインターフェイスには、どのよ

うなコントロールプレーンプロトコルも使用しません。

ERSPANのデフォルト設定
次の表に、ERSPANパラメータのデフォルト設定を示します。

表 26 :デフォルトの ERSPANパラメータ

デフォルトパラメータ

シャットステートで作成されます。ERSPANセッション

ERSPANの設定

ERSPAN送信元セッションの設定
ERSPANセッションを設定できるのはローカルデバイス上だけです。デフォルトでは、ERSPAN
セッションはシャットステートで作成されます。

送信元には、イーサネットポート、ポートチャネル、および VLANを指定できます。単一の
ERSPANセッションには、イーサネットポートまたは VLANを組み合わせた送信元を使用で
きます。
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ERSPANは送信元に関係なく、スーパーバイザによって生成されるパケットをモニタしませ
ん。

（注）

手順の概要

1. configure terminal
2. monitor erspan origin ip-address ip-address global
3. no monitor session {session-number | all}
4. monitor session {session-number | all} type erspan-source
5. description description

6. filter access-group acl-name

7. source {interface type [rx | tx | both] | vlan {number | range} [rx]}
8. （任意）ステップ 6を繰り返して、すべての ERSPAN送信元を設定します。
9. （任意） filter access-group acl-filter

10. destination ip ip-address

11. （任意） ip ttl ttl-number

12. （任意） ip dscp dscp-number

13. no shut

14. （任意） show monitor session {all | session-number | range session-range}
15. （任意） show running-config monitor

16. （任意） show startup-config monitor

17. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# config t
switch(config)#

ERSPANのグローバルな送信元 IPアドレスを設定
します。

monitor erspan origin ip-address ip-address global

例：

ステップ 2

switch(config)# monitor erspan origin
ip-address 10.0.0.1 global

指定したERSPANセッションの設定を消去します。
新しいセッションコンフィギュレーションは、既

no monitor session {session-number | all}

例：

ステップ 3

存のセッションコンフィギュレーションに追加さ

れます。
switch(config)# no monitor session 3
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目的コマンドまたはアクション

ERSPAN送信元セッションを設定します。monitor session {session-number | all} type
erspan-source

ステップ 4

例：

switch(config)# monitor session 3 type
erspan-source
switch(config-erspan-src)#

セッションの説明を設定します。デフォルトでは、

説明は定義されません。説明には最大 32の英数字
を使用できます。

description description

例：

switch(config-erspan-src)# description
erspan_src_session_3

ステップ 5

ACLリストに基づいて、送信元ポートで入力トラ
フィックをフィルタリングします。アクセスリス

filter access-group acl-name

例：

ステップ 6

トに一致するパケットのみがスパニングされます。switch(config-erspan-src)# filter access-group
acl1 値は、 acl-nameは、IPアクセスリストを指定でき

ますが、アクセスマップは指定できません。

source {interface type [rx | tx | both] | vlan {number |
range} [rx]}

ステップ 7

例：

switch(config-erspan-src)# source interface
ethernet 2/1-3, ethernet 3/1 rx

例：

switch(config-erspan-src)# source interface
port-channel 2

例：

switch(config-erspan-src)# source interface
sup-eth 0 both

例：

switch(config-monitor)# source interface ethernet
101/1/1-3

—（任意）ステップ 6を繰り返して、すべての
ERSPAN送信元を設定します。

ステップ 8

ACLを ERSPANセッションにアソシエートしま
す。

（任意） filter access-group acl-filter

例：

ステップ 9

（注）switch(config-erspan-src)# filter access-group
ACL1 標準の ACL構成プロセスを使用して ACLを作成

できます。詳細については、プラットフォームの

Cisco Nexus NX-OSセキュリティコンフィギュレー
ションガイドを参照してください。
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目的コマンドまたはアクション

ERSPANセッションの宛先 IPアドレスを設定しま
す。ERSPAN送信元セッションごとに 1つの宛先
IPアドレスのみがサポートされます。

destination ip ip-address

例：

switch(config-erspan-src)# destination ip
10.1.1.1

ステップ 10

ERSPANトラフィックの IP存続可能時間（TTL）
値を設定します。範囲は 1～ 255です。

（任意） ip ttl ttl-number

例：

ステップ 11

switch(config-erspan-src)# ip ttl 25

ERSPANトラフィックのパケットの DiffServコー
ドポイント（DSCP）値を設定します。範囲は 0～
63です。

（任意） ip dscp dscp-number

例：

switch(config-erspan-src)# ip dscp 42

ステップ 12

ERSPAN送信元セッションをイネーブルにします。
デフォルトでは、セッションはシャットステート

で作成されます。

no shut

例：

switch(config-erspan-src)# no shut

ステップ 13

（注）

同時に実行できる ERSPAN送信元セッションは 2
つだけです。

ERSPANセッション設定を表示します。（任意） show monitor session {all | session-number |
range session-range}

ステップ 14

例：

switch(config-erspan-src)# show monitor session
3

ERSPANの実行コンフィギュレーションを表示し
ます。

（任意） show running-config monitor

例：

ステップ 15

switch(config-erspan-src)# show running-config
monitor

ERSPANのスタートアップコンフィギュレーショ
ンを表示します。

（任意） show startup-config monitor

例：

ステップ 16

switch(config-erspan-src)# show startup-config
monitor

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 17

switch(config-erspan-src)# copy running-config
startup-config
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ERSPAN送信元セッションの SPAN転送ドロップトラフィックの設定

手順の概要

1. configure terminal
2. monitor session {session-number | all} type erspan-source
3. vrf vrf-name

4. destination ip ip-address

5. source forward-drops rx [priority-low]
6. no shut

7. （任意） show monitor session {all | session-number | range session-range}

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# config t
switch(config)#

ERSPAN送信元セッションを設定します。monitor session {session-number | all} type
erspan-source

ステップ 2

例：

switch(config)# monitor session 1 type
erspan-source
switch(config-erspan-src)#

ERSPAN送信元セッションがトラフィックの転送に
使用する VRFを設定します。

vrf vrf-name

例：

ステップ 3

switch(config-erspan-src)# vrf default

ERSPANセッションの宛先 IPアドレスを設定しま
す。ERSPAN送信元セッションごとに 1つの宛先 IP
アドレスのみがサポートされます。

destination ip ip-address

例：

switch(config-erspan-src)# destination ip 10.1.1.1

ステップ 4

ERSPAN送信元セッションの SPAN転送ドロップト
ラフィックを設定します。低い優先度に設定されて

source forward-drops rx [priority-low]

例：

ステップ 5

いる場合、このSPAN ACEの一致ドロップ条件は、switch(config-erspan-src)# source forward-drops
rx [priority-low] ACL SPANまたはVLAN ACL SPANインターフェイ

スによって設定されているその他のSPAN ACEより
も優先度が低くなります。priority-lowキーワードを
指定しない場合、これらのドロップ ACEは、標準
インターフェイスやVLAN SPAN ACLよりも優先度
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目的コマンドまたはアクション

が高くなります。優先度は、パケットの一致ドロッ

プ ACEおよびインターフェイス/VLAN SPAN ACL
が設定されている場合のみ問題になります。

ERSPAN送信元セッションをイネーブルにします。
デフォルトでは、セッションはシャットステートで

作成されます。

no shut

例：

switch(config-erspan-src)# no shut

ステップ 6

（注）

同時に実行できる ERSPAN送信元セッションは 2
つだけです。

ERSPANセッション設定を表示します。（任意） show monitor session {all | session-number |
range session-range}

ステップ 7

例：

switch(config-erspan-src)# show monitor session
3

例

switch# config t
switch(config)# monitor session 1 type erspan-source
switch(config-erspan-src)# vrf default
switch(config-erspan-src)# destination ip 40.1.1.1
switch(config-erspan-src)# source forward-drops rx
switch(config-erspan-src)# no shut
switch(config-erspan-src)# show monitor session 1

switch# config t
switch(config)# monitor session 1 type erspan-source
switch(config-erspan-src)# vrf default
switch(config-erspan-src)# destination ip 40.1.1.1
switch(config-erspan-src)# source forward-drops rx priority-low
switch(config-erspan-src)# no shut
switch(config-erspan-src)# show monitor session 1

ERSPAN ACLの設定
デバイスに IPv4 ERSPAN ACLを作成して、ルールを追加できます。

始める前に

DSCP値または GREプロトコルを変更するには、新しい宛先モニタセッションを割り当てる
必要があります。最大 4つの宛先モニタセッションがサポートされます。

手順の概要

1. configure terminal
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2. ip access-list acl-name

3. [sequence-number] {permit | deny} protocol source destination [set-erspan-dscp dscp-value]
[set-erspan-gre-proto protocol-value]

4. （任意） show ip access-lists name

5. （任意） show monitor session {all | session-number | range session-range} [brief]
6. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ERSPAN ACLを作成して、IP ACLコンフィギュレー
ションモードを開始します。 acl-name引数は 64文
字以内で指定できます。

ip access-list acl-name

例：

switch(config)# ip access-list erspan-acl
switch(config-acl)#

ステップ 2

ERSPAN ACL内にルールを作成します。多数のルー
ルを作成できます。 sequence-number引数には、1～
4294967295の整数を指定します。

[sequence-number] {permit | deny} protocol source
destination [set-erspan-dscp dscp-value]
[set-erspan-gre-proto protocol-value]

例：

ステップ 3

permitと denyコマンドには、トラフィックを識別
するための多くの方法が用意されています。switch(config-acl)# permit ip 192.168.2.0/24 any

set-erspan-dscp 40 set-erspan-gre-proto 5555

set-erspan-dscpアクションのアクセスコントロール
エントリ（ACE）は、ERSPAN外部 IPヘッダーに
DSCP値を設定します。DSCP値の範囲は 0～ 63で
す。ERSPAN ACLに設定されたDSCP値でモニター
セッションに設定されている値が上書きされます。

ERSPAN ACLにこのオプションを含めない場合、0
またはモニターセッションで設定されている DSCP
値が設定されます。

set-erspan-gre-protoオプションは、ERSPAN GRE
ヘッダーにプロトコル値を設定します。プロトコル

値の範囲は 0～ 65535です。ERSPAN ACLにこのオ
プションを含めない場合、ERSPANカプセル化パ
ケットの GREヘッダーのプロトコルとしてデフォ
ルト値の 0x88beが設定されます。

set-erspan-gre-protoまたは set-erspan-dscpアクショ
ンのアクセスコントロールエントリ（ACE）は、
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目的コマンドまたはアクション

1つの接続先モニターセッションを消費します。
ERSPAN ACLごとに、これらのアクションのいずれ
かが設定されている最大 3つの ACEがサポートさ
れます。たとえば、次のいずれかを設定できます。

•次のアクションで設定された最大 3つの ACE
を持つACLが設定されている、1つのERSPAN
セッション。 set-erspan-gre-protoまたは
set-erspan-dscpアクションのアクセスコント
ロールエントリ（ACE）アクション

•次のアクションで設定された 2つの ACEを持
つACLが設定されている、1つのERSPANセッ
ション。 set-erspan-gre-protoまたは
set-erspan-dscpアクションおよび 1つの追加の
ローカルセッションまたはERSPANセッション

•次のアクションが設定された 1つの ACEを持
つACLが設定されている、2つのERSPANセッ
ションのうち大きなもの set-erspan-gre-protoま
たは set-erspan-dscpアクションのアクセスコン
トロールエントリ（ACE）アクション

ERSPAN ACLの構成を表示します。（任意） show ip access-lists name

例：

ステップ 4

switch(config-acl)# show ip access-lists
erpsan-acl

ERSPANセッション設定を表示します。（任意） show monitor session {all | session-number |
range session-range} [brief]

ステップ 5

例：

switch(config-acl)# show monitor session 1

実行中の構成を、スタートアップ構成にコピーしま

す。

（任意） copy running-config startup-config

例：

ステップ 6

switch(config-acl)# copy running-config
startup-config

ユーザー定義フィールド（UDF）ベースの ACLサポートの設定
Cisco Nexus 3600プラットフォームスイッチにユーザー定義フィールド（UDF）ベースのACL
のサポートを構成できます。次の手順を参照して、UDFに基づく ERSPANを設定します。詳
細については、「ERSPANの注意事項および制約事項」を参照してください。
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手順の概要

1. switch# configure terminal
2. switch(config)# udf < udf -name> <packet start> <offset> <length>

3. switch(config)# udf < udf -name> header <Layer3/Layer4> <offset> <length>

4. switch(config)# hardware profile tcam region span qualify udf <name1>…… <name8>

5. switch(config)# permit …… <regular ACE match criteria> udf <name1> < val > <mask>
.....<name8> < val > <mask>

6. switch(config)# show monitor session <session-number>

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

UDFを定義します。switch(config)# udf < udf -name> <packet start> <offset>
<length>

ステップ 2

（注）
例： 複数のUDFを定義できますが、必要なUDFのみ設

定することを推奨します。UDFは、TCAMカービ(config)# udf udf1 packet-start 10 2
(config)# udf udf2 packet-start 50 2

ング時（ブートアップ時）にリージョンの修飾子

セットに追加されるため、この設定は、UDFを
TCAMリージョンにアタッチして、ボックスを再起
動した後でのみ有効になります。

UDFを定義します。switch(config)# udf < udf -name> header
<Layer3/Layer4> <offset> <length>

ステップ 3

例：

(config)# udf udf3 header outer l4 0 1
(config)# udf udf3 header outer l4 10 2
(config)# udf udf3 header outer l4 50 1

SPAN TCAMにUDF認定を設定します。TCAMカー
ビング時（ブートアップ時）に UDFを TCAMリー

switch(config)# hardware profile tcam region span
qualify udf <name1>…… <name8>

例：

ステップ 4

ジョンの修飾子セットに追加します。この設定で

は、SPANリージョンにアタッチできる最大 4つの(config)# hardware profile tcam region span
qualify udf udf1 udf2 udf3 udf4 udf5 UDFを許可できます。UDFはすべて、リージョン
[SUCCESS] Changes to UDF qualifier set の単一コマンドでリストされます。リージョンの新
will be applicable only after reboot. しい設定により、既存の設定が置き換わりますが、

設定を有効にするには再起動する必要があります。
You need to 'copy run start' and
'reload'
config)# UDF修飾子が SPAN TCAMに追加されると、TCAM

リージョンはシングル幅から倍幅に拡大します。拡

大に使用できる十分な空き領域（128以上のシング
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目的コマンドまたはアクション

ル幅エントリ）があることを確認します。十分な領

域がない場合、コマンドは拒否されます。未使用

リージョンのTCAM領域を削減して領域を確保した
ら、コマンドを再入力します。次のコマンドを使用

して UDFが SPAN/ TCAMリージョンから切り離さ
れると、 no hardware profile tcam region span qualify
udf <name1> ..<name8> SPAN TCAMリージョンは
単一の幅のエントリと見なされます。

UDFと一致する ACLを設定します。switch(config)# permit …… <regular ACE match
criteria> udf <name1> < val > <mask> .....<name8> <
val > <mask>

ステップ 5

例：

(config)# ip access-list test
10 permit ip any any udf udf1 0x1234 0xffff udf3
0x56 0xff
30 permit ip any any dscp af11 udf udf5 0x22 0x22
config)#

show monitor session <session-number>コマンドを使
用してACLを表示します。BCM SHELLコマンドを

switch(config)# show monitor session <session-number>

例：

ステップ 6

使用して、SPAN TCAMリージョンがカービングさ
れているかどうかを確認できます。

(config)# show monitor session 1
session 1
---------------
type : erspan-source
state : up
vrf-name : default
destination-ip : 40.1.1.1
ip-ttl : 255
ip-dscp : 0
acl-name : test
origin-ip : 100.1.1.10 (global)
source intf :

rx : Eth1/20
tx : Eth1/20
both : Eth1/20

source VLANs :
rx :

source fwd drops :
egress-intf : Eth1/23
switch#
config)#

ERSPANでの IPv6ユーザー定義フィールド（UDF）の設定
Cisco Nexus 3600プラットフォームスイッチでは ERSPANで IPv6ユーザー定義フィールド
（UDF）を構成できます。次の手順を参照して、IPv6 UDFに基づく ERSPANを設定します。
詳細については、「ERSPANの注意事項および制約事項」を参照してください。
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手順の概要

1. switch# configure terminal
2. switch(config)# udf < udf -name> <packet start> <offset> <length>

3. switch(config)# udf < udf -name> header <Layer3/Layer4> <offset> <length>

4. switch(config)# hardware profile tcam region ipv6-span-l2 512
5. switch(config)# hardware profile tcam region ipv6-span 512
6. switch(config)# hardware profile tcam region span spanv6 qualify udf <name1>…… <name8>

7. switch(config)# hardware profile tcam region span spanv6-12 qualify udf <name1>……
<name8>

8. switch (config-erspan-src)# filter …… ipv6 access-group….<aclname>…. <allow-sharing>

9. switch(config)# permit …… <regular ACE match criteria> udf <name1> < val > <mask>
.....<name8> < val > <mask>

10. switch(config)# show monitor session <session-number>

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

UDFを定義します。switch(config)# udf < udf -name> <packet start>
<offset> <length>

ステップ 2

（注）
例： 複数の UDFを定義できますが、必要な UDFのみ

設定することを推奨します。UDFは、TCAMカー(config)# udf udf1 packet-start 10 2
(config)# udf udf2 packet-start 50 2

ビング時（ブートアップ時）にリージョンの修飾

子セットに追加されるため、この設定は、UDFを
TCAMリージョンにアタッチして、ボックスを再
起動した後でのみ有効になります。

UDFを定義します。switch(config)# udf < udf -name> header
<Layer3/Layer4> <offset> <length>

ステップ 3

例：

(config)# udf udf3 header outer l4 0 1
(config)# udf udf3 header outer l4 10 2
(config)# udf udf3 header outer l4 50 1

レイヤ 2ポートのUDFで IPv6を設定します。リー
ジョンの新しい設定により既存の設定が置き換わり

switch(config)# hardware profile tcam region
ipv6-span-l2 512

例：

ステップ 4

ますが、設定を有効にするにはスイッチを再起動す

る必要があります。(config)# hardware profile tcam region
ipv6-span-l2 512
Warning: Please save config and reload
the system for the configuration to
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目的コマンドまたはアクション

take effect.
config)#

レイヤ 3ポートのUDFで IPv6を設定します。リー
ジョンの新しい設定により既存の設定が置き換わり

switch(config)# hardware profile tcam region
ipv6-span 512

例：

ステップ 5

ますが、設定を有効にするにはスイッチを再起動す

る必要があります。(config)# hardware profile tcam region ipv6-span
512
Warning: Please save config and reload
the system for the configuration to
take effect.
config)#

レイヤ 3ポートの SPANに UDF認定を設定しま
す。これにより、ipv6-span TCAMリージョンの

switch(config)# hardware profile tcam region span
spanv6 qualify udf <name1>…… <name8>

例：

ステップ 6

UDF照合が有効になります。TCAMカービング時
（ブートアップ時）にUDFをTCAMリージョンの(config)# hardware profile tcam region spanv6

qualify udf udf1 修飾子セットに追加します。この設定では、SPAN
[SUCCESS] Changes to UDF qualifier set リージョンにアタッチできる最大 2つの IPv6 UDF
will be applicable only after reboot. を許可できます。UDFはすべて、リージョンの単
You need to 'copy run start' and

一コマンドでリストされます。リージョンの新しい
'reload'
config)# 設定により、既存の設定が置き換わりますが、設定

を有効にするには再起動する必要があります。

レイヤ 2ポートの SPANに UDF認定を設定しま
す。これにより、ipv6-span-12 TCAMリージョンの

switch(config)# hardware profile tcam region span
spanv6-12 qualify udf <name1>…… <name8>

例：

ステップ 7

UDF照合が有効になります。TCAMカービング時
（ブートアップ時）にUDFをTCAMリージョンの(config)# hardware profile tcam region spanv6-l2

qualify udf udf1 修飾子セットに追加します。この設定では、SPAN
[SUCCESS] Changes to UDF qualifier set リージョンにアタッチできる最大 2つの IPv6 UDF
will be applicable only after reboot. を許可できます。UDFはすべて、リージョンの単
You need to 'copy run start' and

一コマンドでリストされます。リージョンの新しい
'reload'
config)# 設定により、既存の設定が置き換わりますが、設定

を有効にするには再起動する必要があります。

SPANおよび ERSPANモードで IPv6 ACLを設定し
ます。1つのモニターセッションには「filter ip

switch (config-erspan-src)# filter …… ipv6
access-group….<aclname>…. <allow-sharing>

例：

ステップ 8

access-group」または「filter ipv6 access-group」のい
ずれか 1つだけを設定できます。同じ送信元イン(config-erspan-src)# ipv6 filter access-group

test
(config)#

ターフェイスが IPv4と IPv6 ERSPAN ACLモニター
セッションの一部である場合は、モニターセッショ

ンの設定で「allow-sharing」に「filter [ipv6]
access-group」を設定する必要があります。

UDFと一致する ACLを設定します。switch(config)# permit …… <regular ACE match
criteria> udf <name1> < val > <mask> .....<name8>
< val > <mask>

ステップ 9
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目的コマンドまたはアクション

例：

(config-erspan-src)# ipv6 access-list test
(config-ipv6-acl)# permit ipv6 any any udf
udf1 0x1 0x0

次のコマンドを使用してACLを表示します。 show
monitor session <session-number>コマンドを使用し
ます。

switch(config)# show monitor session <session-number>

例：

(config)# show monitor session 1
session 1

ステップ 10

---------------
type : erspan-source
state : up
vrf-name : default
destination-ip : 40.1.1.1
ip-ttl : 255
ip-dscp : 0
acl-name : test
origin-ip : 100.1.1.10 (global)
source intf :

rx : Eth1/20
tx : Eth1/20
both : Eth1/20

source VLANs :
filter VLANs : filter not specified

rx :
source fwd drops :
egress-intf : Eth1/23
switch#
config)#

ERSPANセッションのシャットダウンまたはアクティブ化
ERSPANセッションをシャットダウンすると、送信元から宛先へのパケットのコピーを切断で
きます。同時に実行できる ERSPANセッション数は限定されているため、あるセッションを
シャットダウンしてハードウェアリソースを解放することによって、別のセッションが使用で

きるようになります。デフォルトでは、ERSPANセッションはシャットステートで作成され
ます。

ERSPANセッションをイネーブルにすると、送信元から宛先へのパケットのコピーをアクティ
ブ化できます。すでにイネーブルになっていて、動作状況がダウンの ERSPANセッションを
イネーブルにするには、そのセッションをいったんシャットダウンしてから、改めてイネーブ

ルにする必要があります。ERSPANセッションステートをシャットダウンおよびイネーブル
にするには、グローバルまたはモニタコンフィギュレーションモードのいずれかのコマンド

を使用できます。

手順の概要

1. configuration terminal
2. monitor session {session-range | all} shut
3. no monitor session {session-range | all} shut
4. monitor session session-number type erspan-source
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5. monitor session session-number type erspan-destination
6. shut
7. no shut

8. （任意） show monitor session all

9. （任意） show running-config monitor

10. （任意） show startup-config monitor

11. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configuration terminal

例：

ステップ 1

switch# configuration terminal
switch(config)#

指定の ERSPANセッションをシャットダウンしま
す。セッションの範囲は、1～18です。デフォルト

monitor session {session-range | all} shut

例：

ステップ 2

では、セッションはシャットステートで作成されswitch(config)# monitor session 3 shut
ます。単方向の4つのセッション、または双方向の
2つのセッションを同時にアクティブにすることが
できます。

（注）

• Cisco Nexus 5000および 5500プラットフォー
ムでは、2つのセッションを同時に実行でき
ます。

• Cisco Nexus 5600および 6000プラットフォー
ムでは、16のセッションを同時に実行できま
す。

指定のERSPANセッションを再開（イネーブルに）
します。セッションの範囲は、1～ 18です。セッ

no monitor session {session-range | all} shut

例：

ステップ 3

ションの範囲は、1～ 18です。デフォルトでは、switch(config)# no monitor session 3 shut
セッションはシャットステートで作成されます。

単方向の4つのセッション、または双方向の2つの
セッションを同時にアクティブにすることができま

す。

（注）

モニタセッションがイネーブルで動作状況がダウ

ンの場合、セッションをイネーブルにするには、
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目的コマンドまたはアクション

最初にmonitor session shutコマンドを指定してか
ら、 no monitor session shutコマンドを続ける必要
があります。

ERSPAN送信元タイプのモニタコンフィギュレー
ションモードを開始します。新しいセッションコ

monitor session session-number type erspan-source

例：

ステップ 4

ンフィギュレーションは、既存のセッションコン

フィギュレーションに追加されます。
switch(config)# monitor session 3 type
erspan-source
switch(config-erspan-src)#

ERSPAN宛先タイプのモニターコンフィギュレー
ションモードを開始します。

monitor session session-number type erspan-destination

例：

ステップ 5

switch(config-erspan-src)# monitor session 3 type
erspan-destination

ERSPANセッションをシャットダウンします。デ
フォルトでは、セッションはシャットステートで

作成されます。

shut

例：

switch(config-erspan-src)# shut

ステップ 6

ERSPANセッションをイネーブルにします。デフォ
ルトでは、セッションはシャットステートで作成

されます。

no shut

例：

switch(config-erspan-src)# no shut

ステップ 7

ERSPANセッションのステータスを表示します。（任意） show monitor session all

例：

ステップ 8

switch(config-erspan-src)# show monitor session
all

ERSPANの実行コンフィギュレーションを表示し
ます。

（任意） show running-config monitor

例：

ステップ 9

switch(config-erspan-src)# show running-config
monitor

ERSPANのスタートアップコンフィギュレーショ
ンを表示します。

（任意） show startup-config monitor

例：

ステップ 10

switch(config-erspan-src)# show startup-config
monitor

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） copy running-config startup-config

例：

ステップ 11

switch(config-erspan-src)# copy running-config
startup-config
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ERSPAN設定の確認
ERSPANの設定情報を確認するには、次のコマンドを使用します。

目的コマンド

ERSPANセッション設定を表示します。show monitor session {all | session-number | range
session-range}

ERSPANの実行コンフィギュレーションを表
示します。

show running-config monitor

ERSPANのスタートアップコンフィギュレー
ションを表示します。

show startup-config monitor

ERSPANの設定例

ERSPAN送信元セッションの設定例
次に、ERSPAN送信元セッションを設定する例を示します。
switch# config t
switch(config)# interface e14/30
switch(config-if)# no shut
switch(config-if)# exit
switch(config)# monitor erspan origin ip-address 3.3.3.3 global
switch(config)# monitor session 1 type erspan-source
switch(config-erspan-src)# filter access-group acl1
switch(config-erspan-src)# source interface e14/30
switch(config-erspan-src)# ip ttl 16
switch(config-erspan-src)# ip dscp 5
switch(config-erspan-src)# vrf default
switch(config-erspan-src)# destination ip 9.1.1.2
switch(config-erspan-src)# no shut
switch(config-erspan-src)# exit
switch(config)# show monitor session 1

ERSPAN ACLの設定例
次に、ERSPAN ACLを設定する例を示します。
switch# configure terminal
switch(config)# ip access-list match_11_pkts
switch(config-acl)# permit ip 11.0.0.0 0.255.255.255 any
switch(config-acl)# exit
switch(config)# ip access-list match_12_pkts
switch(config-acl)# permit ip 12.0.0.0 0.255.255.255 any
switch(config-acl)# exit
switch(config)# vlan access-map erspan_filter 5
switch(config-access-map)# match ip address match_11_pkts
switch(config-access-map)# action forward
switch(config-access-map)# exit
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switch(config)# vlan access-map erspan_filter 10
switch(config-access-map)# match ip address match_12_pkts
switch(config-access-map)# action forward
switch(config-access-map)# exit
switch(config)# monitor session 1 type erspan-source
switch(config-erspan-src)# filter access_group erspan_filter

UDFベース ERSPANの設定例
次に、以下の一致基準を使用して、カプセル化された IP-in-IPパケットの内部TCPフラグで照
合する UDFベース ERSPANを設定する例を示します。

•外部送信元 IPアドレス：10.0.0.2

•内部 TCPフラグ：緊急 TCPフラグを設定

•バイト：Eth Hdr（14）+外部 IP（20）+内部 IP（20）+内部 TCP（20、ただし、13番目の
バイトの TCPフラグ）

•パケットの先頭からのオフセット：14 + 20 + 20 + 13 = 67

• UDFの照合値：0x20

• UDFマスク：0xFF

udf udf_tcpflags packet-start 67 1
hardware access-list tcam region racl qualify udf udf_tcpflags
copy running-config startup-config
reload
ip access-list acl-udf
permit ip 10.0.0.2/32 any udf udf_tcpflags 0x20 0xff

monitor session 1 type erspan-source
source interface Ethernet 1/1
filter access-group acl-udf

次に、以下の一致基準を使用して、レイヤ 4ヘッダーの先頭から 6バイト目のパケット署名
（DEADBEEF）と通常の IPパケットを照合する UDFベース ERSPANを設定する例を示しま
す。

•外部送信元 IPアドレス：10.0.0.2

•内部 TCPフラグ：緊急 TCPフラグを設定

•バイト：Eth Hdr（14）+ IP（20）+ TCP（20）+ペイロード：112233445566DEADBEEF7788

•レイヤ 4ヘッダーの先頭からのオフセット：20 + 6 = 26

• UDFの照合値：0xDEADBEEF（2バイトのチャンクおよび 2つの UDFに分割）

• UDFマスク：0xFFFFFFFF

udf udf_pktsig_msb header outer l3 26 2
udf udf_pktsig_lsb header outer l3 28 2
hardware access-list tcam region racl qualify udf udf_pktsig_msb udf_pktsig_lsb
copy running-config startup-config
reload
ip access-list acl-udf-pktsig
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permit udf udf_pktsig_msb 0xDEAD 0xFFFF udf udf_pktsig_lsb 0xBEEF 0xFFFF
monitor session 1 type erspan-source
source interface Ethernet 1/1
filter access-group acl-udf-pktsig

その他の参考資料

関連資料

マニュアルタイトル関連項目

Cisco Nexus NX-OS System Management Command
Referenceお使いのプラットフォーム用。

ERSPANコマンド：コマンド構文の詳細、コ
マンドモード、コマンド履歴、デフォルト、

使用上の注意事項、および例
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第 19 章

DNSの設定

この章は、次の内容で構成されています。

• DNSクライアントについて （283ページ）
• DNSクライアントの前提条件（284ページ）
• DNSクライアントのデフォルト設定（284ページ）
• DNS送信元インターフェイスの設定（285ページ）
• DNSクライアントの設定（286ページ）

DNSクライアントについて
自分で名前の割り当てを管理していないネットワーク内のデバイスとの接続を、ネットワーク

デバイスが必要とする場合は、DNSを使用して、ネットワーク間でデバイスを特定する一意の
デバイス名を割り当てることができます。DNSは、階層方式を使用して、ネットワークノー
ドのホスト名を確立します。これにより、クライアントサーバー方式によるネットワークのセ

グメントのローカル制御が可能となります。DNSシステムは、デバイスのホスト名をその関連
する IPアドレスに変換することで、ネットワークデバイスを検出できます。

インターネット上のドメインは、組織のタイプや場所に基づく一般的なネットワークのグルー

プを表す命名階層ツリーの一部です。ドメイン名は、ピリオド（.）を区切り文字として使用し
て構成されています。たとえば、シスコは、インターネットではcomドメインで表される営利
団体であるため、そのドメイン名は cisco.comです。このドメイン内の特定のホスト名、たと
えばファイル転送プロトコル（FTP）システムは ftp.cisco.comで識別されます。

ネームサーバ

ネームサーバはドメイン名の動向を把握し、自身が完全な情報を持っているドメインツリー

の部分を認識しています。ネームサーバは、ドメインツリーの他の部分の情報を格納してい

る場合もあります。Cisco NX-OS内の IPアドレスにドメイン名をマッピングするには、最初に
ホスト名を示し、その後にネームサーバーを指定して、DNSサービスをイネーブルにする必
要があります。
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Cisco NX-OSでは、スタティックに IPアドレスをドメイン名にマッピングできます。また、1
つ以上のドメインネームサーバーを使用してホスト名の IPアドレスを見つけるよう、Cisco
NX-OSを設定することもできます。

DNSの動作
ネームサーバは、次に示すように、特定のゾーン内でローカルに定義されるホストのDNSサー
バに対してクライアントが発行したクエリーを処理します。

•権限ネームサーバは、その権限ゾーン内のドメイン名を求める DNSユーザ照会に、自身
のホストテーブル内にキャッシュされた永久的なエントリを使用して応答します。照会で

求められているのが、自身の権限ゾーン内であるが、設定情報が登録されていないドメイ

ン名の場合、権限ネームサーバはその情報が存在しないと応答します。

•権限ネームサーバとして設定されていないネームサーバは、以前に受信した照会への返
信からキャッシュした情報を使用して、DNSユーザ照会に応答します。ゾーンの権限ネー
ムサーバとして設定されたルータがない場合は、ローカルに定義されたホストを求める

DNSサーバへの照会には、正規の応答は送信されません。

ネームサーバは、特定のドメインに設定された転送パラメータおよびルックアップパラメー

タに従って、DNS照会に応答します（着信DNS照会を転送するか、内部的に生成されたDNS
照会を解決します）。

高可用性

Cisco Nexus 3600プラットフォームスイッチは、DNSクライアントのステートレスリスター
トをサポートします。リブートまたはスーパーバイザスイッチオーバーの後、Cisco NX-OSは
実行コンフィギュレーションを適用します。

DNSクライアントの前提条件
DNSクライアントには次の前提条件があります。

•ネットワーク上に DNSネームサーバが必要です。

DNSクライアントのデフォルト設定
次の表に、DNSクライアントパラメータのデフォルト設定を示します。

デフォルトパラメー

タ

有効（Enabled）DNSクラ
イアント
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DNS送信元インターフェイスの設定
特定のインターフェイスを使用するように DNSを設定できます。

手順の概要

1. switch# configure terminal
2. switch(config)# ip dns source-interface type slot/port

3. switch(config)# show ip dns source-interface

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

すべての DNSパケットの送信元インターフェイス
を設定します。次のリストに、 interfaceの有効な値
を含みます。

switch(config)# ip dns source-interface type slot/portステップ 2

• ethernet

• loopback

• mgmt

• port-channel

• vlan

（注）

DNSの送信元インターフェイスを設定する場合、
サーバーから開始される SCPコピー操作は失敗し
ます。サーバーからの SCPコピー操作を実行する
には、DNS送信元インターフェイスの設定を削除
します。

設定済みの DNS送信元インターフェイスを表示し
ます。

switch(config)# show ip dns source-interfaceステップ 3

例

次に、DNS送信元インターフェイスを設定する例を示します。
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switch(config)# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# ip dns source-interface ethernet 1/8
switch(config)# show ip dns source-interface
VRF Name Interface
default Ethernet1/8

DNSクライアントの設定
ネットワーク上の DNSサーバを使用するよう、DNSクライアントを設定できます。

始める前に

•ネットワーク上にドメインネームサーバがあることを確認します。

手順の概要

1. switch# configuration terminal
2. switch(config)# vrf context managment
3. switch(config)# {ip | ipv6} host name ipv/ipv6 address1 [ip/ipv6 address2... ip/ipv6 address6]

4. （任意） switch(config)# ip domain name name [use-vrf vrf-name]
5. （任意） switch(config)# ip domain-list name [use-vrf vrf-name]
6. （任意） switch(config)# ip name-server ip/ipv6 server-address1 [ip/ipv6 server-address2...

ip/ipv6 server-address6] [use-vrf vrf-name]
7. （任意） switch(config)# ip domain-lookup

8. （任意） switch(config)# show hosts
9. switch(config)# exit

10. （任意） switch# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configuration terminalステップ 1

設定可能な仮想およびルーティング（VRF）名を指
定します。

switch(config)# vrf context managmentステップ 2

ホスト名キャッシュに、6つまでのスタティックホ
スト名/アドレスマッピングを定義します。

switch(config)# {ip | ipv6} host name ipv/ipv6 address1
[ip/ipv6 address2... ip/ipv6 address6]

ステップ 3
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目的コマンドまたはアクション

Cisco NX-OSが非完全修飾ホスト名に使用するデ
フォルトのドメインネームサーバーを定義します。

（任意） switch(config)# ip domain name name
[use-vrf vrf-name]

ステップ 4

このドメイン名を設定した VRFでこのドメイン
ネームサーバーを解決できない場合は、任意で、

Cisco NX-OSがこのドメインネームサーバーを解
決するために使用する VRFを定義することもでき
ます。

Cisco NX-OSは、ドメイン名ルックアップを開始す
る前に、完全なドメイン名を含まないあらゆるホス

ト名にデフォルトドメイン名を追加します。

Cisco NX-OSが非完全修飾ホスト名に使用できる追
加のドメインネームサーバーを定義します。この

（任意） switch(config)# ip domain-list name [use-vrf
vrf-name]

ステップ 5

ドメイン名を設定したVRFでこのドメインネーム
サーバーを解決できない場合は、任意で、Cisco
NX-OSがこのドメインネームサーバーを解決する
ために使用する VRFを定義することもできます。

Cisco NX-OSはドメインリスト内の各エントリを
使用して、ドメイン名ルックアップを開始する前

に、完全なドメイン名を含まないあらゆるホスト名

にこのドメイン名を追加します。Cisco NX-OSは、
一致するものが見つかるまで、ドメインリストの

各エントリにこれを実行します。

最大 6台のネームサーバを定義します。使用可能
なアドレスは、IPv4アドレスまたは IPv6アドレス
です。

（任意） switch(config)# ip name-server ip/ipv6
server-address1 [ip/ipv6 server-address2... ip/ipv6
server-address6] [use-vrf vrf-name]

ステップ 6

このネームサーバを設定した VRFでこのネーム
サーバに到達できない場合は、任意で、CiscoNX-OS
がこのネームサーバに到達するために使用するVRF
を定義することもできます。

DNSベースのアドレス変換をイネーブルにします。
この機能は、デフォルトでイネーブルにされていま

す。

（任意） switch(config)# ip domain-lookupステップ 7

DNSに関する情報を表示します。（任意） switch(config)# show hostsステップ 8

コンフィギュレーションモードを終了し、EXEC
モードに戻ります。

switch(config)# exitステップ 9

実行コンフィギュレーションを、スタートアップ

コンフィギュレーションにコピーします。

（任意） switch# copy running-config startup-configステップ 10
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例

次に、デフォルトドメイン名を設定し、DNSルックアップをイネーブルにする例を示
します。

switch# config t
switch(config)# vrf context management
switch(config)# ip domain-name mycompany.com
switch(config)# ip name-server 172.68.0.10
switch(config)# ip domain-lookup
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第 20 章

sFlowの設定

この章は、次の項で構成されています。

• sFlowについて（289ページ）
•前提条件（290ページ）
• sFlowの注意事項および制約事項（290ページ）
• sFlowのデフォルト設定（291ページ）
•サンプリングの最小要件（291ページ）
• sFlowの設定（291ページ）
• sFlow設定の確認（301ページ）
• sFlowの設定例（301ページ）
• sFlowに関する追加情報（301ページ）

sFlowについて
sFlowを使用すると、スイッチやルータを含むデータネットワーク内のリアルタイムトラフィッ
クをモニターできます。sFlowでは、トラフィックをモニターするためにスイッチやルータ上
の sFlowエージェントソフトウェアでサンプリングメカニズムを使用して、入力および出力
ポート上のサンプルデータを中央のデータコレクタ（sFlowアナライザとも呼ばれる）に転送
します。

sFlowの詳細については、RFC 3176を参照してください。

sFlowエージェント
Cisco NX-OSソフトウェアに組み込まれている sFlowエージェントは、サンプリングされるパ
ケットのデータソースに関連付けられたインターフェイスカウンタを定期的にサンプリング

またはポーリングします。このデータ送信元は、イーサネットインターフェイス、EtherChannel
インターフェイス、または、その両方の範囲のいずれかです。イーサネットまたはポートチャ

ネルのサブインターフェイスはサポートされていません。sFlowエージェントは、イーサネッ
トポートマネージャにクエリーを送信して対応する EtherChannelメンバーシップ情報を確認
するほか、イーサネットポートマネージャからもメンバーシップの変更の通知を受信します。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
289



Cisco NX-OSソフトウェアで sFlowサンプリングをイネーブルにすると、サンプリングレート
とハードウェア内部の乱数に基づいて、入力パケットと出力パケットが sFlowでサンプリング
されたパケットとしてCPUに送信されます。sFlowエージェントはサンプリングされたパケッ
トを処理し、sFlowアナライザに sFlowデータグラムを送信します。sFlowデータグラムには、
元のサンプリングされたパケットに加えて、入力ポート、出力ポート、および元のパケット長

に関する情報が含まれます。sFlowデータグラムには、複数の sFlowサンプルを含めることが
できます。

前提条件
sFlowを構成するには、 feature sflowコマンドを使用して sFlow機能を有効にする必要があり
ます。

sFlowの注意事項および制約事項
sFlow設定時の注意事項および制約事項は次のとおりです。

•インターフェイスの sFlowをイネーブルにすると、入力と出力の両方に対してイネーブル
になります。入力だけまたは出力だけの sFlowをイネーブルにできません。

•マルチキャスト、ブロードキャスト、または未知のユニキャストパケットのsFlowの出力
のサンプリングはサポートされません。

•システムのsFlowの設定およびトラフィックに基づいてサンプリングレートを設定する必
要があります。

• Cisco Nexus 3600プラットフォームスイッチは、1つの sFlowコレクタだけをサポートし
ます。

•イーサネットまたはポートチャネルのサブインターフェイスは、sFlowデータ送信元ポー
トとしてサポートされません。

•個々のポートチャネルメンバーポートを sFlowデータソースとして設定することはでき
ません。ポートチャネルバンドルインターフェイスは、sFlowデータソースインターフェ
イス po1などの sFlow対応のデータソースポートにすることができます。

• Cisco Nexus N3K-C36180YC-R、N3K-C3636C-R、N9K-X9636C-RX、およびN9K-X96136YC-R
プラットフォームスイッチの場合、出力サンプルトラフィックには、常に、リスト内の

最初のデータ送信元インターフェイスが sflowレコードの送信元 IDインデックスとして
示されています。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
290

sFlowの設定

前提条件



sFlowのデフォルト設定
表 27 :デフォルトの sFlowパラメータ

デフォルトパラメータ

4096sFlow sampling-rate

128sFlow sampling-size

1400sFlow max datagram-size

6343sFlow collector-port

20sFlow counter-poll-interval

サンプリングの最小要件
これらが構成されていないと、パケットはサンプリングされません。 sFlow機能を有効にした
後、デバイスでパケットサンプリングを有効にするには、次の構成要素を明示的に構成する必

要があります。

• Sflow Agent-IP

• Sflow Collector-IP

• Sflow Data-source interface

構成要素を構成しない場合、パケットはサンプリングされません。

sFlowのデフォルト設定として指定されているデフォルト構成要素はオプションです。

sFlowの設定

sFlow機能のイネーブル化
スイッチの sFlowを設定する前に sFlow機能をイネーブルにする必要があります。

手順の概要

1. switch# configure terminal
2. [no] feature sflow

3. （任意） show feature

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlow機能をイネーブルにします。[no] feature sflowステップ 2

イネーブルおよびディセーブルにされた機能を表示

します。

（任意） show featureステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlow機能をイネーブルにする例を示します。
switch# configure terminal
switch(config)# feature sflow
switch(config)# copy running-config startup-config

サンプリングレートの設定

始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow sampling-rate sampling-rate

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

パケットの sFlowのサンプリングレートを設定しま
す。

[no] sflow sampling-rate sampling-rateステップ 2

値は、 sampling-rateには 4096～ 1000000000の整数
を指定できます。デフォルト値は 4096です。

sFlow情報を表示します。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、サンプリングレートを 50,000に設定する例を示します。
switch# configure terminal
switch(config)# sflow sampling-rate 50000
switch(config)# copy running-config startup-config

上記の設定では、約 50,000パケットごとに 1パケットがサンプリングされ、sFlowコ
レクタに送信されます。わずかな差異がある可能性がありますので注意してください。

最大サンプリングサイズの設定

サンプリングされたパケットからコピーする最大バイト数を設定できます。

始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow max-sampled-size sampling-size

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowの最大サンプリングサイズパケットを設定し
ます。

[no] sflow max-sampled-size sampling-sizeステップ 2

sampling-sizeの範囲は 64〜 256バイトです。デフォ
ルト値は 128です。

構成された sFlow値を表示します。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlowエージェントの最大サンプリングサイズを設定する例を示します。
switch# configure terminal
switch(config)# sflow max-sampled-size 200
switch(config)# copy running-config startup-config

カウンタのポーリング間隔の設定

データソースに関連するカウンタの継続的なサンプル間の最大秒数を設定できます。サンプリ

ング間隔 0は、カウンタのサンプリングをディセーブルにします。

始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow counter-poll-interval poll-interval

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

インターフェイスの sFlowのポーリング間隔を設定
します。 poll-intervalの範囲は 0～ 2147483647秒で

[no] sflow counter-poll-interval poll-intervalステップ 2

す。デフォルト値は 20です。0を構成すると、カウ
ンタのポーリングが無効になります。

sFlow情報を表示します。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、インターフェイスの sFlowのポーリング間隔を設定する例を示します。
switch# configure terminal
switch(config)# sflow counter-poll-interval 100
switch(config)# copy running-config startup-config

最大データグラムサイズの設定

1つのサンプルデータグラムで送信できるデータの最大バイト数を設定できます。

始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow max-datagram-size datagram-size

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowの最大データグラムサイズを設定します。[no] sflow max-datagram-size datagram-sizeステップ 2

[datagram-size の範囲は 200～ 9000バイトです。デ
フォルト値は 1400です。

構成済み sFlow値が表示されます。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlowの最大データグラムサイズを設定する例を示します。
switch# configure terminal
switch(config)# sflow max-datagram-size 2000
switch(config)# copy running-config startup-config
[########################################] 100%

sFlowアナライザのアドレスの設定

始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow collector-ip vrf IP-address vrf-instance

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config
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手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowアナライザの IPv4アドレスを設定します。[no] sflow collector-ip vrf IP-address vrf-instanceステップ 2

vrf-instanceは、次のいずれかです：

•ユーザー定義の VRF名：最大 32文字の英数字
を指定できます。

• vrf management：sFlowデータコレクタが管理
ポートに接続されたネットワークに存在する場

合は、このオプションを使用する必要がありま

す。

• vrf default：デフォルト vrfに常駐する任意のフ
ロントパネルポートを通して sFlowデータコ
レクタが到達可能なネットワークに接続されて

いる場合、このオプションを使用する必要があ

ります。

目的は、「構成された sFlow値を表示します。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、管理ポートに接続されている sFlowデータコレクタの IPv4アドレスを設定する
例を示します。

switch# configure terminal
switch(config)# sflow collector-ip 192.0.2.5 vrf management
switch(config)# copy running-config startup-config

sFlowアナライザポートの設定
sFlowデータグラムの宛先ポートを設定できます。
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始める前に

sFlow機能がイネーブルになっていることを確認します。

手順の概要

1. switch# configure terminal
2. [no] sflow collector-port collector-port

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowアナライザの UDPポートを設定します。[no] sflow collector-port collector-portステップ 2

collector-portの範囲は 0～ 65535です。デフォルト
値は 6343です。

構成済み sFlow値が表示されます。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlowデータグラムの宛先ポートを設定する例を示します。
switch# configure terminal
switch(config)# sflow collector-port 7000
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

sFlowエージェントアドレスの設定

始める前に

sFlow機能がイネーブルになっていることを確認します。
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手順の概要

1. switch# configure terminal
2. [no] sflow agent-ip ip-address

3. （任意） show sflow

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowエージェントの IPv4アドレスを設定します。[no] sflow agent-ip ip-addressステップ 2

デフォルトの ip-addressは、0.0.0.0です。つまり、
すべてのサンプリングがスイッチで無効であること

を示します。sFlow機能をイネーブルにするには、
有効な IPアドレスを指定する必要があります。構成
される値には、ローカルシステム上にある IPアド
レス、またはトラッキング目的で必要なその他の任

意の IP値を指定できます。

sFlow情報を表示します。（任意） show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlowエージェントの IPv4アドレスを設定する例を示します。
switch# configure terminal
switch(config)# sflow agent-ip 192.0.2.3
switch(config)# copy running-config startup-config

sFlowサンプリングデータソースの設定
sFlowのサンプリングデータソースには、イーサネットポート、イーサネットポートの範囲、
またはポートチャネルを指定できます。
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始める前に

• sFlow機能がイネーブルになっていることを確認します。

•データソースとしてポートチャネルを使用する場合は、すでにポートチャネルを設定し
て、ポートチャネル番号がわかっていることを確認してください。

手順の概要

1. switch# configure terminal
2. switch(config)# [no] sflow data-source interface [ethernet slot/port[-port] |port-channel

channel-number]
3. （任意） switch(config)# show sflow

4. （任意） switch(config)# copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

sFlowのサンプリングデータソースを設定します。switch(config)# [no] sflow data-source interface
[ethernet slot/port[-port] |port-channel channel-number]

ステップ 2

イーサネットのデータソースの場合、 slotはスロッ
ト番号で、portは、単一のポート番号またはport-port
として指定されたポートの範囲のいずれかです。

構成済み sFlow値が表示されます。（任意） switch(config)# show sflowステップ 3

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

（任意） switch(config)# copy running-config
startup-config

ステップ 4

例

次に、sFlowのサンプラーのイーサネットポート 5～12を設定する例を示します。
switch# configure terminal
switch(config)# sflow data-source interface ethernet 1/5-12
switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

次に、sFlowのサンプラーのポートチャネル 100を設定する例を示します。
switch# configure terminal
switch(config)# sflow data-source interface port-channel 100
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switch(config)# copy running-config startup-config
[########################################] 100%
switch(config)#

sFlow設定の確認
sFlowの設定情報を確認するには、次のコマンドを使用します。

目的コマンド

sFlowのグローバルコンフィギュレーション
を表示します。

show sflow

sFlowの統計情報を表示します。show sflow statistics

sFlow統計情報をクリアします。clear sflow statistics

現在実行中の sFlowコンフィギュレーション
を表示します。

show running-config sflow [all]

sFlowの設定例
次に sFlowを設定する例を示します。
feature sflow
sflow sampling-rate 5000
sflow max-sampled-size 200
sflow counter-poll-interval 100
sflow max-datagram-size 2000
sflow collector-ip 192.0.2.5 vrf management
sflow collector-port 7000
sflow agent-ip 192.0.2.3
sflow data-source interface ethernet 1/5

sFlowに関する追加情報
表 28 : sFlowの関連資料

マニュアルタイトル関連項目

『Cisco Nexus 3600 NX-OSコマンド参考資料』sFlow CLIコマンド

sFlowのパケット形式と SNMP MIBを定義し
ます。

http://www.sflow.org/rfc3176.txt

RFC 3176
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第 21 章

グレースフル挿入と削除の設定

この章は、次の内容で構成されています。

•グレースフル挿入と削除について（303ページ）
• GIRワークフロー（305ページ）
•メンテナンスモードプロファイルの設定（306ページ）
•通常モードプロファイルの設定（307ページ）
•スナップショットの作成（308ページ）
•スナップショットへの showコマンドの追加（310ページ）
•グレースフル削除のトリガー（312ページ）
•グレースフル挿入のトリガー（315ページ）
•メンテナンスモードの強化（316ページ）
• GIR設定の確認（318ページ）

グレースフル挿入と削除について
グレースフル挿入と削除を使用してスイッチを正常に取り出し、そのスイッチをネットワーク

から分離して、デバッグ操作やアップグレード操作を実行することができます。スイッチは、

最小限のトラフィックの中断だけで、通常の転送パスから取り外されます。デバッグ操作や

アップグレード操作の実行が終了したら、グレースフル挿入を使用して、そのスイッチを完全

な運用（通常）モードに戻すことができます。

グレースフル削除では、すべてのプロトコルとvPCドメインが正常に停止し、スイッチはネッ
トワークから分離されます。グレースフル挿入では、すべてのプロトコルとvPCドメインが復
元されます。

次のプロトコルは、IPv4と IPv6両方のアドレスファミリでサポートされます。

• Border Gateway Protocol（BGP）

• Enhanced Interior Gateway Routing Protocol（EIGRP）

• Intermediate System-to-Intermediate System（ISIS）

• Open Shortest Path First（OSPF）
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• Protocol Independent Multicast（PIM）

• Routing Information Protocol（RIP）

グレースフル挿入と削除の場合、PIMプロトコルはvPC環境にのみ適用できます。グレースフ
ル削除の間、vPC転送ロールがマルチキャストトラフィックのすべてのノースバウンド送信元
に対する vPCピアに転送されます。

（注）

プロファイル

デフォルトでは、すべての有効なプロトコルは、グレースフル削除中に分離され、グレースフ

ル挿入時に復元されます。プロトコルは、定義済みの順序で分離および復元されます。

プロトコルを個別に分離、シャットダウン、または復元する（あるいは追加の設定を実施す

る）場合は、グレースフル削除またはグレースフル挿入時に適用できる設定コマンドを使用し

て、プロファイルを作成できます。ただし、プロトコルの順序が正しいことを確認し、すべて

の依存関係を考慮する必要があります。

スイッチは、次のプロファイルをサポートしています。

•メンテナンスモードプロファイル：スイッチがメンテナンスモードになったときに、グ
レースフル削除中に実行されるすべてのコマンドが含まれます。

•通常モードプロファイル：スイッチが通常モードに戻ったときに、グレースフル挿入中に
実行されるすべてのコマンドが含まれます。

プロファイルでは、次のコマンド（および任意の設定コマンド）がサポートされています。

説明コマンド

プロトコルをスイッチから分離

し、プロトコルをメンテナンス

モードにします。

isolate

プロトコルを復元し、プロトコル

を通常モードにします。

no isolate

プロトコルまたは vPCドメインを
シャットダウンします。

shutdown

プロトコルまたは vPCドメインを
起動します。

no shutdown

システムインターフェイスを

シャットダウンします（管理イン

ターフェイスを除く）。

system interface shutdown [exclude fex-fabric]
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説明コマンド

システムインターフェイスを起動

します。

no system interface shutdown [exclude fex-fabric]

指定の秒数だけコマンドの実行を

遅延させます。コマンドの複数の

インスタンスを遅延できます。

collector-port instance-numberおよび
seconds引数の範囲は 0～
2177483647です。

sleep instance instance-number seconds

Pythonスクリプトの呼び出しをプ
ロファイルに設定します。コマン

ドの複数の呼び出しをプロファイ

ルに追加できます。

Python引数には最大 32文字の英数
字を入力できます。

python instance instance-number uri [python-arguments]

例： python instance 1 bootflash://script1.py

スナップショット

Cisco NX-OSでは、スナップショットは選択した機能の実行状態をキャプチャし、永続スト
レージメディアに保存するプロセスです。

スナップショットは、グレースフル削除前とグレースフル挿入後のスイッチの状態を比較する

場合に役立ちます。スナップショットプロセスは、次の 3つの部分で構成されます。

•事前に選択したスイッチの一部機能の状態のスナップショットを作成し、永続ストレージ
メディアに保存する

•さまざまな時間間隔で取得したスナップショットを一覧にして、管理する

•スナップショットを比較して、機能間の相違を表示する

GIRワークフロー
グレースフル挿入と削除（GIR）のワークフローを完了する手順は、次のとおりです。

1. （任意）メンテナンスモードプロファイルを作成します（メンテナンスモードプロファ
イルの設定（306ページ）を参照）

2. （任意）通常モードプロファイルを作成します（通常モードプロファイルの設定（307
ページ）を参照）

3. グレースフル削除をトリガーする前のスナップショットを取得します（スナップショット
の作成（308ページ）を参照）
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4. グレースフル削除をトリガーして、スイッチをメンテナンスモードにします（グレース
フル削除のトリガー（312ページ）を参照）

5. グレースフル挿入をトリガーして、スイッチを通常モードに戻します（グレースフル挿入
のトリガー（315ページ）を参照）

6. グレースフル挿入をトリガーした後のスナップショットを取得します（スナップショット
の作成（308ページ）を参照）

7. show snapshots compareコマンドを使用して、グレースフル削除と挿入の前後のスイッチ
の運用データを比較して、すべてが想定どおりに動作していることを確認します（GIR設
定の確認（318ページ）を参照）

メンテナンスモードプロファイルの設定
グレースフル削除またはグレースフル挿入時に適用できる設定コマンドを使用して、メンテナ

ンスモードプロファイルを作成できます。

手順の概要

1. configure maintenance profile maintenance-mode
2. end
3. show maintenance profile maintenance-mode

手順の詳細

手順

目的コマンドまたはアクション

メンテナンスモードプロファイルのコンフィギュ

レーションセッションを開始します。

configure maintenance profile maintenance-mode

例：

ステップ 1

設定しているプロトコルに応じて、プロトコルを停

止する適切なコマンドを入力する必要があります。

switch# configure maintenance profile
maintenance-mode
Enter configuration commands, one per line. End

サポートされるコマンドの一覧については、プロ

ファイル（304ページ）を参照してください。
with CNTL/Z.
switch(config-mm-profile)#

メンテナンスモードプロファイルを終了します。end

例：

ステップ 2

switch(config-mm-profile)# end
switch#

メンテナンスモードプロファイルの詳細を表示し

ます。

show maintenance profile maintenance-mode

例：

ステップ 3

switch# show maintenance profile maintenance-mode
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例

次に、メンテナンスモードプロファイルを作成する例を示します。

switch# configure maintenance profile maintenance-mode
Enter configuration commands, one per line. End with CNTL/Z.
switch(config-mm-profile)# ip pim isolate
switch(config-mm-profile)# vpc domain 10
switch(config-mm-profile-config-vpc-domain)# shutdown
switch(config-mm-profile)# router bgp 100
switch(config-mm-profile-router)# shutdown
switch(config-mm-profile)# router eigrp 10
switch(config-mm-profile-router)# shutdown
switch(config-mm-profile-router)# address-family ipv6 unicast
switch(config-mm-profile-router-af)# shutdown
switch(config-mm-profile)# system interface shutdown
switch(config-mm-profile)# end
Exit maintenance profile mode.
switch# show maintenance profile maintenance-mode
[Maintenance Mode]
ip pim isolate
vpc domain 10
shutdown

router bgp 100
shutdown

router eigrp 10
shutdown
address-family ipv6 unicast
shutdown

system interface shutdown

通常モードプロファイルの設定
グレースフル削除またはグレースフル挿入時に適用できる設定コマンドを使用して、通常モー

ドプロファイルを作成できます。

手順の概要

1. configure maintenance profile normal-mode
2. end
3. show maintenance profile normal-mode

手順の詳細

手順

目的コマンドまたはアクション

通常モードプロファイルのコンフィギュレーション

セッションを開始します。

configure maintenance profile normal-mode

例：

ステップ 1
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目的コマンドまたはアクション

設定しているプロトコルに応じて、プロトコルを起

動する適切なコマンドを入力する必要があります。

switch# configure maintenance profile normal-mode
Enter configuration commands, one per line. End
with CNTL/Z.
switch(config-mm-profile)# サポートされるコマンドの一覧については、プロ

ファイル（304ページ）を参照してください。

通常モードプロファイルを終了します。end

例：

ステップ 2

switch(config-mm-profile)# end
switch#

通常モードプロファイルの詳細を表示します。show maintenance profile normal-mode

例：

ステップ 3

switch# show maintenance profile normal-mode

例

次に、メンテナンスモードプロファイルを作成する例を示します。

switch# configure maintenance profile normal-mode
switch(config-mm-profile)# no system interface shutdown
switch(config-mm-profile)# router eigrp 10
switch(config-mm-profile-router)# no shutdown
switch(config-mm-profile-router)# address-family ipv6 unicast
switch(config-mm-profile-router-af)# no shutdown
switch(config-mm-profile)# router bgp 100
switch(config-mm-profile-router)# no shutdown
switch(config-mm-profile)# vpc domain 10
switch(config-mm-profile-config-vpc-domain)# no shutdown
switch(config-mm-profile)# no ip pim isolate
switch(config-mm-profile)# end
Exit maintenance profile mode.
switch# show maintenance profile normal-mode
[Normal Mode]
no system interface shutdown
router eigrp 10
no shutdown
address-family ipv6 unicast
no shutdown

router bgp 100
no shutdown

vpc domain 10
no shutdown

no ip pim isolate

スナップショットの作成
選択した機能の実行状態のスナップショットを作成できます。スナップショットを作成する

と、 showコマンドの定義済みのセットが実行され、出力が保存されます。
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手順の概要

1. snapshot create snapshot-name description

2. show snapshots
3. show snapshots compare snapshot-name-1 snapshot-name-2 [summary | ipv4routes | ipv6routes]

手順の詳細

手順

目的コマンドまたはアクション

選択した機能の実行状態または運用データをキャプ

チャし、データを永続ストレージメディアに保存し

ます。

snapshot create snapshot-name description

例：

switch# snapshot create snap_before_maintenance
Taken before maintenance

ステップ 1

最大 64文字の英数字のスナップショット名と最大
254文字の英数字の説明を入力できます。

Executing 'show interface'... Done
Executing 'show ip route summary vrf all'... Done
Executing 'show ipv6 route summary vrf all'...

すべてのスナップショットまたは特定のスナップ

ショットを削除するには、 snapshot delete {all |
snapshot-name}コマンドを使用します。

Done
Executing 'show bgp sessions vrf all'... Done
Executing 'show ip eigrp topology summary'... Done
Executing 'show ipv6 eigrp topology summary'...
Done
Feature 'vpc' not enabled, skipping...
Executing 'show ip ospf vrf all'... Done
Feature 'ospfv3' not enabled, skipping...
Feature 'isis' not enabled, skipping...
Feature 'rip' not enabled, skipping...
Snapshot 'snap_before_maintenance' created

スイッチ上に存在するスナップショットを表示しま

す。

show snapshots

例：

ステップ 2

switch# show snapshots
Snapshot Name Time

Description
----------------------------------------------------------------------------
snap_before_maintenance Wed Aug 19 13:53:28 2015
Taken before maintenance

2つのスナップショットの比較を表示します。show snapshots compare snapshot-name-1
snapshot-name-2 [summary | ipv4routes | ipv6routes]

ステップ 3

値は、 summaryオプションは、2つのスナップ
ショット間の全体的な変更を確認するのに十分な情

報のみ表示します。

例：

switch# show snapshots compare
snap_before_maintenance snap_after_maintenance

値は、 ipv4routesおよび ipv6routesオプションは、
2つのスナップショット間の IPv4および IPv6ルー
トの変更を表示します。
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例

次に、2つのスナップショット間の変更の概要の例を示します。
switch# show snapshots compare snapshot1 snapshot2 summary
feature snapshot1 snapshot2 changed
basic summary

# of interfaces 16 12 *
# of vlans 10 4 *
# of ipv4 routes 33 3 *
…………

interfaces
# of eth interfaces 3 0 *
# of eth interfaces up 2 0 *
# of eth interfaces down 1 0 *
# of eth interfaces other 0 0

# of vlan interfaces 3 1 *
# of vlan interfaces up 3 1 *
# of vlan interfaces down 0 0
# of vlan interfaces other 0 1 *
…………

次に、2つのスナップショット間の IPv4ルートの変更の例を示します。
switch# show snapshots compare snapshot1 snapshot2 ipv4routes
metric snapshot1 snapshot2 changed
# of routes 33 3 *
# of adjacencies 10 4 *

Prefix Changed Attribute
------ -----------------
23.0.0.0/8 not in snapshot2
10.10.10.1/32 not in snapshot2
21.1.2.3/8 adjacency index has changed from 29 (snapshot1) to 38 (snapshot2)
………

There were 28 attribute changes detected

スナップショットへの showコマンドの追加
スナップショットでキャプチャされる追加の showコマンドを指定できます。それらの show
コマンドは、ユーザー指定のスナップショットセクションで定義されます。

手順の概要

1. snapshot section add section "show-command" row-id element-key1 [element-key2]
2. show snapshots sections
3. show snapshots compare snapshot-name-1 snapshot-name-2 [summary | ipv4routes | ipv6routes]
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手順の詳細

手順

目的コマンドまたはアクション

ユーザ指定のセクションをスナップショットに追加

します。セクションは、 show � コマンドの出力を

snapshot section add section "show-command" row-id
element-key1 [element-key2]

例：

ステップ 1

名付けするために使用されます。任意の単語を使用

して、セクションに名前を付けることができます。switch# snapshot section add myshow “show ip
interface brief” ROW_intf intf-name

showコマンドは、引用符で囲む必要があります。非
showコマンドは、拒否されます。

row-id引数は、 showコマンドのXML出力の各行エ
ントリのタグを指定します。 element-key1および
element-key2引数では、行エントリ間を区別するた
めに使用されるタグを指定します。ほとんどの場

合、 element-key1引数のみ、行エントリ間を区別す
るために指定する必要があります。

（注）

スナップショットからユーザー指定のセクションを

削除するには、 snapshot section delete sectionコマ
ンドを使用します。

ユーザー指定のスナップショットセクションを表示

します。

show snapshots sections

例：

ステップ 2

switch# show snapshots sections

2つのスナップショットの比較を表示します。show snapshots compare snapshot-name-1
snapshot-name-2 [summary | ipv4routes | ipv6routes]

ステップ 3

summaryオプションは、2つのスナップショット間
の全体的な変更を確認するのに十分な情報のみ表示

します。

例：

switch# show snapshots compare snap1 snap2

ipv4routesおよび ipv6routesオプションは、2つの
スナップショット間の IPv4および IPv6ルートの変
更を表示します。

例

次の例では、 show ip interface briefコマンドを myshowスナップショットセクション
に追加します。この例では、2つのスナップショット（snap1および snap2）が比較さ
れ、両方のスナップショットにユーザ指定のセクションが表示されます。

switch# snapshot section add myshow “show ip interface brief” ROW_intf intf-name
switch# show snapshots sections
user-specified snapshot sections
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--------------------------------
[myshow]
cmd: show ip interface brief
row: ROW_intf
key1: intf-name
key2: -

[sect2]
cmd: show ip ospf vrf all
row: ROW_ctx
key1: instance_number
key2: cname

switch# show snapshots compare snap1 snap2
=============================================================================
Feature Tag snap1 snap2
=============================================================================

[bgp]
-----------------------------------------------------------------------------
…………

[interface]
-----------------------------------------------------------------------------

[interface:mgmt0]
vdc_lvl_in_pkts 692310 **692317**
vdc_lvl_in_mcast 575281 **575287**
vdc_lvl_in_bcast 77209 **77210**
vdc_lvl_in_bytes 63293252 **63293714**
vdc_lvl_out_pkts 41197 **41198**
vdc_lvl_out_ucast 33966 **33967**
vdc_lvl_out_bytes 6419714 **6419788**

…………

[ospf]
-----------------------------------------------------------------------------
…………

[myshow]
-----------------------------------------------------------------------------

[interface:Ethernet1/1]
state up **down**
admin_state up **down**

…………

グレースフル削除のトリガー
デバッグ操作やアップグレード操作を実行するために、スイッチのグレースフル削除をトリ

ガーして、スイッチを取り出し、ネットワークからそのスイッチを分離できます。

始める前に

作成したメンテナンスモードプロファイルを使用するシステムの場合は、メンテナンスモー

ドプロファイルの設定（306ページ）を参照してください。
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手順の概要

1. configure terminal
2. system mode maintenance [dont-generate-profile | timeout value | shutdown | on-reload

reset-reason reason]
3. （任意） show system mode

4. （任意） copy running-config startup-config

手順の詳細

手順

目的コマンドまたはアクション

グローバルコンフィギュレーションモードを開始

します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

すべての有効なプロトコルをメンテナンスモードに

します（ isolateコマンドを使用します）。

system mode maintenance [dont-generate-profile |
timeout value | shutdown | on-reload reset-reason
reason]

ステップ 2

次のオプションを使用できます。
例：

• dont-generate-profile—有効なプロトコルの動的
な検索が回避され、メンテナンスモードプロ

switch(config)# system mode maintenance
Following configuration will be applied:

ファイルに構成されているコマンドが実行されip pim isolate
ます。作成したメンテナンスモードプロファrouter bgp 65502

isolate イルをシステムに使用させる場合は、このオプ

ションを使用します。
router ospf p1
isolate

router ospfv3 p1
• timeout value—指定した分数の間、スイッチを
メンテナンスモードのままにします。範囲は 5

isolate

Do you want to continue (y/n)? [no] y
～ 65535です。設定した時間が経過すると、ス
イッチは自動的に通常モードに戻ります。値Generating a snapshot before going into

maintenance mode
は、 no system mode maintenance timeoutコマ
ンドは、タイマーを無効にします。Starting to apply commands...

• shutdown—すべてのプロトコル、vPCドメイン
および管理インターフェイスを除くインター

Applying : ip pim isolate
Applying : router bgp 65502
Applying : isolate

フェイスをシャットダウンします（ shutdownApplying : router ospf p1
Applying : isolate

コマンドを使用します）。このオプションを指Applying : router ospfv3 p1
定すると中断が発生しますが、デフォルト（Applying : isolate

Maintenance mode operation successful.
isolateコマンドを使用します）の場合、中断は
発生しません。

• on-reload reset-reason reason—指定されている
システムクラッシュが発生した場合、スイッチ
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目的コマンドまたはアクション

を自動的にメンテナンスモードで起動します。

値は、 no system mode maintenance on-reload
reset-reasonコマンドを使用すると、システム
クラッシュ時にスイッチがメンテナンスモード

で起動するのを回避できます。

メンテナンスモードのリセット理由は次のとお

りです。

• HW_ERROR：ハードウェアエラー

• SVC_FAILURE：重大なサービス障害

• KERN_FAILURE：カーネルパニック

• WDOG_TIMEOUT：ウォッチドッグタイム
アウト

• FATAL_ERROR：致命的なエラー

• LC_FAILURE：ラインカード障害

• MATCH_ANY：上記のいずれかの理由

続行を促すプロンプトが表示されます。Enter yを入
力または、プロセスを終了するために nを入力しま
す。

現在のシステムモードを表示します。（任意） show system modeステップ 3

例： スイッチはメンテナンスモードになっています。ス

イッチに対する目的のデバッグ操作やアップグレー

ド操作を実行できます。

switch(config)# show system mode
System Mode: Maintenance

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。このコマン

（任意） copy running-config startup-config

例：

ステップ 4

ドは、再起動後にメンテナンスモードを維持する場

合に必要です。
switch(config)# copy running-config startup-config

例

次に、スイッチのすべてのプロトコル、vPCドメイン、およびインターフェイスを
シャットダウンする例を示します。

switch(config)# system mode maintenance shutdown

Following configuration will be applied:

vpc domain 10
shutdown
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router bgp 65502
shutdown

router ospf p1
shutdown

router ospfv3 p1
shutdown

system interface shutdown

Do you want to continue (y/n)? [no] y

Generating a snapshot before going into maintenance mode

Starting to apply commands...

Applying : vpc domain 10
Applying : shutdown
Applying : router bgp 65502
Applying : shutdown
Applying : router ospf p1
Applying : shutdown
Applying : router ospfv3 p1
Applying : shutdown

Maintenance mode operation successful.

次に、致命的なエラーが発生した場合に、スイッチを自動的にメンテナンスモードで

起動する例を示します。

switch(config)# system mode maintenance on-reload reset-reason fatal_error

グレースフル挿入のトリガー
デバッグ操作やアップグレード操作の実行が終了したら、グレースフル挿入をトリガーして、

すべてのプロトコルを復元できます。

始める前に

作成する通常モードプロファイルをシステムに使用させる場合は、メンテナンスモードプロ

ファイルの設定（306ページ）を参照してください。

手順の概要

1. configure terminal
2. no system mode maintenance [dont-generate-profile]
3. （任意） show system mode
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手順の詳細

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

すべての有効なプロトコルを通常モードにします（

no isolateコマンドを使用します）。

no system mode maintenance [dont-generate-profile]

例：

ステップ 2

値は、 dont-generate-profileオプションを指定する
と、有効なプロトコルの動的な検索が回避され、通

switch(config)# no system mode maintenance
dont-generate-profile
Following configuration will be applied:

常モードプロファイルに構成されているコマンドが
no ip pim isolate 実行されます。作成した通常モードプロファイルを
router bgp 65502

システムに使用させる場合は、このオプションを使

用します。
no isolate

router ospf p1
no isolate

続行を促すプロンプトが表示されます。 yを入力し
て続行するか、 nを入力してプロセスを終了しま
す。

router ospfv3 p1
no isolate

Do you want to continue (y/n)? [no] y

Starting to apply commands...

Applying : no ip pim isolate
Applying : router bgp 65502
Applying : no isolate
Applying : router ospf p1
Applying : no isolate
Applying : router ospfv3 p1
Applying : no isolate

Maintenance mode operation successful.

Generating Current Snapshot

現在のシステムモードを表示します。スイッチは通

常モードになっていて、完全に機能しています。

（任意） show system mode

例：

ステップ 3

switch(config)# show system mode
System Mode: Normal

メンテナンスモードの強化
次のメンテナンスモードの機能拡張が Cisco Nexus 3600プラットフォームスイッチに追加さ
れます。

•システムメンテナンスシャットダウンモードで次のメッセージが追加されます。
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NOTE: The command system interface shutdown will shutdown all interfaces excluding
mgmt 0.

• CLIコマンドを入力すると、 system mode maintenanceによって孤立ポートがチェックさ
れ、アラートが送信されます。

•隔離モードで vPCが設定されると、次のメッセージが追加されます。
NOTE: If you have vPC orphan interfaces, please ensure vpc orphan-port suspend is
configured under them, before proceeding further.

•カスタムプロファイル構成：新しい CLIコマンド、 system mode maintenance
always-use-custom-profileがカスタムプロファイル構成用に追加されました。新しい CLI
コマンド system mode maintenance non-interactiveは、Cisco Nexus 9000シリーズスイッチ
のみに #ifdefの下に追加されました。

（メンテナンスまたは通常モードで）カスタムプロファイルを作成すると、次のメッセー

ジが表示されます。

Please use the command system mode maintenance always-use-custom-profile
if you want to always use the custom profile.

• after_maintenanceスナップショットが撮られる前に遅延が追加されました。no system mode
maintenanceコマンドは、通常モードのすべての構成が適用され、モードが通常モードに
変更され、 after_maintenanceスナップショットを取得するためのタイマーが開始されると
終了します。タイマーの期限が切れると、 after_maintenanceスナップショットがバックグ
ラウンドで取得され、スナップショットが完了すると新しい警告 Syslog、
MODE_SNAPSHOT_DONEが送信されます。

CLIコマンドの最終出力 no system mode maintenanceは、 after_maintenanceスナップショッ
トがいつ生成されたかを示します：

after_maintenance スナップショットは、<delay> 秒で生成されます。その後は、

show snapshots compare before_maintenance after_maintenance を使用し

てシステムの正常性を確認してください。after_maintenance スナップショットのタ

イマー遅延はデフォルトで 120 秒に設定されていますが、新しい構成コマンドで変更で

きます。

after_maintenance snapshotのタイマー遅延を変更するための新しい構成コマンドは、 system
mode maintenance snapshot-delay <seconds>です。この設定は、デフォルト設定の 120秒
を 0～ 65535の任意の値に上書きします。これは ASCII設定で表示されます。

新しい showコマンド show maintenance snapshot-delayは、 current snapshot-delayの値を表
示するために追加されています。この新しい showコマンドでは、XML出力がサポートさ
れています。

•システムがメンテナンスモードであるときに表示される CLIインジケータが追加されま
した。たとえば、 switch(m-mode)#です。

• CLIリロードまたはシステムリセットによってデバイスがメンテナンスモードから通常
モードおよびその逆に移行するときの SNMPトラップのサポートが追加されました。
snmp-server enable traps mmode cseMaintModeChangeNotifyトラップは、メンテナンス
モードのトラップ通知の変更を有効にするために追加されました。 snmp-server enable
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traps mmode cseNormalModeChangeNotifyは、通常モードへのトラップ通知の変更を有効
にするために追加されました。デフォルトでは両方のトラップが無効になっています。

GIR設定の確認
GIRの設定を表示するには、次のいずれかの作業を行います。

目的コマンド

インターフェイスの要約情報を表示しま

す。

show interface brief

スイッチがメンテナンスモードで起動され

ることになる、リセット理由を表示しま

す。メンテナンスモードのリセット理由の

説明については、グレースフル削除のトリ

ガー（312ページ）を参照してください。

show maintenance on-reload reset-reasons

メンテナンスモードまたは通常モードのプ

ロファイルの詳細を表示します。

show maintenance profile [maintenance-mode |
normal-mode]

メンテナンスモードのタイムアウト期間を

表示します。この期間後、スイッチは自動

的に通常モードに戻ります。

show maintenance timeout

実行コンフィギュレーションまたはスター

トアップコンフィギュレーションのメンテ

ナンスモードのセクションを表示します。

allオプションには、デフォルト値が含まれ
ます。

show {running-config | startup-config} mmode [all]

スイッチ上に存在するスナップショットを

表示します。

show snapshots

2つのスナップショットの比較を表示しま
す。

summaryオプションは、2つのスナップ
ショット間の全体的な変更を確認するのに

十分な情報のみ表示します。

ipv4routesおよび ipv6routesオプションは、
2つのスナップショット間の IPv4および
IPv6ルートの変更を表示します。

show snapshots compare snapshot-name-1
snapshot-name-2 [summary | ipv4routes | ipv6routes]

スナップショットの取得時に生成された各

ファイルの内容を表示します。

show snapshots dump snapshot-name
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目的コマンド

ユーザ指定のスナップショットセクション

を表示します。

show snapshots sections

現在のシステムモードを表示します。show system mode
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第 22 章

コンフィギュレーションの置換の実行

この章は、次の項で構成されています。

•コンフィギュレーションの置換とコミットタイムアウトについて（321ページ）
•概要（322ページ）
•コンフィギュレーションの置換に関する注意事項と制限事項（324ページ）
•構成の置換の推奨ワークフロー（327ページ）
•コンフィギュレーションの置換の実行（328ページ）
•コンフィギュレーションの置換の確認 （331ページ）
•構成の置換の例（331ページ）

コンフィギュレーションの置換とコミットタイムアウト

について
コンフィギュレーションの置換機能を使用すると、デバイスをリロードすることなく Cisco
Nexusスイッチの実行コンフィギュレーションをユーザ指定のコンフィギュレーションに置換
できます。コンフィギュレーション自体でリロードが必要な場合にのみ、デバイスのリロード

が必要になることがあります。ユーザが提供する実行コンフィギュレーションファイルは、実

行ファイルのコピーを使用して取得する必要があります。競合他社 copy file: to runningと異な
り、構成の置換機能はマージ操作ではありません。この機能では、実行コンフィギュレーショ

ン全体が、ユーザによって提供される新しいコンフィギュレーションに置換されます。コン

フィギュレーションの置換に障害がある場合は、元のコンフィギュレーションがスイッチで復

元されます。Cisco NX-OSリリース 9.3（1）から、 best-effortオプションが導入されました。
このオプションを使用すると、コマンドでエラーが発生した場合でも、設定の置換によって完

全なパッチが実行され、元の設定はスイッチに復元されません。

コミットタイムアウト機能を使用すると、コンフィギュレーションの置換操作の実行に成功し

た後に以前のコンフィギュレーションにロールバックすることができます。コミットタイマー

の期限が切れると、ロールバック操作は自動的に開始されます。
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• Cisco NX-OSデバイスで受信済みの有効な実行コンフィギュレーションを提供する必要が
あります。部分コンフィギュレーションにすることはできません。

（注）

概要
設定置換機能には、次の操作手順があります。

•コンフィギュレーションの置換では、Cisco Nexusスイッチの現在の実行コンフィギュレー
ションとユーザ指定のコンフィギュレーションとの間の違いをインテリジェントに計算

し、2ファイルの差異のパッチファイルを生成します。コンフィギュレーションコマンド
のセットが含まれているこのパッチファイルは表示できます。

•コンフィギュレーションの置換では、実行中のコマンドと同様にパッチファイルのコン
フィギュレーションコマンドが適用されます。

•コンフィギュレーションは、次の状況下で以前の実行コンフィギュレーションにロール
バックまたは復元されます。

•パッチファイルが適用された後、コンフィギュレーションに不一致がある場合。

•コミットタイムアウトを使用してコンフィギュレーション操作を実行し、コミット
タイマーが期限切れになった場合。

•ベストエフォートオプションが使用されている場合、設定は以前の実行コンフィギュレー
ションにロールバックされず、復元もされません。このオプションを使用すると、コマン

ドでエラーが発生した場合でも、設定の置換によって完全なパッチが実行され、以前の設

定にロールバックされません。

• show config-replace log execコマンドの交換ファイルとして、完全なCisco NX-OS構成ファ
イルを使用できます。

•スイッチを元のコンフィギュレーションに復元するときにエラーが発生しても復元操作は
中断されません。復元操作は、残りのコンフィギュレーションを続行します。復元操作中

に障害が発生したコマンドを一覧表示するには、 show config-replace log execコマンドを
使用します。

•タイマーの期限が切れる前に configure replace commitコマンドを入力した場合、コミッ
トタイマーは停止し、コンフィギュレーションの置換機能によって適用されているユーザ

指定のコンフィギュレーションでスイッチが稼働します。

•コミットタイマーの期限が切れると、以前のコンフィギュレーションへのロールバックは
自動的に開始されます。

• Cisco NX-OSリリース 9.3(1)では、セマンティック検証のサポートが設定の置換に追加さ
れました。このセマンティック検証は、設定置換の事前チェックの一部として実行されま

す。パッチは、セマンティック検証が成功した場合にのみ適用されます。パッチファイル
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を適用すると、コンフィギュレーションの置換によって検証プロセスがトリガーされま

す。コンフィギュレーションの置換は、検証プロセスで、実行コンフィギュレーションと

ユーザー構成ファイルを比較します。不一致がある場合、デバイスは元のコンフィギュ

レーションに復元されます。

コンフィギュレーションの置換と実行コンフィギュレーションへのファイルのコピーとの違い

は、次のとおりです。

ファイルのコピーコンフィギュレーションの置換

copy <source-url> running-configコマンドは
マージ動作であり、ソースファイルと現在の

実行中の構成の両方のコマンドがすべて保持

されます。このコマンドでは、現在の実行コ

ンフィギュレーションにのみ含まれ、ソース

ファイルには存在しないコマンドが削除され

ることはありません。

configure replace <target-url>コマンドは、現
在の実行構成にのみ含まれ、置換ファイルに

は存在しないコマンドは削除します。また、

現在の実行コンフィギュレーションに追加す

る必要があるコマンドも追加されます。

copy <source-url> running-configコマンドの
コピー元ファイルとして、構成ファイルの一

部を使用できます。

configure replace <target-url>コマンドの交換
ファイルとして、完全なCiscoNX-OS構成ファ
イルを使用できます。

コンフィギュレーションの置換の利点

コンフィギュレーションの置換の利点は次のとおりです。

•スイッチをリロードしたり、CLIで実行コンフィギュレーションファイルに加えた変更を
手動で元に戻したりすることなく、現在の実行コンフィギュレーションファイルをユーザ

指定のコンフィギュレーションファイルと置換できます。その結果、システムのダウンタ

イムが減少します。

•保存済みの Cisco NX-OSコンフィギュレーションの状態に戻すことができます。

•追加や削除が必要なコマンドだけが影響を受ける場合、デバイスに完全なコンフィギュ
レーションファイルを適用することができるため、コンフィギュレーションの変更が簡素

化されます。その他のサービスおよび変更されていないコンフィギュレーションには影響

しません。

•コミットタイムアウト機能を設定すると、コンフィギュレーションの置換操作が成功した
ときでも以前のコンフィギュレーションにロールバックすることができます。
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コンフィギュレーションの置換に関する注意事項と制限

事項
コンフィギュレーションの置換機能には、コンフィギュレーションに関する次のガイドライン

と制限事項があります。

•設定置換機能は、Cisco Nexus 3000シリーズおよび Cisco Nexus 9000シリーズスイッチで
サポートされています。

•コンフィギュレーションの置換、チェックポイント、ロールバック操作、または実行コン
フィギュレーションからスタートアップコンフィギュレーションへのコピーを同時に実行

できるのは、1ユーザだけです。複数の Telnet、SSHまたは NX-APIセッション経由の操
作などのパラレル操作はサポートされていません。複数のコンフィギュレーションの置換

またはロールバック要求はシリアル化され、たとえば、最初の要求の完了後にのみ、2番
目の要求の処理が開始されます。

•コミットタイマーの実行中に別のコンフィギュレーションの置換操作を開始することはで
きません。タイマーを停止するために configure replace commitコマンドを使用する、ま
たはコミットタイマーの期限が切れるまで待機してから別の構成の置換操作を開始する必

要があります。

• system default switchport shutdownまたは no system default switchport shutdownが configure
replace bootflash:target_config_fileコマンドとともに使用する場合、ユーザーは、すべて
のスイッチポートインターフェイスの target_config_fileに目的のポートステート（shutdown
または no shutdown）ステートメントが存在することを確認する必要があります。

•コンフィギュレーションの置換操作を正常に行うには、ターゲットコンフィギュレーショ
ンファイルの ACLのすべての ACEエントリにシーケンス番号が存在する必要がありま
す。

•コミットタイムアウト機能は、コミットタイムアウトを使用してコンフィギュレーション
の置換操作を実行する場合にのみ開始されます。タイマーの値の範囲は 30～ 3600秒で
す。

•ユーザ指定のコンフィギュレーションファイルは、Cisco NX-OSデバイスから取得（copy
run file）された有効な show running-configurationの出力である必要があります。このコン
フィぎゅーレーションは部分コンフィギュレーションにすることはできず、user adminな
どの必須コマンドが含まれている必要があります。

•ソフトウェアバージョン違いで生成されたコンフィギュレーションファイルでコンフィ
ギュレーションの置換操作を実行することは、操作が失敗する可能性があるため推奨され

ません。ソフトウェアバージョンの変更があるたびに新しいコンフィギュレーションファ

イルを再生成する必要があります。

•コンフィギュレーションの置換操作が進行中の場合、他のセッションからはコンフィギュ
レーションを変更しないことを推奨します。操作が失敗する可能性があります。
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•コンフィギュレーションの置換機能については、次の点に注意してください。

•コンフィギュレーションの置換機能は、リロードを必要とする機能をサポートしてい
ません。このような機能の 1例は、system vlan reserveです。

• -Rラインカード搭載の Cisco Nexus 9500プラットフォームスイッチでは、コンフィ
ギュレーションの置換機能はサポートされません。

•構成の置換機能は、実行中の構成に、 feature-set mplsまたはmpls static rangeコマン
ドが含まれて、MPLSなしで構成に移動しようとしたか、ラベルの範囲を変更する場
合、失敗する場合があります。

•コンフィギュレーションの置換機能は、自動設定をサポートしていません。

•コンフィギュレーションの置換機能が適用されるラインカードがオフラインである場合、
コンフィギュレーションの置換操作は失敗します。

•構成置換機能を使用して ITDを変更する前に、ITDサービスをシャットダウンする必要が
あります（shutdown）。

•シーケンス番号は、CLI ip community-listおよび ip as-path access-listコマンドに必須で
す。シーケンス番号を指定しないと、構成の置換操作は失敗します。

•コンフィギュレーションを適用するためにCisco NX-OSデバイスをリロードする必要があ
る場合、これらのコンフィギュレーションをリロードしてからコンフィギュレーションの

置換操作を行う必要があります。

•ユーザ指定のコンフィギュレーションファイルでのコマンドの順序は、CiscoNexusスイッ
チの実行コンフィギュレーションでのこれらのコマンドと同じにする必要があります。

• CRを使用してスイッチの実行コンフィギュレーションを置き換える必要があるユーザコ
ンフィギュレーションファイルは、新しいコマンドを設定した後、スイッチの実行コン

フィギュレーションから生成する必要があります。ユーザコンフィギュレーションファ

イルは、CLIコマンドを使用して手動で編集しないでください。また、コンフィギュレー
ションコマンドのシーケンスを変更しないでください。

•セマンティック検証は、4ギガビットメモリプラットフォームではサポートされていませ
ん。

•異なるバージョンの機能が実行コンフィギュレーションとユーザコンフィギュレーション
に存在する場合（VRRPv2とVRRPv3など）、セマンティック検証オプションが期待どお
りに機能しません。この問題は既知の制限です。

• Cisco NX-OSリリース 10.3(1)F以降、構成の置換機能は機能アプリホスティングをサポー
トしません。

• Cisco NX-OSリリース 10.4(2)F以降では、Cisco NX-OSデバイスの LDAPで構成ンの置換
機能がサポートされています。
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• Cisco NX-OSリリース 10.4(2)F以降では、大文字と小文字を区別しないコマンドで、実行
構成ファイルと候補の構成ファイルのコマンド間に大文字と小文字の違いがある場合、

config replace show-patchの出力には両方のコマンドが表示されます。

• Cisco NX-OSリリース 10.4(3)F以降では、候補構成でポリモーフィックコマンドを使用し
て、構成の置換を実行することもできます。

•ユーザーデータベースが SNMPと AAA（セキュリティ）の間で同期されるため、構成の
置き換え用の candidate-configファイルでは、クリアテキストのパスワードを使用できま
す。

• candidate-configファイルで、次のコマンドの必須シーケンス番号を必ず指定してください。
シーケンス番号を指定しないと、構成の置換操作は失敗します。

• ip prefix-list list-name seq seq {deny | permit} prefix

• ipv6 prefix-list list-name seq seq {deny | permit} prefix

• mac-list list-name seq seq {deny | permit} prefix

• ip community-list { standard | expanded} list-name seq seq {deny | permit} expression

• ip extcommunity-list {standard | expanded}list-name seq seq {deny | permit} expression

• ip large-community-list {standard | expanded} list-name seq seq {deny | permit} expression

• ip-as-path access-list list-name seq seq {deny | permit} expression

• Cisco NX-OSリリース 10.5(1)F以降では、次を同じ CR候補ファイルの一部にすることは
できません。

• no hardware access-list update atomic

•既存の実行構成アトミック TCAM構成の制限を超える ACL構成

• Cisco NX-OSリリース 10.5(1)F以降では、vlan access-mapコマンドのシーケンス番号は必
須です。シーケンス番号を指定しないと、構成の置換操作は失敗します。

•あるデバイスから生成された、別のデバイスに適用された構成のリプレイが実行され、
CLI CRは成功しても、新しいデバイスでの SNMPv3操作は失敗し、認証の失敗という
メッセージが表示されます。

PBRコマンドの構成の置換に関する注意事項と制限事項

このセクションの内容は、Cisco NX-OSリリース 10.4(3)Fから適用されます。

PBRコマンドは、同じ親ルートマップの下に共存できません。相互に排他的な PBRコマンド
が候補構成の同じルートマップで指定されている場合、config-replaceパッチはルートマップの
下の最後のコマンドバリアントに対してのみ生成され、CR操作後に適用されます。

次の表に、いくつかの使用例を示します。
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変換後の候補構成候補構成使用例

route-map rmap1 permit 10
set ip vrf green next-hop
6.6.6.6
set ip vrf blue next-hop
7.7.7.7 8.8.8.8

route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2
set ipv6 next-hop 3::3
set ip next-hop
verify-availability 4.4.4.4
set ip next-hop
verify-availability 5.5.5.5
set ip vrf green next-hop
6.6.6.6
set ip vrf blue next-hop
7.7.7.7 8.8.8.8

ユースケース 1：複数のコマ
ンドバリアント：最後のコマ

ンドバリアントのみが保持さ

れます。

候補構成は、CRパッチが生成
される前に、3番目の列に示す
ように自動的に変換されま

す。

route-map test permit 10
set ip next-hop
verify-availability 1.1.1.1
track 1
set ip next-hop
verify-availability 2.2.2.2
track 40
set ip next-hop
verify-availability 3.3.3.3
track 3

route-map test permit 10
set ip next-hop
verify-availability 1.1.1.1
track 1
set ip next-hop
verify-availability 2.2.2.2
track 20
set ip next-hop
verify-availability 2.2.2.2
track 30
set ip next-hop
verify-availability 2.2.2.2
track 40
set ip next-hop
verify-availability 3.3.3.3
track 3

使用例 2：トラック IDを構成
するコマンド：ネクストホッ

プが同じでトラック IDが異な
る最後のコマンドバリアント

のみが保持されます。

verify-availabilityコマンドの場
合、同じネクストホップのト

ラック IDを変更することはで
きません。候補構成は、CR
パッチが生成される前に、3番
目の列に示すように自動的に

変換されます。

構成の置換の推奨ワークフロー
構成の置換の推奨されるワークフローを次に示します。

•このワークフローは、候補構成でも同じである必要があります。

•候補構成のデフォルト構成はサポートされていません。

（注）

1. Cisco Nexusシリーズデバイスで最初に構成を適用して構成ファイルを生成してから、構
成ファイルとして show running-configuration出力を使用します。このファイルを使用し
て、必要に応じて構成を変更します。次に、この生成または更新された構成ファイルを使

用して、構成の置換を実行します。

2. 次のコマンドを実行してパッチファイルを表示し、確認します。 configure replace <file>
show-patchコマンドを使用します。この手順は任意です。

3. commit-timeout <time>機能を使用またはスキップして構成置換ファイルを実行します。要
件に基づいて、次の手順のいずれかを実行できます。
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• configure replace <file> verboseを実行して、構成の置換で実行されるコマンドをコン
ソールに表示します。

•次のスーパーユーザー権限で、 configure replace [bootflash/scp/sftp]
<user-configuration-file> verbose commit-timeout <time>コマンドを使用してコミット時
間を構成します。

4. 次のスーパーユーザー権限で、 configure replace commitコマンドを実行し、コミットタ
イマーを停止します。この手順は、コミットタイムアウト機能で構成の置換操作を実行し

ている場合に必要です。

5. 構成のセマンティック検証を含むプレチェックを構成の置換で実行します。エラーがある
場合、構成の置換操作は失敗します。不一致の構成を表示するには、 show config-replace
log verifyコマンドを使用します。パッチファイルを適用すると、構成の置換によって検
証プロセスがトリガーされます。構成の置換は、検証プロセスで、実行構成とユーザー構

成ファイルを比較します。不一致がある場合、デバイスは元の構成に復元されます。不一

致の構成を表示するには、 show config-replace log verifyコマンドを使用します。

6. Cisco NX-OSリリース9.3（1）では、次の構成の置換操作を実行できます。

•セマンティック検証およびベストエフォートモードなしの構成の置換。

•セマンティック検証なし、ベストエフォートモードありの構成の置換。

•セマンティック検証あり、ベストエフォートモードなしの構成の置換。

•セマンティック検証およびベストエフォートモードありの構成の置換。

コンフィギュレーションの置換の実行
コンフィギュレーションの置換を実行するには、次の操作を行います。

始める前に

現在の構成ファイルと候補構成ファイルの IPアドレスに競合がないことを確認します。IPア
ドレスの競合の例は、現在の構成ファイルの ethインターフェイス 1/53で 172.16.0.1/24を構成
し、候補構成ファイル内の eth 1/53で 172.16.0.1/24と 192.168.0.1/24を使用してポートチャネ
ル 30を構成したとします。候補構成ファイルの構成置換を実行すると、IPアドレスの競合が
発生します。

手順の概要

1. configure replace { < uri_local > | < uri_remote > } [ verbose | show-patch ]
2. configure replace [ bootflash / scp / sftp ] < user-configuration-file > show-patch
3. configure replace [ bootflash / scp / sftp ] < user-configuration-file > verbose
4. configure replace <user-configuration-file> [best-effort]
5. configure replace <user-configuration-file> [verify-and-commit]
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6. configure replace <user-configuration-file> [verify-only]
7. （任意） configure replace [ bootflash / scp / sftp ] < user-configuration-file > verbose

commit-timeout <time>

8. （任意） configure replace [ commit ]
9. （任意） configure replace [ bootflash/scp/sftp] <user-configuration-file> non-interactive

手順の詳細

手順

目的コマンドまたはアクション

コンフィギュレーションの置換を実行します。コン

フィギュレーションの置換の進行中にセッションを

configure replace { < uri_local > | < uri_remote > } [
verbose | show-patch ]

ステップ 1

通じてコンフィギュレーションを変更すると、コン

フィギュレーションの置換操作は失敗します。1つ
のコンフィギュレーション要求がすでに進行中であ

るときにコンフィギュレーションの置換要求を送信

すると、要求はシリアル化されます。

実行コンフィギュレーションとユーザ指定のコン

フィギュレーションの違いを表示します。

configure replace [ bootflash / scp / sftp ] <
user-configuration-file > show-patch

ステップ 2

（注）

•このコマンドでは、プレーンテキストパスワー
ドは暗号化されません。

•このコマンドは、CLI snmp-server trapsコマン
ドの構成置換が成功した後でも、パッチを表示

できます。。

スイッチのコンフィギュレーションを、ユーザが提

供する新しいユーザコンフィギュレーションに置換

configure replace [ bootflash / scp / sftp ] <
user-configuration-file > verbose

ステップ 3

します。コンフィギュレーションの置換は常にアト

ミックです。

スイッチの設定を新しいユーザ設定に置き換え、セ

マンティック検証による設定の置き換えを有効にし

ます。

configure replace <user-configuration-file>
[best-effort]

ステップ 4

best-effortオプションを使用すると、コマンドでエ
ラーが発生した場合でも設定の置換によって完全な

パッチが実行され、以前の設定がロールバックされ

ないようになります。

Cisco NX-OSリリース 10.5(1)F以降、コンフィギュ
レーション置換機能は、Cisco Nexus
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目的コマンドまたはアクション

9300-FX2/FX3/GXシリーズスイッチのバッチ ACL
コンフィギュレーションをサポートします。[システ
ム名（System Name）]が空白の場合は、ベストエ
フォートモードが有効になっている場合、バッチ構

成内で障害が発生すると、その特定のバッチ内の構

成セット全体がスキップされます。

スイッチの設定を新しいユーザ設定に置き換え、セ

マンティック検証による設定の置き換えを有効にし

ます。

configure replace <user-configuration-file>
[verify-and-commit]

ステップ 5

verify-and-commitオプションは、セマンティック検
証を有効にするために使用されます。パッチは、完

全なパッチのセマンティック検証に合格した場合に

のみ実行されます。

ベストエフォートオプション、verify-and-commitオ
プション、または両方のオプションを同時に使用で

きます。

パッチのみを表示し、パッチでセマンティック検証

を実行し、結果を表示します。パッチはシステムに

適用されません。

configure replace <user-configuration-file>
[verify-only]

ステップ 6

コミット時間を秒単位で設定します。タイマーは、

コンフィギュレーションの置換操作が正常に完了し

た後に開始されます。

（任意） configure replace [ bootflash / scp / sftp ] <
user-configuration-file > verbose commit-timeout
<time>

ステップ 7

コミットタイマーを停止し、コンフィギュレーショ

ンの置換設定を続行します。

（任意） configure replace [ commit ]ステップ 8

（注）

この手順は、コミットタイムアウト機能を設定して

いる場合にのみ適用されます。

（注）

以前のコンフィギュレーションにロールバックする

には、コミットタイマーの期限が切れるまで待機

する必要があります。タイマーの期限が切れると、

スイッチは自動的に以前のコンフィギュレーション

にロールバックされます。

メンテナンスモードでは、ユーザプロンプトはあ

りません。デフォルトでは、 yesのユーザー確認を
（任意） configure replace [ bootflash/scp/sftp]
<user-configuration-file> non-interactive

ステップ 9

受けてからロールバックが進行します。非インタラ

クティブオプションは、メンテナンスモードでの

み使用できます。
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コンフィギュレーションの置換の確認
コンフィギュレーションの置換とそのステータスをチェックして確認するには、表に記載され

ているコマンドを使用します。

表 29 :コンフィギュレーションの置換の確認

目的コマンド

実行コンフィギュレーションとユーザ指定の

コンフィギュレーションの違いを表示します。

configure replace
[bootflash/scp/sftp]<user-configuration-file]
show-patch

実行したすべてのコンフィギュレーションと

失敗したコンフィギュレーションのログを表

示します。エラーの場合、そのコンフィギュ

レーションに対してエラーメッセージが表示

されます。

show config-replace log exec

失敗したコンフィギュレーションをエラーメッ

セージとともに表示します。成功したコンフィ

ギュレーションは表示されません。

show config-replace log verify

コンフィギュレーションの置換操作のステー

タス（進行中、成功、失敗など）を表示しま

す。コミットタイムアウト機能を設定してい

る場合、コミットとタイマーのステータスに

加え、コミットタイムアウトの残り時間も表

示されます。

show config-replace status

構成の置換の例
以下の構成の置換の構成例を参照してください。

• configure replace bootflash: <file> show-patch CLIコマンドを使用して、実行中の構成と
ユーザー指定の構成の違いを表示します。

switch(config)# configure replace bootflash:<file> show-patch
Collecting Running-Config
Converting to checkpoint file
#Generating Rollback Patch
!!
no role name abc

• configure replace bootflash: <file> verbose CLIコマンドを使用して、スイッチの実行中の
構成全体をユーザー構成コと置換します。

switch(config)# configure replace bootflash:<file> verbose
Collecting Running-Config
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Generating Rollback patch for switch profile
Rollback Patch is Empty
Note: Applying config parallelly may fail Rollback verification
Collecting Running-Config
#Generating Rollback Patch
Executing Rollback Patch
========================================================
config t
no role name abc
========================================================
Generating Running-config for verification
Generating Patch for verification

Rollback completed successfully.

Sample Example with adding of BGP configurations.
switch(config)# sh run | section bgp
switch(config)# sh file bootflash:file | section bgp
feature bgp
router bgp 1

address-family ipv4 unicast
neighbor 1.1.1.1

switch(config)#
switch(config)# configure replace bootflash:file verbose
Collecting Running-Config
Generating Rollback patch for switch profile
Rollback Patch is Empty
Note: Applying config parallelly may fail Rollback verification
Collecting Running-Config
#Generating Rollback Patch
Executing Rollback Patch
========================================================
config t
feature bgp
router bgp 1
address-family ipv4 unicast
neighbor 1.1.1.1
========================================================
Generating Running-config for verification
Generating Patch for verification

Rollback completed successfully.

switch(config)# sh run | section bgp
feature bgp
router bgp 1
address-family ipv4 unicast
neighbor 1.1.1.1

Sample Example with ACL
switch(config)# configure replace bootflash:run_1.txt
Collecting Running-Config
Generating Rollback patch for switch profile
Rollback Patch is Empty
Note: Applying config parallelly may fail Rollback verification
Collecting Running-Config
#Generating Rollback Patch
Executing Rollback Patch
========================================================
config t
no ip access-list nexus-50-new-xyz
ip access-list nexus-50-new-xyz-jkl-abc
10 remark Newark
20 permit ip 17.31.5.0/28 any
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30 permit ip 17.34.146.193/32 any
40 permit ip 17.128.199.0/27 any
50 permit ip 17.150.128.0/22 any
========================================================
Generating Running-config for verification
Generating Patch for verification

Rollback completed successfully.

switch(config)#

switch(config)# show run aclmgr | sec nexus-50-new-xyz-jkl-abc
ip access-list nexus-50-new-xyz-jkl-abc
10 remark Newark
20 permit ip 17.31.5.0/28 any
30 permit ip 17.34.146.193/32 any
40 permit ip 17.128.199.0/27 any
50 permit ip 17.150.128.0/22 any

• configure replace bootflash:user-config.cfg verify-only CLIコマンドを使用して、パッチを
意味的に生成および確認します。

switch(config)# configure replace bootflash:user-config.cfg verify-only

Version match between user file and running configuration.
Pre-check for User config PASSED
Collecting Running-Config
Converting to checkpoint file
Generating Rollback Patch
Validating Patch
========================================================
`config t `
`interface Ethernet1/1`
`shutdown`
`no switchport trunk allowed vlan`
`no switchport mode`
`no switchport`
`exit`
Skip non dme command for CR validation
`interface Vlan1`
`shutdown`
`interface Ethernet1/1`
`shutdown`
`no switchport`
`ip address 1.1.1.1/24`
`exit`
Skip non dme command for CR validation
=============================================
Patch validation completed successful
switch(config)#

• configure replace bootflash:user-config.cfg best-effort verify-and-commitパッチのセマン
ティック検証を実行した後、スイッチの実行構成を指定されたユーザー構成に置き換える

CLIコマンド。
switch(config)# configure replace bootflash:user-config.cfg best-effort
verify-and-commit

Version match between user file and running configuration.
Pre-check for User config PASSED
ADVISORY: Config Replace operation started...
Modifying running configuration from another VSH terminal in parallel
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is not recommended, as this may lead to Config Replace failure.

Collecting Running-Config
Generating Rollback patch for switch profile
Rollback Patch is Empty
Collecting Running-Config
Generating Rollback Patch

Validating Patch
Patch validation completed successful
Executing Rollback Patch
During CR operation,will retain L3 configuration
when vrf member change on interface
Generating Running-config for verification
Generating Rollback Patch

Configure replace completed successfully. Please run 'show config-replace log exec'
to see if there is any configuration that requires reload to take effect.

switch(config)#

• show config-replace log exec CLIコマンドを使用して、実行済みの構成と、存在する場合は
障害をすべて確認します。

switch(config)# show config-replace log exec
Operation : Rollback to Checkpoint File
Checkpoint file name : .replace_tmp_28081
Scheme : tmp
Rollback done By : admin
Rollback mode : atomic
Verbose : enabled
Start Time : Wed, 06:39:34 25 Jan 2017
--------------------------------------------------------------------------------

time: Wed, 06:39:47 25 Jan 2017
Status: SUCCESS
End Time : Wed, 06:39:47 25 Jan 2017
Rollback Status : Success

Executing Patch:
----------------
switch#config t
switch#no role name abc

• show config-replace log verify CLIコマンドを使用して、存在する場合は障害をすべて確認
します。

switch(config)# show config-replace log verify
Operation : Rollback to Checkpoint File
Checkpoint file name : .replace_tmp_28081
Scheme : tmp
Rollback done By : admin
Rollback mode : atomic
Verbose : enabled
Start Time : Wed, 06:39:34 25 Jan 2017
End Time : Wed, 06:39:47 25 Jan 2017
Status : Success

Verification patch contains the following commands:
---------------------------------------------------
!!
! No changes
--------------------------------------------------------------------------------
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time: Wed, 06:39:47 25 Jan 2017
Status: SUCCESS

• show config-replace status CLIコマンドを使用して、構成交換のステータスを確認します。
switch(config)# show config-replace status
Last operation : Rollback to file
Details:
Rollback type: atomic replace_tmp_28081
Start Time: Wed Jan 25 06:39:28 2017
End Time: Wed Jan 25 06:39:47 2017
Operation Status: Success

switch(config)#

スイッチから生成された設定の代わりに手動で作成された設定を使用すると、[置換の設定
（Configure Replace）]が失敗することがあります。失敗の原因として考えられるのは、show
running configurationに示されていないデフォルト設定の潜在的な違いです。次の例を参照して
ください。

power redundancyコマンドがデフォルトのコマンドである場合、デフォルトの設定では表示さ
れません。ただし、ユーザーが show run allコマンドを使用した場合に表示されます。次の例
を参照してください。

switch# show run all

!Command: show running-config all
!Running configuration last done at: Tue Nov 12 11:07:44 2019
!Time: Tue Nov 12 11:16:09 2019

version 9.3(1) Bios:version 05.39
power redundancy-mode ps-redundant
no hardware module boot-order reverse
no license grace-period
<snip>
hostname n9k13

電源冗長コマンドは、show running configurationコマンド出力には表示されません。次の例を
参照してください。

!Command: show running-config
!Running configuration last done at: Tue Nov 12 11:07:44 2019
!Time: Tue Nov 12 11:17:24 2019

version 9.3(1) Bios:version 05.39
hostname n9k13

構成置換のユーザー構成にpower redundancy-mode ps-redundantコマンドが追加された場合、
検証/コミットが失敗する可能性があります。次の例を参照してください。
switch# show file bootflash:test

!Command: show running-config
!Running configuration last done at: Tue Nov 12 10:56:49 2019
!Time: Tue Nov 12 11:04:57 2019

version 9.3(1) Bios:version 05.39
power redundancy-mode ps-redundant
hostname n9k13

power redundancy-mode ps-redundantコマンドは、構成置換の後の show runningには表示され
ません。したがって、「欠落」と見なされ、CRは失敗します。次に例を示します。
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switch# config replace bootflash:test verify-and-commit

Version match between user file and running configuration.
Pre-check for User config PASSED
ADVISORY: Config Replace operation started...
Modifying running configuration from another VSH terminal in parallel
is not recommended, as this may lead to Config Replace failure.

Collecting Running-Config
Generating Rollback patch for switch profile
Rollback Patch is Empty
Collecting Running-Config
.Generating Rollback Patch

Validating Patch
Patch validation completed successful
Executing Rollback Patch
During CR operation,will retain L3 configuration
when vrf member change on interface
Generating Running-config for verification
Generating Rollback Patch
Executing Rollback Patch
During CR operation,will retain L3 configuration
when vrf member change on interface
Generating Running-config for verification
Generating Patch for verification
Verification failed, Rolling back to previous configuration
Collecting Running-Config
Cleaning up switch-profile buffer
Generating Rollback patch for switch profile
Executing Rollback patch for switch profiles. WARNING - This will change the
configuration of switch profiles and will also affect any peers if configured
Collecting Running-Config
Generating Rollback Patch
Rollback Patch is Empty
Rolling back to previous configuration is successful

Configure replace failed. Use 'show config-replace log verify' or 'show config-replace
log exec' to see reasons for failure

n9k13# show config-replace log verify
Operation : Config-replace to user config
Checkpoint file name : .replace_tmp_31849
Scheme : tmp
Cfg-replace done By : agargula
Cfg-replace mode : atomic
Verbose : disabled
Start Time : Tue, 11:20:59 12 Nov 2019
Start Time UTC : Tue, 10:20:59 12 Nov 2019
-------------------------------------------
End Time : Tue, 11:21:28 12 Nov 2019
End Time UTC : Tue, 10:21:28 12 Nov 2019
Status : Failed

Verification patch contains the following commands:
---------------------------------------------------
!!
Configuration To Be Added Missing in Running-config
===================================================
!
power redundancy-mode ps-redundant

Undo Log
--------------------------------------------------------------------------------
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End Time : Tue, 11:21:32 12 Nov 2019
End Time UTC : Tue, 10:21:32 12 Nov 2019
Status : Success
n9k13#

上記の例では、CRは欠落しているデフォルトのコマンドを考慮します。
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第 23 章

ソフトウェアメンテナンスアップグレー

ド（SMU）の実行

この章は、次の項で構成されています。

• SMUについて（339ページ）
•パッケージ管理（340ページ）
• SMUの前提条件（341ページ）
• SMUの注意事項と制約事項（341ページ）
• Cisco NX-OSのソフトウェアメンテナンスアップグレードの実行（342ページ）
•パッケージインストールの準備（342ページ）
•ローカルストレージデバイスまたはネットワークサーバへのパッケージファイルのコ
ピー（344ページ）

•パッケージの追加とアクティブ化（345ページ）
•アクティブなパッケージセットのコミット（346ページ）
•パッケージの非アクティブ化と削除（347ページ）
•インストールログ情報の表示（348ページ）

SMUについて
ソフトウェアメンテナンスアップグレード（SMU）は、特定の障害の修正を含むパッケージ
ファイルです。SMUは、直近の問題に対処するために作成され、新しい機能は含まれていま
せん。通常、SMUがデバイスの動作に大きな影響を及ぼすことはありません。SMUのバー
ジョンは、アップグレードするパッケージのメジャー、マイナー、およびメンテナンスバー

ジョンに同期されます。

SMUの影響は次のタイプによって異なります。

•プロセスの再起動 SMU：アクティベーション時にプロセスまたはプロセスのグループの
再起動を引き起こします。

•リロード SMU：スーパーバイザおよびラインカードのパラレルリロードを引き起こしま
す。
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SMUは、メンテナンスリリースの代わりになるものではありません。直近の問題に対する迅
速な解決策を提供します。SMUで修正された障害は、メンテナンスリリースにすべて統合さ
れます。

デバイスを新しい機能やメンテナンスリリースにアップグレードする詳細については、『Cisco

Nexus 3500シリーズ NX-OSソフトウェアアップグレードおよびダウングレードガイド』を参
照してください。

SMUをアクティブにすると、以前の SMU、または SMUが適用されるパッケージが自動的に
非アクティブ化されることはありません。

（注）

パッケージ管理
デバイスでの SMUパッケージの追加およびアクティブ化の一般的な手順は次のとおりです。

1. パッケージファイルをローカルストレージデバイスまたはファイルサーバにコピーしま
す。

2. install addコマンドを使用してデバイス上でパッケージを追加します。

3. install activateコマンドを使用してして、デバイス上でパッケージをアクティブ化します。

4. install commitコマンドを使用して、現在のパッケージのセットをコミットします。

5. （任意）必要に応じて、パッケージを非アクティブ化して削除します。

次の図は、パッケージの管理プロセスの主要な手順について説明します。

図 2 : SMUパッケージを追加、アクティブ化およびコミットするプロセス
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SMUの前提条件
アクティブ化または非アクティブ化するパッケージでは、これらの前提条件が満たされている

必要があります。

•適切なタスク IDを含むタスクグループに関連付けられているユーザグループに属してい
る必要があります。ユーザグループの割り当てが原因でコマンドを使用できないと考えら

れる場合、AAA管理者に連絡してください。

•すべてのラインカードが取り付けられ、正常に動作していることを確認します。たとえ
ば、ラインカードのブート中、ラインカードのアップグレード中または交換中、または

自動スイッチオーバーアクティビティが予想される場合は、パッケージのアクティブ化や

非アクティブ化はできません。

SMUの注意事項と制約事項
SMUに関する注意事項および制約事項は次のとおりです。

•パッケージによっては、他のパッケージのアクティブ化または非アクティブ化が必要で
す。SMUに相互に依存関係がある場合は、前のSMUをまずアクティブにしないとそれら
をアクティブ化できません。

•アクティブ化するパッケージは、現在のアクティブなソフトウェアのセットと互換性があ
る必要があります。

• 1つのコマンドで複数の SMUをアクティブにできません。

•パッケージの互換性が確認できた場合に限り、アクティブ化が実行されます。競合がある
場合は、エラーメッセージが表示されます。

•ソフトウェアパッケージをアクティブ化する間、その他の要求はすべての影響のあるノー
ドで実行できません。これと同様のメッセージが表示されると、パッケージのアクティブ

化は完了します。

Install operation 1 completed successfully at Thu Jan 9 01:19:24 2014

•各 CLIインストール要求には要求 IDが割り当てられます。これは後でイベントを確認す
るのに使用できます。

•ソフトウェアメンテナンスアップグレードを実行後、デバイスを新しいCisco Nexus 3500
ソフトウェアリリースにアップグレードする場合、新しいイメージで以前の Cisco Nexus
3500リリースと SMUパッケージファイルの両方が上書きされます。

• Cisco NX-OSリリース 10.5(1)F以降では、次のガイドラインが SMUに適用されます。

•有効でイメージと互換性のある SMUをアクティブ化する必要がある場合、アクティ
ブ化が失敗すると、スイッチは自動的にリロードされます。ただし、4回試行しても
SMUがアクティブにならない場合は、SMUをアクティブにしないでください。一
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方、スイッチの準備が整うと、SMUのアクティブ化が失敗したことを示す syslogメッ
セージが表示されます。

• PID固有の SMUを、意図していない PIDにインストールしようとすると、次のメッ
セージが表示されます： [Install operation failed because SMU is not compatible for this
switchmodel（SMUがこのスイッチモデルと互換ではないため、インストール操作は
失敗しました）]。

•サポートされている SMUとサポートされていない SMUを含む SMU tarボールを使
用してスイッチで ISSUを実行すると、サポートされている SMUのみが ISSUの後に
インストールされます。

Cisco NX-OSのソフトウェアメンテナンスアップグレー
ドの実行

パッケージインストールの準備
SMUパッケージのインストールの準備に関する情報を収集するには、複数の showコマンドを
使用する必要があります。

始める前に

ソフトウェアの変更が必要かどうかを確認します。

使用中のシステムで新しいパッケージがサポートされていることを確認する。ソフトウェア

パッケージによっては、他のパッケージまたはパッケージバージョンをアクティブにする必要

があり、特定のラインカードのみをサポートするパッケージもあります。

そのリリースに関連する重要な情報についてリリースノートを確認し、そのパッケージとデバ

イス設定の互換性の有無を判断する。

システムの動作が安定していて、ソフトウェアの変更に対応できることを確認する。

手順の概要

1. show install active
2. show module
3. show clock
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手順の詳細

手順

目的コマンドまたはアクション

デバイス上のアクティブなソフトウェアを表示しま

す。デバイスに追加する必要があるソフトウェアを

show install active

例：

ステップ 1

決定するため、またインストール操作完了後にアクswitch# show install active
ティブなソフトウェアのレポートと比較するため

に、このコマンドを使用します。

すべてのモジュールが安定状態であることを確認し

ます。

show module

例：

ステップ 2

switch# show module

システムクロックが正しいことを確認します。ソフ

トウェア操作は、デバイスクロックの時刻に基づい

て証明書を使用します。

show clock

例：

switch# show clock

ステップ 3

例

次に、システム全体のアクティブなパッケージを表示する例を示します。この情報を

使用して、ソフトウェアの変更が必要かどうかを判断します。

switch# show install active
Active Packages:
Active Packages on Module #3:

Active Packages on Module #6:

Active Packages on Module #7:
Active Packages on Module #22:

Active Packages on Module #30:

次に、現在のシステムクロックの設定を表示する例を示します。

switch# show clock
02:14:51.474 PST Wed Jan 04 2014
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ローカルストレージデバイスまたはネットワークサー

バへのパッケージファイルのコピー
デバイスがアクセスできるローカルストレージデバイスまたはネットワークファイルサーバ

に SMUパッケージファイルをコピーする必要があります。この作業が完了したら、パッケー
ジをデバイスに追加しアクティブにできます。

デバイスにパッケージファイルを保存する必要がある場合は、ハードディスクにファイルを

保存することを推奨します。ブートデバイスは、パッケージを追加しアクティブするローカル

ディスクです。デフォルトのブートデバイスは bootflash:です。

ローカルストレージデバイスにパッケージファイルをコピーする前に、 dirコマンドを使用
して、必要なパッケージファイルがすでにデバイス上に存在するかどうかを確認します。

ヒント

SMUパッケージファイルがリモート TFTP、FTP、または SFTPサーバにある場合、ローカル
ストレージデバイスにファイルをコピーできます。ファイルがローカルストレージデバイス

に置かれた後、パッケージをそのストレージデバイスからデバイスに追加しアクティブにでき

ます。次のサーバプロトコルがサポートされます。

• TFTP：ネットワークを介して、あるコンピュータから別のコンピュータへファイルを転
送できるようにします。通常は、クライアント認証（たとえば、ユーザ名およびパスワー

ド）を使用しません。これは FTPの簡易版です。

パッケージファイルによっては、大きさが 32 MBを超える場合
もありますが、一部のベンダーにより提供される TFTPサービス
ではこの大きさのファイルがサポートされていない場合がありま

す。32 MBを超えるファイルをサポートする TFTPサーバにアク
セスできない場合は、FTPを使用してファイルをダウンロードし
ます。

（注）

•ファイル転送プロトコル：FTPは TCP/IPプロトコルスタックの一部であり、ユーザ名と
パスワードが必要です。

• SSHファイル転送プロトコル：SFTPは、セキュリティパッケージの SSHv2機能の一部
で、セキュアなファイル転送を提供します。

SMUパッケージファイルをネットワークファイルサーバまたはローカルストレージデバイ
スに転送した後に、ファイルを追加しアクティブ化することができます。
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パッケージの追加とアクティブ化
ローカルストレージデバイスまたはリモート TFTP、FTP、SFTPサーバーに保存されている
SMUパッケージファイルをデバイスに追加できます。

アクティブ化する SMUパッケージは、現在アクティブで動作可能なソフトウェアと互換性が
なければなりません。アクティブ化が試行されると、システムは自動互換性チェックを実行

し、パッケージがデバイス上でアクティブなその他のソフトウェアと互換性があることを確認

します。競合がある場合は、エラーメッセージが表示されます。アクティブ化が実行されるの

は、すべての互換性が確認できた場合だけです。

（注）

手順の概要

1. install add filename [activate]
2. （任意） show install inactive
3. install activate filename [test]
4. すべてのパッケージがアクティブ化されるまで手順 3を繰り返します。
5. （任意） show install active

手順の詳細

手順

目的コマンドまたはアクション

ローカルストレージデバイスまたはネットワーク

サーバからパッケージソフトウェアファイルを解

install add filename [activate]

例：

ステップ 1

凍してブートフラッシュおよびデバイスにインスswitch# install add bootflash:
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin トールされているすべてのアクティブスーパーバイ

ザおよびスタンバイスーパーバイザに追加します。

値は、 filename引数は、次の形式をとることができ
ます：

• bootflash:filename
• tftp://hostname-or-ipaddress/directory-path/filename
• ftp://username:password@

hostname-or-ipaddress/directory-path/filename
• sftp://hostname-or-ipaddress/directory-path/filename

デバイス上の非アクティブなパッケージを表示しま

す。前述の手順で追加されたパッケージが表示に出

ることを確認します。

（任意） show install inactive

例：

switch# show install inactive

ステップ 2
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目的コマンドまたはアクション

デバイスに追加されたパッケージをアクティブにし

ます。SMUパッケージは、アクティブにされるまで
必須: install activate filename [test]

例：

ステップ 3

無効のままです。（ install add activateコマンドを
switch# install activate
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin 使用してパッケージが以前にアクティブ化されてい

た場合は、この手順を省略します）。
例：

（注）switch# install activate
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin パッケージ名の一部を入力してから?を押すと、ア

クティベーション可能なすべての一致が表示されま
Install operation 1 completed successfully at
Thu Jan 9 01:27:56 2014

す。一致するものが1つしかない場合は、タブキー
例： を押して、パッケージ名の残りの部分を入力しま

す。switch# install activate
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 2 !!WARNING!! This patch will
get
activated only after a reload of the switch. at
Sun Mar 9 00:42:12 2014

必要に応じて他のパッケージもアクティブ化しま

す。

すべてのパッケージがアクティブ化されるまで手順

3を繰り返します。
ステップ 4

すべてのアクティブなパッケージを表示します。こ

のコマンドを使用して、正しいパッケージがアク

ティブであるかどうかを判断します。

（任意） show install active

例：

switch# show install active

ステップ 5

アクティブなパッケージセットのコミット
SMUパッケージがデバイス上でアクティブになると、それは現在の実行コンフィギュレーショ
ンの一部になります。パッケージのアクティブ化をシステム全体のリロード間で持続させるに

は、デバイス上でパッケージをコミットする必要があります。

手順の概要

1. install commit filename

2. （任意） show install committed
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手順の詳細

手順

目的コマンドまたはアクション

現在のパッケージのセットをコミットして、デバイ

スが再起動したときにこれらのパッケージが使用さ

れるようにします。

install commit filename

例：

switch# install commit
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin

ステップ 1

コミットされたパッケージを表示します。（任意） show install committed

例：

ステップ 2

switch# show install committed

パッケージの非アクティブ化と削除
パッケージを非アクティブ化すると、そのデバイスではアクティブではなくなりますが、パッ

ケージファイルはブートディスクに残ります。パッケージファイルは、後で再アクティブ化

できます。また、ディスクから削除もできます。

手順の概要

1. install deactivate filename

2. （任意） show install inactive

3. （任意） install commit

4. （任意） install remove {filename | inactive}

手順の詳細

手順

目的コマンドまたはアクション

デバイスに追加されたパッケージを非アクティブ化

し、ラインカードのパッケージ機能をオフにしま

す。

install deactivate filename

例：

switch# install deactivate
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin

ステップ 1

（注）

パッケージ名を部分的に入力してから?を押すと、
非アクティブ化に使用できるすべての候補が表示さ

れます。一致するものが 1つしかない場合は、タ
ブキーを押して、パッケージ名の残りの部分を入

力します。
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目的コマンドまたはアクション

デバイス上の非アクティブなパッケージを表示しま

す。

（任意） show install inactive

例：

ステップ 2

switch# show install inactive

現在のパッケージのセットをコミットして、デバイ

スが再起動したときにこれらのパッケージが使用さ

れるようにします。

（任意） install commit

例：

switch# install commit

ステップ 3

（注）

パッケージを削除できるのは、非アクティブ化操作

がコミットされた場合だけです。

非アクティブなパッケージを削除します。（任意） install remove {filename | inactive}ステップ 4

例： •削除できるのは非アクティブなパッケージだけ
です。switch# install remove

n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin •パッケージは、デバイスのすべてのラインカー
ドから非アクティブにされた場合にのみ削除で

きます。

Proceed with removing
n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin? (y/n)? [n]
y

•パッケージの非アクティブ化はコミットする必
要があります。

例：

switch# install remove inactive
Proceed with removing? (y/n)? [n] y •ストレージデバイスから特定の非アクティブな

パッケージを削除するには、 install removeコ
マンドと filename引数を指定して使用します。

•システムのすべてのノードから非アクティブな
パッケージをすべて削除するには、 install
removeコマンドと inactiveキーワードを使用し
ます。

インストールログ情報の表示
インストールログは、インストール動作の履歴についての情報を提供します。インストール動

作が実行されるたびに、その動作に対して番号が割り当てられます。

• show install logコマンドを使用して、インストール動作の成功および失敗の両方について
情報を表示します。

• show install logコマンドで引数を使用しない場合はは、すべてのインストール動作のサマ
リーを表示します。 request-id引数を指定して、ある動作に固有の情報を表示します。
detailキーワードを使用して、ファイルの変更、リロードできなかったノード、その他プ
ロセスに影響する操作など、特定の操作の詳細を表示します。

次に、すべてのインストール要求の情報を表示する例を示します。
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switch# show install log
Thu Jan 9 01:26:09 2014
Install operation 1 by user 'admin' at Thu Jan 9 01:19:19 2018
Install add bootflash: n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 1 completed successfully at Thu Jan 9 01:19:24 2014
----------------------------------------
Install operation 2 by user 'admin' at Thu Jan 9 01:19:29 2018
Install activate n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 2 completed successfully at Thu Jan 9 01:19:45 2018
----------------------------------------
Install operation 3 by user 'admin' at Thu Jan 9 01:20:05 2018
Install commit n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 3 completed successfully at Thu Jan 9 01:20:08 2018
----------------------------------------
Install operation 4 by user 'admin' at Thu Jan 9 01:20:21 2018
Install deactivate n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 4 completed successfully at Thu Jan 9 01:20:36 2018
----------------------------------------
Install operation 5 by user 'admin' at Thu Jan 9 01:20:43 2018
Install commit n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 5 completed successfully at Thu Jan 9 01:20:46 2014
----------------------------------------
Install operation 6 by user 'admin' at Thu Jan 9 01:20:55 2018
Install remove n3500-uk9.6.0.2.U6.0.1.CSCab00001.bin
Install operation 6 completed successfully at Thu Jan 9 01:20:57 2018
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第 24 章

ロールバックの設定

この章は、次の項で構成されています。

•ロールバックについて（351ページ）
•ロールバックの注意事項と制約事項（351ページ）
•チェックポイントの作成（352ページ）
•ロールバックの実装（353ページ）
•ロールバックコンフィギュレーションの確認（354ページ）

ロールバックについて
ロールバック機能を使用すると、Cisco NX-OSのコンフィギュレーションのスナップショット
またはユーザーチェックポイントを使用して、スイッチをリロードしなくても、いつでもその

コンフィギュレーションをスイッチに再適用できます。権限のある管理者であれば、チェック

ポイントで設定されている機能について専門的な知識がなくても、ロールバック機能を使用し

て、そのチェックポイントコンフィギュレーションを適用できます。

いつでも、現在の実行コンフィギュレーションのチェックポイントコピーを作成できます。

Cisco NX-OSはこのチェックポイントをASCIIファイルとして保存するので、将来、そのファ
イルを使用して、実行コンフィギュレーションをチェックポイントコンフィギュレーションに

ロールバックできます。複数のチェックポイントを作成すると、実行コンフィギュレーション

のさまざまなバージョンを保存できます。

実行コンフィギュレーションをロールバックするとき、atomicロールバックを発生させること
ができます。atomicロールバックでは、エラーが発生しなかった場合に限り、ロールバックを
実行します。

ロールバックの注意事項と制約事項
ロールバックに関する設定時の注意事項および制約事項は、次のとおりです。

•作成できるチェックポイントコピーの最大数は 10です。

•あるスイッチのチェックポイントファイルを別のスイッチに適用することはできません。
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•チェックポイントファイル名の長さは、最大 75文字です。

•チェックポイントのファイル名の先頭を systemにすることはできません。

•チェックポイントのファイル名の先頭を autoにすることができます。

•チェックポイントのファイル名を、summaryまたは summaryの略語にすることができま
す。

•チェックポイント、ロールバック、または実行コンフィギュレーションからスタートアッ
プコンフィギュレーションへのコピーを同時に実行できるのは、1ユーザだけです。

• write eraseおよび reloadコマンドを入力した後、チェックポイントが削除されます。clear
checkpoint databaseコマンドを使用すると、すべてのチェックポイントファイルを削除で
きます。

•ブートフラッシュでチェックポイントを作成した場合、ロールバックの実行前は実行シス
テムコンフィギュレーションとの違いは実行できず、「変更なし」と報告されます。

•チェックポイントはスイッチに対してローカルです。

• checkpointおよびチェックポイント checkpoint_nameコマンドを使用して作成されたチェッ
クポイントは、すべてのスイッチのスイッチオーバー時に存在します。

•ブートフラッシュ時のファイルへのロールバックは、チェックポイント checkpoint_name
コマンドを使用して作成されたファイルでのみサポートされます。他の ASCIIタイプの
ファイルではサポートされません。

•チェックポイントの名前は一意にする必要があります。以前に保存したチェックポイント
を同じ名前で上書きすることはできません。

• Cisco NX-OSコマンドは Cisco IOSコマンドと異なる場合があります。

チェックポイントの作成
1台のスイッチで作成できるコンフィギュレーションの最大チェックポイント数は 10です。

手順の概要

1. switch# checkpoint { [cp-name] [description descr] |file file-name

2. （任意） switch# no checkpointcp-name

3. （任意） switch# show checkpointcp-name
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手順の詳細

手順

目的コマンドまたはアクション

ユーザチェックポイント名またはファイルのいずれ

かに対して、実行中のコンフィギュレーションの

switch# checkpoint { [cp-name] [description descr] |file
file-name

例：

ステップ 1

チェックポイントを作成します。チェックポイント

名には最大 80文字の任意の英数字を使用できますswitch# checkpoint stable
が、スペースを含めることはできません。チェック

ポイント名を指定しなかった場合、Cisco NX-OSは
チェックポイント名を user-checkpoint-<number>に設
定します。ここで numberは 1～ 10の値です。

descriptionには、スペースも含めて最大 80文字の英
数字を指定できます。

checkpointコマンドの no形式を使用して、チェッ
クポイント名を削除します。

（任意） switch# no checkpointcp-name

例：

ステップ 2

deleteチェックポイントファイルを削除します。switch# no checkpoint stable

チェックポイント名の内容を表示します。（任意） switch# show checkpointcp-name

例：

ステップ 3

[ all]
switch# show checkpoint stable

ロールバックの実装
チェックポイント名またはファイルにロールバックを実装できます。ロールバックを実装する

前に、現在のコンフィギュレーションまたは保存されているコンフィギュレーションを参照し

ているソースと宛先のチェックポイント間の差異を表示できます。

atomicロールバック中に設定を変更すると、ロールバックは失敗します。（注）

手順の概要

1. show diff rollback-patch {checkpoint src-cp-name | running-config | startup-config | file
source-file} {checkpoint dest-cp-name | running-config | startup-config | file dest-file}

2. rollback running-config {checkpoint cp-name | file cp-file} atomic
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手順の詳細

手順

目的コマンドまたはアクション

ソースと宛先のチェックポイント間の差異を表示し

ます。

show diff rollback-patch {checkpoint src-cp-name |
running-config | startup-config | file source-file}
{checkpoint dest-cp-name | running-config |
startup-config | file dest-file}

ステップ 1

例：

switch# show diff rollback-patch checkpoint stable

running-config

エラーが発生しなければ、指定されたチェックポイ

ント名またはファイルへの atomicロールバックを
作成します。

rollback running-config {checkpoint cp-name | file
cp-file} atomic

例：

ステップ 2

switch# rollback running-config checkpoint stable

例

チェックポイントファイルを作成し、次に、ユーザーチェックポイント名への atomic
ロールバックを実装する例を以下に示します。

switch# checkpoint stable
switch# rollback running-config checkpoint stable atomic

ロールバックコンフィギュレーションの確認
ロールバックの設定を確認するには、次のコマンドを使用します。

目的コマンド

チェックポイント名の内容を表示します。show checkpoint name [ all]

現行のスイッチ内のすべてのチェックポイントの内

容を表示します。表示されるチェックポイントを、

show checkpoint all [user | system]

ユーザーまたはシステムで生成されるチェックポイ

ントに限定できます。

現在のスイッチ内のすべてのチェックポイントのリ

ストを表示します。表示されるチェックポイントを、

show checkpoint summary [user | system]

ユーザーまたはシステムで生成されるチェックポイ

ントに限定できます。
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目的コマンド

ソースと宛先のチェックポイント間の差異を表示し

ます。

show diff rollback-patch {checkpoint
src-cp-name | running-config |
startup-config | file source-file}
{checkpoint dest-cp-name | running-config
| startup-config | file dest-file}

ロールバックログの内容を表示します。show rollback log [exec | verify]

clear checkpoint databaseコマンドを使用して、すべてのチェックポイントファイルを削除し
ます。

（注）
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第 25 章

候補構成の完全性チェック

本章では、候補構成の完全性チェックの方法について説明します。

この章は、次の項で構成されています。

•候補構成について（357ページ）
•候補構成の完全性チェックの注意事項と制限事項（357ページ）
•候補構成の完全性チェックの実行（363ページ）
•完全性チェックの例（364ページ）

候補構成について
候補構成は、実行構成のサブセットです。実行構成は、追加、変更、または削除を行わずに、

実行構成内に候補構成が存在するかどうかを確認します。

候補構成の完全性を確認するには、次のコマンドを使用します。

• show diff running-config

• show diff startup-config

CLIの詳細については、候補構成の完全性チェックの実行（363ページ）を参照してくださ
い。

候補構成の完全性チェックの注意事項と制限事項
候補構成の完全性チェックには、次の注意事項と制限事項があります。

• Cisco NX-OSリリース 10.2(3)F以降、すべての Cisco Nexusスイッチに候補構成の完全性
チェックオプションが導入されました。

•完全な実行構成ファイルの完全性チェックを行うには、NX-OSシステムが生成した実行
構成を提供する必要があります。 partialキーワードは使用しないでください。次のキー
ワードは、入力候補を実行構成のサブセットとして扱います。 partialキーワードは、入
力候補を実行構成のサブセットとして扱います。
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•生成された実行構成に表示される行番号は、内部で生成されたものであるため、候補構成
とは一致しません。

•実行構成と候補構成に違いがある場合、インラインで出力表示されます。

•候補ファイルの構成ブロック全体が新たに追加されたものである場合、生成される実行構
成の最後に追加されます。

•候補設定に SNMPまたは AAAユーザー CLIとクリアテキストパスワードがある場合、
ユーザーがすでに設定されている場合でも、SNMPユーザーは diffとして表示されます。

• Cisco NX-OSリリース 10.4(3)F以降では、候補構成でポリモーフィックコマンドを使用し
て、partial diffを実行することもできます。

• partial diffを実行する前に、EIGRPアドレスファミリ IPv4設定を、候補ファイルのルータ
モード階層ではなく、EIGRPアドレスファミリ階層で設定しておくことをお勧めします。

•ターゲット/候補ファイルにデフォルトのコマンド（たとえば、 - log-neighbor-warnings;

です）がサブモードではなくモードの下に直接構成されている場合、routereigrpつまり、
address-family ipv4 unicastまたは address-family ipv6 unicastの場合、partial-diffは diff内
のデフォルトコマンドの出力に +が表示されます（たとえば、 + log-neighbor-warnings

です）。

•大文字と小文字が区別されないコマンドで、実行中の configファイルと concurrent-config
ファイル内のコマンドの間に大文字と小文字の相違がある場合、partialdiffの出力には、
大文字と小文字の違いにより両方のコマンドが表示されます。

•ユーザーデータベースを SNMPと AAA（セキュリティ）の間で同期するため、候補
CONFIG_FILEの partial diffを実行する場合は、クリアテキストのパスワードが許可され
ます。

•設定プロファイル、メンテナンスプロファイル（mmode）、およびスケジューラモード
の設定はサポートされていません。

マルチキャストコンポーネントのデフォルトコマンドの partial diffに関する注意事項と制約事
項

このセクションの内容は、Cisco NX-OSリリース 10.4(3)Fから適用されます。

マルチキャストコンポーネントのデフォルトコマンドが候補CONFIG_FILEに存在する場合、
show diffでは次のように表示されます。

次の中のデフォルトコマンド show diffマルチキャストコンポーネ

ント

ip access-list copp-system-p-acl-pim
10 permit pim any 224.0.0.0/24
20 permit udp any any eq pim-auto-rp
ip access-list copp-system-p-acl-pim-mdt-join
ip access-list copp-system-p-acl-pim-reg
10 permit pim any any

PIM
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次の中のデフォルトコマンド show diffマルチキャストコンポーネ

ント

ipv6 access-list copp-system-p-acl-pim6
10 permit pim any ff02::d/128
20 permit udp any any eq pim-auto-rp
ipv6 access-list copp-system-p-acl-pim6-reg
10 permit pim any any

PIM6

ip access-list copp-system-p-acl-igmp
10 permit igmp any 224.0.0.0/3
class-map copp-system-p-class-normal-igmp

IGMP

ipv6 access-list copp-system-p-acl-mld
10 permit icmp any any mld-query
20 permit icmp any any mld-report
30 permit icmp any any mld-reduction
40 permit icmp any any mldv2

MLD

の注意事項と制限事項 show diff running-config file_url [unified] [partial ] [merged]コマンド

• unified、partial、およびmergedオプションを使用して次の PBRコマンドの違いを確認す
ると、diffの出力は次のようになります：

• set ip next-hop

• set ip default next-hop

• set ip default vrf next-hop

• set ipv6 next-hop

• set ipv6 default next-hop

• set ipv6 default vrf next-hop

1. 候補のネクストホップが実行中のネクストホップの（同じ順序とシーケンスの）サブ
セットであり、候補の追加フラグのが実行中のフラグのサブセットである場合、次の

表に示すように、diffの出力は空になります。

部分的な統合マージ差分出力実行構成候補構成

<no-diff>route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2 3.3.3.3 load-share
force-order

route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2 load-share

2. 候補のネクストホップが実行中のネクストホップの（同じ順序とシーケンスの）サブ
セットであり、候補に実行構成には存在しない余分の追加フラグがある場合、diffの
出力は、次の表に示すように、実行構成に候補構成に存在する追加のフラグを付加し

たものとなって、コマンドラインの場合と似た結果になります。
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部分的な統合マージ差分出力実行構成候補構成

route-map rmap1 permit 10
- set ip next-hop 1.1.1.1
2.2.2.2 3.3.3.3 load-share
drop-on-fail
+ set ip next-hop 1.1.1.1
2.2.2.2 3.3.3.3 load-share
force-order drop-on-fail

route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2 3.3.3.3 load-share
drop-on-fail

route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2 load-share
force-order

3. 候補ネクストホップが実行中のネクストホップの（同じ順序とシーケンスの）サブ
セットではなく、候補と実行中のレコードに追加のフラグが存在し得る場合、diffの
出力は、実行構成レコードを「-」で、候補構成レコードを「+」で示します。

この区別は、ネクストホップのシーケンスが重要となる、PBRコマンドで使用する場
合、特に重要です。ネクストホップ IPアドレスが同一であっても、その順序は機能に
影響します。

たとえば、「1.1.1.1 2.2.2.2」は「2.2.2.2 1.1.1.1」とは異なります。

候補構成とマージした後に保持する実行構成に追加のフラグがあ

る場合は、そのフラグを候補構成に明示的に含める必要がありま

す。これにより、必要なフラグが最終的なマージされた構成で保

持されます。

重要

部分的な統合マージ差分出力実行構成候補構成

route-map rmap1 permit 10
- set ip next-hop 2.2.2.2
1.1.1.1 load-share
force-order
+ set ip next-hop 1.1.1.1
2.2.2.2 load-share
drop-on-fail

route-map rmap1 permit 10
set ip next-hop 2.2.2.2
1.1.1.1 load-share
force-order

route-map rmap1 permit 10
set ip next-hop 1.1.1.1
2.2.2.2 load-share
drop-on-fail

• Partial Unifiedまたは Partial Unified Mergedオプションが使用されている場合、すべての
PBRコマンドは相互に排他的であり、同じ親ルートマップ内で共存できません。したがっ
て、候補構成で単一のルートマップに複数の相互に排他的な PBRコマンドが指定されて
いる場合、最後のコマンドバリアントのみが partial diffの出力に表示されます。

例1：この例では、候補構成で、単一のルートマップ rmap1の下に複数のPBRコマンドが
含まれています：

route-map rmap1 permit 10
set ip next-hop 1.1.1.1 2.2.2.2
set ipv6 next-hop 3::3
set ip next-hop verify-availability 4.4.4.4
set ip next-hop verify-availability 5.5.5.5
set ip vrf green next-hop 6.6.6.6
set ip vrf blue next-hop 7.7.7.7 8.8.8.8

partial-diff出力の生成前に、上記の候補構成は自動的に次のように変換されます。

Cisco Nexus 3600スイッチ NX-OSシステム管理構成ガイド、リリース 10.6(x)
360

候補構成の完全性チェック

候補構成の完全性チェックの注意事項と制限事項



route-map rmap1 permit 10
set ip vrf green next-hop 6.6.6.6
set ip vrf blue next-hop 7.7.7.7 8.8.8.8

例 2：この例では、候補構成に、ルートマップ rmap2のために異なるトラック IDが指定
された、複数の「set ip next-hop verify-availability」コマンドが含まれています。同じネク
ストホップのトラック IDは変更できないため、次のコマンドは相互に排他的です。
route-map rmap2 permit 10
set ip next-hop verify-availability 1.1.1.1 track 1
set ip next-hop verify-availability 2.2.2.2 track 20
set ip next-hop verify-availability 2.2.2.2 track 30
set ip next-hop verify-availability 2.2.2.2 track 40
set ip next-hop verify-availability 3.3.3.3 track 3

partial-diffの出力を生成する前、次に示すように、システムは各ネクストホップ IPアドレ
スの最後の set ip next-hop verify-availabilityコマンドのみを保持することで、これらのコ
マンドを自動的に統合します：

route-map rmap2 permit 10
set ip next-hop verify-availability 1.1.1.1 track 1
set ip next-hop verify-availability 2.2.2.2 track 40
set ip next-hop verify-availability 3.3.3.3 track 3

•クライアントが Partial Unified Mergedオプションを使用して、 verify-availabilityの違い
を確認するとき、特定のネクストホップのトラック IDは変更できません。

したがって、候補と実行構成に同じネクストホップが含まれていて、同じ親ルートマップ

の下に異なるトラック IDがある場合、コマンドラインの動作の場合のように、候補レコー
ドを実行レコードと単純にマージすることはできません。したがって、同じネクストホッ

プに異なるトラック IDを持つ候補レコードを適用するには、対応する実行構成レコード
を最初に削除する必要があります（diffでは実行構成レコードは「-」で示されます）。そ
の後、候補レコードをマージすると、それは同じ親ルートマップの下の最後のレコードの

末尾に追加されます（候補構成レコードは「+」で示されます）。

次のテーブルは、サンプルの候補と様々なユースケースの部分的な統合マージ出力の実

行構成を表示します：

1. 候補と実行構成で同じネクストホップのトラック IDが異なる場合、diffの出力は次の
表のようになります。

部分的な統合マージ差分出力実行構成候補構成

route-map test permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
- set ip next-hop
verify-availability 2.2.2.2
track 2
set ip next-hop

verify-availability 3.3.3.3
track 3
+ set ip next-hop
verify-availability 2.2.2.2
track 20 load-share

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2
track 2
set ip next-hop

verify-availability 3.3.3.3
track 3 load-share

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2
track 20
set ip next-hop

verify-availability 3.3.3.3
track 3 load-share
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2. トラック IDが候補構成には存在せず、同じネクストホップの実行構成に存在する場
合、diffの出力は、次の表に示すように空になります。

部分的な統合マージ差分出力実行構成候補構成

非比較route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2
track 2
set ip next-hop

verify-availability 3.3.3.3
track 3

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2

set ip next-hop
verify-availability 3.3.3.3
track 3

3. トラック IDが実行構成には存在せず、同じネクストホップの候補構成にに存在する
場合、diffの出力は次の表のようになります。

部分的な統合マージ差分出力実行構成候補構成

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
- set ip next-hop
verify-availability 2.2.2.2
set ip next-hop

verify-availability 3.3.3.3
track 3
+ set ip next-hop
verify-availability 2.2.2.2
track 20

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2

set ip next-hop
verify-availability 3.3.3.3
track 3

route-map rmap1 permit 10
set ip next-hop

verify-availability 1.1.1.1
track 1
set ip next-hop

verify-availability 2.2.2.2
track 20
set ip next-hop

verify-availability 3.3.3.3
track 3

RPMコマンドの partial diffに関する注意事項と制約事項

このセクションの内容は、Cisco NX-OSリリース 10.4(3)Fから適用されます。

unified、partial、およびmergedオプションを使用して次のRPMコマンドの違いを確認すると、
diffの出力は次のようになります。

•候補構成では、diffの出力に反映されているように、RPMコマンドの構文検証が行われま
す。ただし、diffの出力では、意味上の検証は実行されません。候補構成のコマンドが意
味的に正確であることを確認するのは、ユーザーの責任です。

候補構成内のコマンドが意味的に正しくなくても、diffはコマンドが実行可能であると誤っ
て示すことがあり、実際には実行可能ではない場合があります。

• Candidate-configファイルで、次のコマンドの必須シーケンス番号を必ず指定してくださ
い。

• ip prefix-list list-name seq seq {deny | permit} prefix

• ipv6 prefix-list list-name seq seq {deny | permit} prefix

• mac-list list-name seq seq {deny | permit} prefix
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• ip community-list {standard | expanded} list-name seq seq {deny | permit} expression

• ip extcommunity-list {standard | expanded}list-name seq seq {deny | permit} expression

• ip large-community-list {standard | expanded} list-name seq seq {deny | permit} expression

• ip-as-path access-list list-name seq seq {deny | permit} expression

•次のコマンドに、実行構成内の引用符で囲まれたスペースを含む式文字列が含まれている
場合、diff出力に違いは表示されません。

• ip community-list expanded list-name seq seq {deny | permit} expression

• ip extcommunity-list expanded list-name seq seq {deny | permit} expression

• ip large-community-list expanded list-name seq seq {deny | permit} expression

• ip-as-path access-list list-name seq seq {deny | permit} expression

部分的な統合（マージ）差分

出力

実行構成候補構成

no-diffip community-list expanded
list_abc seq 10 permit
"1:1"

ip community-list expanded
list_abc seq 10 permit
"1:1 "

no-diffip extcommunity-list
expanded list_abc seq 10
permit "1:1"

ip extcommunity-list
expanded list_abc seq 10
permit "1:1 "

no-diffip large-community-list
expanded list_abc seq 10
permit "1:1:1"

ip large-community-list
expanded list_abc seq 10
permit "1:1:1 "

no-diffip as-path access-list
list_abc seq 10 permit "1"

ip as-path access-list
list_abc seq 10 permit "1
"

候補構成の完全性チェックの実行
完全性チェックを実行するには、次のコマンドを実行します。

始める前に

完全性チェックを実行する前に、実行構成と候補構成が同じイメージバージョンに属している

ことを確認してください。

（注）

手順の概要

1. show diff running-config file_url [unified] [merged]
2. show diff startup-config file_url [ unified ]
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手順の詳細

手順

目的コマンドまたはアクション

実行構成とユーザーが指定した候補構成の違いを表

示します。

show diff running-config file_url [unified] [merged]

例：

ステップ 1

• file_url：と比較するファイルのパス。switch# show diff running-config
bootflash:candidate.cfg partial unified

• unified：実行構成とユーザー構成の違いを統一
された形式で表示します。

• merged： mergedサブコマンドを置き換えるの
ではなくマージする必要がある場合にのみ入力

します。

スタートアップ構成とユーザーが指定した候補構成

の違いを表示します。

show diff startup-config file_url [ unified ]

例：

ステップ 2

• file_url：と比較するファイルのパス。switch# show diff startup-config
bootflash:candidate.cfg unified

• unified：スタートアップ構成とユーザー構成の
違いを統一された形式で表示します。

完全性チェックの例

実行構成と候補構成の間に相違点はない

switch# show diff running-config bootflash:base_running.cfg
switch#

実行構成と候補構成の間の相違点

switch# show diff running-config bootflash:modified-running.cfg unified
--- running-config
+++ User-config
@@ -32,11 +32,11 @@

interface Ethernet1/1
mtu 9100
link debounce time 0
beacon

- ip address 2.2.2.2/24
+ ip address 1.1.1.1/24

no shutdown

interface Ethernet1/2

interface Ethernet1/3
switch#
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実行構成と部分候補構成の間の相違点

switch# show file bootflash:intf_vlan.cfg
interface Vlan101
no shutdown
no ip redirects
ip address 1.1.2.1/24 secondary
ip address 1.1.1.1/24

switch#
switch# show diff running-config bootflash:intf_vlan.cfg partial unified
--- running-config
+++ User-config
@@ -3897,10 +3883,14 @@

mtu 9100
ip access-group IPV4_EDGE in
ip address 2.2.2.12/26 tag 54321

interface Vlan101
+ no shutdown
+ no ip redirects
+ ip address 1.1.2.1/24 secondary
+ ip address 1.1.1.1/24

interface Vlan102
description Vlan102
no shutdown
mtu 9100

switch#

部分的な構成の差分がマージされた

switch# show file po.cfg
interface port-channel500
description po-123
switch#
switch# sh run int po500

!Command: show running-config interface port-channel500
!Running configuration last done at: Fri Sep 29 12:27:28 2023
!Time: Fri Sep 29 12:30:24 2023

version 10.4(2) Bios:version 07.69

interface port-channel500
ip address 192.0.2.0/24
ipv6 address 2001:DB8:0:ABCD::1/48

switch#

switch# show diff running-config po.cfg partial merged unified
--- running-config
+++ User-config
@@ -124,10 +110,11 @@
interface port-channel100
interface port-channel500
ip address 192.0.2.0/24
ipv6 address 2001:DB8:0:ABCD::1/48

+ description po-123
interface port-channel4096
interface Ethernet1/1
switch#
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第 26 章

ユーザアカウントおよび RBACの設定

この章は、次の項で構成されています。

•ユーザアカウントと RBACについて, on page 367
•ユーザーアカウントの注意事項および制約事項, on page 371
•ユーザアカウントの設定, on page 371
• RBACの設定（373ページ）
•ユーザーアカウントと RBACの設定の確認, on page 378
•ユーザーアカウントおよび RBACのデフォルト設定, on page 378

ユーザアカウントと RBACについて
Cisco Nexus 3600プラットフォームスイッチは、ロールベースアクセスコントロール（RBAC）
を使用して、ユーザーがスイッチにログインするときに各ユーザーが持つアクセス権の量を定

義します。

RBACでは、1つまたは複数のユーザーロールを定義し、各ユーザーロールがどの管理操作を
実行できるかを指定します。スイッチのユーザーアカウントを作成するとき、そのアカウント

にユーザーロールを関連付けます。これにより個々のユーザーがスイッチで行うことができる

操作が決まります。

ユーザロール

ユーザーロールには、そのロールを割り当てられたユーザーが実行できる操作を定義するルー

ルが含まれています。各ユーザーロールに複数のルールを含めることができ、各ユーザーが複

数のロールを持つことができます。たとえば、role1では設定操作へのアクセスだけが許可さ
れており、role2ではデバッグ操作へのアクセスだけが許可されている場合、role1と role2の両
方に属するユーザーは、設定操作とデバッグ操作にアクセスできます。特定の VLANやイン
ターフェイスだけにアクセスを制限することもできます。

スイッチには、次のデフォルトユーザーロールが用意されています。

network-admin（スーパーユーザー）

スイッチ全体に対する完全な読み取りと書き込みのアクセス権。
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network-operator

スイッチに対する完全な読み取りアクセス権。

複数のロールに属するユーザは、そのロールで許可されるすべてのコマンドの組み合わせを実

行できます。コマンドへのアクセス権は、コマンドへのアクセス拒否よりも優先されます。た

とえば、ユーザが、コンフィギュレーションコマンドへのアクセスが拒否されたロール Aを
持っていたとします。しかし、同じユーザがロール Bも持ち、このロールではコンフィギュ
レーションコマンドにアクセスできるとします。この場合、このユーザはコンフィギュレー

ションコマンドにアクセスできます。

Note

ルール

ルールは、ロールの基本要素です。ルールは、そのロールがユーザにどの操作の実行を許可す

るかを定義します。ルールは次のパラメータで適用できます。

コマンド

正規表現で定義されたコマンドまたはコマンドグループ

機能

Cisco Nexusデバイスにより提供される機能に適用されるコマンド。 show role featureコマ
ンドを入力すると、このパラメータに指定できる機能名が表示されます。

機能グループ

機能のデフォルトグループまたはユーザ定義グループ show role feature-groupコマンドを
入力すると、このパラメータに指定できるデフォルトの機能グループが表示されます。

これらのパラメータは、階層状の関係を作成します。最も基本的な制御パラメータはコマンド

です。次の制御パラメータは機能です。これは、その機能にアソシエートされているすべての

コマンドを表します。最後の制御パラメータが、機能グループです。機能グループは、関連す

る機能を組み合わせたものです。機能グループによりルールを簡単に管理できます。

ロールごとに最大 256のルールを設定できます。ルールが適用される順序は、ユーザ指定の
ルール番号で決まります。ルールは降順で適用されます。たとえば、1つのロールが3つのルー
ルを持っている場合、ルール 3がルール 2よりも前に適用され、ルール 2はルール 1よりも前
に適用されます。

ユーザーロールポリシー

ユーザーがアクセスできるスイッチリソースを制限するために、またはインターフェイスと

VLANへのアクセスを制限するために、ユーザーロールポリシーを定義できます。

ユーザロールポリシーは、ロールに定義されているルールで制約されます。たとえば、特定

のインターフェイスへのアクセスを許可するインターフェイスポリシーを定義した場合、
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interfaceコマンドを許可するコマンドルールをロールに構成しないと、ユーザーはインター
フェイスにアクセスできません。

コマンドルールが特定のリソース（インターフェイス、VLAN）へのアクセスを許可した場
合、ユーザーがそのユーザーに関連付けられたユーザーロールポリシーに含まれていなくて

も、ユーザーはこれらのリソースへのアクセスを許可されます。

ユーザーアカウントの設定の制限事項

次の語は予約済みであり、ユーザー設定に使用できません。

• adm

• bin

• daemon

• ftp

• ftpuser

• games

• gdm

• gopher

• halt

• lp

• mail

• mailnull

• man

• mtsuser

• news

• nobody

• san-admin

• shutdown

• sync

• sys

• uucp

• xfs
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Cisco Nexus 3600プラットフォームスイッチでは、すべて数字のユーザー名が TACACS+また
はRADIUSで作成されている場合でも、すべて数字のユーザー名はサポートされません。AAA
サーバに数字だけのユーザ名が登録されていて、ログイン時に入力しても、スイッチはログイ

ン要求を拒否します。

注意

ユーザパスワードの要件

Cisco Nexusデバイスパスワードには大文字小文字の区別があり、英数字を含むことができま
す。ドル記号（$）やパーセント記号（%）などの特殊文字は使用できません。

Cisco NX-OS Release 7.2(0)N1(1)以降、Cisco Nexusデバイスのパスワードには、ドル記号（$）
やパーセント記号（％）などの特殊文字を使用できます。

（注）

Cisco Nexusデバイスのパスワードには、ドル記号（$）やパーセント記号（％）などの特殊文
字を使用できます。

（注）

パスワードが脆弱な場合（短い、解読されやすいなど）、Cisco Nexusデバイスはパスワード
を拒否します。各ユーザーアカウントには強力なパスワードを設定するようにしてください。

強力なパスワードは、次の特性を持ちます。

•長さが 8文字以上である

•複数の連続する文字（「abcd」など）を含んでいない

•複数の同じ文字の繰り返し（「aaabbb」など）を含んでいない

•辞書に載っている単語を含んでいない

•正しい名前を含んでいない

•大文字および小文字の両方が含まれている

•数字が含まれている

強力なパスワードの例を次に示します。

• If2CoM18

• 2009AsdfLkj30

• Cb1955S21
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セキュリティ上の理由から、ユーザパスワードはコンフィギュレーションファイルに表示さ

れません。

（注）

ユーザーアカウントの注意事項および制約事項
ユーザーアカウントおよび RBACを設定する場合、ユーザーアカウントには次の注意事項お
よび制約事項があります。

•ユーザロールに設定された読み取り/書き込みルールに関係なく、一部のコマンドは、あ
らかじめ定義された network-adminロールでのみ実行できます。

•最大 256個のルールをユーザーロールに追加できます。

•最大 64個のユーザーロールをユーザーアカウントに割り当てることができます。

• 1つのユーザーロールを複数のユーザーアカウントに割り当てることができます。

• network-adminおよび network-operatorなどの事前定義されたロールは編集不可です。

ユーザーアカウントは、少なくとも 1つのユーザーロールを持たなければなりません。Note

ユーザアカウントの設定

ユーザーアカウントの属性に加えられた変更は、そのユーザーがログインして新しいセッショ

ンを作成するまで有効になりません。

ユーザー名の最初の文字として、任意の英数字または _（アンダースコア）を使用できます。
最初の文字にその他の特殊文字を使用することはできません。ユーザー名に許可されていない

文字が含まれている場合、指定したユーザーはログインできません。

Note

SUMMARY STEPS

1. switch# configure terminal
2. (Optional) switch(config)# show role
3. switch(config) # username user-id [password password] [expire date] [role role-name]
4. switch(config) # exit
5. (Optional) switch# show user-account
6. (Optional) switch# copy running-config startup-config
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DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

使用可能なユーザロールを表示します。必要に応じ

て、他のユーザロールを設定できます。

(Optional) switch(config)# show roleステップ 2

ユーザアカウントを設定します。switch(config) # username user-id [password password]
[expire date] [role role-name]

ステップ 3

値は、user-idは、最大28文字の英数字の文字列で、
大文字と小文字が区別されます。

デフォルトのパスワードは、未定義です。

Note
パスワードを指定しなかった場合、ユーザーはス

イッチにログインできない場合があります。

Note
リリース 7.0（3）F3（1）以降では、パスワード強
度をチェックするための新しい内部関数が実装され

ています。

値は、 expire dateオプションのフォーマットは
YYYY-MM-DDです。デフォルトでは、失効日はあ
りません。

グローバルコンフィギュレーションモードを終了

します。

switch(config) # exitステップ 4

ロール設定を表示します。(Optional) switch# show user-accountステップ 5

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) switch# copy running-config startup-configステップ 6

Example

次に、ユーザアカウントを設定する例を示します。

switch# configure terminal
switch(config)# username NewUser password 4Ty18Rnt
switch(config)# exit
switch# show user-account

次の例は、リリース7.0（3）F3（1）以降のパスワード強度チェックを有効にする基準
を示しています。
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switch(config)# username xyz password nbv12345
password is weak
Password should contain characters from at least three of the following classes: lower
case letters, upper case letters, digits and special characters.
switch(config)# username xyz password Nbv12345
password is weak
it is too simplistic/systematic
switch(config)#

RBACの設定

ユーザロールおよびルールの作成

指定したルール番号は、ルールが適用される順番を決定します。ルールは降順で適用されま

す。たとえば、1つのロールが 3つのルールを持っている場合、ルール 3がルール 2よりも前
に適用され、ルール 2はルール 1よりも前に適用されます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # role name role-name

3. switch(config-role) # rule number {deny | permit} command command-string

4. switch(config-role)# rule number {deny | permit} {read | read-write}
5. switch(config-role)# rule number {deny | permit} {read | read-write} feature feature-name

6. switch(config-role)# rule number {deny | permit} {read | read-write} feature-group group-name

7. (Optional) switch(config-role)# description text

8. switch(config-role)# end
9. (Optional) switch# show role
10. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ユーザロールを指定し、ロールコンフィギュレー

ションモードを開始します。

switch(config) # role name role-nameステップ 2

値は、 role-name引数は、最大 16文字の英数字の
文字列で、大文字と小文字が区別されます。

コマンドルールを設定します。switch(config-role) # rule number {deny | permit}
command command-string

ステップ 3
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PurposeCommand or Action

値は、 command-stringには、スペースおよび正規
表現を含めることができます。たとえば、「interface
ethernet*」は、すべてのイーサネットインターフェ
イスが含まれます。

必要な規則の数だけこのコマンドを繰り返します。

すべての操作の読み取り専用ルールまたは読み取

り/書き込みルールを設定します。
switch(config-role)# rule number {deny | permit} {read
| read-write}

ステップ 4

機能に対して、読み取り専用規則か読み取りと書き

込みの規則かを設定します。

switch(config-role)# rule number {deny | permit} {read
| read-write} feature feature-name

ステップ 5

show role featureコマンドを使用します。

必要な規則の数だけこのコマンドを繰り返します。

機能グループに対して、読み取り専用規則か読み取

りと書き込みの規則かを設定します。

switch(config-role)# rule number {deny | permit} {read
| read-write} feature-group group-name

ステップ 6

show role feature-groupコマンドを使用して、機能
グループのリストを表示します。

必要な規則の数だけこのコマンドを繰り返します。

ロールの説明を設定します。説明にはスペースも含

めることができます。

(Optional) switch(config-role)# description textステップ 7

ロールコンフィギュレーションモードを終了しま

す。

switch(config-role)# endステップ 8

ユーザロールの設定を表示します。(Optional) switch# show roleステップ 9

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch# copy running-config startup-configステップ 10

Example

次に、ユーザロールを作成してルールを指定する例を示します。

switch# configure terminal
switch(config)# role name UserA
switch(config-role)# rule deny command clear users
switch(config-role)# rule deny read-write
switch(config-role)# description This role does not allow users to use clear commands
switch(config-role)# end
switch(config)# show role
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機能グループの作成

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # role feature-group group-name

3. switch(config) # exit
4. (Optional) switch# show role feature-group
5. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ユーザーロール機能グループを指定して、ロール機

能グループコンフィギュレーションモードを開始

します。

switch(config) # role feature-group group-nameステップ 2

[ group-name は、最大 32文字の英数字の文字列で、
大文字と小文字が区別されます。

グローバルコンフィギュレーションモードを終了

します。

switch(config) # exitステップ 3

ロール機能グループ設定を表示します。(Optional) switch# show role feature-groupステップ 4

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch# copy running-config startup-configステップ 5

Example

次に、機能グループを作成する例を示します。

switch# configure terminal
switch(config) # role feature-group group1
switch(config) # exit
switch# show role feature-group
switch# copy running-config startup-config
switch#
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ユーザロールインターフェイスポリシーの変更

ユーザーロールインターフェイスポリシーを変更することで、ユーザーがアクセスできるイ

ンターフェイスを制限できます。ロールがアクセスできるインターフェイスのリストを指定し

ます。これを必要なインターフェイスの数だけ指定できます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # role name role-name

3. switch(config-role) # interface policy deny
4. switch(config-role-interface) # permit interface interface-list

5. switch(config-role-interface) # exit
6. (Optional) switch(config-role) # show role
7. (Optional) switch(config-role) # copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ユーザーロールを指定し、ロールコンフィギュレー

ションモードを開始します。

switch(config) # role name role-nameステップ 2

ロールインターフェイスポリシーコンフィギュレー

ションモードを開始します。

switch(config-role) # interface policy denyステップ 3

ロールがアクセスできるインターフェイスのリスト

を指定します。

switch(config-role-interface) # permit interface
interface-list

ステップ 4

必要なインターフェイスの数だけこのコマンドを繰

り返します。

このコマンドでは、イーサネットインターフェイス

を指定できます。

ロールインターフェイスポリシーコンフィギュレー

ションモードを終了します。

switch(config-role-interface) # exitステップ 5

ロール設定を表示します。(Optional) switch(config-role) # show roleステップ 6

実行コンフィギュレーションを、スタートアップコ

ンフィギュレーションにコピーします。

(Optional) switch(config-role) # copy running-config
startup-config

ステップ 7
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Example

次に、ユーザーがアクセスできるインターフェイスを制限するために、ユーザーロー

ルインターフェイスポリシーを変更する例を示します。

switch# configure terminal
switch(config)# role name UserB
switch(config-role)# interface policy deny
switch(config-role-interface)# permit interface ethernet 2/1
switch(config-role-interface)# permit interface fc 3/1
switch(config-role-interface)# permit interface vfc 30/1

ユーザロール VLANポリシーの変更
ユーザーロール VLANポリシーを変更することで、ユーザーがアクセスできる VLANを制限
できます。

SUMMARY STEPS

1. switch# configure terminal
2. switch(config) # role name role-name

3. switch(config-role )# vlan policy deny
4. switch(config-role-vlan # permit vlan vlan-list

5. switch(config-role-vlan) # exit
6. (Optional) switch# show role
7. (Optional) switch# copy running-config startup-config

DETAILED STEPS

Procedure

PurposeCommand or Action

グローバルコンフィギュレーションモードを開始

します。

switch# configure terminalステップ 1

ユーザーロールを指定し、ロールコンフィギュレー

ションモードを開始します。

switch(config) # role name role-nameステップ 2

ロールVLANポリシーコンフィギュレーションモー
ドを開始します。

switch(config-role )# vlan policy denyステップ 3

ロールがアクセスできる VLANの範囲を指定しま
す。

switch(config-role-vlan # permit vlan vlan-listステップ 4

必要な VLANの数だけこのコマンドを繰り返しま
す。
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PurposeCommand or Action

ロールVLANポリシーコンフィギュレーションモー
ドを終了します。

switch(config-role-vlan) # exitステップ 5

ロール設定を表示します。(Optional) switch# show roleステップ 6

リブートおよびリスタート時に実行コンフィギュ

レーションをスタートアップコンフィギュレーショ

ンにコピーして、変更を継続的に保存します。

(Optional) switch# copy running-config startup-configステップ 7

ユーザーアカウントと RBACの設定の確認
次のいずれかのコマンドを使用して、設定を確認します。

目的コマンド

ユーザーロールの設定を表示します。show role [role-name]

機能リストを表示します。show role feature

機能グループの設定を表示します。show role feature-group

スタートアップコンフィギュレーションのユーザアカウン

ト設定を表示します。

show startup-config security

実行コンフィギュレーションのユーザアカウント設定を表

示します。 allキーワードを指定すると、ユーザーアカウ
ントのデフォルト値が表示されます。

show running-config security [all]

ユーザアカウント情報を表示します。show user-account

ユーザーアカウントおよび RBACのデフォルト設定
次の表に、ユーザーアカウントおよび RBACパラメータのデフォルト設定を示します。

Table 30:デフォルトのユーザーアカウントおよび RBACパラメータ

デフォルトパラメータ

未定義。ユーザアカウントパスワード

なし。ユーザーアカウントの有効期限

すべてのインターフェイスにアクセス可能。インターフェイスポリシー

すべての VLANにアクセス可能。VLANポリシー
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