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はじめに

この前書きは、次の項で構成されています。

•対象読者（xiページ）
•表記法（xiページ）
• Cisco Nexus 3550-Tスイッチの関連資料（xiiページ）
•マニュアルに関するフィードバック（xiiページ）
•通信、サービス、およびその他の情報（xiiiページ）

対象読者
このマニュアルは、Cisco Nexusスイッチの設置、設定、および維持に携わるネットワーク管
理者を対象としています。

表記法
コマンドの説明には、次のような表記法が使用されます。

説明表記法

太字の文字は、表示どおりにユーザが入力するコマンドおよび

キーワードです。

bold

イタリック体の文字は、ユーザが値を指定する引数です。italic

省略可能な要素（キーワードまたは引数）は、角かっこで囲ん

で示しています。

[x]

いずれか1つを選択できる省略可能なキーワードや引数は、角
かっこで囲み、縦棒で区切って示しています。

[x | y]

必ずいずれか1つを選択しなければならない必須キーワードや
引数は、波かっこで囲み、縦棒で区切って示しています。

{x | y}

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
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説明表記法

角かっこまたは波かっこが入れ子になっている箇所は、任意ま

たは必須の要素内の任意または必須の選択肢であることを表し

ます。角かっこ内の波かっこと縦棒は、省略可能な要素内で選

択すべき必須の要素を示しています。

[x {y | z}]

ユーザが値を入力する変数であることを表します。イタリック

体が使用できない場合に使用されます。

variable

引用符を付けない一組の文字。stringの前後には引用符を使用
しないでください。引用符を使用すると、その引用符も含めて

stringと見なされます。

string

例では、次の表記法を使用しています。

説明表記法

スイッチが表示する端末セッションおよび情報は、スクリーン

フォントで示しています。

screen フォント

ユーザが入力しなければならない情報は、太字の screenフォン
トで示しています。

太字の screen フォント

ユーザが値を指定する引数は、イタリック体の screenフォント
で示しています。

イタリック体の screenフォン

ト

パスワードのように出力されない文字は、山カッコ（< >）で
囲んで示しています。

< >

システムプロンプトに対するデフォルトの応答は、角カッコ

で囲んで示しています。

[ ]

コードの先頭に感嘆符（!）またはポンド記号（#）がある場合
には、コメント行であることを示します。

!、#

Cisco Nexus 3550-Tスイッチの関連資料
Cisco Nexus 3550-Tスイッチ全体のマニュアルセットは、次の URLにあります。

https://www.cisco.com/c/en/us/support/switches/nexus-3550-series/series.html

マニュアルに関するフィードバック
このマニュアルに関する技術的なフィードバック、または誤りや記載もれなどお気づきの点が

ございましたら、HTMLドキュメント内のフィードバックフォームよりご連絡ください。ご
協力をよろしくお願いいたします。
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通信、サービス、およびその他の情報
•シスコからタイムリーな関連情報を受け取るには、Cisco Profile Managerでサインアップ
してください。

•重要な技術によりビジネスに必要な影響を与えるには、CiscoServicesにアクセスしてくだ
さい。

•サービスリクエストを送信するには、Cisco Supportにアクセスしてください。

•安全で検証済みのエンタープライズクラスのアプリケーション、製品、ソリューション、
およびサービスを探して参照するには、Cisco Marketplaceにアクセスしてください。

•一般的なネットワーキング、トレーニング、認定関連の出版物を入手するには、CiscoPress
にアクセスしてください。

•特定の製品または製品ファミリの保証情報を探すには、Cisco Warranty Finderにアクセス
してください。

Ciscoバグ検索ツール

CiscoBugSearchTool（BST）は、シスコ製品とソフトウェアの障害と脆弱性の包括的なリスト
を管理する Ciscoバグ追跡システムへのゲートウェイとして機能する、Webベースのツールで
す。BSTは、製品とソフトウェアに関する詳細な障害情報を提供します。
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Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
xiv

はじめに

通信、サービス、およびその他の情報



第 1 章

新機能および変更された機能に関する情報

ここでは、このリリースで追加および変更された情報を示します。

•新機能および変更された機能に関する情報（1ページ）

新機能および変更された機能に関する情報
表 1 : Cisco Nexus 3550-T NX-OSリリース 10.6(x)の新機能および変更された機能に関する情報

参照先変更が行われた

リリース

説明特長

N/A10.6(1)Fこのリリースでは、新しい

機能はサポートされていま

せん。

NA
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第 2 章

『Interfaces Configuration Guide』

この前書きは、次の項で構成されています。

•インターフェイスについて（3ページ）

インターフェイスについて
CiscoNX-OSは、サポート対象の各インターフェイスタイプの複数の設定パラメータをサポー
トします。ほとんどのパラメータはこのマニュアルで説明しますが、一部は他のマニュアルで

説明します。

イーサネットインターフェイス

イーサネットインターフェイスには、ルーテッドポートが含まれます。

Cisco Nexus® 3550-Tスイッチには、次の注意事項と制限事項があります。

•同じクワッド内では混合速度はサポートされません。

アクセスポート

アクセスポートは 1つの VLANのトラフィックを送受信します。このポートのタイプはレイ
ヤ 2インターフェイスだけです。

アクセスポートの詳細については、「アクセスインターフェイスとトランクインターフェイ

スについて」の項を参照してください。

ルーテッドポート

ルーテッドポートは、IPトラフィックを他のデバイスにルーティングできる物理ポートです。
ルーテッドポートはレイヤ 3インターフェイスだけです。

ルーテッドポートの詳細については、「ルーテッドインターフェイス」のセクションを参照

してください。
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管理インターフェイス

管理イーサネットインターフェイスを使用して、Telnetクライアント、簡易ネットワーク管理
プロトコル（SNMP）、その他の管理エージェントを使用するリモート管理用ネットワークに
デバイスを接続できます。管理ポート（mgmt0）は、自動検知であり、1000 Mb/sの速度の全
二重モードで動作します。

ポートチャネルインターフェイス

ポートチャネルは、複数の物理インターフェイスを集約した論理インターフェイスです。最大

8の物理ポートへの個別リンクを 1つのポートチャネルにバンドルして、帯域幅と冗長性を向
上させることができます。ポートチャネリングにより、これらの物理インターフェイスチャ

ネルのトラフィックをロードバランスさせることもできます。ポートチャネルインターフェ

イスの詳細については、「ポートチャネルの構成」のセクションを参照してください。

ループバックインターフェイス

仮想ループバックインターフェイスは、常にアップ状態にあるシングルエンドポイントを持

つ仮想インターフェイスです。パケットが仮想ループバックインターフェイスを通じて送信さ

れると、仮想ループバックインターフェイスですぐに受信されます。ループバックインター

フェイスは物理インターフェイスをエミュレートします。
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第 3 章

スタティックおよびダイナミック NAT変
換の設定

•ネットワークアドレス変換の概要（5ページ）
•スタティック NATに関する情報（6ページ）
•ダイナミック NATの概要（7ページ）
•タイムアウトメカニズム（8ページ）
• NATの内部アドレスおよび外部アドレス（9ページ）
•ダイナミック NATのプールサポート（10ページ）
•静的およびダイナミック NATの注意事項および制約事項（10ページ）
•ダイナミック NATの制約事項（11ページ）
•スタティック NATの設定（12ページ）
•ダイナミック NATの設定（20ページ）

ネットワークアドレス変換の概要
ネットワークアドレス変換（NAT）は、登録されていない IPアドレスを使用してインターネッ
トへ接続するプライベート IPインターネットワークをイネーブルにします。NATはデバイス
（通常、2つのネットワークを接続するもの）で動作し、パケットを別のネットワークに転送
する前に、社内ネットワークの（グローバルに一意のアドレスではなく）プライベート IPア
ドレスを正規の IPアドレスに変換します。NATは、ネットワーク全体に対して 1つの IPアド
レスだけを外部にアドバタイズするように設定できます。この機能により、1つの IPアドレス
の後ろに内部ネットワーク全体を効果的に隠すことで、セキュリティが強化されます。

NATが設定されたデバイスには、内部ネットワークと外部ネットワークのそれぞれに接続す
るインターフェイスが少なくとも 1つずつあります。標準的な環境では、NATはスタブドメ
インとバックボーンの間の出口ルータに設定されます。パケットがドメインから出て行くと

き、NATはローカルで意味のある送信元アドレスをグローバルで一意のアドレスに変換しま
す。パケットがドメインに入ってくる際は、NATはグローバルに一意な宛先アドレスをロー
カルアドレスに変換します。出口点が複数存在する場合、個々の NATは同じ変換テーブルを
持っている必要があります。

NATは RFC 1631に記述されています。
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スタティック NATに関する情報
静的ネットワークアドレス変換（NAT）を使用すると、ユーザは内部ローカル IPアドレスか
ら内部グローバル IPアドレスへの 1対 1変換を構成することができます。これにより、内部
から外部トラフィックおよび外部から内部トラフィックへの IPアドレスとポート番号の両方
の変換が可能になります。Cisco Nexusデバイスはヒットレス NATをサポートします。これ
は、既存の NATトラフィックフローに影響を与えずに NAT構成で NAT変換を追加または削
除できることを意味します。

スタティックNATでは、プライベートアドレスからパブリックアドレスへの固定変換が作成
されます。スタティックNATでは1対1ベースでアドレスが割り当てられるため、プライベー
トアドレスと同じ数のパブリックアドレスが必要です。スタティックNATでは、パブリック
アドレスは連続する各接続で同じであり、永続的な変換規則が存在するため、宛先ネットワー

クのホストは変換済みのホストへのトラフィックを開始できます（そのトラフィックを許可す

るアクセスリストがある場合）。

静的または、ダイナミック NATの主な違いは、ダイナミック NATの場合、変換対象のトラ
フィックデバイスに受信するまでは、NAT変換テーブルには変換エントリが存在しません。
ダイナミック変換は、新しいエントリ用のスペースを確保するために使用されていない場合、

クリアまたはタイムアウトされます。静的エントリは、トラフィックを受信するデバイスに関

係なく、常に存在します。ただし、静的 NATとダイナミック NATの両方で、各ホストは、
オーバーロードなどのさまざまな構成に基づいて、後続の変換ごとに異なるアドレスまたは

ポートを使用できます。

次の図に、一般的なスタティック NATのシナリオを示します。変換は常にアクティブである
ため、変換対象ホストとリモートホストの両方で接続を生成でき、マップアドレスは static
コマンドによって静的に割り当てられます。

図 1 :スタティック NAT

次に、スタティック NATを理解するのに役立つ主な用語を示します。
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• NATの内部インターフェイス：プライベートネットワークに面するレイヤ3インターフェ
イス。

• NATの外部インターフェイス：パブリックネットワークに面するレイヤ 3インターフェ
イス。

•ローカルアドレス：ネットワークの内部（プライベート）部分に表示される任意のアドレ
ス。

•グローバルアドレス：ネットワークの外部（パブリック）部分に表示される任意のアドレ
ス。

•正規の IPアドレス：Network Information Center（NIC）やサービスプロバイダーにより割
り当てられたアドレス。

•内部ローカルアドレス：内部ネットワーク上のホストに割り当てられた IPアドレス。こ
のアドレスは正規の IPアドレスである必要はありません。

•外部ローカルアドレス：内部ネットワークから見た外部ホストの IPアドレス。これは、
内部ネットワークのルーティング可能なアドレス空間から割り当てられるため、正規のア

ドレスである必要はありません。

•内部グローバルアドレス：1つ以上の内部ローカル IPアドレスを外部に対して表すために
使用できる正規の IPアドレス。

•外部グローバルアドレス：ホスト所有者が外部ネットワーク上のホストに割り当てる IP
アドレス。このアドレスは、ルート可能なアドレスまたはネットワーク空間から割り当て

られた正規のアドレスです。

ダイナミック NATの概要
ダイナミックネットワークアドレス変換（NAT）では、実際のアドレスのグループは、接続
先ネットワーク上でルーティング可能なマッピングアドレスのプールに変換されます。またダ

イナミック NATでは、未登録の IPアドレスと登録済み IPアドレス間で一対一のマッピング
確立しますが、通信時にプール内で利用可能な登録済みアドレスによって、マッピングは変化

します。

ダイナミック NATを設定自動Aすると、使用している内部ネットワークと外部ネットワーク
またはインターネット間に、ファイウォールが構築されます。ダイナミックNATは、スタブド
メイン内で発信された接続のみを許可します。外部ネットワーク上のデバイスは、接続を開始

していない限り、ネットワーク内のデバイスに接続できません。

ダイナミック NATの場合、変換対象のトラフィックデバイスに受信するまでは、NAT変換
テーブルには変換エントリが存在しません。ダイナミック変換は、新しいエントリ用のスペー

スを確保するために使用されていない場合、クリアまたはタイムアウトされます。通常、NAT
変換エントリはタイマーに基づいてクリアされます。ダイナミック NAT変換のデフォルトの
最小タイムアウトは 3600秒です。
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この項で説明している ip nat translation sampling-timeoutコマンドはサポートされていません。
統計情報はインストール済みのNATポリシーに 60秒ごとに収集されます。これらの統計情報
はフローがアクティブかまたはアクティブでないかを決定するために使用されます。

（注）

ダイナミックNATは、ポートアドレス変換（PAT）およびアクセスコントロールリスト（ACL）
をサポートします。PAT（暗号化ともいう）、オーバーロードは未登録の複数の IPアドレス
を、さまざまなポートを使うことによって、登録済みの単一の IPアドレスにマッピングする
ダイナミック NATの 1形態です。

タイムアウトメカニズム
ダイナミック NAT変換を作成した後は、特に TCAMエントリの数が制限されている場合、新
しい変換を作成できるように、使用していないものをクリアする必要があります。このリリー

スでは、syn-timeoutおよび finrst-timeoutがサポートされています。スイッチでは、次のNAT変
換タイムアウトタイマーがサポートされています。

スイッチでは、次のNAT変換タイムアウトタイマーがサポートされています。

• syn-timeout：TCPデータのパケットタイムアウト値。SYNリクエストを送信後、SYN-ACK
応答を受信するまでの最大待ち時間です。タイムアウト値の範囲は、1～172800秒です。
デフォルト値は 60秒です。

• finrst-timeout：RSTまたは FINパケットの受信によって接続が終了したときのフローエン
トリのタイムアウト値。RSTパケットとFINパケットの両方の動作を設定するには、同じ
キーワードを使用します。タイムアウト値の範囲は、1～172800秒です。デフォルト値は
60秒です。

接続が確立された後に SYNパケット（SYN >SYN-ACK >FIN）が受信されると、finrstタ
イマーが開始されます。

相手側からFIN-ACKを受信すると、変換エントリはすぐにクリアされます。それ以外の場
合は、タイムアウト値の完了後にクリアされます。

接続が確立された後にRSTパケットを受信した場合（SYN>SYN-ACK>RST）、変換エン
トリはすぐにクリアされます。

• tcp-timeout：TCP変換のタイムアウト値。3ウェイハンドシェイク（SYN、SYN-ACK、
ACK）の後に確立した接続の最大待ち時間です。接続が確立された後にアクティブフロー
が発生しない場合、変換は設定されたタイムアウト値に従って期限切れになります。

タイムアウト値の範囲は、60～ 172800秒です。デフォルトは、3600秒です。

• udp-timeout：すべての NAT UDPパケットのタイムアウト値。

タイムアウト値の範囲は、60～ 172800秒です。デフォルトは、3600秒です。

• timeout：ダイナミック NAT変換のタイムアウト値。
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タイムアウト値の範囲は、60～ 172800秒です。デフォルトは、3600秒です。

• icmp-timeout：ICMPパケットのタイムアウト値。

タイムアウト値の範囲は、60～ 172800秒です。デフォルトは、3600秒です。

構成されたタイムアウトのないダイナミックエントリを作成すると、3600秒のデフォルトの
タイムアウトが使用されます。デフォルトのタイムアウト値を新しい値に変更した後に作成さ

れた変換エントリは、最新のタイムアウト値を取得します。

（注）

NATの内部アドレスおよび外部アドレス
NAT内部とは、変換を必要とする組織が所有するネットワークを指します。NATが設定され
ている場合、このネットワーク内のホストは、別の空間（グローバルアドレス空間として知ら

れている）にあるものとしてネットワークの外側に現れる1つ空間（ローカルアドレス空間と
して知られている）内のアドレスを持つことになります。

同様に、NAT外部とは、スタブネットワークが接続するネットワークを指します。通常、組
織の管理下にはありません。外部ネットワーク内のホストを変換の対象にすることもできるた

め、これらのホストもローカルアドレスとグローバルアドレスを持つことができます。

NATでは、次の定義が使用されます。

•ローカルアドレス：ネットワークの内側部分に表示されるローカルな IPアドレスです。

•グローバルアドレス：ネットワークの外側部分に表示されるグローバルな IPアドレスで
す。

•内部ローカルアドレス：内部ネットワーク上のホストに割り当てられた IPアドレス。こ
のアドレスは、多くの場合、インターネットネットワーク情報センター（InterNIC）や
サービスプロバイダーにより割り当てられた正規の IPアドレスではありません。

•内部グローバルアドレス：外部に向けて、1つ以上の内部ローカル IPアドレスを表現し
た正規の IPアドレス（InterNICまたはサービスプロバイダーにより割り当てられたも
の）。

•外部ローカルアドレス：内部ネットワークから見た外部ホストの IPアドレス。必ずしも
正規のアドレスでありません。内部でルート可能なアドレス空間から割り当てられたもの

です。

•外部グローバルアドレス：外部ネットワークに存在するホストに対して、ホストの所有者
により割り当てられた IPアドレス。このアドレスは、グローバルにルート可能なアドレ
ス、またはネットワーク空間から割り当てられたものです。
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ダイナミック NATのプールサポート
Cisco NX-OSは、ダイナミック NATのプールをサポートします。ダイナミック NATを使用す
ると、グローバルアドレスのプールを設定して、新しい変換ごとにプールからグローバルア

ドレスを動的に割り当てることができます。アドレスは、セッションが期限切れになるか、閉

じられた後にプールに返されます。これにより、要件に基づいてアドレスをより効率的に使用

できます。

PATのサポートには、グローバルアドレスプールの使用が含まれます。これにより、IPアド
レスの使用率がさらに最適化されます。PATは、ポート番号を使用して、一度に 1つの IPア
ドレスを使い果たします。ポートが該当グループで見つけられなかった場合や、複数の IPア
ドレスが設定されている場合、PATは次の IPアドレスに移動して、ユーザー定義プールに基
づいて、（ソースポートを無視するか、それを保存しようと試みて）割り当てを取得します。

ダイナミック NATおよび PATでは、各ホストは変換するたびに異なるアドレスまたはポート
を使用します。ダイナミック NATとスタティック NATの主な違いは、スタティック NATで
はリモートホストが変換済みのホストへの接続を開始でき（それを許可するアクセスリスト

がある場合）、ダイナミック NATでは開始できないという点です。

静的およびダイナミックNATの注意事項および制約事項
スタティック NAT設定時の注意事項および制約事項は、次のとおりです。

• NATは、IPv4ユニキャストだけでサポートされています。

•変換された IPが、外部インターフェイスサブネットの一部である場合、NATの外部イン
ターフェイスで ip proxy-arpコマンドを使用します。add-routeキーワードを使用する場
合は、ip proxy-arpを有効にする必要があります。

• Cisco Nexusデバイスは、次のインターフェイスタイプで NATをサポートします。

•スイッチ仮想インターフェイス（SVI）

•物理層レイヤ 3インターフェイス

•ポートチャンネルレイヤ 3インターフェイス

•非 TCP/UDPパケットは、常にソフトウェア変換されます。

•キーワードが付いている show コマンドはサポートされていません。 internal

• IPアドレスがスタティック NAT変換または PAT変換に使用される場合、他の目的には使
用できません。たとえば、インターフェイスに割り当てることはできません。

•（100を超える）多数の変換を設定する場合、変換を設定してから NATインターフェイ
スを設定する方が迅速に設定できます。

• Twice NATはサポートされていません。
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• NATの内部ルールと外部ルールを同時に構成することはサポートされていません。

• IP NAT内部または IP NAT外部などの NAT構成は、ループバックインターフェイスでは
サポートされていません。

ダイナミック NATの制約事項
ダイナミックネットワークアドレス変換（NAT）には、次の制約事項が適用されます。

•キーワードが付いている show コマンドはサポートされていません。 internal

• VXLANルーティングはCisco Nexusデバイスではサポートされません。

•フラグメント化されたパケットはサポートされません。

•アプリケーション層ゲートウェイ（ALG）変換はサポートされていません。ALG、または
アプリケーションレベルゲートウェイは、アプリケーションパケットのペイロード内の

IPアドレス情報を変換するアプリケーションです。

•出力 ACLは、変換されたパケットには適用されません。

• MIBはサポートされていません。

• Cisco Data Center Network Manager（DCNM）はサポートされていません。

• CiscoNexusデバイスでは、複数のグローバル仮想デバイスコンテキスト（VDC）はサポー
トされていません。

•ダイナミックNAT変換は、アクティブデバイスおよびスタンバイデバイスと同期されませ
ん。

•ステートフルNATはサポートされていません。ただし、NATとHot Standby Router Protocol
（HSRP）は共存できます。

•のタイムアウト値は、設定されたタイムアウト+ 119秒までかかります。

•ダイナミックNATでは、プールのオーバーロードとインターフェイスのオーバーロードは
外部NATではサポートされません。

• Cisco Nexusデバイスは、インターフェイス上で同時に設定されたNATおよびVLANアク
セスコントロールリスト（VACL）。

• [ ip nat内部（ip nat inside）]または [ip nat外部（ip nat outside）]などの NAT構成は、ルー
プバックインターフェイスではサポートされていません。
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スタティック NATの設定

スタティック NATのイネーブル化

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

デバイス上でスタティック NAT機能を
イネーブルにします。

switch(config)# feature natステップ 2

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

switch(config)# copy running-config
startup-config

ステップ 3

コンフィギュレーションにコピーして、

変更を継続的に保存します。

インターフェイスでの NATの構成

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

switch(config)# interface type slot/portステップ 2

内部または外部としてインターフェイス

を指定します。

switch(config-if)# ip nat {inside | outside}ステップ 3

（注）

マーク付きインターフェイスに到着し

たパケットだけが変換できます。

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

（任意） switch(config)# copy
running-config startup-config

ステップ 4

コンフィギュレーションにコピーして、

変更を継続的に保存します。
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例

次に、内部からNATを構成する例を 2つ示します。

switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# ip nat inside

switch# configure terminal
switch(config)# interface vlan 100
switch(config-if)# ip nat inside

次に、外部からNATを構成する例を 2つ示します。

switch# configure terminal
switch(config)# interface ethernet 1/5
switch(config-if)# ip nat outside

switch# configure terminal
switch(config)# interface vlan 102
switch(config-if)# ip nat ouside

内部送信元アドレスのスタティック NATのイネーブル化
内部送信元変換の場合、パケットの送信元アドレスは、内部インターフェイスから外部イン

ターフェイスへ変換されます。リターントラフィックでは、宛先の内部グローバル IPアドレ
スが内部ローカル IPアドレスに変換されて戻されます。

が、内部送信元 IPアドレス（Src:ip1）を外部送信元 IPアドレス（newSrc:ip2）に変換するよう
に設定されている場合、は内部宛先 IPアドレス（newDst: ip1）への外部宛先 IPアドレス（Dst:
ip2）の変換をCisco Nexusデバイス暗黙的に追加します。

（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

内部グローバルアドレスを内部ローカ

ルアドレスに、またはその逆に（内部

switch(config)# ip nat inside source static
local-ip-address global-ip-address [vrf
vrf-name] [match-in-vrf] [add-route][group
group-id ]

ステップ 2

ローカルトラフィックを内部ローカル
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目的コマンドまたはアクション

（local）トラフィックに）変換するよ
うにスタティック NATを設定します。

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

（任意） switch(config)# copy
running-config startup-config

ステップ 3

コンフィギュレーションにコピーして、

変更を継続的に保存します。

例

次に、内部送信元アドレスのスタティック NATを設定する例を示します。
switch# configure terminal
switch(config)# ip nat inside source static 1.1.1.1 5.5.5.5
switch(config)# copy running-config startup-config

外部送信元アドレスのスタティック NATのイネーブル化
外部送信元変換の場合、接続先アドレスは内部インターフェイスから外部インターフェイスに

変換されます。リターントラフィックでは、宛先の外部グローバル IPアドレスが外部ローカ
ル IPアドレスに変換されて戻されます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

外部グローバルアドレスを外部ローカ

ルアドレスに、またはその逆に（外部

switch(config)# ip nat outside source static
outsideGlobalIP outsideLocalIP [vrf
vrf-name [match-in-vrf] [add-route] ]

ステップ 2

ローカルトラフィックを外部グローバ

ルトラフィックに）変換するようにス

タティック NATを設定します。ポート
なしで内部変換が設定されると、暗黙的

な追加ルートが実行されます。外部変換

の設定中、最初の追加ルート機能はオプ

ションです。

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

（任意） switch(config)# copy
running-config startup-config

ステップ 3

コンフィギュレーションにコピーして、

変更を継続的に保存します。
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例

次に、外部送信元アドレスのスタティック NATを設定する例を示します。
switch# configure terminal
switch(config)# ip nat outside source static 2.2.2.2 6.6.6.6
switch(config)# copy running-config startup-config

内部送信元アドレスのスタティック PATの設定
ポートアドレス変換（PAT）を使用して、特定の内部ホストにサービスをマッピングできま
す。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

スタティックNATを内部ローカルポー
ト、内部グローバルポートにマッピン

グします。

switch(config)# ip nat inside source static
{inside-local-address inside-global-address
| {tcp| udp} inside-local-address
{local-tcp-port | local-udp-port}

ステップ 2

inside-global-address {global-tcp-port |
global-udp-port}} {vrf vrf-name
{match-in-vrf} }

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

（任意） switch(config)# copy
running-config startup-config

ステップ 3

コンフィギュレーションにコピーして、

変更を継続的に保存します。

例

次に、UDPサービスを特定の内部送信元アドレスおよび UDPポートにマッピングす
る例を示します。

switch# configure terminal
switch(config)# ip nat inside source static udp 20.1.9.2 63 35.48.35.48 130
switch(config)# copy running-config startup-config

外部送信元アドレスのスタティック PATの設定
ポートアドレス変換（PAT）を使用して、サービスを特定の外部ホストにマッピングできま
す。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

スタティック NATを、外部グローバル
ポート、外部ローカルポートにマッピ

ングします。

switch(config)# ip nat outside source static
{outside-global-address
outside-local-address | {tcp | udp}
outside-global-address {global-tcp-port |

ステップ 2

global-udp-port} outside-local-address
{global-tcp-port | global-udp-port}}
{add-route} {vrf vrf-name {match-in-vrf}}

リブートおよびリスタート時に実行コン

フィギュレーションをスタートアップ

（任意） switch(config)# copy
running-config startup-config

ステップ 3

コンフィギュレーションにコピーして、

変更を継続的に保存します。

例

次に、TCPサービスを特定の外部送信元アドレスおよびTCPポートにマッピングする
例を示します。

switch# configure terminal
switch(config)# ip nat outside source static tcp 20.1.9.2 63 35.48.35.48 130
switch(config)# copy running-config startup-config

no-alias設定の有効化と無効化
NATデバイスは内部グローバル（IG）アドレスと外部ローカル（OL）アドレスを所有し、こ
れらのアドレス宛ての ARP要求に応答します。IG/OLアドレスサブネットがローカルイン
ターフェイスサブネットと一致すると、NATは IPエイリアスと ARPエントリをインストー
ルします。この場合、デバイスは local-proxy-arpを使用して ARP要求に応答します。

no-alias機能は、アドレス範囲が外部インターフェイスの同じサブネットにある場合、特定の
NATプールアドレス範囲からのすべての変換された IPの ARP要求に応答します。

NATが設定されたインターフェイスで no-aliasが有効になっている場合、外部インターフェイ
スはサブネット内の ARP要求に応答しません。no-aliasを無効にすると、外部インターフェイ
スと同じサブネット内の IPに対する ARP要求が処理されます。

この機能をサポートしていない古いリリースにダウングレードすると、no-aliasオプションの
設定が削除されることがあります。

（注）
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

デバイス上でスタティック NAT機能を
イネーブルにします。

switch(config)# feature natステップ 2

NATの設定を表示します。switch(config)# show run natステップ 3

エイリアスが作成されたかどうかの情報

を表示します。

switch(config)# show ip nat-aliasステップ 4

（注）

デフォルトでは、エイリアスが作成さ

れます。エイリアスを無効にするには、

no-aliasキーワードをコマンドに追加す
る必要があります。

エイリアスリストからエントリを削除

します。特定のエントリを削除するに

switch(config)# clear ip nat-alias ip
address/all

ステップ 5

は、削除する IPアドレスを指定する必
要があります。すべてのエントリを削除

するには、すべてのキーワードを使用し

ます。

例

次に、すべてのインターフェイスの情報を表示する例を示します。

switch# configure terminal
switch(config)# show ip int b
IP Interface Status for VRF "default"(1)
Interface IP Address Interface Status
Lo0 100.1.1.1 protocol-up/link-up/admin-up
Eth1/1 7.7.7.1 protocol-up/link-up/admin-up
Eth1/3 8.8.8.1 protocol-up/link-up/admin-up

次に、実行コンフィギュレーションの例を示します。

switch# configure terminal
switch(config)# show running-config nat
!Command: show running-config nat
!Running configuration last done at: Thu Aug 23 11:57:01 2018
!Time: Thu Aug 23 11:58:13 2018

version 9.2(2) Bios:version 07.64
feature nat
interface Ethernet1/1
ip nat inside
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interface Ethernet1/3
ip nat outside

switch(config)#

この例は、エイリアスを設定する例を示します。

switch# configure terminal
switch(config)# ip nat inside source static 1.1.1.2 8.8.8.3
switch(config)# ip nat outside source static 2.2.2.1 7.7.7.3
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

次に、show ip nat-aliasの出力例を示します。デフォルトでは、エイリアスが作成され
ます。

switch# configure terminal
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

この例は、エイリアスを無効にする方法を示します。

switch# configure terminal
switch(config)# ip nat inside source static 1.1.1.2 8.8.8.3 no-alias
switch(config)# ip nat outside source static 2.2.2.1 7.7.7.3 no-alias
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
7.7.7.2 Ethernet1/1
8.8.8.2 Ethernet1/3
switch(config)#

** None of the entry got appended as alias is disabled for above CLIs.
switch(config)#

この例は、エイリアスをクリアする方法を示します。エイリアスリストからエントリ

を削除するには、clear ip nat-aliasを使用します。IPアドレスを指定して 1つのエント
リを削除することも、すべてのエイリアスエントリを削除することもできます。

switch# configure terminal
switch(config)# clear ip nat-alias address 7.7.7.2
switch(config)# show ip nat-alias
Alias Information for Context: default
Address Interface
8.8.8.2 Ethernet1/3
switch(config)#
switch(config)# clear ip nat-alias all
switch(config)# show ip nat-alias
switch(config)#

スタティック NATおよび PATの設定例
次に、スタティック NATの設定例を示します。
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ip nat inside source static 103.1.1.1 11.3.1.1
ip nat inside source static 139.1.1.1 11.39.1.1
ip nat inside source static 141.1.1.1 11.41.1.1
ip nat inside source static 149.1.1.1 95.1.1.1
ip nat inside source static 149.2.1.1 96.1.1.1
ip nat outside source static 95.3.1.1 95.4.1.1
ip nat outside source static 96.3.1.1 96.4.1.1
ip nat outside source static 102.1.2.1 51.1.2.1
ip nat outside source static 104.1.1.1 51.3.1.1
ip nat outside source static 140.1.1.1 51.40.1.1

次に、スタティック PATの設定例を示します。

ip nat inside source static tcp 10.11.1.1 1 210.11.1.1 101
ip nat inside source static tcp 10.11.1.1 2 210.11.1.1 201
ip nat inside source static tcp 10.11.1.1 3 210.11.1.1 301
ip nat inside source static tcp 10.11.1.1 4 210.11.1.1 401
ip nat inside source static tcp 10.11.1.1 5 210.11.1.1 501
ip nat inside source static tcp 10.11.1.1 6 210.11.1.1 601
ip nat inside source static tcp 10.11.1.1 7 210.11.1.1 701
ip nat inside source static tcp 10.11.1.1 8 210.11.1.1 801
ip nat inside source static tcp 10.11.1.1 9 210.11.1.1 901
ip nat inside source static tcp 10.11.1.1 10 210.11.1.1 1001
ip nat inside source static tcp 10.11.1.1 11 210.11.1.1 1101
ip nat inside source static tcp 10.11.1.1 12 210.11.1.1 1201

スタティック NATの設定の確認
スタティック NATの設定を表示するには、次の作業を行います。

手順

目的コマンドまたはアクション

内部グローバル、内部ローカル、外部

ローカル、および外部グローバルの各

IPアドレスを示します。

switch# show ip nat translationsステップ 1

例

次に、スタティック NATの設定を表示する例を示します。

switch# sh ip nat translations
Pro Inside global Inside local Outside local Outside global

--- --- --- 51.3.1.1 104.1.1.1
--- --- --- 95.4.1.1 95.3.1.1
--- --- --- 96.4.1.1 96.3.1.1
--- --- --- 51.40.1.1 140.1.1.1
--- --- --- 51.42.1.1 142.1.2.1
--- --- --- 51.1.2.1 102.1.2.1
--- 11.1.1.1 101.1.1.1 --- ---
--- 11.3.1.1 103.1.1.1 --- ---
--- 11.39.1.1 139.1.1.1 --- ---
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--- 11.41.1.1 141.1.1.1 --- ---
--- 95.1.1.1 149.1.1.1 --- ---
--- 96.1.1.1 149.2.1.1 --- ---

130.1.1.1:590 30.1.1.100:5000 --- ---
130.2.1.1:590 30.2.1.100:5000 --- ---
130.3.1.1:590 30.3.1.100:5000 --- ---
130.4.1.1:590 30.4.1.100:5000 --- ---
130.1.1.1:591 30.1.1.101:5000 --- ---

switch# sh ip nat translations verbose
Pro Inside global Inside local Outside local Outside global
any --- --- 22.1.1.3 22.1.1.2

Flags:0x200009 time-left(secs):-1 id:0 state:0x0 grp_id:10
any 11.1.1.130 11.1.1.3 --- ---

Flags:0x1 time-left(secs):-1 id:0 state:0x0 grp_id:0
any 11.1.1.133 11.1.1.33 --- ---

Flags:0x1 time-left(secs):-1 id:0 state:0x0 grp_id:10
any 11.1.1.133 11.1.1.33 22.1.1.3 22.1.1.2

Flags:0x200009 time-left(secs):-1 id:0 state:0x0 grp_id:0
tcp 10.1.1.100:64490 10.1.1.2:0 20.1.1.2:0 20.1.1.2:0

Flags:0x82 time-left(secs):43192 id:31 state:0x3 grp_id:0 vrf: default
N3550T-1#

ダイナミック NATの設定

ダイナミック変換および変換タイムアウトの設定

手順

目的コマンドまたはアクション

特権 EXECモードを有効にします。enable

例：

ステップ 1

•プロンプトが表示されたら、パス
ワードを入力します。Switch> enable

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 2

Switch# configure terminal

アクセスリストを定義し、アクセスリ

ストコンフィギュレーションモードを

開始します。

ip access-list access-list-name

例：

Switch(config)# ip access-list acl1

ステップ 3

条件に一致するトラフィックを許可す

る条件をIPアクセスリストに設定しま
す。

permit protocol source source-wildcard
any

例：

ステップ 4
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目的コマンドまたはアクション

Switch(config-acl)# permit ip
10.111.11.0/24 any

NAT変換を拒否する条件を設定しま
す。

deny protocol source source-wildcard any

例：

ステップ 5

Switch(config-acl)# deny udp
10.111.11.100/32 any

アクセスリストコンフィギュレーショ

ンモードを終了し、グローバルコン

exit

例：

ステップ 6

フィギュレーションモードに戻りま

す。
Switch(config-acl)# exit

ステップ 3で定義したアクセスリスト
を指定して、ダイナミック送信元変換

を設定します。

ip nat inside source list access-list-name
interface type number [vrf vrf-name
[match-in-vrf] [add-route] [overload]

例：

ステップ 7

Switch(config)# ip nat inside source
list acl1 interface ethernet 1/1
overload

インターフェイスを設定し、インター

フェイスコンフィギュレーションモー

ドを開始します。

interface type number

例：

Switch(config)# interface ethernet
1/4

ステップ 8

インターフェイスのプライマリ IPアド
レスを設定します。

ip address ip-address mask

例：

ステップ 9

Switch(config-if)# ip address
10.111.11.39 255.255.255.0

NATの対象である内部ネットワークに
インターフェイスを接続します。

ip nat inside

例：

ステップ 10

（注）Switch(config-if)# ip nat inside

ループバックインターフェイスでは構

成がサポートされていません。

インターフェイスコンフィギュレー

ションモードを終了し、グローバルコ

exit

例：

ステップ 11

ンフィギュレーションモードに戻りま

す。
Switch(config-if)# exit

インターフェイスを設定し、インター

フェイスコンフィギュレーションモー

ドを開始します。

interface type number

例：

Switch(config)# interface ethernet
1/1

ステップ 12
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目的コマンドまたはアクション

インターフェイスのプライマリ IPアド
レスを設定します。

ip address ip-address mask

例：

ステップ 13

Switch(config-if)# ip address
172.16.232.182 255.255.255.240

インターフェイスを外部ネットワーク

に接続します。

ip nat outside

例：

ステップ 14

（注）Switch(config-if)# ip nat outside

ループバックインターフェイスでは構

成がサポートされていません。

インターフェイスコンフィギュレー

ションモードを終了し、グローバルコ

exit

例：

ステップ 15

ンフィギュレーションモードに戻りま

す。
Switch(config-if)# exit

ダイナミックNAT変換の最大数を指定
します。エントリの数は1〜1023です。

ip nat translation max-entries
number-of-entries

例：

ステップ 16

Switch(config)# ip nat translation
max-entries 300

ダイナミックNAT変換のタイムアウト
値を指定します。

ip nat translation timeout seconds

例：

ステップ 17

switch(config)# ip nat translation
timeout 13000

グローバルコンフィギュレーション

モードを終了し、特権 EXECモードに
戻ります。

end

例：

Switch(config)# end

ステップ 18

ダイナミック NATプールの設定
NATプールは、単一の ip nat poolコマンドか、または ip nat poolと addressコマンドを使用し
て、IPアドレスの範囲を定義することで作成できます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1
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目的コマンドまたはアクション

デバイスの NAT機能をイネーブルにし
ます。

switch (config)# feature natステップ 2

グローバル IPアドレスの範囲で NAT
プールを作成します。IPアドレスは、

switch (config)# ip nat pool pool-name
[startip endip] {prefix prefix-length |
netmask network-mask}

ステップ 3

プレフィックス長またはネットワーク

マスクを使用してフィルタリングされま

す。

グローバル IPアドレスの範囲を指定し
ます（プールの作成時に指定していな

かった場合）。

（任意） switch (config-ipnat-pool)#
address startip endip

ステップ 4

指定した NATプールを削除します。（任意） switch (config)# no ip nat pool
pool-name

ステップ 5

例

次に、プレフィックス長を使用して NATプールを作成する例を示します。
switch# configure terminal
switch(config)# ip nat pool pool1 30.1.1.1 30.1.1.2 prefix-length 24
switch(config)#

次に、ネットワークマスクを使用して NATプールを作成する例を示します。
switch# configure terminal
switch(config)# ip nat pool pool5 20.1.1.1 20.1.1.5 netmask 255.255.255.0
switch(config)#

この例では ip nat poolと addressコマンドを使用してNATプールを作成し、グローバ
ル IPアドレスの範囲を定義します。
switch# configure terminal
switch(config)# ip nat pool pool7 netmask 255.255.0.0
switch(config-ipnat-pool)# address 40.1.1.1 40.1.1.5
switch(config-ipnat-pool)#

次の例は、NATプールの削除方法を示します。
switch# configure terminal
switch(config)# no ip nat pool pool4
switch(config)#

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
23

スタティックおよびダイナミック NAT変換の設定

ダイナミック NATプールの設定



送信元リストの設定

内部インターフェイスと外部インターフェイスのIPアドレスの送信元リストを設定できます。

始める前に

プールの送信元リストを設定する前に、必ずプールを設定してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

switch# configure terminalステップ 1

オーバーロードの有無にかかわらず、

プールを使用して NAT内部送信元リス
トを作成します。

（任意） switch# ip nat inside source list
list-name pool pool-name [overload]

ステップ 2

オーバーロードなしでプールを使用して

NAT外部送信元リストを作成します。
（任意） switch# ip nat outside source
list list-name pool pool-name [add-route]

ステップ 3

例

次に、オーバーロードのないプールを使用してNAT内部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat inside source list list1 pool pool1
switch(config)#

次に、オーバーロードのあるプールを使用してNAT内部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat inside source list list2 pool pool2 overload
switch(config)#

次に、オーバーロードのないプールを使用してNAT外部送信元リストを作成する例を
示します。

switch# configure terminal
switch(config)# ip nat outside source list list3 pool pool3
switch(config)#
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ダイナミック NAT変換のクリア
ダイナミック変換をクリアするには、次の作業を実行します。

目的コマンド

すべてまたは特定のダイナミックNAT変換を
削除します。

clear ip nat translation [ all | inside
global-ip-address local-ip-address [outside
local-ip-address global-ip-address] | outside
local-ip-address global-ip-address ]

例

次に、すべてのダイナミック変換をクリアする例を示します。

switch# clear ip nat translation all

次に、内部アドレスと外部アドレスのダイナミック変換をクリアする例を示します。

switch# clear ip nat translation inside 2.2.2.2 4.4.4.4 outside 5.5.5.5 7.7.7.7

ダイナミック NATの設定の確認
ダイナミック NATの設定を表示するには、次の作業を行います。

目的コマンド

アクティブなネットワークアドレス変換

（NAT）変換を表示します。

エントリが作成および使用された日時など、

各変換テーブルエントリの追加情報を表示し

ます。

show ip nat translations

NATの設定を表示します。show run nat

アクティブなネットワークアドレス変換

（NAT）の最大値を表示します。
show ip nat max

NAT統計情報をモニタします。show ip nat statistics

例

次に、IP NAT最大値を表示する例を示します。
switch# show ip nat max

IP NAT Max values
====================
Max Dyn Translations:80
Max all-host:0
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No.Static:0
No.Dyn:1
No.Dyn-ICMP:1
====================
Switch(config)#

次に、NAT統計情報を表示する例を示します。
switch# show ip nat statistics

IP NAT Statistics
====================================================
Stats Collected since: Mon Feb 24 18:27:34 2020
----------------------------------------------------
Total active translations: 1
No.Static: 0
No.Dyn: 1
No.Dyn-ICMP: 1
----------------------------------------------------
Total expired Translations: 0
SYN timer expired: 0
FIN-RST timer expired: 0
Inactive timer expired: 0
----------------------------------------------------
Total Hits: 2 Total Misses: 2
In-Out Hits: 0 In-Out Misses: 2
Out-In Hits: 2 Out-In Misses: 0
----------------------------------------------------
Total SW Translated Packets: 2
In-Out SW Translated: 2
Out-In SW Translated: 0
----------------------------------------------------
Total SW Dropped Packets: 0
In-Out SW Dropped: 0
Out-In SW Dropped: 0

Address alloc. failure drop: 0
Port alloc. failure drop: 0
Dyn. Translation max limit drop: 0
ICMP max limit drop: 0
Allhost max limit drop: 0
----------------------------------------------------
Total TCP session established: 0
Total TCP session closed: 0
----------------------------------------------------
NAT Inside Interfaces: 1
Ethernet1/34

NAT Outside Interfaces: 1
Ethernet1/32
----------------------------------------------------
Inside source list:
++++++++++++++++++++

Access list: T2
RefCount: 1
Pool: T2 Overload
Total addresses: 10
Allocated: 1 percentage: 10%
Missed: 0

Outside source list:
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++++++++++++++++++++
----------------------------------------------------
====================================================
Switch(config)#
Switch(config)#

**No.Dyn-ICMP field is to display the no of icmp dynamic translations , its a subset
of "No.Dyn" field.

CiscoNX-OSリリース 10.2（3u）以降では、No.Dyn-ICMPフィールドはNo.Dynフィー
ルドのサブセットであり、ICMPダイナミック変換の数が表示されます。

（注）

次に、NATの実行コンフィギュレーションを表示する例を示します。
switch# show run nat

!Command: show running-config nat
!Time: Wed Apr 23 11:17:43 2014

version 6.0(2)A3(1)
feature nat

ip nat inside source list list1 pool pool1
ip nat inside source list list2 pool pool2 overload
ip nat inside source list list7 pool pool7 overload
ip nat outside source list list3 pool pool3
ip nat pool pool1 30.1.1.1 30.1.1.2 prefix-length 24
ip nat pool pool2 10.1.1.1 10.1.1.2 netmask 255.0.255.0
ip nat pool pool3 30.1.1.1 30.1.1.8 prefix-length 24
ip nat pool pool5 20.1.1.1 20.1.1.5 netmask 255.0.255.0
ip nat pool pool7 netmask 255.255.0.0
address 40.1.1.1 40.1.1.5

次に、アクティブな NAT変換を表示する例を示します。

オーバーロードのある内部プール

switch# show ip nat translation
Pro Inside global Inside local Outside local Outside global
icmp 20.1.1.3:64762 10.1.1.2:133 20.1.1.1:0 20.1.1.1:0
icmp 20.1.1.3:64763 10.1.1.2:134 20.1.1.1:0 20.1.1.1:0

オーバーロードのない外部プール

switch# show ip nat translation
Pro Inside global Inside local Outside local Outside global
any --- --- 177.7.1.1:0 77.7.1.64:0
any --- --- 40.146.1.1:0 40.46.1.64:0
any --- --- 10.4.146.1:0 10.4.46.64:0
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例：ダイナミック変換および変換タイムアウトの設定

次に、アクセスリストを指定してダイナミックオーバーロードネットワークアドレス

変換（NAT）を設定する例を示します。
Switch> enable
Switch# configure terminal
Switch(config)# ip access-list acl1
Switch(config-acl)# permit ip 10.111.11.0/24 any
Switch(config-acl)# deny udp 10.111.11.100/32 any
Switch(config-acl)# exit
Switch(config)# ip nat inside source list acl1 interface ethernet 1/1 overload
Switch(config)# interface ethernet 1/4
Switch(config-if)# ip address 10.111.11.39 255.255.255.0
Switch(config-if)# ip nat inside
Switch(config-if)# exit
Switch(config)# interface ethernet 1/1
Switch(config-if)# ip address 172.16.232.182 255.255.255.240
Switch(config-if)# ip nat outside
Switch(config-if)# exit
Switch(config)# ip nat translation max-entries 300
Switch(config)# ip nat translation timeout 13000
Switch(config)# end
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第 4 章

レイヤ 2インターフェイスの設定

•アクセスインターフェイスとトランクインターフェイスについて（29ページ）
•レイヤ 2インターフェイスの前提条件（33ページ）
•レイヤ 2インターフェイスのガイドラインおよび制約事項（34ページ）
•レイヤ 2インターフェイスのデフォルト設定（36ページ）
•アクセスインターフェイスとトランクインターフェイスの設定 （36ページ）
•インターフェイスコンフィギュレーションの確認（46ページ）
•レイヤ 2インターフェイスのモニタリング（47ページ）
•アクセスポートおよびトランクポートの設定例（48ページ）
•関連資料（49ページ）

アクセスインターフェイスとトランクインターフェイス

について

このデバイスは、IEEE 802.1Qタイプ VLANトランクカプセル化だけをサポートします。（注）

アクセスインターフェイスとトランクインターフェイスの概要

レイヤ 2ポートは、アクセスまたはトランクポートとして次のように設定できます。

•アクセスポートでは VLANを 1つだけ設定でき、1つの VLANのトラフィックだけを伝
送できます。

•トランクポートには複数の VLANを設定でき、複数の VLANのトラフィックを同時に伝
送できます。

デフォルトでは、Cisco Nexus® 3550-Tスイッチのすべてのポートはレイヤ 3ポート/レイヤ 2
ポートです。
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セットアップスクリプトを使用するか、system default switchportコマンドを入力して、すべ
てのポートをレイヤ 2ポートにできますすべてのポートをレイヤ 2ポートにできます。セット
アップスクリプトを使用する詳細については、「Cisco Nexus® 3550-T Fundamentals構成」のセ
クションを参照してください。CLIを使用して、ポートをレイヤ 2ポートとして設定するに
は、switchportコマンドを使用します。

次の図は、ネットワークにおけるトランクポートの使い方を示したものです。トランクポー

トは、2つ以上の VLANのトラフィックを伝送します。

図 2 :トランクおよびアクセスポートと VLANトラフィック

VLANについては、「Cisco Nexus® 3550-T Layer 2 Switching構成」のセクションを参照してく
ださい。

（注）

複数の VLANに接続するトランクポートのトラフィックを正しく伝送するために、デバイス
は IEEE 802.1Qカプセル化（タギング方式）を使用します（詳細については、「IEEE 802.1Q
カプセル化」の項を参照）。

アクセスポートでのパフォーマンスを最適化するには、そのポートをホストポートとして設

定します。ホストポートとして設定されたポートは、自動的にアクセスポートとして設定さ

れ、チャネルグループ化はディセーブルになります。ホストを割り当てると、割り当てたポー

トがパケット転送を開始する時間が短縮されます。

ホストポートとして設定できるのは端末だけです。端末以外のポートをホストとして設定しよ

うとするとエラーになります。

アクセスポートは、アクセスVLAN値の他に 802.1Qタグがヘッダーに設定されたパケットを
受信すると、送信元のMACアドレスを学習せずにドロップします。

レイヤ 2インターフェイスはアクセスポートまたはトランクポートとして機能できますが、
両方のポートタイプとして同時に機能できません。

レイヤ 2インターフェイスをレイヤ 3インターフェイスに戻すと、このインターフェイスはレ
イヤ 2の設定をすべて失い、デフォルト VLAN設定に戻ります。
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IEEE 802.1Qカプセル化

VLANについては、「Cisco Nexus® 3550-T Layer 2 Switching構成」のセクションを参照してく
ださい。

（注）

トランクとは、スイッチと他のネットワーキングデバイス間のポイントツーポイントリンクで

す。トランクは 1つのリンクを介して複数の VLANトラフィックを伝送するので、VLANを
ネットワーク全体に拡張することができます。

複数の VLANに接続するトランクポートのトラフィックを正しく配信するために、デバイス
は IEEE802.1Qカプセル化（タギング方式）を使用します。この方式では、フレームヘッダー
に挿入したタグが使用されます。このタグには、そのフレームおよびパケットが属する特定の

VLANに関する情報が含まれます。タグ方式を使用すると、複数の異なる VLAN用にカプセ
ル化されたパケットが、同じポートを通過しても、各 VLANのトラフィックを区別すること
ができます。また、カプセル化された VLANタグにより、トランクは同じ VLAN上のネット
ワークの端から端までトラフィックを移動させます。

図 3 : 802.1Qタグなしヘッダーと 802.1Qタグ付きヘッダー

アクセス VLAN
アクセスモードでポートを設定すると、そのインターフェイスのトラフィックを伝送する

VLANを指定できます。アクセスモードのポート（アクセスポート）用に VLANを設定しな
いと、そのインターフェイスはデフォルトの VLAN（VLAN1）のトラフィックだけを伝送し
ます。
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VLANのアクセスポートメンバーシップを変更するには、新しいVLANを指定します。VLAN
をアクセスポートのアクセス VLANとして割り当てるには、まず、VLANを作成する必要が
あります。アクセスポートのアクセス VLANをまだ作成していない VLANに変更すると、ア
クセスポートがシャットダウンされます。

アクセスポートは、アクセスVLAN値の他に 802.1Qタグがヘッダーに設定されたパケットを
受信すると、送信元のMACアドレスを学習せずにドロップします。

トランクポートのネイティブ VLAN ID
トランクポートは、タグなしパケットと 802.1Qタグ付きパケットを同時に伝送できます。デ
フォルトのポート VLAN IDをトランクポートに割り当てると、すべてのタグなしトラフィッ
クが、そのトランクポートのデフォルトのポート VLAN IDで伝送され、タグなしトラフィッ
クはすべてこの VLANに属するものと見なされます。この VLANのことを、トランクポート
のネイティブ VLAN IDといいます。つまり、トランクポートでタグなしトラフィックを伝送
する VLANがネイティブ VLAN IDとなります。

ネイティブ VLAN ID番号は、トランクの両端で一致していなければなりません。（注）

トランクポートは、デフォルトのポートVLAN IDと同じVLANが設定された出力パケットを
タグなしで送信します。他のすべての出力パケットは、トランクポートによってタグ付けされ

ます。ネイティブVLAN IDを設定しないと、トランクポートはデフォルトVLANを使用しま
す。

Allowed VLANs
デフォルトでは、トランクポートはすべての VLANに対してトラフィックを送受信します。
各トランク上では、すべての VLAN IDが許可されます。この包括的なリストから VLANを削
除することによって、特定の VLANからのトラフィックが、そのトランクを通過するのを禁
止できます。後ほど、トラフィックを伝送するトランクの VLANを指定してリストに追加し
直すこともできます。

デフォルトVLANのスパニングツリープロトコル（STP）トポロジを区切るには、許容VLAN
のリストからVLAN1を削除します。この分割を行わないと、VLAN1（デフォルトでは、すべ
てのポートでイネーブル）が非常に大きなSTPトポロジを形成し、STPのコンバージェンス中
に問題が発生する可能性があります。VLAN1を削除すると、そのポート上で VLAN1のデー
タトラフィックはすべてブロックされますが、制御トラフィックは通過し続けます。

STPの詳細については、「Cisco Nexus® 3550-T Layer 2 Switching構成」のセクションを参照し
てください。

（注）
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デフォルトインターフェイス

デフォルトインターフェイス機能を使用して、イーサネット、ループバック、VLANネット
ワーク、およびポートチャネルインターフェイスなどの物理インターフェイスおよび論理イン

ターフェイスの両方に対する構成済みパラメータを消去できます。

すべての 48ポートがデフォルトインターフェイスに選択できます。（注）

スイッチ仮想インターフェイスおよび自動ステート動作

Cisco NX-OSでは、スイッチ仮想インターフェイス（SVI）は、デバイスの VLANのブリッジ
ング機能とルーティング機能間の論理インターフェイスを表します。

このインターフェイスの動作状態は、その対応するVLAN内のさまざまなポートの状態によっ
て決まります。VLANの SVIインターフェイスは、その VLAN内の少なくとも 1個のポート
がスパニングツリープロトコル（STP）のフォワーディングステートにある場合に稼働しま
す。同様に、このインターフェイスは最後の STP転送ポートがダウンするか、別の STP状態
になったとき、ダウンします。

カウンタ値

設定、パケットサイズ、増分カウンタ値、およびトラフィックについては、次の情報を参照し

てください。

トラフィック増分カウンタパケットサイズ設定

破棄入力エラー<1500L2ポート

CRC不良の 64バイトを超えるパケット：CRCカウンタが増加します。（注）

レイヤ 2インターフェイスの前提条件
レイヤ 2インターフェイスには次の前提条件があります。

•デバイスにログインしている。

•デフォルトでは、Cisco NX-OSはレイヤ 3パラメータを設定します。レイヤ 2パラメータ
を設定するには、ポートモードをレイヤ 2に切り替える必要があります。switchportコマ
ンドを使用すれば、ポートモードを変更できます。
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• switchport modeコマンドを使用する前に、ポートをレイヤ 2ポートとして設定する必要
があります。デフォルトでは、デバイスのポートはすべてレイヤ3ポートです。デフォル
トでは、Cisco Nexus® 3550-Tデバイスのすべてのポートはレイヤ 2ポートです。

レイヤ 2インターフェイスのガイドラインおよび制約事
項

VLANトランキングには次の設定上のガイドラインと制限事項があります。

•ポートはレイヤ 2またはレイヤ 3インターフェイスのいずれかです。両方が同時に成立す
ることはありません。

•レイヤ 3ポートをレイヤ 2ポートに変更する場合またはレイヤ 2ポートをレイヤ 3ポート
に変更する場合は、レイヤに依存するすべての設定は失われます。アクセスまたはトラン

クポートをレイヤ 3ポートに変更すると、アクセス VLAN、ネイティブ VLAN、許容
VLANなどの情報はすべて失われます。

•アクセスリンクを持つデバイスには接続しないでください。アクセスリンクによりVLAN
が区分されることがあります。

• 802.1Qトランクを介してシスコデバイスを接続するときは、802.1Qトランクのネイティ
ブ VLANがトランクリンクの両端で同じであることを確認してください。トランクの一
端のネイティブ VLANと反対側の端のネイティブ VLANが異なると、スパニングツリー
ループの原因になります。

•ネットワーク上のすべてのネイティブ VLANについてスパニングツリーをディセーブル
にせずに、802.1Qトランクの VLAN上のスパニングツリーをディセーブルにすると、ス
パニングツリーループが発生することがあります。802.1Qトランクのネイティブ VLAN
のスパニングツリーはイネーブルのままにしておく必要があります。スパニングツリーを

イネーブルにしておけない場合は、ネットワークの各 VLANのスパニングツリーをディ
セーブルにする必要があります。スパニングツリーをディセーブルにする前に、ネット

ワークに物理ループがないことを確認してください。

• 802.1Qトランクを介して 2台のシスコデバイスを接続すると、トランク上で許容される
VLANごとにスパニングツリーブリッジプロトコルデータユニット（BPDU）が交換さ
れます。トランクのネイティブ VLAN上の BPDUは、タグなしの状態で予約済み IEEE
802.1DスパニングツリーマルチキャストMACアドレス（01-80-C2-00-00-00）に送信され
ます。トランクの他のすべてのVLAN上の BPDUは、タグ付きの状態で、予約済み Cisco
Shared Spanning Tree（SSTP）マルチキャストMACアドレス（01-00-0c-cc-cc-cd）に送信さ
れます。

•シスコデバイスは、トランクのネイティブ VLAN以外の VLANにある SSTPマルチキャ
ストMACアドレスに BPDUを伝送します。したがって、他社製のデバイスではこれらの
フレームが BPDUとして認識されず、対応する VLANのすべてのポート上でフラッディ
ングされます。他社製の802.1Qクラウドに接続された他のシスコデバイスは、フラッディ
ングされたこれらの BPDUを受信します。BPDUを受信すると、Ciscoスイッチは、他社
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製の 802.1Qデバイスクラウドにわたって、VLAN別のスパニングツリートポロジを維持
できます。シスコデバイスを隔てている他社製の 802.1Qクラウドは、802.1Qトランクを
介して他社製の 802.1Qクラウドに接続されたすべてのデバイス間の単一のブロードキャ
ストセグメントとして処理されます。

•シスコデバイスを他社製の 802.1Qクラウドに接続するすべての 802.1Qトランク上で、ネ
イティブ VLANが同じであることを確認します。

•他社製の特定の 802.1Qクラウドに複数のシスコデバイスを接続する場合は、すべての接
続に 802.1Qトランクを使用する必要があります。シスコデバイスを他社製の 802.1Qクラ
ウドにアクセスポート経由で接続することはできません。この場合、シスコ製のアクセス

ポートはスパニングツリー「ポート不一致」状態になり、トラフィックはポートを通過し

ません。

•トランクポートをポートチャネルグループに含めることができますが、そのグループの
トランクはすべて同じ設定にする必要があります。グループを初めて作成したときには、

そのグループに最初に追加されたポートのパラメータ設定値をすべてのポートが引き継ぎ

ます。パラメータの設定を変更すると、許容 VLANやトランクステータスなど、デバイ
スのグループのすべてのポートにその設定を伝えます。たとえば、ポートグループのある

ポートがトランクになるのを中止すると、すべてのポートがトランクになるのを中止しま

す。

• clearmac address-table dynamicコマンドを使用してVLANのMACアドレスをクリアすると、
そのVLANのダイナミックARP（Address Resolution Protocol）エントリが更新されます。

• VLAN上にスタティックARPエントリが存在し、MACアドレスからポートへのマッピング
が存在しない場合、スーパーバイザはARP要求を生成してMACアドレスを学習できます。
MACアドレスを学習すると、隣接エントリは正しい物理ポートをポイントします。

• Cisco NX-OSは、SVIの1つが BIA MAC（バーンドインMACアドレス）を使用してCisco
Nexus 3550-T上にある場合、2つのVLAN間のトランスペアレントブリッジングをサポー
トしません。これは、BIAMACがSVI /VLAN間で共有される場合に発生します。BIAMAC
とは異なるMACを、トランスペアレントブリッジングが正しく動作するようにSVIで設定
できます。

•インターフェイスモードをトランク VLANとトランク VLANに同時に設定しようとする
と、エラーメッセージが表示されることがあります。Cisco NX-OSインターフェイスで
は、インターフェイスモードのデフォルト値は accessです。トランク関連の設定を実装
するには、最初にインターフェイスモードを trunkに変更してから、トランクVLAN範囲
を設定する必要があります。

• VLANタグ付きパケットのスパニングは、 Cisco Nexus 3550-Tスイッチではサポートされ
ていません。
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レイヤ 2インターフェイスのデフォルト設定
次の表に、デバイスのアクセスおよびトランクポートモードパラメータのデフォルト設定を

示します。

表 2 :デフォルトのアクセスおよびトランクポートモードパラメータ

デフォルトパラメータ

アクセススイッチポートモード

1～ 3967

（注）

最大 255個の VLANがサポートされます。

Allowed VLANs

VLAN1アクセス VLAN ID

VLAN1Native VLAN ID

ディセーブルネイティブ VLAN IDタギング

閉じる管理状態

有効（Enabled）SVI自動ステート

アクセスインターフェイスとトランクインターフェイス

の設定

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

レイヤ 2アクセスポートの構成
レイヤ 2ポートをアクセスポートとして設定できます。アクセスポートは、パケットを、1つ
のタグなし VLAN上だけで送信します。インターフェイスが伝送する VLANトラフィックを
指定します。これがアクセス VLANになります。アクセスポートの VLANを指定しない場
合、そのインターフェイスはデフォルト VLANのトラフィックだけを伝送します。デフォル
トの VLANは VLAN 1です。
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VLANをアクセス VLANとして指定するには、その VLANが存在しなければなりません。シ
ステムは、存在しないアクセス VLANに割り当てられたアクセスポートをシャットダウンし
ます。

始める前に

レイヤ 2インターフェイスを設定することを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface ethernet {{type slot/port} |
{port-channel number}}

例：

ステップ 2

switch(config)# interface ethernet 1/5
switch(config-if)#

インターフェイスを、非トランキング、

タグなし、シングル VLANレイヤ 2イ
switchport mode [access | trunk]

例：

ステップ 3

ンターフェイスとして設定します。アク
switch(config-if)# switchport mode
access セスポートは、1つの VLANのトラ

フィックだけを伝送できます。デフォル

トでは、アクセスポートはVLAN1のト
ラフィックを伝送します。異なるVLAN
のトラフィックを伝送するようにアクセ

スポートを設定するには、switchport
access vlanを使用しますコマンドを使
用します。

このアクセスポートでトラフィックを

伝送する VLANを指定します。このコ
switchport access vlan vlan-id

例：

ステップ 4

マンドを入力しないと、アクセスポー
switch(config-if)# switchport access
vlan 5 トはVLAN1だけのトラフィックを伝送

します。このコマンドを使用して、アク

セスポートがトラフィックを伝送する

VLANを変更できます。

インターフェイスコンフィギュレーショ

ンモードを終了します。

exit

例：

ステップ 5

switch(config-if)# exit
switch(config)#
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目的コマンドまたはアクション

（任意）インターフェイスのステータス

と内容を表示します。

show interface

例：

ステップ 6

switch# show interface

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 7

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/5
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 8

例

次に、イーサネット1/5をレイヤ2アクセスポートとして設定し、VLAN5のトラフィッ
クだけを伝送する例を示します：

switch# configure terminal
switch(config)# interface ethernet 1/5
switch(config-if)# switchport mode access
switch(config-if)# switchport access vlan 5
switch(config-if)#

アクセスホストポートの設定

switchport hostコマンドは、端末に接続するインターフェイスだけに使用します。（注）

端末に接続されたアクセスポートでのパフォーマンスを最適化するには、そのポートをホスト

ポートとしても設定します。アクセスホストポートはエッジポートと同様に STPを処理し、
ブロッキングステートおよびラーニングステートを通過することなくただちにフォワーディ

ングステートに移行します。インターフェイスをアクセスホストポートとして設定すると、

そのインターフェイス上でポートチャネル動作がディセーブルになります。
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始める前に

エンドステーションのインターフェイスに接続された適切なインターフェイスを設定すること

を確認してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface ethernet type slot/port

例：

switch(config)# interface ethernet 1/3
switch(config-if)#

ステップ 2

インターフェイスをアクセスホスト

ポートとして設定します。このポートは

switchport host

例：

ステップ 3

ただちに、スパニングツリーフォワーswitch(config-if)# switchport host
ディングステートに移行し、このイン

ターフェイスのポートチャネル動作を

ディセーブルにします。

（注）

このコマンドは端末だけに適用します。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if-range)# exit
switch(config)#

（任意）インターフェイスのステータス

と内容を表示します。

show interface

例：

ステップ 5

switch# show interface

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 6

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/3
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、イーサネット 1/3をレイヤ 2アクセスポートとして設定し、PortFastを有効化し
てポートチャネルを無効化にする例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/3
switch(config-if)# switchport host
switch(config-if)#

トランクポートの設定

レイヤ 2ポートをトランクポートとして設定できます。トランクポートは、1つの VLANの
非タグ付きパケットと、複数のVLANのカプセル化されたタグ付きパケットを伝送します（カ
プセル化については、「IEEE 802.1Qカプセル化」のセクションを参照してください）。

デバイスは 802.1Qカプセル化だけをサポートします。（注）

始める前に

トランクポートを設定する前に、レイヤ 2インターフェイスを設定することを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface {type slot/port | port-channel
number}

例：

ステップ 2

switch(config)# interface ethernet 1/4
switch(config-if)#
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目的コマンドまたはアクション

インターフェイスをレイヤ 2トランク
ポートとして設定します。トランクポー

switchport mode [access | trunk]

例：

ステップ 3

トは、同じ物理リンクで 1つ以上のswitch(config-if)# switchport mode
trunk VLAN内のトラフィックを伝送できます

（各 VLANはトランキングが許可され
た VLANリストに基づいています）。
デフォルトでは、トランクインターフェ

イスはすべての VLANのトラフィック
を伝送できます。指定したトランクで特

定の VLANのみが許可されるように指
定するには、switchport trunk allowed
vlanコマンドを使用します。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）インターフェイスのステータス

と内容を表示します。

show interface

例：

ステップ 5

switch# show interface

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 6

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/4
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、イーサネット 1/4をレイヤ 2トランクポートとして設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 1/4
switch(config-if)# switchport mode trunk
switch(config-if)#
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トランキングポートの許可 VLANの設定
特定のトランクポートで許可されている VLANの IDを指定できます。

switchport trunk allowed vlan vlan-list コマンドは、指定されたポートの現在のVLANリストを
新しいリストに置き換えます。新しいリストが適用される前に確認を求められます。

大規模な設定のコピーアンドペーストをしている場合は、CLIが他のコマンドを受け入れる
前に確認のため待機しているので障害が発生する場合があります。この問題を回避するため、

terminaldont-askを使用してプロンプトを無効にできます。コマンドを入力してから、設定を
貼り付けます。

（注）

始める前に

指定トランクポートの許可 VLANを設定する前に、正しいインターフェイスを設定している
こと、およびそのインターフェイスがトランクであることを確認してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface {ethernet slot/port | port-channel
number}

例：

ステップ 2

switch(config)# interface ethernet 1/3

トランクインターフェイスの許可VLAN
を設定します。デフォルトでは、トラン

switchport trunk allowed vlan {vlan-list
add vlan-list | all | except vlan-list | none |
remove vlan-list}

ステップ 3

クインターフェイス上のすべてのVLAN
例： （1～ 3967および 4048～ 4094）が許可

されます。Cisco Nexus 3550-Tスイッチswitch(config-if)# switchport trunk
allowed vlan add 15-20# では、255のVLANのみがサポートされ

ます。

（注）

内部で割り当て済みの VLANを、トラ
ンクポート上の許可VLANとして追加
することはできません。内部で割り当

て済みのVLANを、トランクポートの
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目的コマンドまたはアクション

許可 VLANとして登録しようとする
と、メッセージが返されます。

インターフェイスモードを終了します。exit

例：

ステップ 4

switch(config-if)# exit
switch(config)#

（任意）VLANのステータスと内容を表
示します。

show vlan

例：

ステップ 5

switch# show vlan

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 6

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/3
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、VLAN 15～ 20をイーサネット 1/3、レイヤ 2トランクポートの許容 VLANリ
ストに追加する例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/3
switch(config-if)# switchport trunk allowed vlan 15-20
switch(config-if)#

デフォルトインターフェイスの設定

デフォルトインターフェイス機能によって、イーサネット、ループバック、VLANネットワー
ク、およびポートチャネルインターフェイスなどの複数インターフェイスの既存の構成を消

去できます。特定のインターフェイスでのすべてのユーザコンフィギュレーションは削除され

ます。後で削除したコンフィギュレーションを復元できるように、任意でチェックポイントを

作成してからインターフェイスのコンフィギュレーションを消去できます。
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デフォルトのインターフェイス機能は、管理インターフェイスに対しサポートされていませ

ん。それはデバイスが到達不能な状態になる可能性があるためです。

（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイスの設定を削除しデフォ

ルトの設定を復元します。?キーワード

default interface int-if [checkpoint name]

例：

ステップ 2

を使用して、サポートされるインター

フェイスを表示します。
switch(config)# default interface
ethernet 1/3 checkpoint test8

checkpointコマンドを使用し、キーワー
ドを使用して、設定を消し去ってしまう

前にインターフェイスの実行コンフィ

ギュレーションを保存します。

グローバルコンフィギュレーション

モードを終了します。

exit

例：

ステップ 3

switch(config)# exit
switch(config)#

（任意）インターフェイスのステータス

と内容を表示します。

show interface

例：

ステップ 4

switch# show interface

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 5

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/3
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。
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例

次に、ロールバック目的で実行コンフィギュレーションのチェックポイントを保存す

る際にイーサネットインターフェイスの設定を削除する例を示します。

switch# configure terminal
switch(config)# default interface ethernet 1/3 checkpoint test8
.......Done
switch(config)#

システムのデフォルトポートモードをレイヤ 2に変更
システムのデフォルトポートモードをレイヤ 2アクセスポートに設定できます。

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

システムのすべてのインターフェイスに

対するデフォルトのポートモードをレ

system default switchport [shutdown]

例：

ステップ 2

イヤ 2アクセスポートモードに設定switch(config-if)# system default
switchport し、インターフェイスコンフィギュレー

ションモードを開始します。デフォル

トでは、すべてのインターフェイスがレ

イヤ 3です。

（注）

クライアントが system default
switchport shutdownコマンドが発行さ
れます。

• no shutdownで明示的に設定されて
いないレイヤ 2ポートはシャット
ダウンされます。シャットダウン

を回避するには、no shutでレイヤ
2ポートを設定します。

インターフェイスコンフィギュレーショ

ンモードを終了します。

exit

例：

ステップ 3

switch(config-if)# exit
switch(config)#
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目的コマンドまたはアクション

（任意）インターフェイスのステータス

と内容を表示します。

show interface brief

例：

ステップ 4

switch# show interface brief

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 5

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/3
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6

例

次に、システムポートをデフォルトでレイヤ 2アクセスポートに設定する例を示しま
す。

switch# configure terminal
switch(config-if)# system default switchport
switch(config-if)#

インターフェイスコンフィギュレーションの確認
アクセスおよびトランクインターフェイス設定情報を表示するには、次のタスクのいずれかを

行います。

目的コマンド

インターフェイスの設定を表示します。show interface ethernet slot/port [brief | | counters
| debounce | description | flowcontrol |
mac-address | status | transceiver]

インターフェイス設定情報を、モードも含め

て表示します。

show interface brief

アクセスおよびトランクインターフェイスも

含めて、すべてのレイヤ 2インターフェイス
の情報を表示します。

show interface switchport
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目的コマンド

トランク設定情報を表示します。show interface trunk [module module-number |
vlan vlan-id]

インターフェイスの機能に関する情報を表示

します。

show interface capabilities

現在の設定に関する情報を表示します。

allコマンドを使用すると、デフォルトの設定
と現在の設定が表示されます。

show running-config [all]

指定されたインターフェイスに関する設定情

報を表示します。

show running-config interface ethernet slot/port

指定されたポートチャネルインターフェイス

に関するコンフィギュレーション情報を表示

します。

show running-config interface port-channel
slot/port

指定された VLANインターフェイスに関する
コンフィギュレーション情報を表示します。

show running-config interface vlan vlan-id

レイヤ 2インターフェイスのモニタリング
レイヤ 2インターフェイスを表示するには、次のコマンドを使用します。

目的コマンド

カウンタをクリアします。clear counters interface [interface]

CiscoNexus 3550-Tデバイスは、ビットレート
およびパケットレートの統計情報に 3種類の
サンプリングインターバルを設定します。

load- interval {counter {1 | 2 | 3}} seconds

入力および出力オクテットユニキャストパ

ケット、マルチキャストパケット、ブロード

キャストパケットを表示します。

show interface counters [module module]
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目的コマンド

入力パケット、バイト、マルチキャストを、

出力パケットおよびバイトとともに表示しま

す。

（注）

[出力ドロップエラーを無視（Ignore Output

Dropped Errors） ]は、ポートに向けられたト
ラフィックの入力ドロップの累積を表しま

す。ポートでの入力ドロップは、入力破棄エ

ラーの一部として表示されます。

show interface counters detailed [all]

エラーパケットの数を表示します。

（注）

OutDiscardsは、ポートに向けられたトラ
フィックの累積入力ドロップを表すため、無

視します。ポートでの入力ドロップは、

InDiscardsの一部として表示されます。

show interface counters errors [module module]

アクセスポートおよびトランクポートの設定例
次に、レイヤ2アクセスインターフェイスを設定し、このインターフェイスにアクセスVLAN
モードを割り当てる例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/30
switch(config-if)# switchport
switch(config-if)# switchport mode access
switch(config-if)# switchport access vlan 5
switch(config-if)#

次に、レイヤ 2トランクインターフェイスを設定してネイティブ VLANおよび許容 VLANを
割り当て、デバイスにトランクインターフェイスのネイティブ VLANトラフィックのタグを
設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/35
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk native vlan 10
switch(config-if)# switchport trunk allowed vlan 5, 10
switch(config-if)# exit
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第 5 章

ポートチャネルの構成

•ポートチャネルについて（51ページ）
•ポートチャネル（52ページ）
•ポートチャネルインターフェイス（53ページ）
•基本設定（54ページ）
•互換性要件（55ページ）
•ポートチャネルを使ったロードバランシング（57ページ）
• LACP（58ページ）
•ポートチャネリングの前提条件（64ページ）
•注意事項と制約事項（64ページ）
•デフォルト設定（65ページ）
•ポートチャネルの構成（65ページ）

ポートチャネルについて
ポートチャネルは複数の物理インターフェイスの集合体で、論理インターフェイスを作成しま

す。1つのポートチャネルに最大 8つの個別アクティブリンクをバンドルして、帯域幅と冗長
性を向上させることができます。これらの集約された各物理インターフェイス間でトラフィッ

クのロードバランシングも行います。ポートチャネルの物理インターフェイスが少なくとも

1つ動作していれば、そのポートチャネルは動作しています。

システム全体で許可される最大ポートチャネルの制限は 48です。各ポートグループには 8
ポートが含まれている 6つのポートグループがあります。ポートグループごとに最大 8つの
ポートチャネルを作成できます。同じポートグループに属する最大 8個の物理ポートを特定
のポートチャネルにバンドルすることができます。異なるポートグループに属するポートか

らポートチャネルを作成することはできません。

表 3 :ポートグループ名とポートグループ範囲

ポートグループ範囲ポートグループ名

1/1〜 1/81
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ポートグループ範囲ポートグループ名

1/9～ 1/162

1/17〜 1/243

1/25～ 1/324

1/33～ 1/405

1/41～ 1/486

レイヤ 2ポートチャネルに適合するレイヤ 2インターフェイスをバンドルすれば、レイヤ 2
ポートチャネルを作成できます。レイヤ 3ポートチャネルに適合するレイヤ 3インターフェ
イスをバンドルすれば、レイヤ 3ポートチャネルを作成できます。レイヤ 2インターフェイス
とレイヤ 3インターフェイスを同一のポートチャネルで組み合わせることはできません。

ポートチャネルをレイヤ 3からレイヤ 2に変更することもできます。レイヤ 2インターフェイ
スの作成については、「レイヤ 2インターフェイスの構成」の章を参照してください。

レイヤ 2ポートチャネルインターフェイスとそのメンバーポートは、異なる STPパラメータ
を持つことができます。ポートチャネルの STPパラメータを変更しても、メンバーポートが
バンドルされている場合はポートチャネルインターフェイスが優先されるため、メンバーポー

トの STPパラメータには影響しません。

レイヤ2ポートがポートチャネルの一部になった後に、すべてのスイッチポートの設定をポー
トチャネルで実行する必要があります。スイッチポートの設定を各ポートチャネルメンバに

適用できません。レイヤ 3の設定を各ポートチャネルメンバに適用できません。設定をポー
トチャネル全体に適用する必要があります。

（注）

集約プロトコルが関連付けられていない場合でもスタティックポートチャネルを使用して設

定を簡略化できます。

柔軟性を高めたい場合は LACPを使用できます。Link Aggregation Control Protocol（LACP）は
IEEE 802.3adで定義されています。LACPを使用すると、リンクによってプロトコルパケット
が渡されます。共有インターフェイスでは LACPを設定できません。

LACPについては、「LACPの概要」のセクションを参照してください。

ポートチャネル
ポートチャネルは、物理リンクをまとめて 1つのチャネルグループに入れ、最大 8の物理リ
ンクの帯域幅を集約した単一の論理リンクを作ります。ポートチャネル内のメンバーポート

に障害が発生すると、障害が発生したリンクで伝送されていたトラフィックはポートチャネル

内のその他のメンバーポートに切り替わります。
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ただし、LACPをイネーブルにすればポートチャネルをより柔軟に使用できます。LACPを
使ってポートチャネルを設定する場合と静的ポートチャネルを使って設定する場合では、手

順が多少異なります（「ポートチャネルの構成」のセクションを参照してください）。

デバイスはポートチャネルに対するポート集約プロトコル（PAgP）をサポートしません。（注）

各ポートにはポートチャネルが 1つだけあります。ポートチャネルのすべてのポートには互
換性があり、同じ速度とデュプレックスモードを使用します（「互換性要件」のセクションを

参照してください）。集約プロトコルを使わずに静的ポートチャネルを実行する場合、物理リ

ンクはすべて onチャネルモードです。このモードは、LACPを有効化しない限り変更できま
せん（「ポートチャネルモード」のセクションを参照してください）。

ポートチャネルインターフェイスを作成すると、ポートチャネルを直接作成できます。また

はチャネルグループを作成して個別ポートをバンドルに集約させることができます。インター

フェイスをチャネルグループに関連付けると、ポートチャネルがない場合は対応するポート

チャネルが自動的に作成されます。この場合、ポートチャネルは最初のインターフェイスのレ

イヤ 2またはレイヤ 3設定を行います。最初にポートチャネルを作成することもできます。こ
の場合は、Cisco NX-OSソフトウェアがポートチャネルと同じチャネル番号の空のチャネル
グループを作成してデフォルトレイヤ2またはレイヤ3設定を行い、互換性も構成します（「互
換性要件」のセクションを参照してください）。

少なくともメンバポートの 1つがアップしており、かつそのポートのチャネルが有効であれ
ば、ポートチャネルは動作上アップ状態にあります。メンバーポートがすべてダウンしてい

れば、ポートチャネルはダウンしています。

（注）

ポートチャネルインターフェイス
次に、ポートチャネルインターフェイスを示します。
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図 4 :ポートチャネルインターフェイス

ポートチャネルインターフェイスは、レイヤ 2またはレイヤ 3インターフェイスとして分類
できます。さらに、レイヤ 2ポートチャネルはアクセスモードまたはトランクモードに設定
できます。レイヤ 3ポートチャネルインターフェイスのチャネルメンバにはルーテッドポー
トがあます。

レイヤ 3ポートチャネルにスタティックMACアドレスを設定できます。この値を設定しない
場合、レイヤ 3ポートチャネルは、最初にアップになるチャネルメンバのルータMACを使
用します。レイヤ 3ポートチャネルで静的MACアドレスを構成するための詳細については、
「Cisco Nexus® 3550-Tレイヤ 2スイッチング構成」のセクションを参照してください。

アクセスモードまたはトランクモードでのレイヤ 2ポートの構成については、「レイヤ 2イ

ンターフェイスの構成」の章を、レイヤ 3インターフェイスの構成については、「レイヤ 3イ

ンターフェイスの構成」の章を参照してください。

基本設定
ポートチャネルインターフェイスには次の基本設定ができます。

•帯域幅：この設定は情報目的で使用します。上位レベルプロトコルで使用されます。

•遅延：この設定は情報目的で使用します。上位レベルプロトコルで使用されます。

•説明
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•デュプレックス

• IPアドレス

•シャットダウン

•速度

互換性要件
チャネルグループにインターフェイスを追加する場合、そのインターフェイスにチャネルグ

ループとの互換性があるかどうかを確認するために、特定のインターフェイス属性がチェック

されます。たとえば、レイヤ 2チャネルグループにレイヤ 3インターフェイスを追加できませ
ん。また Cisco NX-OSソフトウェアは、インターフェイスがポートチャネル集約に参加する
ことを許可する前に、そのインターフェイスの多数の動作属性もチェックします。

互換性チェックの対象となる動作属性は次のとおりです。

•ネットワーク層

•（リンク）速度性能

•速度設定

•デュプレックス性能

•デュプレックス設定

•ポートモード

•アクセス VLAN

•トランクネイティブ VLAN

•タグ付きまたは非タグ付き

•許可 VLANリスト

•フロー制御性能

•フロー制御設定

•メディアタイプ、銅線またはファイバ

show port-channel compatibility-parameters を使用します Cisco NX-OSで使用される互換性
チェックの全リストを表示するは、コマンドを使用します。

チャネルモードが onに設定されているインターフェイスは、スタティックなポートチャネル
にだけ追加できます。また、チャネルモードが activeまたはpassiveに設定されているインター
フェイスは、LACPが実行されているポートチャネルにだけ追加できます。これらのアトリ
ビュートは個別のメンバポートに設定できます。設定するメンバポートの属性に互換性がな

い場合、ソフトウェアはこのポートをポートチャネルで一時停止させます。
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または、次のパラメータが同じ場合、パラメータに互換性がないポートを強制的にポートチャ

ネルに参加させることもできます。

•（リンク）速度性能

•速度設定

•デュプレックス性能

•デュプレックス設定

•フロー制御性能

•フロー制御設定

インターフェイスがポートチャネルに参加すると、一部のパラメータが削除され、ポートチャ

ネルの値が次のように置き換わります。

•帯域幅

•遅延

• UDPの拡張認証プロトコル

• VRF

• IPアドレス

• MACアドレス

•スパニングツリープロトコル

インターフェイスがポートチャネルに参加または脱退しても、次に示す多くのインターフェイ

スパラメータは影響を受けません。

•ビーコン

•説明

• CDP

• LACPポートプライオリティ

• Debounce

• UDLD

• MDIX

•レートモード

•シャットダウン

• SNMPトラップ
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ポートチャネルを削除すると、すべてのメンバインターフェイスはポートチャネルから削除

されたかのように設定されます。

（注）

ポートチャネルを使ったロードバランシング
CiscoNX-OSソフトウェアは、ポートチャネルにおけるすべての動作インターフェイス間のト
ラフィックをロードバランシングします。その際、フレーム内のアドレスをハッシュして、

チャネル内の 1つのリンクを選択する数値にします。ポートチャネルはデフォルトでロード
バランシングを備えています。ポートチャネルロードバランシングでは、MACアドレス、
または IPアドレスを使用してリンクを選択します。ポートチャネルロードバランシングは、
送信元または宛先アドレスの両方またはどちらか一方を使用します。

ロードバランシングモードを設定して、デバイス全体に設定したすべてのポートチャネルに

適用することができます。デバイス全体で1つのロードバランシングモードを設定できます。
ポートチャネルごとにロードバランシング方式を設定することはできません。

使用するロードバランシングアルゴリズムのタイプを設定できます。ロードバランシングア

ルゴリズムを指定し、フレームのフィールドを見て出力トラフィックに選択するメンバポート

を決定します。

レイヤ 3インターフェイスのデフォルトロードバランシングモードは、発信元および宛先 IP
L4ポートです。非 IPトラフィックのデフォルトロードバランシングモードは、送信元およ
び宛先MACアドレスです。port-channel load-balanceコマンドを使用し、して、チャネルグ
ループバンドルのインターフェイス間のロードバランシング方式を設定します。レイヤ 2パ
ケットのデフォルト方式は src-dst-macです。レイヤ 3パケットのデフォルトの方式は src-dst
IPです。

次のいずれかの方式を使用するデバイスを設定し、ポートチャネル全体をロードバランシン

グできます。

•宛先 IPアドレス

•送信元 IPアドレス

•送信元および宛先 IPアドレス

•送信元MACアドレス

•宛先MACアドレス

•送信元および宛先MACアドレス

非 IPおよびレイヤ 3ポートチャネルはどちらも設定したロードバランシング方式に従い、発
信元、宛先、または発信元および宛先パラメータを使用します。たとえば、発信元 IPアドレ
スを使用するロードバランシングを設定すると、すべての非 IPトラフィックは発信元MAC
アドレスを使用してトラフィックをロードバランシングしますが、レイヤ3トラフィックは発
信元 IPアドレスを使用してトラフィックをロードバランシングします。同様に、宛先MAC
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アドレスをロードバランシング方式として設定すると、すべてのレイヤ3トラフィックは宛先
IPアドレスを使用しますが、非 IPトラフィックは宛先MACアドレスを使用してロードバラ
ンシングします。

ユニキャストおよびマルチキャストトラフィックは、show port-channel load-balancingコマン
ド出力に表示される設定済みのロードバランシングアルゴリズムに基づいて、ポートチャネル

リンク間でロードバランシングが行われます。

マルチキャストトラフィックは、次の方式を使用してポートチャネルのロードバランシング

を行います。

•レイヤ 4情報を持つマルチキャストトラフィック：送信元 IPアドレス、送信元ポート、
宛先 IPアドレス、宛先ポート

•レイヤ 4情報を持たないマルチキャストトラフィック：発信元 IPアドレス、宛先 IPアド
レス

•非 IPマルチキャストトラフィック：発信元MACアドレス、宛先MACアドレス

Cisco IOSを実行するデバイスは、port-channel hash-distributionコマンドによって単一のメンバー
に障害が発生した場合、メンバーポート ASICの動作を最適化できます。Cisco Nexus 3550-T
のデバイスはこの最適化をデフォルトで実行し、このコマンドを必要とせず、またサポートし

ません。CiscoNX-OSは、デバイス全体に対して、port-channel load-balanceコマンドによるポー
トチャネル上のロードバランシング基準のカスタマイズをサポートします。

（注）

LACP
LACPでは、最大 4のインターフェイスを 1つのポートチャネルに設定できます。

LACPの概要
イーサネットのリンクアグリゲーション制御プロトコル（LACP）は、IEEE 802.1AXおよび
IEEE 802.3adで定義されています。このプロトコルは、物理ポートをまとめて 1つの論理チャ
ネルを形成する方法を制御します。

LCAPは、使用する前にイネーブルにする必要があります。デフォルトでは、LACPはディセー
ブルです。LACPの有効化については、「LACPの有効化」のセクションを参照してください。

（注）

システムはこの機能をディセーブルにする前のチェックポイントを自動的に取得するため、こ

のチェックポイントにロールバックできます。ロールバックおよびチェックポイントについて

は、『Cisco Nexus® 3550-Tシステム管理構成』のセクションを参照してください。

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
58

ポートチャネルの構成

LACP



個別リンクを LACPポートチャネルおよびチャネルグループに組み込み、個別リンクとして
機能させることが可能です。

LACPでは、最大 4つのインターフェイスを 1つのチャネルグループにまとめることができま
す。

ポートチャネルを削除すると、ソフトウェアは関連付けられたチャネルグループを自動的に

削除します。すべてのメンバインターフェイスはオリジナルの設定に戻ります。

（注）

LACP設定が 1つでも存在する限り、LACPをディセーブルにはできません。

ポートチャネルモード

ポートチャネルの個別インターフェイスは、チャネルモードで設定します。スタティックポー

トチャネルを集約プロトコルを使用せずに実行すると、チャネルモードは常に onに設定され
ます。デバイス上でLACPをグローバルにイネーブルにした後、各チャネルのLACPをイネー
ブルにします。それには、各インターフェイスのチャネルモードを activeまたは passiveに設
定します。チャネルグループにリンクを追加すると、LACPチャネルグループの個別リンク
にチャネルモードを設定できます。

activeまたは passiveのチャネルモードで、個々のインターフェイスを設定するには、まず、
LACPをグローバルにイネーブルにする必要があります。

（注）

次の図は、チャネルモードをまとめたものです。

表 4 :ポートチャネルの個別リンクのチャネルモード

説明チャネルモード

LACPはこのポートチャネルでイネーブルに
なっており、ポートはパッシブネゴシエーショ

ン状態になっています。ポートは受信した

LACPパケットに応答しますが、LACPネゴシ
エーションは開始しません。

passive

LACPはこのポートチャネルでイネーブルに
なっており、ポートはアクティブネゴシエー

ション状態です。アクティブモードでは、ポー

トは LACPパケットを送信することによって
他のポートとのネゴシエーションを開始しま

す。

active
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説明チャネルモード

LACPはこのポートチャネルでディセーブル
であり、ポートは非ネゴシエーション状態で

す。ポートチャネルがon状態であることは、
スタティックモードであることを表します。

ポートはポートチャネルメンバーシップの確

認またはネゴシエートを行いません。LACP
をイネーブルにする前にチャネルモードをア

クティブまたはパッシブにしようとすると、

デバイス表示はエラーメッセージを表示しま

す。LACPは、on状態のインターフェイスと
ネゴシエートする場合、LACPパケットを受
信しないため、そのインターフェイスと個別

のリンクを形成します。つまり、LACPチャ
ネルグループには参加しません。on状態が、
デフォルトポートチャネルモードです。

on

LACPは、パッシブおよびアクティブモードの両方でポート間をネゴシエートして、ポート速
度やトランキングステートなどを基準にしてポートチャネルを形成できるかどうかを決定し

ます。パッシブモードは、リモートシステムやパートナーが LACPをサポートするかどうか
不明の場合に役に立ちます。

次の例のようにモードに互換性がある場合、ポートの LACPモードが異なれば、2つのデバイ
スは LACPポートチャネルを形成できます。

表 5 :チャネルモードの互換性

結果デバイス 2 >ポート-2デバイス 1 >ポート-1

ポートチャネルを形成できます。アクティブアクティブ

ポートチャネルを形成できます。PassiveActive

ネゴシエーションを開始できるポートがないた

め、ポートチャネルを形成できません。

パッシブパッシブ

LACPが片側でのみ有効になっているため、ポー
トチャネルを形成できません。

アクティブ点灯

LACPが有効になっていないため、ポートチャ
ネルを形成できません。

パッシブ点灯

LACP IDパラメータ
ここでは、LACPパラメータについて説明します。
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LACPシステムプライオリティ

LACPを実行するどのシステムにも LACPシステムプライオリティ値があります。このパラ
メータのデフォルト値である 32768をそのまま使用するか、1～ 65535の範囲で値を設定でき
ます。LACPは、このシステムプライオリティとMACアドレスを組み合わせてシステム ID
を生成します。また、システムプライオリティを他のデバイスとのネゴシエーションにも使用

します。システムプライオリティ値が大きいほど、プライオリティは低くなります。

LACPシステム IDは、LACPシステムプライオリティ値とMACアドレスを組み合わせたもの
です。

（注）

LACPポートプライオリティ

LACPを使用するように設定されたポートにはそれぞれLACPポートプライオリティがありま
す。デフォルト値である32768をそのまま使用するか、1～65535の範囲で値を設定できます。
LACPでは、ポートプライオリティおよびポート番号によりポート IDが構成されます。

また、互換性のあるポートのうち一部を束ねることができない場合に、どのポートをスタンバ

イモードにし、どのポートをアクティブモードにするかを決定するのに、ポートプライオリ

ティを使用します。LACPでは、ポートプライオリティ値が大きいほど、プライオリティは低
くなります。指定ポートが、より低い LACPプライオリティを持ち、ホットスタンバイリン
クではなくアクティブリンクとして選択される可能性が最も高くなるように、ポートプライ

オリティを設定できます。

LACP管理キー

LACPは、LACPを使用するように設定されたポートごとに、チャネルグループ番号と同じ管
理キー値を自動的に設定します。管理キーにより、他のポートとともに集約されるポートの機

能が定義されます。他のポートとともに集約されるポートの機能は、次の要因によって決まり

ます。

•ポートの物理特性。データレートやデュプレックス性能などです。

•ユーザが作成した設定に関する制約事項

LACPがイネーブルのポートチャネルとスタティックポートチャネル
の相違点

次の表に、LACPがイネーブルのポートチャネルとスタティックポートチャネルの主な相違
点を示します。
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表 6 : LACPがイネーブルのポートチャネルとスタティックポートチャネル

スタティックポートチャネルLACPがイネーブルのポート
チャネル

構成

N/Aグローバルにイネーブル適用されるプロトコル

Onだけ次のいずれか

• Active

• Passive

リンクのチャネルモード

44チャネルを構成する最大リン

ク数

LACP互換性の拡張
CiscoNexus3550-Tのデバイスが非Nexusピアに接続されている場合、そのグレースフルフェー
ルオーバーのデフォルトが、無効にされたポートがダウンになるための時間を遅らせる可能性

があります。また、ピアからのトラフィックを喪失する原因にもなります。これらの条件に対

処するため、 lacp graceful-convergenceコマンドが追加されました。

デフォルトで、ピアから LACP PDUを受信しない場合、ポートは一時停止状態に設定されま
す。 lacp suspend-individualは Cisco Nexus® 3550-Tスイッチではデフォルト構成です。このコ
マンドは、LACPPDUを受信しない場合、ポートを中断状態にします。場合によっては、この
機能は誤設定によって作成されるループの防止に役立ちますが、サーバがLACPにポートを論
理的アップにするように要求するため、サーバの起動に失敗する原因になることがあります。

no lacp suspend-individualコマンドを使用して、ポートを個別の状態に設定できます。個々に
設定されているポートは、ポート設定に基づいて個々のポートの属性を取得します。

LACPポートチャネルは、サーバとスイッチを接続すると、リンクの迅速なバンドルのために
LACP PDUを交換します。ただし、PDUが受信されない場合は、リンクが中断状態になりま
す。

delayed LACP機能により、LACPPDUの受信前に 1つのポートチャネルメンバー（遅延LACP
ポート）がまず通常のポートチャネルのメンバーとしてアップできます。このメンバーがLACP
モードで接続した後に、他のメンバー（補助 LACPポート）がアップします。これにより、
PDUが受信されない場合にリンクが中断状態になることが回避されます。

ポートチャネルのどのポートが最初に起動するかは、ポートのポートプライオリティ値によっ

て決まります。プライオリティ値が最も低いポートチャネルのメンバーリンクが、LACP遅
延ポートとして最初に起動します。リンクの動作ステータスに関係なく、LACPポートに設定
されたプライオリティが使用され、遅延 lacpポートが選択されます。

この機能は、レイヤ 2ポートチャネル、トランクモードスパニングツリーをサポートしま
す。
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•同じポートチャネルで no lacp suspend-individuallacp mode delayを使用することは、非
lacp遅延ポートを個別の状態にする可能性があるため、推奨されません。ベストプラク
ティスとして、これら 2つの設定を組み合わせないようにする必要があります。

•レイヤ 3ポートチャネルではサポートされません。

LACPポートチャネルの最小リンクおよびMaxBundle
ポートチャネルは、同様のポートを集約し、単一の管理可能なインターフェイスの帯域幅を増

加させます。

最小リンクおよびmaxbundle機能の導入により、LACPポートチャネル動作を改善し、単一の
管理可能なインターフェイスの帯域幅を増加させます。

LACPポートチャネルの最小リンク機能は次の処理を実行します。

• LACPポートチャネルにリンクアップし、バンドルする必要があるポートの最小数を設
定します。

•低帯域幅の LACPポートチャネルがアクティブにならないようにします。

•必要な最小帯域幅を提供するアクティブメンバーポートが少数の場合、LACPポートチャ
ネルが非アクティブになります。

LACPMaxBundleは、LACPポートチャネルで許可されるバンドルポートの最大数を定義しま
す。

LACP MaxBundle機能では、次の処理が行われます。

• LACPポートチャネルのバンドルポートの上限数を定義します。

•バンドルポートがより少ない場合のホットスタンバイポートを可能にします。（たとえ
ば、5つのポートを含む LACPポートチャネルにおいて、ホットスタンバイポートとし
てそれらのポートの 2つを指定できます）。

最小リンクおよびmaxbundle機能は、LACPポートチャネルだけで動作します。ただし、デバ
イスでは非 LACPポートチャネルでこの機能を設定できますが、機能は動作しません。

（注）

LACP高速タイマー
LACPタイマーレートを変更することにより、LACPタイムアウトの時間を変更することがで
きます。lacp rateコマンドを使用すれば、LACPがサポートされているインターフェイスに
LACP制御パケットを送信する際のレートを設定できます。タイムアウトレートは、デフォル
トのレート（30秒）から高速レート（1秒）に変更することができます。このコマンドは、
LACPがイネーブルになっているインターフェイスでのみサポートされます。LACP高速タイ

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
63

ポートチャネルの構成

LACPポートチャネルの最小リンクおよびMaxBundle



マーレートを構成するには、「LACP高速タイマーレートの構成」のセクションを参照してく
ださい。

ポートチャネリングの前提条件
ポートチャネリングには次の前提条件があります。

•デバイスにログインしていること。

•シングルポートチャネルのすべてのポートは、レイヤ 2またはレイヤ 3ポートであるこ
と。

•シングルポートチャネルのすべてのポートが、互換性の要件を満たしていること。互換
性の要件の詳細については、互換性要件（55ページ）セクションを参照してください。

注意事項と制約事項
ポートチャネル設定時のガイドラインおよび制約事項は、次のとおりです。

•キーワードが付いているshowコマンドinternalはサポートされていません。

• LACPポートチャネルの最小リンクおよび maxbundle機能は、ホストインターフェイス
ポートチャネルではサポートされていません。

•この機能を使用する前に LACPをイネーブルにする必要があります。

•デバイスに複数のポートチャネルを設定できます。

•共有および専用ポートは同じポートチャネルに設定できません（共有ポートおよび専用
ポートについては、「基本インターフェイスパラメータの構成」のセクションを参照して

ください。）

•レイヤ 2ポートチャネルでは、ポートに互換性が設定されていれば、STPポートパスコ
ストが異なる場合でもポートチャネルを形成できます。互換性の要件の詳細については、

互換性要件（55ページ）セクションを参照してください。

• STPでは、ポートチャネルのコストはポートメンバーの集約帯域幅に基づきます。

•ポートチャネルを設定した場合、ポートチャネルインターフェイスに適用した設定はポー
トチャネルメンバポートに影響を与えます。メンバポートに適用した設定は、設定を適

用したメンバポートにだけ影響します。

• LACPは半二重モードをサポートしません。LACPポートチャネルの半二重ポートは中断
ステートになります。

• CiscoNexus 3550-Tスイッチは、システム全体で最大 48個のポートチャネルをサポートで
きます。
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• Cisco Nexus 3550-Tスイッチでは、8個のポートが同じポートグループに属しています。
同じポートグループのすべてのポートは同じ速度である必要があります。ポートチャネ

ルごとに最大 8つのメンバーポート。すべてのメンバーポートは同じポートグループで
ある必要があります。

デフォルト設定
次の表に、ポートチャネルパラメータのデフォルト設定を示します。

表 7 :デフォルトポートチャネルパラメータ

デフォルトパラメータ

管理アップポートチャネル

送信元および宛先 IPアドレスレイヤ 3インターフェイスのロードバランシ
ング方式

送信元および宛先MACアドレスレイヤ 2インターフェイスのロードバランシ
ング方式

ディセーブルモジュールごとのロードバランシング

ディセーブルLACP

onチャンネルモード

32768LACPシステムプライオリティ

32768LACPポートプライオリティ

1LACP用最少リンク数

8Maxbundle

4Maxbundle

ポートチャネルの構成

ポートチャネルインターフェイスに IPv4アドレスを構成する手順については、「レイヤ 3イ

ンターフェイスの構成」の章を参照してください。

（注）
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Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

ポートチャネルの作成

チャネルグループを作成する前に、ポートチャネルを作成します。関連するチャネルグルー

プは自動的に作成されます。

ポートチャネルがチャネルグループの前に作成されると、ポートチャネルは、メンバーイン

ターフェイスが設定されるインターフェイス属性のすべてを使用して設定される必要がありま

す。switchport mode trunk {allowed vlan vlan-id | native vlan-id}コマンドを使用して、メンバー
を設定します。

（注）

これは、チャネルグループのメンバがレイヤ2ポート（switchport）およびトランク（switchport
mode trunk）の場合にのみ必要です。

no interface port-channelコマンドを使用して、ポートチャネルを削除し、関連するチャネル
グループを削除します。

目的コマンド

ポートチャネルを削除し、関連するチャ

ネルグループを削除します。

no interface port-channel channel-number

例：

switch(config)# no interface port-channel 1

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel channel-number

例：

ステップ 2

フィギュレーションモードを開始しま
switch(config)# interface port-channel
1
switch(config-if)

す。範囲は 1～ 4096です。CiscoNX-OS
ソフトウェアは、チャネルグループが

ない場合はそれを自動的に作成します。

（任意）ポートチャネルに関する情報

を表示します。

show port-channel summary

例：

ステップ 3

switch(config-router)# show
port-channel
summary

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 4

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/1
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 5

例

次の例は、ポートチャネルの作成方法を示しています。

switch# configure terminal
switch (config)# interface port-channel 1

ポートチャネルを削除したときのインターフェイス構成の変化について詳しくは、互

換性要件（55ページ）のセクションを参照してください。

レイヤ 2ポートをポートチャネルに追加
新しいチャネルグループまたはすでにレイヤ2ポートを含むチャネルグループにレイヤ2ポー
トを追加できます。ポートチャネルがない場合は、このチャネルグループに関連付けられた

ポートチャネルが作成されます。

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
67

ポートチャネルの構成

レイヤ 2ポートをポートチャネルに追加



no channel-groupコマンドを使用して、チャネルグループからポートを削除します。

目的コマンド

チャネルグループからポートを削除しま

す。

no channel-group

例：

switch(config)# no channel-group

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

すべてのレイヤ 2メンバポートは、全二重モードで同じ速度で実行されている必要がありま
す。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインター

フェイスを指定し、インターフェイス

interface type slot/port

例：

ステップ 2

コンフィギュレーションモードを開始

します。
switch(config)# interface ethernet 1/4
switch(config-if)#

インターフェイスをレイヤ 2アクセス
ポートとして設定します。

switchport

例：

ステップ 3

switch(config)# switchport

（任意）インターフェイスをレイヤ2ト
ランクポートとして設定します。

switchport mode trunk

例：

ステップ 4

switch(config)# switchport mode trunk

（任意）レイヤ 2トランクポートに必
要なパラメータを設定します。

switchport trunk {allowed vlan vlan-id |
native vlan-id}

例：

ステップ 5

switch(config)# switchport trunk native
3
switch(config-if)#
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目的コマンドまたはアクション

チャネルグループ内にポートを設定し、

モードを設定します。channel-numberの
channel-group channel-number[force]
[mode {on | active | passive}]

例：

ステップ 6

指定できる範囲は 1～ 4096です。ポー
トチャネルがない場合は、このチャネ• switch(config-if)# channel-group

5 ルグループに関連付けられたポート

チャネルが作成されます。すべてのスタ
• switch(config-if)# channel-group
5 force ティックポートチャネルインターフェ

イスは、onモードに設定されます。す
べての LACP対応ポートチャネルイン
ターフェイスを activeまたは passiveに
設定する必要があります。デフォルト

モードは onです。

（任意）一部の設定に互換性がないイン

ターフェイスをチャネルに追加します。

強制されるインターフェイスは、チャネ

ルグループと同じ速度、デュプレック

ス、およびフロー制御設定を持っている

必要があります。

（任意）インターフェイスの内容を表示

します。

show interface type slot/port

例：

ステップ 7

switch# show interface port channel 5

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 8

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/4
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 9

例

次に、レイヤ 2イーサネットインターフェイス 1/4をチャネルグループ 5に追加する
例を示します。

switch# configure terminal
switch (config)# interface ethernet 1/4
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switch(config-if)# switchport
switch(config-if)# channel-group 5

レイヤ 3ポートをポートチャネルに追加
新しいチャネルグループまたはすでにレイヤ 3ポートが設定されているチャネルグループに
レイヤ 3ポートを追加できます。ポートチャネルがない場合は、このチャネルグループに関
連付けられたポートチャネルが作成されます。

追加するレイヤ 3ポートに IPアドレスが設定されている場合、ポートがポートチャネルに追
加される前にその IPアドレスは削除されます。レイヤ 3ポートチャネルを作成したら、ポー
トチャネルインターフェイスに IPアドレスを割り当てることができます。

no channel-groupコマンドを使用して、チャネルグループからポートを削除します。チャネル
グループから削除されたポートは元の設定に戻ります。このポートの IPアドレスを再設定す
る必要があります。

目的コマンド

チャネルグループからポートを削除しま

す。

no channel-group

例：

switch(config)# no channel-group

（注）

始める前に

LACPベースのポートチャネルにする場合は LACPをイネーブルにします。

レイヤ 3インターフェイスに設定した IPアドレスがあれば、この IPアドレスを削除します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインター

フェイスを指定し、インターフェイス

interface type slot/port

例：

ステップ 2

コンフィギュレーションモードを開始

します。
switch(config)# interface ethernet 1/4
switch(config-if)#

インターフェイスをレイヤ3ポートとし
て設定します。

no switchport

例：

ステップ 3
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目的コマンドまたはアクション

switch(config-if)# no switchport

チャネルグループ内にポートを設定し、

モードを設定します。channel-numberの
channel-group channel-number [force]
[mode {on | active | passive}]

例：

ステップ 4

指定できる範囲は 1～ 4096です。ポー
トチャネルがない場合は、このチャネ• switch(config-if)# channel-group

5 ルグループに関連付けられたポート

チャネルが作成されます。
• switch(config-if)# channel-group
5 force （任意）一部の設定に互換性がないイン

ターフェイスをチャネルに追加します。

強制されるインターフェイスは、チャネ

ルグループと同じ速度、デュプレック

ス、およびフロー制御設定を持っている

必要があります。

（任意）インターフェイスの内容を表示

します。

show interface type slot/port

例：

ステップ 5

switch# show interface ethernet 1/4

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 6

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/1
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、レイヤ 3イーサネットインターフェイス 1/5を onモードのチャネルグループ
6に追加する例を示します。
switch# configure terminal
switch (config)# interface ethernet 1/5
switch(config-if)# switchport
switch(config-if)# channel-group 6

次の例では、レイヤ 3ポートチャネルインターフェイスを作成し、IPアドレスを割り
当てる方法を示します。
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switch# configure terminal
switch (config)# interface port-channel 4
switch(config-if)# ip address 192.0.2.1/8

情報目的としての帯域幅および遅延の設定

ポートチャネルの帯域幅は、チャネル内のアクティブリンクの合計数によって決定されます。

情報目的でポートチャネルインターフェイスに帯域幅および遅延を設定します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel channel-number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
2
switch(config-if)#

情報目的で使用される帯域幅を指定しま

す。有効な範囲は 1～ 3,200,000,000 kbs
bandwidth value

例：

ステップ 3

です。デフォルト値はチャネルグルーswitch(config-if)# bandwidth 60000000
switch(config-if)# プのアクティブインターフェイスの合

計によって異なります。

情報目的で使用されるスループット遅延

を指定します。範囲は、1～ 16,777,215
delay value

例：

ステップ 4

（10マイクロ秒単位）です。デフォル
ト値は 10マイクロ秒です。

switch(config-if)# delay 10000
switch(config-if)#

インターフェイスモードを終了し、コ

ンフィギュレーションモードに戻りま

す。

exit

例：

switch(config-if)# exit
switch(config)#

ステップ 5

（任意）指定したポートチャネルのイ

ンターフェイス情報を表示します。

show interface port-channel
channel-number

例：

ステップ 6

switch# show interface port-channel 2
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、ポートチャネル 5の帯域幅および遅延の情報パラメータを設定する例を示しま
す。

switch# configure terminal
switch (config)# interface port-channel 5
switch(config-if)# bandwidth 60000000
switch(config-if)# delay 10000
switch(config-if)#

ポートチャネルインターフェイスのシャットダウンと再起動

ポートチャネルインターフェイスをシャットダウンして再起動できます。ポートチャネルイ

ンターフェイスをシャットダウンすると、トラフィックは通過しなくなりインターフェイスは

管理ダウンします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel channel-number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
2
switch(config-if)#

インターフェイスをシャットダウンしま

す。トラフィックは通過せず、インター

shutdown

例：

ステップ 3

フェイスは管理ダウン状態になります。

デフォルトはシャットダウンなしです。
switch(config-if)# shutdown
switch(config-if)#

（注）

インターフェイスを開くには、 no
shutdownコマンドを使用します。
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目的コマンドまたはアクション

インターフェイスは管理アップとなり

ます。操作上の問題がなければ、トラ

フィックが通過します。デフォルトは

シャットダウンなしです。

インターフェイスモードを終了し、コ

ンフィギュレーションモードに戻りま

す。

exit

例：

switch(config-if)# exit
switch(config)#

ステップ 4

（任意）指定したポートチャネルのイ

ンターフェイス情報を表示します。

show interface port-channel
channel-number

例：

ステップ 5

switch(config-router)# show interface
port-channel 2

（任意）ポリシーがハードウェアポリ

シーと一致するインターフェイスおよび

no shutdown

例：

ステップ 6

VLANのエラーをクリアします。このコ
switch# configure terminal
switch(config)# int e1/4
switch(config-if)# no shutdown

マンドにより、ポリシープログラミン

グが続行でき、ポートがアップできま

す。ポリシーが対応していない場合は、

エラーは error-disabledポリシー状態に
なります。

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 7

例

次に、ポートチャネル 2のインターフェイスをアップする例を示します。
switch# configure terminal
switch (config)# interface port-channel 2
switch(config-if)# no shutdown

ポートチャネルの説明の設定

ポートチャネルの説明を設定できます。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel channel-number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
2
switch(config-if)#

ポートチャネルインターフェイスに説

明を追加できます。説明に 80文字まで
description

例：

ステップ 3

使用できます。デフォルトでは、説明はswitch(config-if)# description
engineering
switch(config-if)#

表示されません。このパラメータを設定

してから、出力に説明を表示する必要が

あります。

インターフェイスモードを終了し、コ

ンフィギュレーションモードに戻りま

す。

exit

例：

switch(config-if)# exit
switch(config)#

ステップ 4

（任意）指定したポートチャネルのイ

ンターフェイス情報を表示します。

show interface port-channel
channel-number

例：

ステップ 5

switch# show interface port-channel 2

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6

例

次に、ポートチャネル 2に説明を追加する例を示します。
switch# configure terminal
switch (config)# interface port-channel 2
switch(config-if)# description engineering
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LACPのイネーブル化
LACPはデフォルトではディセーブルです。LACPの設定を開始するには、LACPをイネーブ
ルにする必要があります。LACP設定が 1つでも存在する限り、LACPをディセーブルにはで
きません。

LACPは、LANポートグループの機能を動的に学習し、残りの LANポートに通知します。
LACPは、正確に一致しているイーサネットリンクを識別すると、リンクを1つのポートチャ
ネルとしてまとめます。次に、ポートチャネルは単一ブリッジポートとしてスパニングツリー

に追加されます。

LACPを設定する手順は次のとおりです。

• LACPをグローバルにイネーブルにするには、feature lacpコマンドを使用します。

• LACPをイネーブルにした同一ポートチャネルでは、異なるインターフェイスに異なる
モードを使用できます。指定したチャネルグループに割り当てられた唯一のインターフェ

イスである場合に限り、モードを activeと passiveで切り替えることができます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスの LACPをイネーブルにしま
す。

feature lacp

例：

ステップ 2

switch(config)# feature lacp

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 3

例

次に、LACPをイネーブルにする例を示します。
switch# configure terminal
switch (config)# feature lacp
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LACPポートチャネルポートモードの設定
LACPをイネーブルにしたら、LACPポートチャネルのそれぞれのリンクのチャネルモードを
activeまたは passiveに設定できます。このチャネルコンフィギュレーションモードを使用す
ると、リンクは LACPで動作可能になります。

関連する集約プロトコルを使用せずにポートチャネルを設定すると、リンク両端のすべてのイ

ンターフェイスは onチャネルモードを維持します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインター

フェイスを指定し、インターフェイス

interface type slot/port

例：

ステップ 2

コンフィギュレーションモードを開始

します。
switch(config)# interface ethernet 1/4
switch(config-if)#

ポートチャネルのリンクのポートモー

ドを指定します。LACPをイネーブルに
channel-group number mode {active | on |
passive}

例：

ステップ 3

したら、各リンクまたはチャネル全体を

activeまたは passiveに設定します。switch(config-if)# channel-group 5 mode
active

関連する集約プロトコルを使用せずに

ポートチャネルを実行する場合、ポー

トチャネルモードは常に onです。

デフォルトポートチャネルモードはon
です。

（任意）ポートチャネルの概要を表示

します。

show port-channel summary

例：

ステップ 4

switch(config-if)# show port-channel
summary

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 5
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例

次に、LACPをイネーブルにしたインターフェイスを、チャネルグループ 5のイーサ
ネットインターフェイス 1/4のアクティブポートチャネルモードに設定する例を示し
ます。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# channel-group 5 mode active

LACPポートチャネル最少リンク数の設定
LACPの最小リンク機能を設定できます。最小リンクと maxbundlesは LACPでのみ動作しま
す。ただし、非 LACPポートチャネルに対してこれらの機能の CLIコマンドを入力できます
が、これらのコマンドは動作不能です。

no lacp min-linksコマンドを使用して、デフォルトポートチャネル最小リンクの設定を復元し
ます。

目的コマンド

デフォルトのポートチャネル最小リンク

設定を復元します。

no lacp min-links

例：

switch(config)# no lacp min-links

（注）

始める前に

正しいポートチャネルインターフェイスであることを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface port-channel number

例：

switch(config)# interface port-channel
3
switch(config-if)#

ステップ 2
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目的コマンドまたはアクション

ポートチャネルインターフェイスを指

定して、最小リンクの数を設定します。

指定できる範囲は 1～ 4です。

lacp min-links number

例：

switch(config-if)# lacp min-links 3

ステップ 3

（任意）ポートチャネル最小リンク設

定を表示します。

show running-config interface
port-channel number

例：

ステップ 4

switch(config-if)# show running-config
interface port-channel 3

例

次に、アップ/アクティブにするポートチャネルに関して、アップ/アクティブにする
ポートチャネルメンバーインターフェイスの最小数を設定する例を示します。

switch# configure terminal
switch(config)# interface port-channel 3
switch(config-if)# lacp min-links 3

LACPポートチャネルMaxBundleの設定
LACPの maxbundle機能を設定できます。最小リンクと maxbundlesは LACPでのみ動作しま
す。ただし、非 LACPポートチャネルに対してこれらの機能の CLIコマンドを入力できます
が、これらのコマンドは動作不能です。

デフォルトのポートチャネルmax-bundle設定を復元するには、no lacp max-bundleコマンドを
使用します。

目的コマンド

デフォルトのポートチャネル max-bundle
設定を復元します。

no lacp max-bundle

例：

switch(config)# no lacp max-bundle

（注）

始める前に

正しいポートチャネルインターフェイスを使用していることを確認します。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface port-channel number

例：

switch(config)# interface port-channel
3
switch(config-if)#

ステップ 2

max-bundleを設定するポートチャネル
インターフェイスを指定します。

lacp max-bundle number

例：

ステップ 3

ポートチャネルの max-bundleのデフォ
ルト値は8です。指定できる範囲は1～
8です。

switch(config-if)# lacp max-bundle

ポートチャネルの max-bundleのデフォ
ルト値は4です。指定できる範囲は1～
4です。

（注）

デフォルト値は 8ですが、ポートチャ
ネルのアクティブメンバ数は、

pc_max_links_configおよびポートチャ
ネルで許可されている

pc_max_active_membersの最小数です。

デフォルト値は 4ですが、ポートチャ
ネルのアクティブメンバ数は、

pc_max_links_configおよびポートチャ
ネルで許可されている

pc_max_active_membersの最小数です。

（任意）ポートチャネル max-bundle設
定を表示します。

show running-config interface
port-channel number

例：

ステップ 4

switch(config-if)# show running-config
interface port-channel 3
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例

次に、ポートチャネルインターフェイスの max-bundleを設定する例を示します。
switch# configure terminal
switch(config)# interface port-channel 3
switch(config-if)# lacp max-bundle 3

LACP高速タイマーレートの設定
LACPタイマーレートを変更することにより、LACPタイムアウトの時間を変更することがで
きます。lacp rateコマンドを使用し、コマンドを使用すれば、LACPがサポートされているイ
ンターフェイスに LACP制御パケットを送信する際のレートを設定できます。タイムアウト
レートは、デフォルトのレート（30秒）から高速レート（1秒）に変更することができます。
このコマンドは、LACPがイネーブルになっているインターフェイスでのみサポートされま
す。

LACPタイマーレートの変更は推奨しません。HAおよび SSOは、LACP高速レートのタイ
マーが設定されている場合はサポートされません。

（注）

始める前に

LACP機能がイネーブルになっていることを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/4
switch(config-if)#

ステップ 2

LACPがサポートされているインター
フェイスにLACP制御パケットを送信す

lacp rate fast

例：

ステップ 3

る際のレートとして高速レート（1秒）
を設定します。

switch(config-if)# lacp rate fast
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目的コマンドまたはアクション

タイムアウトレートをデフォルトにリ

セットするには、コマンドの no形式を
使用します。

例

次の例は、イーサネットインターフェイス 1/4に対して LACP高速レートを設定する
方法を示したものです。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# lacp rate fast

次の例は、イーサネットインターフェイス 1/4の LACPレートをデフォルトのレート
（30秒）に戻す方法を示したものです。
switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# no lacp rate fast

LACPシステムプライオリティの設定
LACPシステム IDは、LACPシステムプライオリティ値とMACアドレスを組み合わせたもの
です。

始める前に

LACPをイネーブルにします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

LACPで使用するシステムプライオリ
ティを設定します。指定できる範囲は1

lacp system-priority priority

例：

ステップ 2

～65535で、値が大きいほどプライオリ
switch(config)# lacp system-priority
40000 ティは低くなります。デフォルト値は

32768です。

（任意）LACPシステム識別子を表示し
ます。

show lacp system-identifier

例：

ステップ 3
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目的コマンドまたはアクション

switch(config-if)# show lacp
system-identifier

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 4

例

次に、LACPシステムプライオリティを 2500に設定する例を示します。
switch# configure terminal
switch(config)# lacp system-priority 2500

LACPポートプライオリティの設定
LACPをイネーブルにしたら、ポートプライオリティの LACPポートチャネルにそれぞれの
リンクを設定できます。

始める前に

LACPをイネーブルにします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

チャネルグループに追加するインター

フェイスを指定し、インターフェイス

interface type slot/port

例：

ステップ 2

コンフィギュレーションモードを開始

します。
switch(config)# interface ethernet 1/4
switch(config-if)#

LACPで使用するポートプライオリティ
を設定します。指定できる範囲は 1～

lacp port-priority priority

例：

ステップ 3

65535で、値が大きいほどプライオリ
switch(config-if)# lacp port-priority
40000 ティは低くなります。デフォルト値は

32768です。
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config-if)# copy running-config
startup-config

ステップ 4

例

次に、イーサネットインターフェイス 1/4の LACPポートプライオリティを 40000に
設定する例を示します。

switch# configure terminal
switch (config)# interface ethernet 1/4
switch(config-if)# lacp port-priority 40000

LACPシステムMACおよびロールの設定
プロトコル交換用の LACPで使用されるMACアドレスとオプションのロールを設定できま
す。デフォルトでは、ロールはプライマリです。

この手順は、Cisco Nexus 3550-Tスイッチでサポートされています。

始める前に

LACPを有効にする必要があります。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal

LACPプロトコル交換で使用するMAC
アドレスを指定します。ロールはオプ

lacp system-mac mac-address role
role-value

例：

ステップ 2

ションです。プライマリがデフォルトで

す。switch(config)# lacp system-mac
000a.000b.000c role primary
switch(config)# lacp system-mac
000a.000b.000c role secondary

設定されているMACアドレスを表示し
ます。

（任意） show lacp system-identifier

例：

ステップ 3

switch(config)# show lacp
system-identifier
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目的コマンドまたはアクション

実行コンフィギュレーションをスタート

アップコンフィギュレーションにコピー

します

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 4

例

次に、スイッチのロールをプライマリとして設定する例を示します。

Switch1# sh lacp system-identifier
32768,0-b-0-b-0-b
Switch1# sh run | grep lacp
feature lacp
lacp system-mac 000b.000b.000b role primary

セカンダリとしてスイッチのロールを設定する例を示します。

Switch2# sh lacp system-identifier
32768,0-b-0-b-0-b
Switch2# sh run | grep lacp
feature lacp
lacp system-mac 000b.000b.000b role secondary

LACPグレースフルコンバージェンスのディセーブル化
デフォルトで、LACPグレースフルコンバージェンスはイネーブルになっています。あるデバ
イスとのLACP相互運用性をサポートする必要がある場合、コンバージェンスをディセーブル
にできます。そのデバイスとは、グレースフルフェールオーバーのデフォルトが、ディセーブ

ルにされたポートがダウンになるための時間を遅らせる可能性がある、または、ピアからのト

ラフィックを喪失する原因にもなるデバイスです。ダウンストリームアクセススイッチが

Cisco Nexusデバイスでない場合は、LACPグレースフルコンバージェンスオプションをディ
セーブルにします。

このコマンドを使用する前に、ポートチャネルが管理ダウン状態である必要があります。（注）

始める前に

LACPをイネーブルにします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
1
switch(config-if)#

ポートチャネルを管理シャットダウン

します。

shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルの LACPグレースフル
コンバージェンスをディセーブルにしま

す。

no lacp graceful-convergence

例：

switch(config-if)# no lacp
graceful-convergence

ステップ 4

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6

例

次に、ポートチャネルのLACPグレースフルコンバージェンスをディセーブルにする
方法を示します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# no lacp graceful-convergence
switch(config-if)# no shutdown

LACPグレースフルコンバージェンスの再イネーブル化

デフォルトの LACPグレースフルコンバージェンスが再度必要になった場合、コンバージェ
ンスを再度イネーブルにできます。

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
86

ポートチャネルの構成

LACPグレースフルコンバージェンスの再イネーブル化



手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
1
switch(config-if)#

ポートチャネルを管理シャットダウン

します。

shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルの LACPグレースフル
コンバージェンスをイネーブルにしま

す。

lacp graceful-convergence

例：

switch(config-if)# lacp
graceful-convergence

ステップ 4

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6

例

次に、ポートチャネルのLACPグレースフルコンバージェンスをイネーブルにする方
法を示します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# lacp graceful-convergence
switch(config-if)# no shutdown
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LACPの個別一時停止のディセーブル化
ポートがピアから LACP PDUを受信しない場合、LACPはポートを中断ステートに設定しま
す。このプロセスは、サーバがLACPにポートを論理的アップにするように要求するときに、
サーバの起動に失敗する原因になることがあります。

lacp suspend-individualのみを入力する必要がありますエッジポートのコマンド。このコマン
ドを使用する前に、ポートチャネルが管理上のダウン状態である必要があります。

（注）

始める前に

LACPをイネーブルにします。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
1
switch(config-if)#

ポートチャネルを管理シャットダウン

します。

shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルで LACP個別ポートの
一時停止動作をディセーブルにします。

no lacp suspend-individual

例：

ステップ 4

switch(config-if)# no lacp
suspend-individual

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6
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例

次に、ポートチャネルで LACP個別ポートの一時停止をディセーブルにする方法を示
します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# no lacp suspend-individual
switch(config-if)# no shutdown

LACPの個別一時停止の再イネーブル化
デフォルトの LACP個別ポートの一時停止を再度イネーブルにできます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel number

例：

ステップ 2

フィギュレーションモードを開始しま

す。
switch(config)# interface port-channel
1
switch(config-if)#

ポートチャネルを管理シャットダウン

します。

shutdown

例：

ステップ 3

switch(config-if) shutdown

ポートチャネルで LACP個別ポートの
一時停止動作をイネーブルにします。

lacp suspend-individual

例：

ステップ 4

switch(config-if)# lacp
suspend-individual

ポートチャネルを管理アップします。no shutdown

例：

ステップ 5

switch(config-if) no shutdown

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 6
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例

次に、ポートチャネルで LACP個別ポートの一時停止を再度イネーブルにする方法を
示します。

switch# configure terminal
switch (config)# interface port-channel 1
switch(config-if)# shutdown
switch(config-if)# lacp suspend-individual
switch(config-if)# no shutdown

遅延 LACPの設定
遅延 LACP機能により、LACP PDUの受信前に 1つのポートチャネルメンバー（遅延 LACP
ポート）がまず通常のポートチャネルのメンバーとしてアップできます。遅延 LACP機能を
設定するには、ポートチャネルでコマンドを使用してから、ポートチャネルの1つのメンバー
ポートで LACPポートプライオリティを設定します。lacp mode delay

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminalステップ 1

設定するポートチャネルインターフェ

イスを指定し、インターフェイスコン

interface port-channel numberステップ 2

フィギュレーションモードを開始しま

す。

遅延 LACPを有効化します。lacp mode delayステップ 3

（注）

遅延 LACPを無効にするには、 no lacp
mode delayコマンドを使用します。

LACPポートプライオリティを設定し
て、遅延LACPの設定を完了します。詳
細については、「LACPポートプライオ
リティの設定」を参照してください。

LACPポートのプライオリティによっ
て、遅延LACPポートの選択が決まりま
す。プライオリティの数値が最小のポー

トが選択されます。

遅延LACP機能を設定し、ポートチャネ
ルフラップで有効にすると、遅延LACP
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目的コマンドまたはアクション

ポートは通常のポートチャネルのメン

バーとして動作し、サーバとスイッチ間

でデータを交換できるようになります。

最初の LACP PDUを受信すると、遅延
LACPポートは通常のポートメンバーか
らLACPポートメンバーに移行します。

（注）

遅延LACPポートの選択は、ポートチャ
ネルがスイッチまたはリモートサーバ

でフラップするまで完了または有効に

なりません。

例

次に、遅延 LACPを設定する例を示します。

switch# config terminal
switch(config)# interface po 1
switch(config-if)# lacp mode delay

switch# config terminal
switch(config)# interface ethernet 1/1
switch(config-if)# lacp port-priority 1
switch(config-if)# channel-group 1 mode active

次に、遅延 LACPをディセーブルにする例を示します。

switch# config terminal
switch(config)# interface po 1
switch(config-if)# no lacp mode delay

ポートチャネル設定の確認

ポートチャネルの設定情報を表示するには、次のいずれかの作業を行います。

目的コマンド

ポートチャネルインターフェイスのステータ

スを表示します。

show interface port-channel channel-number

イネーブルにされた機能を表示します。show feature
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目的コマンド

ビットレートとパケットレートの統計情報に

対して 3つの異なるサンプリング間隔を設定
します。

load- interval {interval seconds {1 | 2 | 3}}

ポートチャネルに追加するためにメンバー

ポート間で同じにするパラメータを表示しま

す。

show port-channel compatibility-parameters

1つ以上のポートチャネルインターフェイス
の集約状態を表示します。

show port-channel database [interface
port-channel channel-number]

ポートチャネルで使用するロードバランシン

グのタイプを表示します。

show port-channel load-balance

ポートチャネルインターフェイスのサマリー

を表示します。

show port-channel summary

ポートチャネルのトラフィック統計情報を表

示します。

show port-channel traffic

使用済みおよび未使用のチャネル番号の範囲

を表示します。

show port-channel usage

LACPに関する情報を表示します。show lacp {counters [interface port-channel
channel-number] | [interface type/slot] | neighbor
[interface port-channel channel-number] |
port-channel [interface port-channel
channel-number] | system-identifier]]}

ポートチャネルの実行コンフィギュレーショ

ンに関する情報を表示します。

show running-config interface port-channel
channel-number

ポートチャネルインターフェイスコンフィギュレーションのモニタ

リング

次のコマンドを使用すると、ポートチャネルインターフェイス構成情報を表示することがで

きます。

目的コマンド

カウンタをクリアします。clear counters interface port-channel
channel-number

LACPカウンタをクリアします。clear lacp counters [interface port-channel
channel-number]
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目的コマンド

ビットレートとパケットレートの統計情報に

対して 3つの異なるサンプリング間隔を設定
します。

load- interval {interval seconds {1 | 2 | 3}}

入力および出力オクテットユニキャストパ

ケット、マルチキャストパケット、ブロード

キャストパケットを表示します。

show interface counters [module module]

入力パケット、バイト、マルチキャストおよ

び出力パケット、バイトを表示します。

（注）

[出力ドロップエラーを無視（Ignore Output

Dropped Errors） ]は、ポートに向けられたト
ラフィックの入力ドロップの累積を表しま

す。ポートでの入力ドロップは、入力破棄エ

ラーの一部として表示されます。

show interface counters detailed [all]

エラーパケットの数を表示します。

（注）

OutDiscardsは、ポートに向けられたトラ
フィックの累積入力ドロップを表すため、無

視します。ポートでの入力ドロップは、

InDiscardsの一部として表示されます。

show interface counters errors [module module]

LACPの統計情報を表示します。show lacp counters

ポートチャネルの設定例

次に、LACPポートチャネルを作成し、そのポートチャネルに 2つのレイヤ 2インターフェ
イスを追加する例を示します。

switch# configure terminal
switch (config)# feature lacp
switch (config)# interface port-channel 5
switch (config-if)# interface ethernet 1/4
switch(config-if)# switchport
switch(config-if)# channel-group 5 mode active
switch(config-if)# lacp port priority 40000
switch(config-if)# interface ethernet 1/7
switch(config-if)# switchport
switch(config-if)# channel-group 5 mode

次に、チャネルグループに 2つのレイヤ 3インターフェイスを追加する例を示します。Cisco
NX-OSソフトウェアはポートチャネルを自動的に作成します。
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switch# configure terminal
switch (config)# interface ethernet 1/5
switch(config-if)# no switchport
switch(config-if)# no ip address
switch(config-if)# channel-group 6 mode active
switch (config)# interface ethernet 1/6
switch(config-if)# no switchport
switch(config-if)# no ip address
switch(config-if)# channel-group 6 mode active
switch (config)# interface port-channel 6
switch(config-if)# ip address 192.0.2.1/8

関連資料

マニュアルタイトル関連項目

「Cisco Nexus 3550-T NX-OSシステム管理構

成」セクション

システム管理

『Cisco NX-OS Licensing Guide』ライセンス
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第 6 章

vPCの設定

この章では、CiscoNX-OSデバイスに仮想ポートチャネル（vPCs）を構成する手順について説
明します。

vPCピアリンクに Nexus 3550-Tデバイスの任意のインターフェイスを使用できます。

ポートチャネルの互換性パラメータは、物理スイッチのすべてのポートチャネルメンバーで

同じである必要があります。

vPCの一部になるように共有インターフェイスを設定できません。

ポートチャネルの互換性パラメータは、両方のピアのすべての vPCメンバーポートで同じで
ある必要があるため、各シャーシで同じタイプのモジュールを使用する必要があります。

（注）

• vPCについて（95ページ）
•注意事項と制約事項（116ページ）
•レイヤ 3および vPC設定のベストプラクティス（119ページ）
•デフォルト設定（127ページ）
• vPCの設定（128ページ）
• vPC設定の確認（155ページ）
• vPCのモニタリング（156ページ）
• vPCの設定例（156ページ）

vPCについて

vPCの概要
仮想ポートチャネル（vPC）は、物理的には 2台のCisco Nexus 3550-Tデバイスに接続されて
いるリンクを、第 3のデバイスには単一のポートに見えるようにします（図を参照）。第 3の
デバイスは、スイッチ、サーバ、ポートチャネルをサポートするその他の任意のネットワーキ

ングデバイスのいずれでもかまいません。vPCは、ノード間の複数の並列パスを可能にし、ト
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ラフィックのロードバランシングを可能にすることによって、冗長性を作り、バイセクショナ

ルな帯域幅を増やすレイヤ 2マルチパスを提供できます。

図 5 : vPCのアーキテクチャ

vPCで使用できるのは、レイヤ 2ポートチャネルだけです。ポートチャネルの設定は、次の
いずれかを使用して行います。

•プロトコルなし

•リンク集約制御プロトコル（LACP）

LACPを使用せずに vPC（vPCピアリンクチャネルも含めて）のポートチャネルを構成する場
合は、各デバイスが、単一のポートチャネル内に最大 4つのリンクを持ち、そして 4つ全ての
メンバーは、同じクワッドに属している必要があります。特定のクワッドからは、1つのポー
トチャネルのみを使用できます。

vPCの機能を設定したり実行したりするには、まずvPC機能をイネーブルにする必要がありま
す。

（注）

vPC機能をイネーブルにしたら、ピアキープアライブリンクを作成します。このリンクは、2
つの vPCピアデバイス間でのハートビートメッセージの送信を行います。

1ギガビットイーサネット以上の速度のイーサネットポートを 2つ以上使用することにより、
1台の Cisco Nexus 3550-Tシリーズシャーシでポートチャネルを設定して vPCピアリンクを
作成できます。vPCを有効にして実行するための正しいハードウェアが揃っていることを確認
にするには、show hardware feature-capabilityと入力しますコマンドを入力します。コマンド
出力で vPCの向かいに Xが表示されている場合、そのハードウェアでは vPC機能をイネーブ
ルにできません。

vPCピアリンクレイヤ 2ポートチャネルは、トランクとして設定することを推奨します。も
う 1つの Cisco Nexus 3550-Tシリーズシャーシで、再度専用ポートモードで 1ギガビット以
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上の速度の 2つ以上のイーサネットポートを使用して、もう 1つのポートチャネルを設定し
ます。これらの 2つのポートチャネルを接続すると、リンクされた 2つの Cisco Nexusデバイ
スが第 3のデバイスには 1つのデバイスとして見える vPCピアリンクが作成されます。第 3
のデバイス、またはダウンストリームデバイスは、スイッチ、サーバ、vPCに接続された正規
のポートチャネルを使用するその他の任意のネットワーキングデバイスのいずれでもかまい

ません。

vPCピアリンクに Nexus 3550-Tデバイスの任意のインターフェイスを使用できます。

vPCドメインには、両方の vPCピアデバイス、vPCピアキープアライブリンク、vPCピアリ
ンク、および vPCドメイン内にあってダウンストリームデバイスに接続されているすべての
ポートチャネルが含まれます。各デバイスに設定できる vPCドメイン IDは、1つだけです。

このバージョンでは、各ダウンストリームデバイスを、単一のポートチャネルを使用して単

一の vPCドメイン IDに接続できます。

ポートチャネルを使用して vPCドメインに接続されたデバイスは、両方の vPCピアに接続す
る必要があります。

（注）

vPC（図を参照）には、次の利点があります。

•単一のデバイスが 2つのアップストリームデバイスを介して 1つのポートチャネルを使
用することを可能にします。

•スパニングツリープロトコル（STP）のブロックポートが不要になります。

•ループフリーなトポロジが実現されます。

•利用可能なすべてのアップリンク帯域幅を使用します。

•リンクまたはデバイスに障害が発生した場合に、ファーストコンバージェンスを提供しま
す。

•リンクレベルの復元力を提供します。

•ハイアベイラビリティが保証されます。

ヒットレス vPCロールの変更
仮想ポートチャネル（vPC）は、2つの異なる Cisco Nexus 3550-Tスイッチに物理的に接続さ
れたリンクを、単一のポートチャネルとして扱えるようにします。vPCロールの変更機能は、
トラフィックフローに影響を与えることなく、vPCピア間で vPCロールを切り替えることが
できるようにします。vPCロールの切り替えは、vPCドメインに属しているデバイスのロール
優先順位の値に基づいて行われます。vPCロールの切り替え中にロール優先順位が低いvPCピ
アデバイスがプライマリ vPCデバイスとして選択されます。vpc role preemptコマンドを使用
して、ピア間で vPCロールを切り替えることができます。
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vPCの用語
vPCで使用される用語は、次のとおりです。

• vPC：vPCピアデバイスとダウンストリームデバイスの間の結合されたポートチャネル。

• vPCピアデバイス：vPCピアリンクと呼ばれる特殊なポートチャネルで接続されている
一対のデバイスの 1つ。

• vPCピアリンク：vPCピアデバイス間の状態を同期するために使用されるリンク。この
リンクは、10ギガビットイーサネットインターフェイスを使用する必要があります。

• vPCメンバポート：vPCに属するインターフェイス。

• vPCドメイン：このドメインには、両方の vPCピアデバイス、vPCピアキープアライブ
リンク、vPC内にあってダウンストリームデバイスに接続されているすべてのポートチャ
ネルが含まれます。また、このドメインは、vPCグローバルパラメータを割り当てるため
に使用する必要があるコンフィギュレーションモードに関連付けられています。

• vPCピアキープアライブリンク：ピアキープアライブリンクは、さまざまな vPCピア
CiscoNexus3550-Tシリーズのデバイスをモニターします。ピアキープアライブリンクは、
vPCピアデバイス間での設定可能なキープアライブメッセージの定期的な送信を行いま
す。

ピアキープアライブリンクを、各vPCピアデバイス内のレイヤ3インターフェイスにマッ
ピングされているデフォルト仮想ルーティングおよび転送（VRF）インスタンスに関連付
けることを推奨します。

図 6 : vPCピアキープアライブリンクの管理ポートを接続するための独立したスイッチが必要
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vPCピアキープアライブリンク上を移動するデータまたは同期トラフィックはありませ
ん。このリンクを流れるトラフィックは、送信元スイッチが稼働しており、vPCを実行し
ていることを知らせるメッセージだけです。

• vPCメンバポート：vPCに属するインターフェイス。

•デュアルアクティブ：プライマリとして動作する両方の vPCピア。この状況は、両方の
ピアがまだアクティブなときに vPCピアキープアライブとピアリンクがダウンした場合
に発生します。この場合、セカンダリ vPCはプライマリ vPCが動作しないと想定し、プ
ライマリ vPCとして機能します。

•リカバリ：ピアキープアライブとvPCピアリンクが起動すると、1台のスイッチがセカン
ダリ vPCになります。セカンダリ vPCになるスイッチで、vPCリンクが停止してから復
帰します。

vPCピアリンクの概要

vPCピアとして持てるのは 2台のデバイスだけです。各デバイスが、他方の 1つの vPCピアに
対してだけ vPCピアとして機能します。vPCピアデバイスは、他のデバイスに対する非 vPC
リンクも持つことができます。

無効な vPCピア設定については、次の図を参照してください。

図 7 :許可されていない vPCピア設定

有効な設定を作成するには、まず各デバイス上でポートチャネルを設定してから、vPCドメイ
ンを設定します。ポートチャネルを各デバイスに、同じ vPCドメイン IDを使用して vPCピア
リンクとして割り当てます。vPCピアリンクのインターフェイスの片方に障害が発生した場合
に、デバイスが自動的にvPCピアリンク内の他方のインターフェイスを使用するようにフォー
ルバックするため、冗長性のために少なくとも2つの専用ポートをポートチャネルに設定する
ことを推奨します。
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レイヤ 2ポートチャネルをトランクモードで設定することを推奨します。（注）

多くの動作パラメータおよび設定パラメータが、vPCピアリンクによって接続されている各デ
バイスで同じでなければなりません（「vPCインターフェイスの互換パラメータ」の項を参
照）。各デバイスは管理プレーンから完全に独立しているため、重要なパラメータについてデ

バイス同士に互換性があることを確認する必要があります。vPCピアデバイスは、個別のコン
トロールプレーンを持ちます。vPCピアリンクを設定し終えたら、各 vPCピアデバイスの設
定を表示して、設定に互換性があることを確認してください。

vPCピアリンクによって接続されている2つのデバイスが、特定の同じ動作パラメータおよび
設定パラメータを持っていることを確認する必要があります。必要な設定の一貫性の詳細につ

いては、「vPCインターフェイスの互換パラメータ」の項を参照してください。

（注）

vPCピアリンクを設定すると、vPCピアデバイスは接続されたデバイスの一方がプライマリ
デバイスで、もう一方の接続デバイスがセカンダリデバイスであると交渉します（「vPCの設
定」の項を参照）。Cisco NX-OSソフトウェアは、最小のMACアドレスを使用してプライマ
リデバイスを選択します。特定のフェールオーバー条件の下でだけ、ソフトウェアが各デバイ

ス（つまり、プライマリデバイスおよびセカンダリデバイス）に対して異なるアクションを

取ります。プライマリデバイスに障害が発生すると、システムの回復時にセカンダリデバイ

スが新しいプライマリデバイスになり、以前のプライマリデバイスがセカンダリデバイスに

なります。

どちらの vPCデバイスをプライマリデバイスにするか設定することもできます。vPCピアデ
バイスのプライオリティを変更すると、ネットワークでインターフェイスがアップしたりダウ

ンしたりする可能性があります。1台の vPCデバイスをプライマリデバイスにするよう再度
ロールプライオリティを設定する場合は、プライオリティ値が低いプライマリ vPCデバイス
と値が高いセカンダリ vPCデバイスの両方でロールプライオリティを設定します。次に、
shutdownコマンドを入力して、両方のデバイスで vPCピアリンクであるポートチャネルを
シャットダウンし、最後に no shutdownコマンドを入力して、両方のデバイスでポートチャ
ネルを再度イネーブルにします。

ソフトウェアは、vPCピアを介して転送されたすべてのトラフィックをローカルトラフィック
としてキープします。ポートチャネルから入ってきたパケットは、vPCピアリンクを介して
移動するのではなく、ローカルリンクの 1つを使用します。不明なユニキャスト、およびブ
ロードキャストトラフィック（STP BPDUを含む）は、vPCピアリンクでフラッディングさ
れます。ソフトウェアが、マルチキャストフォワーディングを両方の vPCピアデバイス上で
同期された状態に保ちます。

両方の vPCピアリンクデバイスおよびダウンストリームデバイスで、任意の標準ロードバラ
ンシングスキームを設定できます（ロードバランシングについては、「ポートチャネルの設

定」の章を参照）。

設定情報は、Cisco Fabric Service over Ethernet（CFSoE）プロトコルを使用して vPCピアリン
クを転送されます。（CFSoEの詳細については、「CFSoE（115ページ）」の項を参照）。
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両方のデバイス上で設定されているこれらの VLANのMACアドレスはすべて、vPCピアデ
バイス間で同期されています。この同期に、CFSoEが使用されます（CFSoEの詳細について
は、「CFSoE（115ページ）」の項を参照）

vPCピアリンクに障害が発生した場合は、ソフトウェアが、両方のデバイスが稼働しているこ
とを確認するための vPCピアデバイス間のリンクであるピアキープアライブリンクを使用し
て、リモート vPCピアデバイスのステータスをチェックします。vPCピアデバイスが稼働し
ている場合は、セカンダリvPCデバイスは、ループやトラフィックの消失あるいはフラッディ
ングを防ぐために、そのデバイス上のすべてのvPCポートをディセーブルにします。したがっ
て、データは、ポートチャネルの残っているアクティブなリンクに転送されます。

ソフトウェアは、ピアキープアライブリンクを介したキープアライブメッセージが返されな

い場合に、vPCピアデバイスに障害が発生したことを学習します。

vPCピアデバイス間の設定可能なキープアライブメッセージの送信には、独立したリンク
（vPCピアキープアライブリンク）を使用します。vPCピアキープアライブリンク上のキー
プアライブメッセージから、障害が vPCピアリンク上でだけ発生したのか、vPCピアデバイ
ス上で発生したのかがわかります。キープアライブメッセージは、vPCピアリンク内のすべ
てのリンクで障害が発生した場合にだけ使用されます。キープアライブメッセージについて

は、「ピアキープアライブリンクとメッセージ」の項を参照してください。

プライマリおよびセカンダリデバイス上で手動で設定する必要がある機能

各 vPCピアデバイスのプライマリ/セカンダリマッピングに従うために、次の機能を手動で設
定する必要があります。

• STPルート：プライマリ vPCピアデバイスを STPプライマリルートデバイスとして設定
し、vPCセカンダリデバイスを STPセカンダリルートデバイスとして設定します。vPC
および STPの詳細については、「vPCピアリンクと STP」の項を参照してください。

• Bridge Assuranceがすべての vPCピアリンク上でイネーブルになるように、vPCピア
リンクインターフェイスを STPネットワークポートとして設定することを推奨しま
す。

• VLAN単位の高速スパニングツリー（PVST+）を設定してプライマリデバイスがすべ
ての VLANのルートになるようにし、マルチスパニングツリー（MST）を設定して
プライマリデバイスがすべてのインスタンスのルートになるようにすることを推奨し

ます。

•レイヤ3VLANネットワークインターフェイス：両方のデバイスから同じVLANのVLAN
ネットワークインターフェイスを設定することにより、各 vPCピアデバイスのレイヤ 3
接続を設定します。

• VRRPアクティブ：vPCピアデバイス上で Virtual Router Redundancy Protocol（VRRP）と
VLANインターフェイスを使用する場合は、プライマリ vPCピアデバイスを VRRPマス
ターの最も高いプライオリティで構成します。バックアップデバイスを VRRPスタンバ
イになるように構成し、各 vPCデバイスの VLANインターフェイスが同じ管理/動作モー
ドにあることを確認します。
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単方向リンク検出（UDLD）の構成では、次の留意点に注意してください：

• LACPがポートチャネル集約プロトコルとして使用されている場合は、vPCドメイン内に
UDLDは必要ありません。

• LACPがポートチャネル集約プロトコル（静的なポートチャネル）として使用されてい
ない場合は、vPCメンバーポートの通常モードで UDLDを使用します。

• STPが Bridge Assuranceなしで使用されている場合と LACPが使用されていない場合は、
vPC孤立ポートの通常モードで UDLDを使用します。

vPCピアリンクのレイヤ 3バックアップルートの構成

VRRPなどのアプリケーションを使用するネットワークのレイヤ 3にリンクするために、vPC
ピアデバイス上のVLANネットワークインターフェイスを使用できます。各ピアデバイス上
で VLANネットワークインターフェイスが設定されており、そのインターフェイスが各デバ
イス上で同じVLANに接続されていることを確認してください。また、各VLANインターフェ
イスが、同じ管理/動作モードになっていなければなりません。VLANネットワークインター
フェイスの設定の詳細については、「レイヤ3インターフェイスの設定」の章を参照してくだ
さい。

vPCピアリンクでフェールオーバーが発生すると、vPCピアデバイス上のVLANインターフェ
イスも影響を受けます。vPCピアリンクに障害が発生すると、セカンダリ vPCピアデバイス
上の関連付けられている VLANインターフェイスがシステムによって停止されます。

vPCピアリンクに障害が発生したときに特定の VLANインターフェイスが vPCセカンダリデ
バイス上で停止しないようにできます。

ピアキープアライブリンクとメッセージ

CiscoNX-OSソフトウェアは、vPCピア間でピアキープアライブリンクを使用して、設定可能
なキープアライブメッセージを定期的に送信します。これらのメッセージを送信するには、ピ

アデバイス間にレイヤ3接続がなくてはなりません。ピアキープアライブリンクが有効になっ
て稼働していないと、システムは vPCピアリンクを稼働させることができません。

vPCピアキープアライブリンクを、各vPCピアデバイス内のレイヤ3インターフェイスにマッ
ピングされているデフォルト VRFに関連付けることを推奨します。管理 VRFを構成しなかっ
た場合は、デフォルトで管理 VRFと管理ポートが使用されます。vPCピアキープアライブ
メッセージの送受信に vPCピアリンク自体を使用することはしないでください。

（注）

片方の vPCピアデバイスに障害が発生したら、vPCピアリンクの他方の側にある vPCピアデ
バイスは、ピアキープアライブメッセージを受信しなくなることによってその障害を感知しま

す。vPCピアキープアライブメッセージのデフォルトの間隔は、1秒です。この間隔は、400
ミリ秒～ 10秒の範囲内で設定可能です。
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ホールドタイムアウト値は、3～10秒の範囲内で設定可能で、デフォルトのホールドタイムア
ウト値は3秒です。このタイマーは、vPCピアリンクがダウンすると開始します。セカンダリ
vPCピアデバイスは、ネットワークの収束が確実に発生してから vPCアクションが発生する
ようにするために、このホールドタイムアウト期間の間は vPCピアキープアライブメッセー
ジを無視します。ホールドタイムアウト期間の目的は、誤ったポジティブケースを防ぐことで

す。

タイムアウト値は、3～ 20秒の範囲内で設定可能で、デフォルトのタイムアウト値は 5秒で
す。このタイマーは、ホールドタイムアウト間隔が終了した時点で開始します。このタイムア

ウト期間の間は、セカンダリ vPCピアデバイスは、プライマリ vPCピアデバイスから vPCピ
アキープアライブ helloメッセージが送信されてこないかチェックします。セカンダリ vPCピ
アデバイスが 1つの helloメッセージを受信したら、そのデバイスは、セカンダリ vPCピアデ
バイス上のすべての vPCインターフェイスをディセーブルにします。

ホールドタイムアウトパラメータとタイムアウトパラメータの相違点は、次のとおりです。

•ホールドタイムアウトの間は、vPCセカンダリデバイスは、受信したキープアライブメッ
セージに基づいてアクションを起こしません。それにより、たとえばスーパーバイザがピ

アリンクがダウンした数秒後に失敗した場合などに、キープアライブが一時的に受信され

る可能性がある場合に、システムがアクションを起こすのを回避できます。

•タイムアウト中は、vPCセカンダリデバイスは、設定された間隔が終了するまでにキープ
アライブメッセージを受信できないと、vPCプライマリデバイスになるというアクショ
ンを取ります。

キープアライブメッセージへのタイマーの設定については、「vPCキープアライブリンクと
メッセージの設定」の項を参照してください。

ピアキープアライブメッセージに使用される送信元 IPアドレスと宛先 IPアドレスがどちらも
ネットワーク上で一意であり、かつそれらの IPアドレスがその vPCピアキープアライブリン
クに関連付けられている VRFから到達可能であることを確認してください。

ピアキープアライブ IPアドレスは、グローバルユニキャストアドレスである必要がありま
す。リンクローカルアドレスはサポートされていません。

（注）

コマンドラインインターフェイス（CLI）を使用して、vPCピアキープアライブメッセージを
使用するインターフェイスを信頼できるポートとして設定してください。優先順位をデフォル

ト（6）のままにしておくか、またはもっと高い値に設定します。

vPCピアゲートウェイ
vPCピアデバイスを、vPCピアデバイスのMACアドレスに送信されるパケットに対しても
ゲートウェイとして機能するように設定できます。

peer-gatewayコマンドを使用し、コマンドを使用します。
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この項で説明している peer-gateway exclude-vlanコマンド（vPCピアデバイスでレイヤ 3バッ
クアップルーティングの VLANインターフェイスを構成する際に使用）は、サポートされて
いません。

（注）

一部のネットワーク接続ストレージ（NAS）デバイスまたはロードバランサは、特定のアプリ
ケーションのパフォーマンスを最適化するのに役立つ機能を備えている場合があります。これ

らの機能により、同じサブネットにローカルに接続されていないホストから送信された要求に

応答するときに、デバイスはルーティングテーブルのルックアップを回避できます。このよう

なデバイスは、一般的な VRRPゲートウェイではなく、送信元 Cisco Nexus 3550-Tデバイスの
MACアドレスを使用して、トラフィックに応答する場合があります。この動作は、一部の基
本的なイーサネットRFC基準に準拠していません。ローカルではないルータMACアドレスの
vPCデバイスに到達するパケットは、vPCピアリンクを介して送信され、最終的な宛先が他の
vPCの背後にある場合には、組み込みのvPCループ回避メカニズムによってドロップされる場
合があります。

vPCピアゲートウェイ機能は、vPCスイッチが、vPCピアのルータMACアドレスを宛先とす
るパケットに対して、アクティブなゲートウェイとして機能することを可能にします。この機

能は、このようなパケットが vPCピアリンクを通過する必要なしにローカルに転送されるこ
とを可能にします。このシナリオでは、この機能によって vPCピアリンクの使用が最適化さ
れ、トラフィック損失が回避されます。

ピアゲートウェイ機能の設定は、プライマリ vPCピアとセカンダリ vPCピアの両方で行う必
要がありますが、デバイスの稼働もvPCトラフィックも中断しません。vPCピアゲートウェイ
機能は、vPCドメインサブモードの下でグローバルに設定できます。

この機能をイネーブルにすると、ピアゲートウェイルータを介してスイッチングされたパケッ

トの IPリダイレクトメッセージの発生を避けるために、Cisco NX-OSは vPC VLANを介して
マッピングされるすべてのインターフェイス VLAN上で IPリダイレクトを自動的にディセー
ブルにします。

vPCドメイン
vPCドメイン IDを使用すれば、vPCダウンストリームデバイスに接続されている vPCピアリ
ンクとポートを識別できます。

vPCドメインは、キープアライブメッセージや他の vPCピアリンクパラメータを、デフォル
ト値をそのまま使用するのではなく値を設定する場合に使用する構成モードでもあります。こ

れらのパラメータの設定の詳細については、「vPCの設定」の項を参照してください。

vPCドメインを作成するには、まず各 vPCピアデバイス上で、1～ 1000の値を使用して vPC
ドメイン IDを作成しなければなりません。vPCピアごとにに設定できる vPCドメイン IDは
1つだけです。

各デバイス上で、vPCピアリンクとして機能させるポートチャネルを明示的に構成する必要
があります。各デバイス上で vPCピアリンクにしたポートチャネルを、1つの vPCドメイン
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からの同じ vPCドメイン IDに関連付けます。このドメイン内で、システムはループフリート
ポロジとレイヤ 2マルチパスを提供します。

これらのポートチャネルと vPCピアリンクは、静的にしか構成できません。ポートチャネル
および vPCピアリンクは、LACPを使用するかまたはプロトコルなしのいずれかで構成でき
ます。各vPCでポートチャネルを設定するにはアクティブモードのインターフェイスでLACP
を使用することを推奨します。それにより、ポートチャネルのフェールオーバーシナリオの

最適でグレースフルなリカバリが保証され、ポートチャネル間の設定不一致に対する設定検査

が行われます。

vPCピアデバイスは、設定された vPCドメイン IDを使用して、一意の vPCシステムMACア
ドレスを自動的に割り当てます。各 vPCドメインが、具体的な vPC関連操作に IDとして使用
される一意のMACアドレスを持ちます。ただし、デバイスは vPCシステムMACアドレスを
LACPなどのリンクスコープでの操作にしか使用しません。連続したレイヤ 2ネットワーク内
の各 vPCドメインを、一意のドメイン IDで作成することを推奨します。Cisco NX-OSソフト
ウェアにアドレスを割り当てさせるのではなく、vPCドメインに特定のMACアドレスを設定
することもできます。

vPC MACテーブルを表示する詳細については、「vPCおよび孤立ポート」の項を参照してく
ださい。

vPCドメインを作成した後は、Cisco NX-OSソフトウェアによって vPCドメインのシステム
プライオリティが作成されます。vPCドメインに特定のシステムプライオリティを設定するこ
ともできます。

システムプライオリティを手動で設定する場合は、必ず両方の vPCピアデバイス上で同じプ
ライオリティ値を割り当てる必要があります。vPCピアデバイス同士が異なるシステムプラ
イオリティ値を持っていると、vPCは稼働しません。

（注）

vPCトポロジ
次の図は、Cisco Nexus 3550-Tデバイスポートが別のスイッチまたはホストに直接接続され、
vPCの一部となるポートチャネルの一部として設定される基本設定を示しています。
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図 8 : vPCトポロジのスイッチ

この図では、vPC 20がポートチャネル 20で設定され、最初のデバイスには Eth1/10が、2番
目のデバイスには Eth1/20がメンバポートとしてあります。

vPCインターフェイスの互換パラメータ
多くの設定パラメータおよび動作パラメータが、vPC内のすべてのインターフェイスで同じで
なければなりません。vPCピアリンクに使用するレイヤ 2ポートチャネルはトランクモード
に設定することを推奨します。

vPC機能をイネーブルにし、さらに両方の vPCピアデバイス上でピアリンクを設定すると、
シスコファブリックサービス（CFS）メッセージにより、ローカル vPCピアデバイスに関す
る設定のコピーがリモート vPCピアデバイスへ送信されます。これにより、システムが 2つ
のデバイス上で異なっている重要な設定パラメータがないか調べます（CFSの詳細について
は、「vPCおよび孤立ポート」の項を参照）。

show vpc consistency-parametersを入力します。vPC内のすべてのインターフェイスで設定さ
れている値を表示します。表示される設定は、vPCピアリンクおよび vPCの稼働を制限する
可能性のある設定だけです。

（注）

ポートチャネルの互換性パラメータは、物理スイッチのすべてのポートチャネルメンバーで

同じである必要があります。vPCの一部になるように共有インターフェイスを設定できませ
ん。

（注）

vPCの互換性チェックプロセスは、正規のポートチャネルの互換性チェックとは異なります。

正規のポートチャネルについては、「ポートチャネルの設定」の章を参照してください。
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同じでなければならない設定パラメータ

このセクションの設定パラメータは、vPCピアリンクの両方のデバイスで同じに設定する必要
があります。そうしないと、vPCは一時停止モードに完全にまたは部分的に移動します。

ここで説明する動作パラメータおよび設定パラメータは、vPC内のすべてのインターフェイス
で一致している必要があります。

（注）

show vpc consistency-parametersを入力します。 vPC内のすべてのインターフェイスで設定さ
れている値を表示します。表示される設定は、vPCピアリンクおよび vPCの稼働を制限する
可能性のある設定だけです。

（注）

vPCインターフェイスでのこれらのパラメータの一部は、デバイスによって自動的に互換性が
チェックされます。インターフェイスごとのパラメータは、インターフェイスごとに一貫性を

保っていなければならず、グローバルパラメータはグローバルに一貫性を保っていなければな

りません。

•ポートチャネルモード：オン、オフ、またはアクティブ（ただし、ポートチャネルモー
ドは vPCピアの各サイドでアクティブ/パッシブにできます）

•チャネルごとのトランクモード：

•ネイティブ VLAN

•トランク上で許可される VLAN

•ネイティブ VLANトラフィックのタギング

•スパニングツリープロトコル（STP）モード

• Multiple Spanning Tree用の STPリージョンコンフィギュレーション

• VLANごとのイネーブル/ディセーブル状態

• STPグローバル設定：

•ブリッジ保証設定

•ポートタイプ設定

•ループガード設定

• STPインターフェイス設定：

•ポートタイプ設定

•ループガード

•ルートガード
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これらのパラメータのいずれかがイネーブルになっていなかったり、片方のデバイスでしか定

義されていないと、vPCの一貫性チェックではそのパラメータは無視されます。

どのvPCインターフェイスもサスペンドモードになっていないことを確認するには、showvpc
briefおよび show vpc consistency-parametersコマンドを実行し、syslogメッセージを確認しま
す。

（注）

同じにすべき設定パラメータ

次の挙げるパラメータのいずれかが両方の vPCピアデバイス上で同じように設定されていな
いと、誤設定が原因でトラフィックフローに望ましくない動作が発生する可能性があります。

• MACエージングタイマー

•スタティックMACエントリ

• VLANインターフェイス：vPCピアリンクエンドにある各デバイスのVLANインターフェ
イスが両エンドで同じ VLAN用に設定されていなければならず、さらに同じ管理モード
で同じ動作モードになっていなければなりません。vPCピアリンクの1個のデバイスだけ
で設定されている VLANは、vPCまたは vPCピアリンクを使用してトラフィックを通過
させません。すべての VLANをプライマリ vPCデバイスとセカンダリ vPCデバイスの両
方で作成する必要があります。そうなっていない VLANは、停止します。

• ACLのすべての設定とパラメータ

• STPインターフェイス設定：

• BPDUフィルタ

• BPDUガード

•コスト

•リンクタイプ

•プライオリティ

• VLAN（Rapid PVST+）

•ダイナミックホストコンフィギュレーションプロトコル（DHCP）スヌーピング

•インターネットグループ管理プロトコル（IGMP）スヌーピング

•すべてのルーティングプロトコル設定

すべての設定パラメータで互換性が取れていることを確認するために、vPCの設定が終わった
ら、各 vPCピアデバイスの設定を表示してみることを推奨します。
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パラメータの不一致によってもたらされる結果

稼動中の vPCで不一致が発生した場合にセカンダリピアデバイス上のリンクのみを一時停止
する、グレースフル整合性検査機能を設定できます。この機能は CLIのみで設定可能で、デ
フォルトでイネーブルになっています。

graceful consistency-checkコマンドはデフォルトで設定されます。

一致しなければならないパラメータのリストのすべてのパラメータに関する整合性検査の一部

として、システムはすべての VLANの一貫性をチェックします。

vPCは稼動を継続し、矛盾した VLANのみがダウンします。この VLAN単位の整合性検査機
能はディセーブルにできず、マルチスパニングツリー（MST）VLANには適用されません。

vPC番号
vPCドメイン IDと vPCピアリンクを作成し終えたら、ダウンストリームデバイスを各 vPC
ピアデバイスに接続するためのポートチャネルを作成します。つまり、プライマリ vPCピア
デバイスからダウンストリームデバイスへのポートチャネルを 1つ作成し、もう 1つ、セカ
ンダリピアデバイスからダウンストリームデバイスへのポートチャネルも作成します。

スイッチとしてもブリッジとしても機能しないホストまたはネットワークデバイスに接続され

ているダウンストリームデバイス上のポートは、STPエッジポートとして設定することを推
奨します。

（注）

各 vPCピアデバイス上で、ダウンストリームデバイスに接続するポートチャネルに vPC番号
を割り当てます。vPCの作成時にトラフィックが中断されることはほとんどありません。すべ
てのポート番号に、ポートチャネル自体と同じ vPC ID番号を割り当てると（つまり、ポート
チャネル 10には vPC ID 10）、設定が簡単になります。

vPCピアデバイスからダウンストリームデバイスに接続するためにポートチャネルに割り当
てる vPC番号は、両方の vPCピアデバイスで同じである必要があります。

（注）

他のポートチャネルの vPCへの移行

ダウンストリームデバイスは、ポートチャネルを使用して両方の vPCピアデバイスに接続す
る必要があります。

（注）

ダウンストリームデバイスを接続するために、プライマリ vPCピアデバイスからダウンスト
リームデバイスへのポートチャネルを作成し、セカンダリピアデバイスからダウンストリー

ムデバイスへのもう 1つのポートチャネルを作成します。各 vPCピアデバイス上で、ダウン
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ストリームデバイスに接続するポートチャネルに vPC番号を割り当てます。vPCの作成時に
トラフィックが中断されることはほとんどありません。

その他の機能との vPCの相互作用

vPCと LACP

LACPは、vPCドメインのシステムMACアドレスを使用して、vPCのLACPAggregationGroup
（LAG）IDを形成します（LAG-IDおよび LACPについては、「ポートチャネルの設定」の
章を参照）。

ダウンストリームデバイスからのチャネルも含めて、すべてのvPCポートチャネル上のLACP
を使用できます。LACPは、vPCピアデバイスの各ポートチャネル上のインターフェイスの
アクティブモードで設定することを推奨します。この設定により、デバイス、単方向リンク、

およびマルチホップ接続の間の互換性をより簡単に検出できるようになり、実行時の変更およ

びリンク障害に対してダイナミックな応答が可能になります。

vPCピアリンクデバイスのシステムプライオリティを手動で設定して、vPCピアリンクデバ
イスが、接続されているダウンストリームデバイスより確実に高い LACPプライオリティを
持つようにすることを推奨します。システムプライオリティの値が低いほど、高い LACPプ
ライオリティを意味します。

システムプライオリティを手動で設定する場合は、必ず両方の vPCピアデバイス上で同じプ
ライオリティ値を割り当てる必要があります。vPCピアデバイス同士が異なるシステムプラ
イオリティ値を持っていると、vPCは稼働しません。

（注）

vPCピアリンクと STP

vPCはループフリーなレイヤ 2トポロジを提供しますが、それでもやはり、誤った配線やケー
ブルの欠陥、誤設定などから保護するためのフェールセーフメカニズムを STPが提供する必
要があります。vPCを初めて稼働させたときに、STPによる再コンバージェンスが発生しま
す。STPは、vPCピアリンクを特殊なリンクとして扱い、常に vPCピアリンクを STPのアク
ティブトポロジに含めます。

すべての vPCピアリンクインターフェイスを STPネットワークポートタイプに設定して、
すべての vPCリンク上でブリッジアシュアランスが自動的に有効になるようにすることを推
奨します。また、vPCピアリンク上ではどのSTP拡張機能も有効にしないことも推奨します。
STP拡張がすでに設定されている場合、その拡張が vPCピアリンクの問題の原因となること
はありません。

MSTと Rapid PVST+の両方を実行している場合は、必ず PVSTシミュレーション機能を正し
く設定してください。
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パラメータのリストは、vPCピアリンクの両サイドの vPCピアデバイス上で同じになるよう
に設定する必要があります。このような一致が必要な設定については、「vPCインターフェイ
スの互換パラメータ」の項を参照してください。

（注）

STPは分散しています。つまり、このプロトコルは、両方の vPCピアデバイス上で実行され
続けます。ただし、プライマリデバイスとして選択されている vPCピアデバイス上での設定
が、セカンダリ vPCピアデバイス上の vPCインターフェイスの STPプロセスを制御します。

プライマリ vPCデバイスは、Cisco Fabric Services over Ethernet（CFSoE）を使用して、vPCセ
カンダリピアデバイス上の STPの状態を同期させます。CFSoEの詳細については、「vPCお
よび孤立ポート」の項を参照してください。

vPCの STPプロセスも、ピアリンク上で接続されているデバイスの 1つに障害が発生したと
きにそれを検出するために、定期的なキープアライブメッセージに依存しています。これらの

メッセージについては、「ピアキープアライブリンクとメッセージ」の項を参照してくださ

い。

vPCマネージャが、vPCピアデバイス間で、プライマリデバイスとセカンダリデバイスを設
定して 2つのデバイスを STP用に調整する提案/ハンドシェイク合意を実行します。その後、
プライマリ vPCピアデバイスが、プライマリデバイスとセカンダリデバイス両方での STPプ
ロトコルの制御を行います。プライマリ vPCピアデバイスを STPプライマリルートデバイス
として設定し、セカンダリVPCデバイスを STPセカンダリルートデバイスになるように設定
することを推奨します。

プライマリ vPCピアデバイスがセカンダリ vPCピアデバイスにフェールオーバーした場合、
STPトポロジには何の変化も発生しません。

BPDUは、代表ブリッジ IDフィールドで、STPブリッジ IDの vPCに設定されているMACア
ドレスを使用します。vPCプライマリデバイスが、vPCインターフェイス上でこれらのBPDU
を送信します。

次のパラメータについて同じ STP設定を使用して、vPCピアリンクの両エンドを設定する必
要があります。

• STPグローバル設定：

• STPモード

• MSTのための STPリージョン設定

• VLANごとのイネーブル/ディセーブル状態

•ブリッジ保証設定

•ポートタイプ設定

•ループガード設定

• STPインターフェイス設定：
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•ポートタイプ設定

•ループガード

•ルートガード

これらのパラメータのいずれかに誤設定があった場合、CiscoNX-OSソフトウェアが vPC内の
すべてのインターフェイスを停止します。syslogをチェックし、show vpc briefを開始します
コマンドを入力して、vPCインターフェイスが停止していないか確認してください。

（注）

次の STPインターフェイス設定が、vPCピアリンクの両側で同じになっていることを確認し
ます。そうなっていないと、トラフィックフローに予測不能な動作が発生する可能性がありま

す。

• BPDUフィルタ

• BPDUガード

•コスト

•リンクタイプ

•プライオリティ

• VLAN（PVRST+）

vPCピアリンクの両側での設定を表示して、設定が同じであることを確認してください。（注）

vPCが有効な場合、show spanning-treeコマンドを使用してvPCに関する情報を表示できます。

ダウンストリームデバイスのポートは、STPエッジポートとして設定することを推奨します。
スイッチに接続されているすべてのホストポートを STPエッジポートとして設定してくださ
い

vPCピアスイッチ

vPCピアスイッチ機能は、STPコンバージェンスに関連するパフォーマンス上の問題を解決す
るために、Cisco NX-OSに追加されました。この機能により、一対の Cisco Nexus 3550-Tデバ
イスをレイヤ 2トポロジ内に 1つの STPルートとして表示できます。この機能は、STPルート
を vPCプライマリスイッチに固定する必要性をなくし、vPCプライマリスイッチに障害が発
生した場合の vPCコンバージェンスを向上させます。

ループを回避するために、vPCピアリンクは STP計算からは除外されます。vPCピアスイッ
チモードでは、ダウンストリームスイッチでの STP BPDUタイムアウトに関連した問題（こ
の問題は、トラフィックの中断につながります）を避けるために、STPBPDUが両方の vPCピ
アデバイスから送信されます。
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この機能は、すべてのデバイス vPCに属する純粋なピアスイッチトポロジで使用できます。

ピアスイッチ機能は、vPCを使用するネットワークでサポートされ、STPベースの冗長性はサ
ポートされません。ハイブリッドピアスイッチ設定で vPCピアリンクに障害が発生すると、
トラフィックが失われる場合があります。このシナリオでは、vPCピアは同じ STPルート ID
や同じブリッジ IDを使用します。アクセススイッチのトラフィックは 2つに別れ、その半分
が最初の vPCピアに、残りの半分が 2番目の vPCピアに転送されます。vPCピアリンク障害
は、南北のトラフィックには影響がありませんが、東西のトラフィックが失われます。

（注）

vPCおよび ARPまたは ND

Cisco Fabric Service over Ethernet（CFSoE）プロトコルの信頼性が高いトランスポートメカニズ
ムを使用した、vPCピア間のテーブル同期に対応する機能がCiscoNX-OSに追加されました。
ip arp synchronizeを有効にする必要がありますコマンドを有効化にし、vPCピア間のアドレ
ステーブルのコンバージェンスの高速化をサポートする必要があります。このコンバージェン

スにより、vPCピアリンクポートチャネルがフラップしたり、vPCピアがオンラインに戻る
ときに、IPv4の場合は ARPテーブルの復元でまたは NDテーブルの復元で発生する遅延を解
消できます。

vPCマルチキャスト：IGMP、および IGMPスヌーピング

ソフトウェアが、マルチキャストフォワーディングを両方の vPCピアデバイス上で同期され
た状態に保ちます。vPCピアデバイス上の IGMPスヌーピングプロセスは、学習したグルー
プ情報を vPCピアリンクを通じて他の vPCピアデバイスと共有します。マルチキャスト状態
は、常に両方の vPCピアデバイス上で同期されます。

各 vPCピアは、レイヤ 2デバイスです。マルチキャストトラフィックは 1つの vPCピアデバ
イスだけから伝送されます。次のシナリオで、重複したパケットが観察される場合がありま

す。

•孤立ホスト

•送信元と受信者が、マルチキャストルーティングのイネーブルになった異なる VLAN内
のレイヤ 2 vPCクラウド内にあり、vPCメンバリンクが停止している場合。

ごくわずかなトラフィック損失が観察される場合があります：

•トラフィックを転送している vPCピアデバイスをリロードした場合。

全体的なマルチキャストコンバージェンス時間は、スケールと vPCロールの変更期間に依存
します。

次に、vPC IGMP/IGMPスヌーピングについて説明します。

• vPC IGMP/IGMPスヌーピング：vPCモードの IGMPプロセスは、両方の vPCピアデバイ
スで指定ルータ（DR）情報を同期させます。デュアルDRは、vPCモードのときに IGMP
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で利用可能です。デュアル DRは、vPCモードでない場合は利用できません。これは、両
方の vPCピアデバイスがピア間のマルチキャストグループ情報を保持するためです。

IGMPスヌーピングは、両方のvPCピアデバイス上で同じようにイネーブルにしたりディセー
ブルにしたりする必要があり、すべての機能設定を同じにする必要があります。IGMPスヌー
ピングは、デフォルトで有効になっています。

Cisco Nexus 3550-Tは、vPC VLANでの PIMをサポートしていません。（注）

vPCピアリンクとルーティング

ファーストホップ冗長性プロトコル（FHRP）は、vPCと相互運用します。仮想ルータ冗長プ
ロトコル（VRRP）は、vPCと相互運用します。すべてのレイヤ 3デバイスを両方の vPCピア
デバイスにデュアル接続することを推奨します。

プライマリ FHRPデバイスは、たとえセカンダリ vPCデバイスがデータトラフィックを転送
したとしても、ARP要求に応答します。

プライマリ vPCピアデバイスを FHRPアクティブルータの最も高いプライオリティで設定し
ておくと、初期の設定確認と vPCのトラブルシューティングを簡単にできます。

プライマリvPCピアデバイスに障害が発生した場合は、セカンダリvPCピアデバイスにフェー
ルオーバーされ、FHRPトラフィックはシームレスに流れ続けます。

バックアップルーティングパスとして機能するように 2台の vPCピアデバイス間にルーティ
ング隣接を設定することを推奨します。1台の vPCピアデバイスがレイヤ 3アップリンクを失
うと、その vPCはルーテッドトラフィックを他の vPCピアデバイスにリダイレクトでき、そ
のアクティブレイヤ 3アップリンクを活用できます。

次の方法で、バックアップのルーティングパス用のスイッチ間リンクを設定できます。

• 2台の vPCピアデバイス間でレイヤ 3リンクを作成します。

•専用の VLANインターフェイスを持つ非 VPC VLANトランクを使用します。

•専用の VLANインターフェイスを持つ vPCピアリンクを使用します。

vPC環境での VRRPの焼き付けMACアドレスオプション（use-bia）の設定、および任意の
FHRPプロトコルのための仮想MACアドレスの手動での設定は、推奨できません。これらの
設定は、vPCロードバランシングに不利な影響を与えるためです。VRRP use-biaオプション
は、vPCではサポートされていません。カスタムMACアドレスを設定する際には、両方の
vPCピアデバイスに同じMACアドレスを設定する必要があります。

delay restoreコマンドを使用すればコマンドを使用して、ピアの隣接が形成され、VLANイン
ターフェイスがバックアップされるまで、vPC+の回復を遅らせるようにリストアタイマーを
設定します。この機能により、vPCが再びトラフィックの受け渡しをし始める前にルーティン
グテーブルが収束できなかった場合のパケットのドロップを回避できます。delay restoreコマ
ンドを使用して、この機能を設定します。

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
114

vPCの設定

vPCピアリンクとルーティング



復元した vPCピアデバイス上の VLANインターフェイスが起動するのを遅延するには、
interfaces-vlanオプションを delay restoreのオプションコマンドを使用します。

CFSoE

Cisco Fabric Services over Ethernet（CFSoE）は、vPCピアデバイスのアクションを同期化する
ために使用される信頼性の高い状態転送メカニズムです。CFSoEは、vPCにリンクされてい
る、STP、IGMPなどの多くの機能のメッセージとパケットを伝送します。情報は、CFS/CFSoE
プロトコルデータユニット（PDU）に入れて伝送されます。

CFSoEは、vPC機能をイネーブルにすると、デバイスによって自動的にイネーブルになりま
す。何も設定する必要はありません。vPCの CFSoE分散には、IPを介してまたは CFSリー
ジョンに分散する機能は必要ありません。CFSoE機能が vPC上で正常に機能するために必要
な設定は一切ありません。

CFSoE転送は、各 VDCにローカルです。

show mac address-tableコマンドを使用すればコマンドを使用すれば、CFSoEが vPCピアリ
ンクのために同期するMACアドレスを表示できます。

no cfs eth distributeまたは no cfs distributeコマンドは入力しないでください。CFSoE for vPC
機能のための CFSoEをイネーブルにしなければなりません。vPCをイネーブルにしてこれら
のコマンドのいずれかを入力すると、エラーメッセージが表示されます。

（注）

引数を使用せずに show cfs applicationコマンドを入力すると、出力に「Physical-eth」と表示さ
れます。これは、CFSoEを使用しているアプリケーションを表します。

CFSリージョンはサポートされていません。（注）

vPCおよび孤立ポート

vPC対応でないデバイスが各ピアに接続するとき、接続されたポートはvPCのメンバではない
ため、孤立ポートと称されます。一方のピアへのデバイスのリンクがアクティブ（フォワー

ディング）になり、他方のリンクは STPのためスタンバイ（ブロッキング）になります。

vPCピアリンク障害またはリストアが発生すると、孤立ポートの接続は vPC障害または復元
プロセスにバインドされる可能性があります。たとえば、デバイスのアクティブな孤立ポート

がセカンダリ vPCピアに接続する場合、vPCピアリンク障害が発生し、vPCポートがセカン
ダリピアによって一時停止されると、そのデバイスはプライマリピアを経由する接続を失い

ます。セカンダリピアがアクティブな孤立ポートも一時停止した場合は、デバイスのスタンバ

イポートがアクティブになり、プライマリピアへの接続が提供され、接続が復元されます。

セカンダリピアが vPCポートを一時停止するときに特定の孤立ポートがそのピアによって一
時停止され、vPCが復元されるとそのポートが復元されるように CLIで設定できます。
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停電後の vPCリカバリ
データセンターが停止すると、vPCドメインの両方の vPCピアがリロードされます。場合に
よっては、1つのピアのみが復元される場合があります。機能するピアキープアライブまたは
vPCピアリンクがないと、vPCは正常に機能することができません。vPCサービスが機能する
ピアのローカルポートのみを使用するようにする方法が利用可能です。

自動リカバリ

CiscoNexus3550-Tデバイスは、そのピアがオンラインになるのに失敗した場合に、auto-recovery
コマンドを使用して、 vPCサービスを復元するように設定できます。この設定は、スタート
アップコンフィギュレーションに保存しなければなりません。リロード時に、vPCピアリン
クがダウンし、 3回連続してピアキープアライブメッセージが失われた場合、セカンダリデ
バイスはプライマリ STPロールとプライマリ LACPロールを引き継ぎます。ソフトウェアが
vPCを初期化し、そのローカルポートを稼働させ始めます。ピアがないため、ローカル vPC
ポートの一貫性チェックはバイパスされます。デバイスは、自身をそのロールプライオリティ

に関係なく STPプライマリに選出し、LACPポートロールのプライマリデバイスとしても機
能します。

リカバリ後の vPCピアロール

ピアデバイスのリロードが完了し、隣接が形成されたら、次のプロセスが発生します。

1. 最初の vPCピアがその現在のロールを維持して、その他のプロトコルへの任意の移行リ
セットを回避します。ピアが、他の可能なロールを受け入れます。

2. 隣接が形成されたら、整合性検査が実行され、適切なアクションが取られます。

注意事項と制約事項
vPC設定時のガイドラインと制限事項は次のとおりです。

• VPCの両方のピアが同じモード（通常モードまたは拡張モード）であることを確認してか
ら、無停止アップグレードを実行してください。

拡張 ISSUモード（ブートモード lxc）が設定されたスイッチと非
拡張 ISSUモードスイッチ間の vPCピアリングはサポートされて
いません。

（注）

•キーワードが付いている show コマンドはサポートされていません。 internal

• Cisco Nexus 3550-Tスイッチは、vPCトポロジでの NATをサポートしていません。

• vPCピアは同じCiscoNX-OSリリースを実行する必要があります。ソフトウェアのアップ
グレード中は、必ずプライマリvPCピアをアップグレードしてください。
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• 1つの vPCのすべてのポートが、同じ VDC内になくてはなりません。

• vPCを設定するには、まず vPCをイネーブルにする必要があります。

•システムが vPCピアリンクを形成する前に、ピアキープアライブリンクとメッセージを
設定する必要があります。

• vPCに入れられるのは、レイヤ 2ポートチャネルだけです。

• vPC上のレイヤ 3マルチキャストはサポートされていません。

•両方の vPCピアデバイスを設定しなければなりません。設定が片方のデバイスから他方
へ送信されることはありません。

•マルチレイヤ（バックツーバック）vPCを設定するには、それぞれの vPCに一意の vPC
ドメイン IDを割り当てる必要があります。

•必要な設定パラメータが、vPCピアリンクの両側で互換性を保っているかチェックしてく
ださい。互換性の推奨については、「vPCインターフェイスの互換パラメータ」の項を参
照してください。

• vPCの設定中に、最小限のトラフィックの中断が発生する可能性があります。

• vPC上での BIDR PIMはサポートされていません。

• vPC環境での DHCPスヌーピング、DAI、IPSGはサポートされていません。

• CFSリージョンはサポートされていません。

•ポートセキュリティがサポートされていません

• 2つの Cisco Nexus 3550-Tスイッチで vpc domain構成モードの下にある peer-switch機能
を設定すると、vPCピアリンクで有効になっていないVLANに対してもスパニングツリー
ルートが変更されます。両方のスイッチは、ブリッジアドレスとして 1つのMACアドレ
スを持つ 1つのシステムとして機能します。これは、non-vPC mst-instanceまたは VLAN
でも trueです。したがって、2つのスイッチ間の非 vPCピアリンクはバックアップリン
クとしてブロックされます。これは予期された動作です。

• vPC内のLACPを使用するすべてのポートチャネルを、アクティブモードのインターフェ
イスで設定することを推奨します。

•バックツーバックのマルチレイヤ vPCトポロジでは、それぞれの vPCに一意のドメイン
IDが必要です。

•ダブルサイド vPC上のすべてのノードで同じ仮想ルータ冗長プロトコル（Virtual Router
Redundancy Protocol、VRRP）グループを持つことはサポートされています。

•
• vPCを使用する場合は、VRRPにデフォルトのタイマーを使用することを推奨します。ア
グレッシブタイマーを vPC設定で使用すると、コンバージェンス時間のメリットがあり
ません。
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• vPC環境で open shortest path first（OSPF）を設定する場合は、コアスイッチ上でルータコ
ンフィギュレーションモードで次のタイマーコマンドを使用することにより、vPCピア
リンクがシャットダウンしたときに OSPFの高速コンバージェンスを実現します。

switch (config-router)# timers throttle spf 1 50 50
switch (config-router)# timers lsa-arrival 10

• STPポートコストは、vPC環境で 200に固定されています。

• vPCがダウンし、トラフィックが vPCピアリンクを通過する必要があるときに、増加す
るトラフィックに対応するためはのベストプラクティス、 vPCピアリンクのラインカー
ドを横断して複数の高帯域幅インターフェイスを使用することです。

•この項で説明している vpc orphan-ports suspendコマンドは、非 vPC VLANのポートおよ
びレイヤ3ポートにも適用可能です。ただし、VPCVLANのポートで使用することをお勧
めします。

• vPC STPヒットレスロール変更機能がサポートされています。

• vPCロール変更はいずれかのピアデバイスで実行できます。

• 2つの Cisco Nexus 3550-Tシリーズスイッチ間で vPCドメインを形成する場合、サポート
されるvPCドメインを形成するには、両方のスイッチがまったく同じモデルである必要が
あります。

•元のセカンダリデバイスに高プライオリティ値がある場合、元のプライオリティデバイ
スはロールスワッピングは実行できません。vPCデバイスのいずれかでロールプライオ
リティを変更すると、元のセカンダリデバイスの値は元のプライマリデバイスの値より

も低くなります。デバイスの既存のロールを確認するには、ローカルおよびピアスイッチ

で show vpc roleコマンドを使用します。

• vPCヒットレスロールの変更機能を設定する前に、必ず、既存の設定されたロールプラ
イオリティをチェックしてください

• vPCドメインで peer-switchコマンドを有効にします。これにより、両方の vPCピアが同
じSTPプライオリティになり、ロールの変更を発行する前にピアが稼働可能になることが
保証されます。peer-switchコマンドを有効にできない場合、コンバージェンスの問題が発
生する可能性があります。show spanning-tree summary | grep peerコマンドを使用して、
ピア vPCスイッチが操作可能かどうか確認します。

• vPCドメインに接続されているすべてのデバイスは、デュアルホームである必要がありま
す。

• vPCを介したレイヤ 3は、レイヤ 3ユニキャスト通信の Cisco Nexus 3550-Tシリーズス
イッチでのみサポートされます。vPC上のレイヤ3は、レイヤ3マルチキャストトラフィッ
クではサポートされません。詳細については、「レイヤ 3および vPC構成のベストプラ

クティス」の項を参照してください

• vPCピアの IPを宛先としたレイヤ 3ピアルータおよび TTL = 1パケットのデフォルトの動
作では、パケットを CPUにパントし、ソフトウェアを vPCピアに転送します。
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レイヤ 3および vPC設定のベストプラクティス
ここでは、vPCでレイヤ 3を使用し、設定するためのベストプラクティスについて説明しま
す。

レイヤ 3および vPC設定の概要
レイヤ3デバイスがvPCを介してvPCドメインに接続されている場合、次のビューがあります。

•レイヤ2では、レイヤ3デバイスはvPCピアデバイスによって提供される一意のレイヤ2ス
イッチを認識します。

•レイヤ 3では、レイヤ 3デバイスは 2台の異なるレイヤ 3デバイス（vPCピアデバイスご
とに 1台）を認識します。

vPCはレイヤ2仮想化テクノロジーであるため、レイヤ2では、両方のvPCピアデバイスがネッ
トワークの他の部分に対して固有の論理デバイスとして表示されます。

レイヤ3には仮想化テクノロジーがないため、各vPCピアデバイスは、ネットワークの他の部分
では別個のレイヤ3デバイスと見なされます。

次の図は、vPCを使用した2つの異なるレイヤ2およびレイヤ3ビューを示しています。

図 9 : vPCピアデバイスのさまざまなビュー

レイヤ 3および vPCのサポートされるトポロジ
ここでは、レイヤ 3および vPCのネットワークトポロジの例を示します。

レイヤ 3と vPCのインタラクションには 2つのアプローチがあります。1つ目は、専用のレイ
ヤ 3リンクを使用してレイヤ 3デバイスを各 vPCピアデバイスに接続する方法です。2つ目
は、vPC接続で伝送される専用 VLAN上で、レイヤ 3デバイスが各 vPCピアデバイスで定義
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されたSVIとピアリングできるようにすることです。次のセクションでは、次の図の凡例に記
載されている要素を利用して、サポートされているすべてのトポロジについて説明します。

図 10 :凡例

レイヤ 3リンクを使用した外部ルータとのピアリング

この例は、レイヤ 3リンクを使用してレイヤ 3デバイスを vPCドメインの一部である Cisco
Nexus 3550-Tスイッチに接続するトポロジを示しています。

この方法で 2つのエンティティを相互接続すると、レイヤ 3ユニキャストおよびマルチキャス
ト通信をサポートできます。

（注）

図 11 :レイヤ 3リンクを使用した外部ルータとのピアリング

レイヤ 3デバイスは、両方の vPCピアデバイスとのレイヤ 3ルーティングプロトコルの隣接
関係を開始できます。

1つまたは複数のレイヤ 3リンクを、各 vPCピアデバイスにレイヤ 3デバイスを接続ために使
用できます。
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レイヤ 3デバイスをレイヤ 3リンクを使用している vPCドメインに接続する際は、次の注意事
項に従ってください。

•レイヤ 3デバイスを vPCドメインに接続するには、独立したレイヤ 3リンクを使用しま
す。各リンクはポイントツーポイントレイヤ 3接続を表し、小さな IPサブネット（/30ま
たは /31）から取得された IPアドレスが割り当てられます。

バックアップルーティングパス用 vPCデバイス間のピアリング

この例では、レイヤ 3バックアップルーテッドパスを持つ 2つの vPCピアデバイス間のピア
リングを示します。vPCピアデバイス 1または vPCピアデバイス 2 のレイヤ 3アップリンク
に障害が発生した場合、2つのピアデバイス間のパスを使用して、レイヤ 3アップリンクが
アップ状態のスイッチにトラフィックがリダイレクトされます。

レイヤ3バックアップルーティングパスは、vPCピアリンク上で専用インターフェイスVLAN
（SVIなど）を使用するか、2つの vPCピアデバイス間で専用のレイヤ 2またはレイヤ 3リン
クを使用して実装できます。

図 12 :バックアップルーティングパス用 vPCデバイス間のピアリング

ルータ間の直接レイヤ 3ピアリング

このシナリオでは、vPCドメインのNexus 3550-Tデバイスの部分が単にレイヤ 2中継パスとし
て使用され、接続されたルータがレイヤ3ピアリングおよび通信を確立できるようにします。
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図 13 :ルータ間ピアリング

レイヤ 3デバイスは、次の 2つの方法で相互のピアとなることができます。また、ピアリング
の方法は、このロールにどのようなデバイスが展開されるかによっても変わります。

•中間の Cisco Nexus 3550-T vPCピアスイッチを介してレイヤ 3デバイス間で拡張される
VLANの VLANネットワークインターフェイス（SVI）を定義します。

•各レイヤ 3デバイスでレイヤ 3ポートチャネルインターフェイスを定義し、ポイントツー
ポイントレイヤ 3ピアリングを確立します。

トランジットスイッチとして vPCデバイスを使用した 2ルータの間のピアリング

この例は、「ルータ間のピアリング」トポロジと似ています。この場合も、同じvPCドメイン
の一部である Cisco Nexus 3550-Tデバイスは、レイヤ 2中継パスとしてのみ使用されます。こ
こでの違いは、Cisco Nexus 3550-Tスイッチのペアが 2つあることです。vPC接続を使用して
レイヤ3デバイスに接続されている各スイッチは、それらの間のバックツーバックvPC接続も
確立します。異なる点は、vPCドメインがレイヤ 2中継パスとしてのみ使用されていることで
す。
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図 14 :トランジットスイッチとして vPCデバイスを使用した 2ルータの間のピアリング

このトポロジは、直接リンク（ダークファイバまたはDWDM回線）で相互接続された個別の
データセンター間の接続を確立する場合によく使用されます。この場合、Cisco Nexus 3550-T
スイッチの 2つのペアはレイヤ 2拡張サービスのみを提供し、レイヤ 3デバイスがレイヤ 3で
相互にピアリングできるようにします。

パラレル相互接続ルーテッドポート上の外部ルーターとのピアリング

次の図に示すように、ルーテッドトラフィックとブリッジトラフィックの両方が必要な場合

は、ルーテッドトラフィックに個別のレイヤ 3リンクを使用し、ブリッジトラフィックに個
別のレイヤ 2ポートチャネルを使用します。

レイヤ 2リンクは、ブリッジドトラフィック（同じ VLANに保持されるトラフィック）また
は VLAN間トラフィック（vPCドメインがインターフェイス VLANと関連 VRRP構成をホス
トすることが前提）に使用されます。

レイヤ 3リンクは、各 vPCピアデバイスとのルーティングプロトコルピアリング隣接に使用
されます。

このトポロジの目的は、レイヤ3デバイスを通過する特定のトラフィックを引き付けることで
す。レイヤ3リンクは、レイヤ3デバイスからvPCドメインにルーティングされたトラフィック
を伝送するためにも使用されます。
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図 15 :パラレル相互接続ルーテッドポート上の外部ルーターとのピアリング

パラレル相互接続ルーテッドポート上の vPCスイッチペア間のピアリング

前の項（中継スイッチとしてvPCデバイスを使用した2台のルータ間のピアリング）で示した
ものに代わる設計では、レイヤ 2とレイヤ 3の両方の拡張サービスを提供するために、各デー
タセンターに導入された 2ペアの Cisco Nexus 3550-Tスイッチを使用します。ルーティングプ
ロトコルピアリング隣接を 2ペアの Cisco Nexus 3550-Tデバイス間で確立する必要がある場
合、ベストプラクティスは、次の例に示すように 2サイト間に専用のレイヤ 3リンクを追加す
ることです。

図 16 :パラレル相互接続ルーテッドポートでの vPC相互接続を介したピアリング

2つのデータセンター間のバックツーバック vPC接続は、ブリッジドトラフィックまたは
VLAN間トラフィックを伝送し、専用レイヤ 3リンクは 2サイト間でルーテッドトラフィッ
クを伝送します。

非 vPC VLANを使用する PC相互接続および専用スイッチ間リンクを介したピアリング

この例は、レイヤ3デバイスがvPCドメインにシングル接続されている場合に、専用スイッチ
間リンクで非 vPC VLANを使用して、レイヤ 3デバイスと各 vPCピアデバイスとの間でルー
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ティングプロトコルピアリング隣接を確立できることを示しています。ただし、非vPCVLAN
は、vPC VLANとは異なるスタティックMACを使用するように設定する必要があります。

この目的のために vPC VLAN（および vPCピアリンク）を設定することはサポートされてい
ません。

（注）

図 17 :非 vPC VLANを使用する PC相互接続および専用スイッチ間リンクを介したピアリング

vPC接続を介した直接ピアリング

レイヤ 3ルータとCisco Nexus 3550-T vPCスイッチのペア間でレイヤ 3ピアリングを確立する
代替方法。

vPC接続を介した直接ピアリングは、レイヤ 3ユニキャスト通信でのみサポートされ、レイヤ
3マルチキャストトラフィックではサポートされません。レイヤ 3マルチキャストが必要な場
合は、専用のレイヤ 3リンクでピアリングを確立する必要があります。

（注）
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図 18 :サポート：ルータが両方の vPCピアとピアリングする vPC相互接続を介するピアリング。

このシナリオでは、同じ vPCドメインの一部である外部ルータと Cisco Nexus 3550-Tスイッチ
間のレイヤ 3ピアリングは、vPC接続で伝送されるVLAN上で直接確立されます。この場合の
外部ルータは、各 vPCデバイスで定義された SVIインターフェイスとピアリングします。前
の図 12のシナリオでは、外部ルータは SVIまたはレイヤ 3ポートチャネルを使用して vPCデ
バイスとピアリングできます（複数の SVIまたはポートチャネルサブインターフェイスをマ
ルチ VRF展開に使用できます）。

この展開モデルでは、vPCドメインの一部として layer3 peer-routerコマンドを設定する必要
があります。vPCスイッチの 2つの個別のペア間で確立された vPCバックツーバック接続でレ
イヤ 2およびレイヤ 3接続を確立するために、同じアプローチを採用できます。
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図 19 :サポート：各 Nexusデバイスが 2つの vPCピアとピアリングする vPC相互接続を介したピアリング。

この展開モデルでは、4つの Cisco Nexus 3550-Tスイッチすべてに同じ VLAN内の SVIイン
ターフェイスが構成され、これらの間でルーティングピアリングと接続が確立されます。

デフォルト設定
次の表は、vPCパラメータのデフォルト設定をまとめたものです。

表 8 :デフォルト vPCパラメータ

デフォルトパラメータ

32667vPCシステムプライオリティ

ディセーブルvPCピアキープアライブメッセージ

1秒vPCピアキープアライブ間隔

5秒vPCピアキープアライブタイムアウト

3200vPCピアキープアライブ UDPポート
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vPCの設定

vPCピアリンクの両側のデバイス両方でこれらの手順を使用する必要があります。両方のvPC
ピアデバイスをこの手順で設定します。

（注）

ここでは、コマンドラインインターフェイス（CLI）を使用してvPCを設定する方法を説明し
ます。

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

vPCのイネーブル化
vPCを設定して使用する場合は、事前に vPC機能をイネーブルにしておく必要があります。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイス上で vPCをイネーブルにしま
す。

feature vpc

例：

ステップ 2

switch(config)# feature vpc

グローバルコンフィギュレーション

モードを終了します。

exit

例：

ステップ 3

switch(config)# exit
switch#

（任意）デバイス上でイネーブルになっ

ている機能を表示します。

show feature

例：

ステップ 4

switch# show feature
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 5

例

次の例は、vPC機能をイネーブルにする方法を示します。
switch# configure terminal
switch(config)# feature vpc
switch(config)# exit
switch(config)#

vPCのディセーブル化

vPC機能をディセーブルにすると、デバイス上のすべての vPC設定がクリアされます。（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスの vPCをディセーブルにしま
す。

no feature vpc

例：

ステップ 2

switch(config)# no feature vpc

グローバルコンフィギュレーション

モードを終了します。

exit

例：

ステップ 3

switch(config)# exit
switch#

（任意）デバイス上でイネーブルになっ

ている機能を表示します。

show feature

例：

ステップ 4

switch# show feature
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目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 5

例

次の例は、vPC機能をディセーブルにする方法を示します。
switch# configure terminal
switch(config)# no feature vpc
switch(config)# exit
switch#

vPCドメインの作成と vpc-domainモードの開始
vPCドメインを作成し、両方の vPCピアデバイス上で vPCピアリンクポートチャネルを同
じ vPCドメイン内に置くことができます。1つの VDC全体を通じて一意の vPCドメイン番号
を使用するこのドメイン IDは、vPCシステムMACアドレスを自動的に形成するのに使用さ
れます。

このコマンドを使用して、vpc-domainコマンドモードを開始することもできます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイス上に vPCドメインを作成し、
設定目的でvpc-domainコンフィギュレー

vpc domain domain-id [shut | no shut]

例：

ステップ 2

ションモードを開始します。デフォル
switch(config)# vpc domain 5
switch(config-vpc-domain)# トはありません。指定できる範囲は1～

1000です。

vpc-domain設定モードを終了します。exit

例：

ステップ 3

switch(config)# exit
switch#

（任意）各 vPCドメインに関する簡単
な情報を表示します。

show vpc brief

例：

ステップ 4
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目的コマンドまたはアクション

switch# show vpc brief

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 5

例

次に、vpc-domainコマンドモードを開始して、既存の vPCドメインを設定する例を示
します。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# exit
switch(config)#

vPCキープアライブリンクと vPCキープアライブメッセージの設定
キープアライブメッセージを伝送するピアキープアライブリンクの宛先 IPを設定できます。
必要に応じて、キープアライブメッセージのその他のパラメータも設定できます。

システムで vPCピアリンクを形成できるようにするには、まず vPCピアキープアライブリン
クを設定する必要があります。

（注）

vPCピアキープアライブリンクを使用する際は、デフォルトのVRFインスタンスを構成して、
各 vPCピアデバイスからそのVRFにレイヤ 3ポートを接続することを推奨します。ピアリン
ク自体を使用して vPCピアキープアライブメッセージを送信しないでください。VRFの作成
および構成方法については、『Ciscoユニキャスト 3550-T構成ガイド』を参照してください。
ピアキープアライブメッセージに使用される送信元と宛先の両方の IPアドレスがネットワー
ク内で一意であることを確認してください。管理ポートと管理 VRFが、これらのキープアラ
イブメッセージのデフォルトです。

（注）

始める前に

vPC機能が有効なことを確認します。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスで vPCドメインを作成し、
vpc-domainコンフィギュレーションモー
ドを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCピアキープアライブリンクのリモー
トエンドの IPv4アドレスを設定しま
す。

peer-keepalive destination ipaddress
[hold-timeout secs | interval msecs
{timeout secs} | {precedence {prec-value |
network | internet | critical | flash-override

ステップ 3

（注）| flash | immediate priority | routine}} | tos
vPCピアキープアライブリンクを設定
するまで、vPCピアリンクは構成され
ません。

{tos-value | max-reliability |
max-throughput | min-delay |
min-monetary-cost | normal}} |tos-byte
tos-byte-value} | source ipaddress | vrf
{name | management vpc-keepalive}]

管理ポートと VRFがデフォルトです。
例：

（注）
switch(config-vpc-domain)#
peer-keepalive destination

デフォルト VRFを構成し、vPCピア
キープアライブリンクのためのVRF内172.28.230.85

switch(config-vpc-domain)# の各 vPCピアデバイスからのレイヤ 3
ポートを使用することを推奨します。

グローバルコンフィギュレーション

モードを終了します。

exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）キープアライブメッセージの

設定に関する情報を表示します。

show vpc statistics

例：

ステップ 5

switch# show vpc statistics

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6
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例

次の例は、vPCピアキープアライブリンクの宛先と送信元の IPアドレスおよび VRF
を設定する方法を示します。

switch# configure terminal
switch(config)# vpc domain 100
switch(config-vpc-domain)# peer-keepalive destination 172.168.1.2 source 172.168.1.1 vrf
vpc-keepalive
switch(config-vpc-domain)# exit
switch#

vPCピアリンクの作成
指定した vPCドメインの vPCピアリンクとして設定するポートチャネルを各デバイス上で指
定して、vPCピアリンクを作成します。冗長性を確保するため、トランクモードで vPCピア
リンクとして指定したレイヤ 2ポートチャネルを設定し、各 vPCピアデバイス上の個別のモ
ジュールで 2つのポートを使用することを推奨します。

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

このデバイスの vPCピアリンクとして
使用するポートチャネルを選択し、イ

interface port-channel channel-number

例：

ステップ 2

ンターフェイスコンフィギュレーショ

ンモードを開始します。
switch(config)# interface port-channel
20
switch(config-if)#

（任意）このインターフェイスをトラン

クモードで設定します。

switchport mode trunk

例：

ステップ 3

switch(config-if)# switchport mode
trunk

（任意）許容 VLANリストを設定しま
す。

switchport trunk allowed vlan vlan-list

例：

ステップ 4

switch(config-if)# switchport trunk
allowed vlan 1-120,201-3967
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目的コマンドまたはアクション

選択したポートチャネルを vPCピアリ
ンクとして設定し、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc peer-link

例：

switch(config-if)# vpc peer-link
switch(config-vpc-domain)#

ステップ 5

vpc-domain設定モードを終了します。exit

例：

ステップ 6

switch(config)# exit
switch#

（任意）各 vPCに関する情報を表示し
ます。vPCピアリンクに関する情報も
表示されます。

show vpc brief

例：

switch# show vpc brief

ステップ 7

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 8

例

次の例は、vPCピアリンクを設定する方法を示しています。
switch# configure terminal
switch(config)# interface port-channel 20
switch(config-if)# switchport mode
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-255
switch(config-if)# vpc peer-link
switch(config-vpc-domain)# exit
switch(config)#

vPCピアゲートウェイの設定
vPCピアデバイスを、vPCピアデバイスのMACアドレスに送信されるパケットに対してゲー
トウェイとして機能するように設定できます。

始める前に

vPC機能が有効なことを確認します。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

vPCドメインがまだ存在していない場合
はそれを作成し、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config-if)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

ピアのゲートウェイMACアドレスを宛
先とするパケットのレイヤ 3フォワー
ディングをイネーブルにします。

peer-gateway

例：

switch(config-vpc-domain)# peer-gateway

ステップ 3

（注）

この機能を正常に動作させるために、

この vPCドメインのすべてのインター
フェイスVLAN上で IPリダイレクトを
ディセーブルにします。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）各 vPCに関する情報を表示し
ます。vPCピアリンクに関する情報も
表示されます。

show vpc brief

例：

switch# show vpc brief

ステップ 5

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6

高速コンバージェンスの構成

高速コンバージェンス機能は、Cisco Nexus 9000シリーズプラットフォームでサポートされて
います。このコマンドを使用して、vPCの最適化を有効または無効にすることができます。よ
り高速なコンバージェンスを実現するには、両方の vPCピアで [no] fast-convergenceを有効に
して、高速コンバージェンスを実現する必要があります。最適化は、セカンダリスイッチ、

vPCメンバーポート、および vpc orphan-ports suspendコマンドを使用した孤立ポートにアー
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カイブされます。vPCピアリンクに障害が発生すると、これらのポートはただちに一時停止さ
れ、トラフィックはプライマリvPCピアに転送されます。これはコンバージェンスを向上させ
る目的でのみ行われます。

CiscoNX-OSリリース 7.0(3)I7(1)以降、高速コンバージェンス機能は、CiscoNexus 9000シリー
ズプラットフォームでサポートされています。このコマンドを使用して、vPCの最適化を有効
または無効にすることができます。より高速なコンバージェンスを実現するには、両方のvPC
ピアで [no] fast-convergenceを有効にして、高速コンバージェンスを実現する必要があります。
最適化は、セカンダリスイッチ、vPCメンバーポート、および vpc orphan-ports suspendコマ
ンドを使用した孤立ポートにアーカイブされます。vPCピアリンクに障害が発生すると、これ
らのポートはただちに一時停止され、トラフィックはプライマリvPCピアに転送されます。こ
れはコンバージェンスを向上させる目的でのみ行われます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminalステップ 1

VPCドメイン番号の構成switch(config) # vpc domain <domain>ステップ 2

ピアスイッチを定義します。switch(config) # peer-switchステップ 3

ピアキープアライブメッセージに関す

る情報を表示します。

switch(config) # show vpc peer-keepaliveステップ 4

復元された vPCピアデバイスが稼働す
るまで遅延時間（単位は秒）です。値の

範囲は 1～ 3600です。

switch(config) # delay restore { time }ステップ 5

仮想ポートチャネル（vPC）のゲート
ウェイMACアドレスを宛先とするパ

switch(config) # peer-gatewayステップ 6

ケットのレイヤ3転送をイネーブルにす
るには、ピアゲートウェイコマンドを

使用します。レイヤ3フォワーディング
パケットを無効にするには、このコマン

ドの no形式を使用します。

。

復元されたデバイスの孤立ポートがアッ

プするまでの遅延秒数

switch(config) # delay restore orphan-portステップ 7

vPC高速コンバージェンスを構成しま
す。

switch(config-vpc-domain)#
fast-convergence

ステップ 8
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LACP vPCコンバージェンスの構成
Cisco NX-OSリリース 7.0（3）I7（1）以降、 Link Aggregation Control Protocol（LACP）vPCコ
ンバージェンス機能は、CiscoNexus9200および9300シリーズスイッチでサポートされます。
LACPvPCコンバージェンス機能を構成して、メンバーリンクがダウンして最初のメンバーが
起動する際の vPCポートチャネルのコンバージェンス時間を短縮することで、ポートチャネ
ルをより効率的に使用できます。

Cisco NX-OSリリース 7.0(3)I7(5)以降、Link Aggregation Control Protocol（LACP）vPCコンバー
ジェンス機能は、9700- EXおよび 9700-FXラインカードを搭載した Cisco Nexus 9500シリーズ
スイッチでサポートされます。この機能は、9400、9500、および 9600および 9600-Rライン
カードを搭載したNexus 9500ではサポートされません。

Link Aggregation Control Protocol（LACP）vPCコンバージェンス機能は、9700- EXおよび
9700-FXラインカードを搭載したCisco Nexus 9500シリーズスイッチでサポートされます。こ
の機能は、9400、9500、および 9600および 9600-Rラインカードを搭載したNexus 9500では
サポートされません。

Link Aggregation Control Protocol（LACP）vPCコンバージェンス機能は、 Cisco Nexus 9200お
よび 9300シリーズスイッチでサポートされます。LACP vPCコンバージェンス機能を構成し
て、メンバーリンクがダウンして最初のメンバーが起動する際の vPCポートチャネルのコン
バージェンス時間を短縮することで、ポートチャネルをより効率的に使用できます。

Cisco Nexus 9000スイッチで LACP vPCコンバージェンスを構成すると、すべての VLANが初
期化およびプログラムされるまで待機してから、LACP同期PDUを送信します。これにより、
ドロップすることなくVPCドメインへのトラフィックの送信が開始されます。LACPをサポー
トするホストへの vPCポートチャンネルを持つ VXLANおよび非 VXLAN環境で lacp
vpc-convergenceコマンドを構成することができます。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminalステップ 1

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

switch(config) # interface {type/slot |
portchannel number}

ステップ 2

LACPコンバージェンスの構成します。
メンバーリンクがダウンして最初のメ

switch(config-if) # lacp vpc-convergenceステップ 3

ンバーがアップするための vPCポート
チャネルのコンバージェンス時間を短縮

します。

（注）

両方の vPCピアスイッチでこのコマン
ドをイネーブルにする必要があります。
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目的コマンドまたはアクション

このコマンドは、 PortFastポート（ス
パニングツリーポートタイプエッジ

[トランク]が有効になっている vPC
ポートチャネル）でのみ構成する必要

があります。

（注）

vPC環境では、 LACPをサポートする
デバイスへの vPCポートチャネルイン
ターフェイスでこのコマンドが構成さ

れておらず、vPCピアの 1つがリロー
ドされるか、リンクの 1つが起動する
と、「アップ」状態のvPCピアスイッ
チはアクティブなままで、トラフィッ

クを転送します。他のリンクがダウン

する可能性があり、'アップ'状態に移行
します。「アップ」状態に移行してい

るリンクは、VLANの初期化を開始し
ます。VLANが初期化されると、初期
化されたVLANごとに LACP同期 PDU
が送信されます。これにより、ポート

チャネルが「アップ」状態になり、理

想的でない VLANでトラフィックのブ
ラックホールが発生します。

グレースフル整合性検査の設定

デフォルトでイネーブルになるグレースフル整合性検査機能を設定できます。この機能がイ

ネーブルでない場合、必須互換性パラメータの不一致が動作中のvPCで導入されると、vPCは
完全に一時停止します。この機能がイネーブルの場合、セカンダリピアデバイスのリンクだ

けが一時停止します。vPCでの一貫した設定については、「vPCインターフェイスの互換パラ
メータ」の項を参照してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#
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目的コマンドまたはアクション

vPCドメインがまだ存在していない場合
はそれを作成し、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config-if)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

必須互換性パラメータで不一致が検出さ

れた場合に、セカンダリピアデバイス

graceful consistency-check

例：

ステップ 3

のリンクのみが一時停止するということ

を指定します。
switch(config-vpc-domain)# graceful
consistency-check

この機能を無効にするには、このコマン

ドの no形式を使用します。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）vPCに関する情報を表示しま
す。

show vpc brief

例：

ステップ 5

switch# show vpc brief

例

次に、グレースフル整合性検査機能をイネーブルにする例を示します。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# graceful consistency-check
switch(config-vpc-domain)# exit
switch(config)#

vPCピアリンクの構成の互換性チェック
両方の vPCピアデバイス上の vPCピアリンクを設定した後に、すべての vPCインターフェイ
スで設定が一貫していることをチェックします。vPCでの一貫した設定については、「vPCイ
ンターフェイスの互換パラメータ」の項を参照してください。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

（任意）すべての vPCインターフェイ
ス全体で一貫している必要があるパラ

メータのステータスを表示します。

show vpc consistency-parameters {global
| interface port-channel channel-number}

例：

ステップ 2

switch(config)# show vpc
consistency-parameters global
switch(config)#

例

次の例は、すべての vPCインターフェイスの間で必須設定の互換性が保たれているか
チェックする方法を示します。

switch# configure terminal
switch(config)# show vpc consistency-parameters global
switch(config)#

vPCインターフェイス設定の互換性に関するメッセージが syslogにも記録されます。（注）

他のポートチャネルの vPCへの移行
冗長性を確保するために、vPCドメインダウンストリームポートチャネルを 2つのデバイス
に接続することを推奨します。

ダウンストリームデバイスに接続するには、ダウンストリームデバイスからプライマリ vPC
ピアデバイスへのポートチャネルを作成し、ダウンストリームデバイスからセカンダリピア

デバイスへのもう 1つのポートチャネルを作成します。各 vPCピアデバイス上で、ダウンス
トリームデバイスに接続するポートチャネルに vPC番号を割り当てます。vPCの作成時にト
ラフィックが中断されることはほとんどありません。

始める前に

vPC機能が有効なことを確認します。

レイヤ 2ポートチャネルを使用していることを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します

configure terminal

例：

ステップ 1
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目的コマンドまたはアクション

switch# configure terminal
switch(config)#

ダウンストリームデバイスに接続する

ために vPCに入れるポートチャネルを
interface port-channel channel-number

例：

ステップ 2

選択し、インターフェイスコンフィギュ

レーションモードを開始します。
switch(config)# interface port-channel
20
switch(config-if)#

選択したポートチャネルを vPCに入れ
てダウンストリームデバイスに接続す

vpc number

例：

ステップ 3

るように設定します。これらのポート
switch(config-if)# vpc 5
switch(config-vpc-domain)# チャネルには、デバイス内の任意のモ

ジュールを使用できます。範囲は、1～
4096です。

（注）

vPCピアデバイスからダウンストリー
ムデバイスに接続されているポート

チャネルに割り当てる vPC番号は、両
方の vPCデバイスで同じでなければな
りません。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）vPCに関する情報を表示しま
す。

show vpc brief

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6

例

次に、ダウンストリームデバイスに接続するポートチャネルを設定する例を示しま

す。

switch# configure terminal
switch(config)# interface port-channel 20
switch(config-if)# vpc 5
switch(config-if)# exit
switch(config)#
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vPCドメインMACアドレスの手動での設定
vPCドメインを作成すると、Cisco NX-OSソフトウェアが自動的に vPCシステムMACアドレ
スを作成します。このアドレスは、LACPなど、リンクスコープに制限される操作に使用され
ます。ただし、vPCドメインのMACアドレスを手動で設定すように選択することもできます。

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し
ます。システムは、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

指定した vPCドメインに割り当てる
MACアドレスを aaaa.bbbb.ccccの形式
で入力します。

system-mac mac-address

例：

switch(config-vpc-domain)# system-mac
23fb.4ab5.4c4e
switch(config-vpc-domain)#

ステップ 3

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCシステムMACアドレスを
表示します。

show vpc role

例：

ステップ 5

switch# show vpc brief

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6
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例

次の例は、vPCドメインMACアドレスを手動で設定する方法を示します。
switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# system-mac 13gb.4ab5.4c4e
switch(config-vpc-domain)# exit
switch(config)#

システムプライオリティの手動での設定

vPCドメインを作成すると、vPCシステムプライオリティが自動的に作成されます。ただし、
vPCドメインのシステムプライオリティは手動で設定することもできます。

LACPの実行時には、vPCピアデバイスが LACPのプライマリデバイスになるように、vPC
システムプライオリティを手動で設定することを推奨します。システムプライオリティを手

動で設定する場合には、必ず同じプライオリティ値を両方のvPCピアデバイスに設定します。
これらの値が一致しないと、vPCは起動しません。

（注）

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し
ます。システムは、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

指定した vPCドメインに割り当てるシ
ステムプライオリティを入力します。

system-priority priority

例：

ステップ 3

指定できる値の範囲は、1～ 65535で
す。デフォルト値は 32667です。

switch(config-vpc-domain)#
system-priority 4000
switch(config-vpc-domain)#
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目的コマンドまたはアクション

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCシステムプライオリティ
を表示します。

show vpc role

例：

ステップ 5

switch# show vpc role

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6

例

次の例は、vPCドメインのシステムプライオリティを手動で設定する方法を示しま
す。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# system-priority 4000
switch(config-vpc-domain)# exit
switch(config)#

vPCピアデバイスロールの手動での設定
デフォルトでは、vPCドメインと、vPCピアリンクの両端を設定すると、Cisco NX-OSソフト
ウェアはプライマリとセカンダリの vPCピアデバイスを選択します。ただし、vPCのプライ
マリデバイスとして、特定の vPCピアデバイスを選択することもできます。選択したら、プ
ライマリデバイスにする vPCピアデバイスに、他の vPCピアデバイスより小さいロール値を
手動で設定します。

vPCはロールのプリエンプションをサポートしません。プライマリ vPCピアデバイスに障害
が発生すると、セカンダリ vPCピアデバイスが、vPCプライマリデバイスの機能を引き継ぎ
ます。ただし、以前のプライマリ vPCが再起動しても、機能のロールは元に戻りません。

始める前に

vPC機能が有効なことを確認します。
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手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定する vPCドメインの番号を入力し
ます。システムは、vpc-domainコンフィ
ギュレーションモードを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCシステムプライオリティとして使
用するロールプライオリティを指定し

role priority priority

例：

ステップ 3

ます。値の範囲は1～65636で、デフォ
switch(config-vpc-domain)# role
priority 4
switch(config-vpc-domain)#

ルト値は32667です。低い値は、このス
イッチがプライマリ vPCになる可能性
が高いということを意味します。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config)# exit
switch#

（任意）vPCシステムプライオリティ
を表示します。

show vpc role

例：

ステップ 5

switch# show vpc role

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6

例

次の例は、vPCピアデバイスのロールプライオリティを手動で設定する方法を示しま
す。

switch# configure terminal
switch(config)# vpc domain 5
switch(config-vpc-domain)# role priority 4
switch(config-vpc-domain)# exit
switch(config)#
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停電後のリカバリの設定

停電が発生すると、vPCはピア隣接がスイッチリロード時に形成するのを待ちます。この状況
は、許容範囲内に収まらないほど長いサービスの中断に至る場合があります。Cisco Nexus
3550-Tシリーズデバイスは、そのピアがオンラインになるのに失敗した場合に vPCサービス
を復元するように設定できます。

リロード復元の設定

この項で説明している reload restoreコマンドおよび手順は廃止されます。代わりに、
auto-recoveryコマンドおよび手順を使用することを推奨します。

Cisco Nexus 3550-Tデバイスは、そのピアがオンラインになるのに失敗した場合に、reload
restoreコマンドを使用して、 vPCサービスを復元するように設定できます。

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するvPCドメインの番号を入力し、
vpc-domainコンフィギュレーションモー
ドを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCがそのピアが機能しないことを前提
として vPCを稼働させ始めるように設

reload restore [delay time-out]

例：

ステップ 3

定します。デフォルト遅延値は240秒で
switch(config-vpc-domain)# reload
restore す。タイムアウト遅延は 240～ 3600秒

の間で設定できます。

vPCをデフォルト設定にリセットするに
は、このコマンドの no形式を使用しま
す。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#
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目的コマンドまたはアクション

（任意）vPCに関する情報、特にリロー
ドステータスを表示します。

show running-config vpc

例：

ステップ 5

switch# show running-config vpc

（任意）指定したインターフェイスの

vPCの一貫性パラメータに関する情報を
表示します。

show vpc consistency-parameters interface
port-channel number

例：

ステップ 6

switch# show vpc consistency-parameters
interface port-channel 1

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 7

（注）

リロード機能がイネーブルになってい

ることを確認するには、この手順を実

行します。

例

次に、vPCリロード復元機能を設定し、それをスイッチのスタートアップコンフィ
ギュレーションに保存する例を示します。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vpc domain 5
switch(config-vpc-domain)# reload restore

Warning:
Enables restoring of vPCs in a peer-detached state after reload, will wait for 240
seconds (by default) to determine if peer is un-reachable

switch(config-vpc-domain)# exit
switch(config)# exit
switch# copy running-config startup-config
switch# show running-config vpc

!Command: show running-config vpc
!Time: Wed Mar 24 18:43:54 2010
version 5.0(2)
feature vpc
logging level vpc 6
vpc domain 5
reload restore

次の例は、一貫性パラメータを確認する方法を示します。

switch# show vpc consistency-parameters interface port-channel 1

Legend:
Type 1 : vPC will be suspended in case of mismatch
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Name Type Local Value Peer Value
------------- ---- ----------- ---------------
STP Port Type 1 Default -
STP Port Guard 1 None -
STP MST Simulate PVST 1 Default -
mode 1 on -
Speed 1 1000 Mb/s -
Duplex 1 full -
Port Mode 1 trunk -
Native Vlan 1 1 -
MTU 1 1500 -
Allowed VLANs - 1-3967,4048-4093
Local suspended VLANs

自動リカバリの設定

Cisco Nexus 3550-Tシリーズデバイスは、auto-recoveryコマンドを使用して、そのピアがオン
ラインになるのに失敗した場合に vPCサービスを復元するように設定できます。

Cisco Nexus 3550-Tシリーズデバイスは、auto-recoveryコマンドを使用して、vPCプライマリ
ピアが失敗し、ピアキープアライブと vPCピアリンクを停止するとき、セカンダリ vPCピア
の vPCサービスを復元するように構成できます。ピアキープアライブと vPCピアリンクの両
方がダウンしているプライマリスイッチに障害が発生すると、セカンダリスイッチは vPCメ
ンバーを一時停止します。ただし、キープアライブハートビートが3回失われると、セカンダ
リスイッチはプライマリスイッチの役割を再開し、vPCメンバーポートを起動します。
auto-recovery reload restoreコマンドは、vPCプライマリスイッチがリロードするシナリオで
使用できます。この場合、セカンダリスイッチは vPCプライマリの役割を再開し、IP VPCメ
ンバーポートを持ち込みます。

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するvPCドメインの番号を入力し、
vpc-domainコンフィギュレーションモー
ドを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCがそのピアが機能しないことを前提
として vPCを稼働させ始めるように設

auto-recovery [ reload-delay time]

例：

ステップ 3

定し、vPCを復元するためのリロード後switch(config-vpc-domain)#
auto-recovery に待機する時間を指定します。デフォル
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目的コマンドまたはアクション

ト遅延値は 240秒です。240 ~ 3600秒の
遅延を設定できます。

vPCをデフォルト設定にリセットするに
は、このコマンドの no形式を使用しま
す。

vpc-domain設定モードを終了します。exit

例：

ステップ 4

switch(config-vpc-domain)# exit
switch#

（任意）vPCに関する情報、特にリロー
ドステータスを表示します。

show running-config vpc

例：

ステップ 5

switch# show running-config vpc

（任意）指定したインターフェイスの

vPCの一貫性パラメータに関する情報を
表示します。

show vpc consistency-parameters interface
port-channel number

例：

ステップ 6

switch# show vpc consistency-parameters
interface port-channel 1

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 7

（注）

自動リカバリ機能がイネーブルになっ

ていることを確認するには、この手順

を実行します。

例

次に、vPC自動リカバリ機能を設定し、それをスイッチのスタートアップコンフィ
ギュレーションに保存する例を示します。

switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vpc domain 5
switch(config-vpc-domain)# auto-recovery
switch(config-vpc-domain)# auto-recovery auto-recovery reload-delay 100

Warning:
Enables restoring of vPCs in a peer-detached state after reload, will wait for 240
seconds to determine if peer is un-reachable

switch(config-vpc-domain)# exit
switch(config)# exit
switch# copy running-config startup-config
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孤立ポートの一時停止の設定

vPC対応でないデバイスが各ピアに接続するとき、接続されたポートはvPCのメンバではない
ため、孤立ポートと称されます。vPCピアリンクまたはピアキープアライブ障害に応えてセ
カンダリピアがvPCポートを一時停止するときに、セカンダリピアによって一時停止（シャッ
トダウン）される孤立ポートとして物理インターフェイスを明示的に宣言できます。孤立ポー

トは vPCが復元されたときに復元されます。

vPC孤立ポートの一時停止は、物理ポート、ポートチャネルでのみ設定できます。ただし、
個々のポートチャネルメンバーポートで同じ設定はできません。

（注）

始める前に

vPC機能が有効なことを確認します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

（任意）孤立ポートのリストを表示しま

す。

show vpc orphan-ports

例：

ステップ 2

switch# show vpc orphan-ports

設定するインターフェイスを指定し、イ

ンターフェイスコンフィギュレーショ

ンモードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/3
switch(config-if)#

ステップ 3

選択したインターフェイスを vPC障害
時にセカンダリピアにより一時停止さ

れるvPC孤立ポートとして設定します。

vpc orphan-port suspend

例：

switch(config-if)# vpc orphan-ports
suspend

ステップ 4

インターフェイスコンフィギュレーショ

ンモードを終了します。

exit

例：

ステップ 5

switch(config-if)# exit
switch#

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
150

vPCの設定

孤立ポートの一時停止の設定



目的コマンドまたはアクション

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 6

例

次に、インターフェイスを vPC障害時にセカンダリピアにより一時停止される vPC
孤立ポートとして設定する例を示します。

switch# configure terminal
switch(config)# interface ethernet 1/3
switch(config-if)# vpc orphan-ports suspend
switch(config-if)# exit
switch(config)#

孤立ポートでの遅延復元の構成

Cisco Nexus 9000シリーズスイッチで delay restore orphan-portコマンドを構成すると、 Cisco
NX-OSリリース 7.0（3）I7（1）以降、復元されたデバイスの孤立ポートの起動を遅らせる復
元タイマーを構成できます。

Cisco Nexus 9000シリーズスイッチで delay restore orphan-portコマンドを構成すると、復元
されたデバイスの孤立ポートの起動を遅らせる復元タイマーを構成できます。

delay restore orphan-port suspendコマンドは、vpc orphan-port suspendコマンドが構成されている
インターフェイスにのみ適用されます。他の孤立ポートがデバイスの稼働を遅らせることはあ

りません。

（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminalステップ 1

VPCドメイン番号の構成switch(config) # vpc domain <domain>ステップ 2

ピアスイッチを定義します。switch(config) # peer-switchステップ 3

ピアキープアライブメッセージに関す

る情報を表示します。

switch(config) # show vpc peer-keepaliveステップ 4
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目的コマンドまたはアクション

復元された vPCピアデバイスが稼働す
るまで遅延時間（単位は秒）です。値の

範囲は 1～ 3600です。

switch(config) # delay restore { time }ステップ 5

仮想ポートチャネル（vPC）のゲート
ウェイMACアドレスを宛先とするパ

switch(config) # peer-gatewayステップ 6

ケットのレイヤ3転送をイネーブルにす
るには、ピアゲートウェイコマンドを

使用します。レイヤ3フォワーディング
パケットを無効にするには、このコマン

ドの no形式を使用します。

。

復元されたデバイスの孤立ポートがアッ

プするまでの遅延秒数

switch(config) # delay restore orphan-portステップ 7

vPCピアスイッチの設定
Cisco Nexus 3550-Tシリーズデバイスは、一対の vPCデバイスがレイヤ 2トポロジ内で 1つの
STPルートとして現れるように構成することができます。

純粋な vPCピアスイッチトポロジの設定

純粋な vPCピアスイッチトポロジを設定するには、peer-switchコマンドを使用し、次に可能
な範囲内で最高の（最も小さい）スパニングツリーブリッジプライオリティ値を設定します。

始める前に

vPC機能が有効なことを確認します。

VPCピア間の非VPC専用トランクリンクを使用する場合は、STPがVLANをブロックするの
を防ぐために、非 VPC VLANはピアによって異なるグローバルプライオリティが必要です。

（注）

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
152

vPCの設定

vPCピアスイッチの設定



目的コマンドまたはアクション

設定するvPCドメインの番号を入力し、
vpc-domainコンフィギュレーションモー
ドを開始します。

vpc domain domain-id [shut | no shut]

例：

switch(config)# vpc domain 5
switch(config-vpc-domain)#

ステップ 2

vPCスイッチペアがレイヤ 2トポロジ
内で 1つの STPルートとして現れるよ
うにします。

peer-switch

例：

switch(config-vpc-domain)# peer-switch

ステップ 3

ピアスイッチ vPCトポロジをディセー
ブルにするには、このコマンドの no形
式を使用します。

VLANのブリッジプライオリティを設
定します。有効な値は、4096の倍数で
す。デフォルト値は 32768です。

spanning-tree vlan vlan-range priority
value

例：

ステップ 4

switch(config)# spanning-tree vlan 1
priority 8192

vpc-domain設定モードを終了します。exit

例：

ステップ 5

switch(config-vpc-domain)# exit
switch#

（任意）スパニングツリーポートの状

態の概要を表示します。これに、vPCピ
アスイッチも含まれます。

show spanning-tree summary

例：

switch# show spanning-tree summary

ステップ 6

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch# copy running-config
startup-config

ステップ 7

例

次の例は、純粋な vPCピアスイッチトポロジを設定する方法を示します。
switch# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
switch(config)# vpc domain 5
switch(config-vpc-domain)# peer-switch

2010 Apr 28 14:44:44 switch %STP-2-VPC_PEERSWITCH_CONFIG_ENABLED: vPC peer-switch
configuration is enabled. Please make sure to configure spanning tree "bridge" priority
as
per recommended guidelines to make vPC peer-switch operational.

switch(config-vpc-domain)# spanning-tree vlan 1 priority 8192
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switch(config-vpc-domain)# exit
switch(config)#

ヒットレス vPCロール変更の設定
ヒットレス vPCロールの変更を有効にするには、次の手順を実行します。

始める前に

• • vPC機能がイネーブルになっていることを確認します。

• • vPCピアリンクがアップしていることを確認します

• •デバイスのロールプライオリティを検証します

手順

目的コマンドまたはアクション

ヒットレス vPCロールの変更を有効に
します。

vpc role preempt

例：

ステップ 1

switch# vpc role preempt
switch(config)#

（任意）ヒットレスvPCロール変更機能
を確認します。

show vpc role

例：

ステップ 2

switch(config)# show vpc role

例

次に、ヒットレス vPCロールの変更を設定する例を示します。
switch# show vpc rolevPC Role status
----------------------------------------------------
vPC role : secondary
vPC system-mac : 00:23:04:ee:be:01
vPC system-priority : 32667
vPC local system-mac : 8c:60:4f:03:84:41
vPC local role-priority : 32668
vPC peer system-mac : 8c:60:4f:03:84:43
vPC peer role-priority : 32667

! Configure vPC hitless role change on the device!

switch(config)# vpc role preempt
! The following is an output from the show vpc role command after the
vPC hitless feature is configured
switch(config)# show vpc role
vPC Role status
----------------------------------------------------
vPC role : primary
vPC system-mac : 00:00:00:00:00:00
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vPC system-priority : 32667
vPC local system-mac : 8c:60:4f:03:84:41
vPC local role-priority : 32666
vPC peer system-mac : 8c:60:4f:03:84:43
vPC peer role-priority : 32667

switch(config)#

vPCロールの変更に関する使用ケースシナリオ

ヒットレス vPCロール変更機能は、次のシナリオで使用できます。

•ロール変更要求：vPCドメインのピアデバイスのロールを変更する場合。

•プライマリスイッチのリロード：リロード後にロールが定義され、ロールが定義される
と、ヒットレスvPCロール変更機能を使用してロールを復元できます。たとえば、リロー
ド後にプライマリデバイスが動作可能なセカンダリの役割を果たし、セカンダリデバイス

がプライマリの動作の役割を担う場合、vpc role preemptコマンドを使用してvPCピアの役
割を元の定義済みの役割に変更できます。

vPCロールを切り替える前に、必ず、既存のデバイスロールプラ
イオリティをチェックしてください。

（注）

•デュアルアクティブリカバリ：デュアルアクティブリカバリシナリオでは、vPCプライ
マリスイッチが引き続き（動作中）プライマリになりますが、vPCセカンダリスイッチ
がターゲットプライマリスイッチになり、vPCメンバーポートがアップ状態になります。
vPCヒットレス機能を使用して、デバイスロールを復元できます。デュアルアクティブ
リカバリ後は、一方が稼働可能なプライマリで、もう一方が稼働可能なセカンダリの場合

に、vpc role preemptコマンドを使用して、プライマリにするデバイスロールとセカンダ
リにするデバイスロールを復元できます。

vPC設定の確認
vPC設定情報を表示するには、次の作業のいずれかを行います。

目的コマンド

vPCがイネーブルになっているかどうかを表
示します。

show feature

vPCに関する要約情報を表示します。show vpc brief

すべての vPCインターフェイス全体で一貫し
ている必要があるパラメータのステータスを

表示します。

show vpc consistency-parameters
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目的コマンド

vPCの実行コンフィギュレーションの情報を
表示します。

show running-config vpc

設定されているポートチャネルの数、および

デバイス上でまだ使用可能なポートチャネル

数を表示します。

show port-channel capacity

vPCに関する統計情報を表示します。show vpc statistics

ピアキープアライブメッセージに関する情報

を表示します。

show vpc peer-keepalive

ピアステータス、ローカルデバイスのロー

ル、vPCシステムMACアドレスとシステム
プライオリティ、およびローカル vPCデバイ
スのMACアドレスとプライオリティを表示し
ます。

show vpc role

vPCのモニタリング
show vpc statisticsコマンドを使用し、vPC統計情報を表示します。

このコマンドは、現在作業している vPCピアデバイスの vPC統計情報しか表示しません。（注）

vPCの設定例
次の例は、の図に示すように、デバイス A上で vPCを設定する方法を示します。
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図 20 : vPCの設定例

1. vPCおよび LACPをイネーブルにします。
switch# configure terminal
switch(config)# feature vPC
switch(config)# feature lacp

2. （任意）vPCピアリンクにするインターフェイスの 1つを専用モードに構成します。
switch(config)# interface ethernet 1/7,
ethernet 1/3, ethernet 1/5. ethernet 1/7
switch(config-if)# shutdown
switch(config-if)# exit
switch(config)# interface ethernet 1/7

switch(config-if)# no shutdown
switch(config-if)# exit
switch(config)#

3. （任意）vPCピアリンクにする 2つ目の冗長インターフェイスを専用ポートモードに構
成します。

switch(config)# interface ethernet 1/2, ethernet 1/4,
ethernet 1/6. ethernet 1/8
switch(config-if)# shutdown
switch(config-if)# exit
switch(config)# interface ethernet 1/2
switch(config-if)# no shutdown
switch(config-if)# exit
switch(config)#
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4. vPCピアリンクに入れる 2つのインターフェイス（冗長性のために）をアクティブレイ
ヤ 2 LACPポートチャネルに構成します。
switch(config)# interface ethernet 1/1-2
switch(config-if)# switchport
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-50
switch(config-if)# switchport trunk native vlan 20
switch(config-if)# channel-group 20 mode active
switch(config-if)# exit

5. VLANを作成し、イネーブルにします。
switch(config)# vlan 1-50
switch(config-vlan)# no shutdown
switch(config-vlan)# exit

6. vPCピアキープアライブリンク用の独立した VEFを作成し、レイヤ 3インターフェイ
スをその VRFに追加します。
switch(config)# vrf context pkal
switch(config-vrf)# exit
switch(config)# interface ethernet 1/20
switch(config-if)# vrf member pkal
switch(config-if)# ip address 172.23.145.218/24
switch(config-if)# no shutdown
switch(config-if)# exit

7. vPCドメインを作成し、vPCピアキープアライブリンクを追加します。
switch(config)# vpc domain 1
switch(config-vpc-domain)# peer-keepalive
destination 172.23.145.217 source 172.23.145.218 vrf pkal
switch(config-vpc-domain)# exit

8. vPC vPCピアリンクを構成します。
switch(config)# interface port-channel 20
switch(config-if)# switchport mode trunk
switch(config-if)# switchport trunk allowed vlan 1-50
switch(config-if)# vpc peer-link
switch(config-if)# exit
switch(config)#

9. vPCのダウンストリームデバイスへのポートチャネルのインターフェイスを設定しま
す。

switch(config)# interface ethernet 1/9
switch(config-if)# switchport mode trunk
switch(config-if)# allowed vlan 1-50
switch(config-if)# native vlan 20
switch(config-if)# channel-group 50 mode active
switch(config-if)# exit
switch(config)# interface port-channel 50
switch(config-if)# vpc 50
switch(config-if)# exit
switch(config)#

10. 設定を保存します。

switch(config)# copy running-config startup-config
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まずポートチャネルを設定する場合は、それがレイヤ 2ポートチャネルであることを確認し
てください。

（注）
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第 7 章

単方向リンク検出の構成

この章は、次の項で構成されています。

•単方向リンク検出（161ページ）
• UDLDモードの設定（163ページ）

単方向リンク検出
シスコ独自の単方向リンク検出（UDLD）プロトコルにより、光ファイバまたは銅線（カテゴ
リ5ケーブルなど）イーサネットケーブルを使用して接続されたデバイスで、ケーブルの物理
構成をモニタし、単一方向リンクの存在を検出することができます。デバイスで単一方向リン

クが検出されると、UDLDが関係のある LANポートをシャットダウンし、ユーザに通知しま
す。単一方向リンクは、さまざまな問題を引き起こす可能性があります。

リンク上でローカルデバイスから送信されたトラフィックはネイバーで受信されるのに対し、

ネイバーから送信されたトラフィックはローカルデバイスで受信されない場合には常に、単方

向リンクが発生します。

Cisco Nexus 3550-Tシリーズのデバイスは、UDLDをイネーブルにした LANポート上のネイ
バーデバイスに定期的に UDLDフレームを送信します。一定の時間内にフレームがエコー
バックされてきて、特定の確認応答（echo）が見つからなければ、そのリンクは単一方向のフ
ラグが立てられ、その LANポートはシャットダウンされます。UDLDプロトコルにより単方
向リンクが正しく識別されその使用が禁止されるようにするためには、リンクの両端のデバイ

スで UDLDがサポートされている必要があります。UDLDフレームの送信間隔は、グローバ
ル単位でも指定されたインターフェイスにも設定できます。

UDLDは、銅線の LANポート上では、このタイプのメディアでの不要な制御トラフィックの
送信を避けるために、ローカルでデフォルトでディセーブルになっています。

（注）

図は、単方向リンクが発生した状態の一例を示したものです。デバイスBはこのポートでデバ
イス Aからのトラフィックを正常に受信していますが、デバイス Aは同じポート上でデバイ
スBからのトラフィックを受信していません。UDLDによって問題が検出され、ポートがディ
セーブルになります。
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図 21 :単方向リンク

次の表に、UDLDのデフォルト設定を示します。

表 9 : UDLDのデフォルト設定

デフォルト値機能

グローバルにディセーブルUDLDグローバルイネーブルステート

すべてのイーサネット光ファイバLANポート
でイネーブル

ポート別の UDLDイネーブルステート（光
ファイバメディア用）

すべての 10Gイーサネットポートでディセー
ブル済み

ポート別のUDLDイネーブルステート（ツイ
ストペア（銅製）メディア用）

ディセーブルUDLDアグレッシブモード

15秒UDLDメッセージの間隔

UDLDモード
UDLDは、アグレッシブモードと非アグレッシブモードの2つのモードで動作できます。

デフォルトでは、UDLDアグレッシブモードはディセーブルになっています。UDLDアグレッ
シブモードは、UDLDアグレッシブモードをサポートするネットワークデバイスの間のポイ
ントツーポイントのリンク上に限って設定できます。UDLDアグレッシブモードをイネーブ
ルに設定した場合、UDLD近接関係が設定されている双方向リンク上のポートがUDLDフレー
ムを受信しなくなったとき、UDLDはネイバーとの接続を再確立しようとします。この再試行
に 8回失敗すると、ポートはディセーブルになります。

UDLDアグレッシブモードをイネーブルにすると、次のようなことが発生します。

リンクの一方にポートスタックが生じる（送受信どちらも）

リンクの一方がダウンしているにもかかわらず、リンクのもう一方がアップしたままになる

このような場合、UDLDアグレッシブモードでは、リンクのポートの 1つがディセーブルに
なり、トラフィックが廃棄されるのを防止します。
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UDLDアグレッシブモードをすべてのファイバポートでイネーブルにするには、UDLDアグ
レッシブモードをグローバルでイネーブルにします。指定されたインターフェイスの銅ポート

で、UDLDアグレッシブモードをイネーブルにする必要があります。

（注）

UDLDモードの設定
単一方向リンク検出（UDLD）を実行するように設定されているデバイス上のイーサネットイ
ンターフェイスには、ノーマルモードの UDLDを設定できます。

インターフェイスの UDLDモードをイネーブルにするには、そのインターフェイスを含むデ
バイス上で UDLDを事前にイネーブルにしておく必要があります。UDLDは他方のリンク先
のインターフェイスおよびそのデバイスでもイネーブルになっている必要があります。

インターフェイスが銅線ポートの場合は、enableUDLDコマンドを使用してUDLDをイネーブ
ルにする必要があります。インターフェイスがファイバポートの場合、インターフェイスで

UDLDを明示的にイネーブルにする必要はありません。ただし、enable UDLDコマンドを使用
してファイバポートで UDLDをイネーブルにしようとすると、それが有効なコマンドではな
いことを示すエラーメッセージが表示されることがあります。

（注）

以下の表に、異なるインターフェイスで UDLDをイネーブルおよびディセーブルにする CLI
詳細を示します。

表 10 :異なるインターフェイスで UDLDをイネーブルおよびディセーブルにする CLI詳細

銅線またはファイバ以外の

ポート

ファイバポート説明

無効有効デフォルト設定

udld enableno udld disableenable UDLDコマンド

no udld enableudld disabledisable UDLDコマンド

始める前に

他方のリンク先ポートおよびデバイスで UDLDをイネーブルにする必要があります。
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手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

デバイスの UDLDをイネーブル/ディ
セーブルにします。

[no] feature udld

例：

ステップ 2

switch(config)# feature udld
switch(config)#

switch(config)# no feature udld
switch(config)#

（任意）UDLDメッセージを送信する間
隔を指定します。有効な範囲は 7～ 90
秒で、デフォルトは 15秒です。

udld message-time seconds

例：

switch(config)# udld message-time 30
switch(config)#

ステップ 3

（任意）UDLDモードをアグレッシブに
指定します。

udld aggressive

例：

ステップ 4

（注）switch(config)# udld aggressive
switch(config)# 銅インターフェイスの場合、UDLDア

グレッシブモードに設定するインター

フェイスのインターフェイスコマンド

モードを入力し、インターフェイスコ

マンドモードでこのコマンドを発行し

ます。

（任意）設定するインターフェイスを指

定します。インターフェイスコンフィ

ギュレーションモードを開始します。

interface ethernet slot/port

例：

switch(config)# interface ethernet 1/1
switch(config-if)#

ステップ 5

（任意）指定した銅線ポートの UDLD
をイネーブルにしたり、指定したファイ

udld [enable | disable]

例：

ステップ 6

バポートの UDLDをディセーブルにし
ます。

switch(config-if)# udld enable
switch(config-if)#

銅線ポートで UDLDをイネーブルにす
るには、udld enableコマンドを入力し
ます。ファイバポートで UDLDをイ
ネーブルにするには、no udld disableコ
マンドを入力します。
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目的コマンドまたはアクション

（任意）UDLDのステータスを表示しま
す。

show udld [ethernet slot/port | global |
neighbors]

例：

ステップ 7

switch(config)# show udld
switch(config)#

インターフェイスモードを終了します。exit

例：

ステップ 8

switch(config-if-range)# exit
switch(config)#

（任意）実行コンフィギュレーションを

スタートアップコンフィギュレーショ

ンにコピーします。

copy running-config startup-config

例：

switch(config)# copy running-config
startup-config

ステップ 9

例

次に、デバイスの UDLDをイネーブルにする例を示します。
switch# configure terminal
switch(config)# feature udld
switch(config)#

次の例では、UDLDメッセージの間隔を 30秒に設定する方法を示します。
switch# configure terminal
switch(config)# feature udld
switch(config)# udld message-time 30
switch(config)#

次に、イーサネットポートの 1/1の UDLDを無効化にする例を示します。
switch# configure terminal
switch(config)# interface ethernet 1/1
switch(config-if-range)# no udld enable
switch(config-if-range)# exit

次に、デバイスの UDLDをディセーブルにする例を示します。
switch# configure terminal
switch(config)# no feature udld
switch(config)# exit
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第 8 章

マルチキャストフェアネス調整

•マルチキャストフェアネス（167ページ）
•マルチキャストフェアネス調整に関する注意事項と制限事項（168ページ）
•マルチキャストフェアネス調整の構成（168ページ）
•マルチキャスト公平性調整の構成の検証（169ページ）

マルチキャストフェアネス
マルチキャストトラフィックでは、1つの送信元から複数の宛先に同時にデータを送信するた
め、遅延が異なる場合があります。マルチキャストフェアネス調整機能は、異なるポート間で

のマルチキャストストリームの遅延差を最小限に抑えることを目的としています。

Cisco NX-OSリリース 10.5(2)F以降、Cisco Nexus 3550-Tスイッチのマルチキャストフェアネ
ス調整機能を使用すると、特定のポートのイコライゼーション遅延を構成することで、出力マ

ルチキャストトラフィックを調整できます。したがって、この機能により、出力トラフィック

がほぼ同時に宛先に到達することが保証されます。

高速ポートに遅延を追加することで、ポート間のマルチキャストストリームの遅延差を調整で

きます。ただし、各ポートの遅延または遅延を事前に測定し、デフォルトの遅延に注意する必

要があります。そうしないと、より高速なポートで遅延を均等化できます。偏差は、250ピコ
秒未満の無視できる差に減少します。

たとえば、マルチキャストストリームがインターフェイスイーサネット 1/2、イーサネット
1/3、およびイーサネット 1/4を介して送信されているとします。マルチキャストストリーム
のタイムスタンプから、N3550-Tがイーサネット 1/2から 6.85ナノ秒、イーサネット 1/3から
5.70ナノ秒、イーサネット 1/4から 6.20ナノ秒で出ていることがわかります。調整機能を使用
すると、イーサネット 1/3で約 1000ピコ秒の遅延を追加し、イーサネット 1/4で約 600ピコ秒
の遅延を追加して、これらのポートから250ピコ秒の範囲内で各ストリームを送信できます。
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マルチキャストフェアネス調整に関する注意事項と制限

事項
マルチキャストフェアネス調整機能を構成する際は、次の注意事項と制約事項に従ってくださ

い。

•ラインレートよりも多くのトラフィックを送信すると、輻輳が発生し、インターフェイス
は公平性を維持できなくなります。ただし、トラフィックレートが低下するとすぐに、公

平性が復元されます。

•複数の送信元からのトラフィックが同じインターフェイスから発信するために競合する場
合、そのインターフェイスの遅延の公平性に影響します。

•トラフィックが実行されている特定のポートで遅延を構成しようとすると、ドロップまた
は破損の形でトラフィックが短時間中断されます。

マルチキャストフェアネス調整の構成
マルチキャストフェアネス調整機能はインターフェイス固有の機能であるため、必要なイン

ターフェイスに移動して機能を構成します。マルチキャストフェアネス調整機能を構成するに

は、次のステップを実行します。

手順

目的コマンドまたはアクション

グローバルコンフィギュレーション

モードを開始します。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

設定するインターフェイスを指定しま

す。インターフェイスコンフィギュレー

ションモードを開始します。

interface type slot/port

例：

switch(config)# interface ethernet 1/10
switch(config-if)#

ステップ 2

指定したインターフェイスで設定するイ

コライゼーション遅延値を指定します。

デフォルト値は 0です。

[ no] equalization-delay value

例：

switch(config-if)# equalization-delay
10
switch(config-if)#

ステップ 3

10Gポートのイコライゼーション遅延値
の範囲は 0～ 15です。1 = 100ピコ秒で
す。したがって、10Gポートに設定でき
る最大遅延は 1500ピコ秒です。
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目的コマンドまたはアクション

遅延を 4に構成すると、400ピコ秒にな
ります。

このコマンドの no形式を使用するとい
コライゼーション遅延が無効になりま

す。

指定されたインターフェイスを無効にし

ます。

shut

例：

ステップ 4

switch(config-if)# shut
switch(config)#

指定されたインターフェイスを有効にし

ます。

no shut

例：

ステップ 5

switch(config-if)# no shut
switch(config)#

インターフェイスコンフィギュレーショ

ンモードを終了します。

exit

例：

ステップ 6

switch(config-if)# exit
switch(config)#

例

次に、特定のインターフェイスでマルチキャストフェアネス調整を構成する例を示し

ます。

switch# configure terminal
switch(config)# interface ethernet 1/10
switch(config-if)# equalization-delay 10
switch(config-if)# shut
switch(config-if)# no shut
switch(config-if)# exit

マルチキャスト公平性調整の構成の検証
テーブルに記載されている関連する showコマンドを実行して、マルチキャスト公平性調整の
構成に関する必要な情報を表示します。

目的コマンド

指定されたインターフェイスのインターフェ

イスステータスと情報を、構成されたイコラ

イゼーション遅延（ピコ秒単位）とともに表

示します。

show interface type slot/port
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目的コマンド

指定されたインターフェイスの等化遅延の値

だけをピコ秒単位で表示します。

show interface type slot/port equalization-delay

指定したインターフェイス範囲の等化遅延の

すべての値をピコ秒単位で表示します。

show interface type range of slots/ports
equalization-delay

現在の設定に関する情報を表示します。allオ
プションを使用すると、デフォルトの構成と

現在の構成が表示されます。

このコマンドは、各インターフェイスに構成

されているイコライゼーション遅延も表示し

ます。

show running-config [ all ]

Showコマンドの出力例

次に、指定したインターフェイスの等化遅延を表示する show run interface type slot/portコマン
ドの出力例を示します。

show run interface ethernet 1/10
interface Ethernet1/10
equalization-delay 10

次に、インターフェイスのイコライゼーション遅延に関する情報を含む、指定されたインター

フェイスのインターフェイスステータスと情報を表示する show interface type slot/portコマンド
の出力例を示します。

switch(config-if)# show int eth1/10
Ethernet1/10 is up
admin state is up, Dedicated Interface
Hardware: 1000/10000 Ethernet, address: 643f.5f84.c5bc (bia 643f.5f84.c5bc)
MTU 1500 bytes, BW 10000000 Kbit , DLY 10 usec
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, medium is broadcast
Port mode is access
full-duplex, 10 Gb/s, media type is 10G
Beacon is turned off
Auto-Negotiation is turned on FEC mode is Auto
Input flow-control is off, output flow-control is off
Auto-mdix is turned off
Rate mode is dedicated
Switchport monitor is off
EtherType is 0x8100
EEE (efficient-ethernet) : n/a
admin fec state is auto, oper fec state is auto
Equalization delay 1000 picosec
Last link flapped 4week(s) 5day(s)
Last clearing of "show interface" counters 4w4d
0 interface resets
Load-Interval #1: 30 seconds
30 seconds input rate 0 bits/sec, 0 packets/sec
30 seconds output rate 0 bits/sec, 0 packets/sec
input rate 0 bps, 0 pps; output rate 0 bps, 0 pps
Load-Interval #2: 5 minute (300 seconds)
300 seconds input rate 0 bits/sec, 0 packets/sec
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300 seconds output rate 0 bits/sec, 0 packets/sec
input rate 0 bps, 0 pps; output rate 0 bps, 0 pps
RX
0 unicast packets 0 multicast packets 0 broadcast packets
0 input packets 0 bytes
0 jumbo packets 0 storm suppression packets
0 runts 0 giants 0 CRC 0 no buffer
0 input error 0 short frame 0 overrun 0 underrun 0 ignored
0 watchdog 0 bad etype drop 0 bad proto drop 0 if down drop
0 input with dribble 0 input discard
0 Rx pause
0 Stomped CRC
TX
0 unicast packets 30000 multicast packets 0 broadcast packets
30000 output packets 0 bytes
0 jumbo packets
0 output error 0 collision 0 deferred 0 late collision
0 lost carrier 0 no carrier 0 babble 0 output discard
0 Tx pause

switch(config-if)#
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第 9 章

レイヤ 3インターフェイスの設定

•レイヤ 3インターフェイスについて（173ページ）
•レイヤ 3インターフェイスの前提条件（177ページ）
•レイヤ 3インターフェイスの注意事項および制約事項（177ページ）
•デフォルト設定（178ページ）
•レイヤ 3インターフェイスの設定（178ページ）
•レイヤ 3インターフェイス設定の確認（184ページ）
•レイヤ 3インターフェイスのモニタリング（186ページ）
•レイヤ 3インターフェイスの設定例（186ページ）
•関連資料（188ページ）

レイヤ 3インターフェイスについて
レイヤ 3インターフェイスは、IPv4パケットを静的またはダイナミックルーティングプロト
コルを使って別のデバイスに転送します。レイヤ 2トラフィックの IPルーティングおよび内
部 Virtual Local Area Network（VLAN）ルーティングにはレイヤ 3インターフェイスが使用で
きます。

ルーテッドインターフェイス

ポートをレイヤ 2インターフェイスまたはレイヤ 3インターフェイスとして設定できます。
ルーテッドインターフェイスは、IPトラフィックを他のデバイスにルーティングできる物理
ポートです。ルーテッドインターフェイスはレイヤ 3インターフェイスだけで、スパニング
ツリープロトコル（STP）などのレイヤ 2プロトコルはサポートしません。

すべてのイーサネットポートは、デフォルトでルーテッドインターフェイスです。CLIセッ
トアップスクリプトでこのデフォルトの動作を変更できます。

Cisco Nexus® 3550-Tスイッチインターフェイスのデフォルトモードはレイヤ 3です。（注）
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ポートに IPアドレスを割り当て、ルーティングをイネーブルにし、このルーテッドインター
フェイスにルーティングプロトコル特性を割り当てることができます。

ルーテッドインターフェイスからレイヤ 3ポートチャネルも作成できます。ポートチャネル
の詳細については、「ポートチャネルの構成」のセクションを参照してください。

ルーテッドインターフェイスは、指数関数的に減少するレートカウンタをサポートします。

Cisco NX-OSはこれらの平均カウンタを用いて次の統計情報を追跡します。

•入力パケット数/秒

•出力パケット数/秒

VLANインターフェイス
VLANインターフェイス、またはスイッチ仮想インターフェイス（SVI）、は、デバイス上の
VLANを同じデバイス上のレイヤ 3ルータエンジンに接続する仮想ルーテッドインターフェ
イスです。VLANには 1つの VLANインターフェイスだけを関連付けることができますが、
VLANに VLANインターフェイスを設定する必要があるのは、VLAN間でルーティングする
場合か、または管理VRF（仮想ルーティング/転送）以外のVRFインスタンスを経由してデバ
イスを IPホスト接続する場合だけです。VLANインターフェイスの作成を有効にすると、Cisco
NX-OSによってデフォルトVLAN（VLAN1）にVLANインターフェイスが作成され、リモー
トスイッチ管理が許可されます。

設定の前に VLANネットワークインターフェイス機能をイネーブルにする必要があります。
システムはこの機能をディセーブルにする前のチェックポイントを自動的に取得するため、こ

のチェックポイントにロールバックできます。ロールバックおよびチェックポイントについて

は、「Cisco Nexus® 3550-Tシステム管理構成」のセクションを参照してください。

VLAN 1の VLANインターフェイスは削除できません。（注）

VLANインターフェイスをルーティングするには、トラフィックをルーティングする VLAN
ごとに VLANインターフェイスを作成し、その VLANインターフェイスに IPアドレスを割り
当ててレイヤ 3内部 VLANルーティングを実現します。IPアドレスおよび IPルーティングの
詳細については、「CiscoNexus® 3550-Tユニキャストルーティングの構成」セクションを参照
してください。

次の図に、デバイス上の 2つの VLANに接続されている 2つのホストを示します。VLANご
とに VLANインターフェイスを設定し、VLAN間の IPルーティングを使ってホスト 1とホス
ト2を通信させることができます。VLAN1はVLANインターフェイス1のレイヤ3で、VLAN
10は VLANインターフェイス 10のレイヤ 3で通信します。
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図 22 : VLANインターフェイスによる 2つの VLANの接続

インターフェイスの VRFメンバーシップの変更
インターフェイスで vrf memberコマンドを使用すると、インターフェイス設定の削除に関す
るアラートが表示されます。また、そのインターフェイスに関する設定を削除するようにクラ

イアント/リスナー（CLIサーバなど）に通知されます。

system vrf-member-change retain-l3-configコマンドを入力すると、インターフェイスのVRFメ
ンバーの変更時にもレイヤ 3構成が保持されます。これは、既存の設定を保存（バッファ）
し、古い VRFコンテキストから設定を削除し、保存された設定を新しい VRFコンテキストに
再適用するために、クライアント/リスナーに通知を送信することによって行われます。

system vrf-member-change retain-l3-configコマンドが有効になっている場合、レイヤ 3設定は
削除されず、保存（バッファ）されたままになります。このコマンドが有効になっていない場

合（デフォルトモード）、VRFメンバーが変更されてもレイヤ 3設定は保持されません。

（注）

レイヤ 3設定の保持を無効にするには、no system vrf-member-change retain-l3-configコマンド
を使用します。このモードでは、VRFメンバーが変更されてもレイヤ 3設定は保持されませ
ん。

インターフェイスの VRFメンバーシップの変更に関する注意事項

• VRF名を変更すると、瞬間的なトラフィック損失が発生することがあります。

• system vrf-member-change retain-l3-configコマンドを有効にすると、インターフェイスレ
ベルでの設定だけが処理されます。VRFの変更後にルーティングプロトコルに対応するに
は、ルータレベルで設定を手動で処理する必要があります。

• system vrf-member-change retain-l3-configコマンドは、次によるインターフェイスレベル
の設定をサポートしています。

• ip addressやインターフェイス構成で使用可能なすべての OSPF/ISIS/EIGRP CLIなど
の CLIサーバーによって保持されるレイヤ 3構成。
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ループバックインターフェイス

ループバックインターフェイスは、常にアップ状態にある単独のエンドポイントを持つ仮想イ

ンターフェイスです。ループバックインターフェイスを通過するパケットはこのインターフェ

イスでただちに受信されます。ループバックインターフェイスは物理インターフェイスをエ

ミュレートします。0～ 1023の番号のループバックインターフェイスを最大 1024個の設定で
きます。

ループバックインターフェイスを使用すると、パフォーマンスの分析、テスト、ローカル通信

が実行できます。ループバックインターフェイスは、ルーティングプロトコルセッションの

終端アドレスとして設定することができます。ループバックをこのように設定すると、アウト

バウンドインターフェイスの一部がダウンしている場合でもルーティングプロトコルセッショ

ンはアップしたままです。

高可用性

レイヤ3インターフェイスは、ステートフル再起動とステートレス再起動をサポートします。
切り替え後、Cisco NX-OSは実行時の設定を適用します。

高可用性の詳細については、「CiscoNexus® 3550-Tユニキャストルーティングの構成」のセク
ションを参照してください。

DHCPクライアント
Cisco NX-OSは、SVI、物理イーサネット、および管理インターフェイス上の IPv4アドレスと
IPv6アドレスに関して DHCPクライアントをサポートしています。ip address dhcpを使用し
て、DHCPクライアントの IPアドレスを設定できます。または ipv6 address dhcpコマンドを
使用します。これらのコマンドは、DHCPクライアントからDHCPサーバに要求を送信し、DHCP
サーバからIPv4またはIPv6アドレスを要求します。Cisco Nexusスイッチ上のDHCPクライアン
トは、DHCPサーバに対して自身を識別します。DHCPサーバはこの IDを使用して、IPアド
レスを DHCPクライアントに返します。

DHCPクライアントが SVIで DHCPサーバ送信ルータおよび DNSオプションによって設定さ
れている場合、スイッチで ip route 0.0.0.0/0 router-ipおよび ip name-server dns-ipコマンドはス
イッチで自動的に設定されます。

インターフェイスでの DHCPクライアントの使用に関する制限事項

次に、インターフェイスでの DHCPクライアントの使用に関する制限事項を示します。

•この機能は、物理イーサネットインターフェイス、管理インターフェイス、および SVI
でのみサポートされます。

•この機能は、非デフォルトのVirtual Routing and Forwarding（VRF）インスタンスでサポー
トされます。

• copy running-config startup-configコマンドを入力すると、DNSサーバおよびデフォルト
ルータオプション関連の設定がスタートアップコンフィギュレーションに保存されます。
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スイッチをリロードするとき、この設定が適切ではない場合は、この設定を削除しなけれ

ばならない可能性があります。

•スイッチで設定できる DNSサーバは最大 6つです。これは、スイッチの制限です。この
最大数には、DHCPクライアントによって設定されるDNSサーバと手動で設定されるDNS
サーバが含まれます。

スイッチで 7つ以上のDNSサーバが設定されている場合、DNSオプションセットによっ
て SVIの DHCPオファーを取得すると、IPアドレスは SVIに割り当てられません。

• Cisco Nexus 3550-Tスイッチは、最大 10の IPv4 DHCPクライアントをサポートします。

• DHCPリレーの設定とDHCPクライアントの設定には互換性がなく、同じスイッチではサ
ポートされません。インターフェイスでDHCPクライアントを設定する前にDHCPリレー
の設定を削除する必要があります。

• VLANで DHCPスヌーピングが有効になっている場合、その VLANの SVIが DHCPクラ
イアントによって設定されているときは、DHCPスヌーピングが SVI DHCPクライアント
で実行されません。

• IPv4 DHCPクライアントを設定する場合は、 ipv4 address use-link-local-onlyコマンドで設
定します。これは ipv4 address dhcpコマンドを使用します。

レイヤ 3インターフェイスの前提条件
レイヤ 3インターフェイスには次の前提条件があります。

• IPアドレッシングおよび基本設定を熟知している。IPアドレッシングの詳細については、
「CiscoNexus® 3550-Tユニキャストルーティングの構成」のセクションを参照してくださ
い。

レイヤ 3インターフェイスの注意事項および制約事項
レイヤ 3インターフェイスの構成には次の注意事項と制約事項があります：

•レイヤ 3インターフェイスをレイヤ 2インターフェイスに変更する場合、Cisco NX-OSは
インターフェイスをシャットダウンしてインターフェイスを再度イネーブルにし、レイヤ

3固有の構成をすべて削除します。

•レイヤ 2インターフェイスをレイヤ 3インターフェイスに変更する場合、Cisco NX-OSは
インターフェイスをシャットダウンしてインターフェイスを再度イネーブルにし、レイヤ

2固有の構成をすべて削除します。

• IPアンナンバードインターフェイスはサポートされていません。

• SVIのマルチキャストおよび/または、ブロードキャストカウンターはサポートされてい
ません。
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• SVIとサブインターフェイスの両方のカウンタのコントロールプレーンSVI/SIトラフィッ
クはサポートされません。

• internal キーワードが付いている show コマンドはサポートされていません。

Cisco IOSの CLIに慣れている場合、この機能に対応する Cisco NX-OSコマンドは通常使用す
る Cisco IOSコマンドと異なる場合があるので注意してください。

（注）

デフォルト設定
次の表に、レイヤ 3インターフェイスパラメータのデフォルト設定を示します。

表 11 :レイヤ 3インターフェイスのデフォルトパラメータ

デフォルトパラメータ

閉じる管理ステート

レイヤ 3インターフェイスの設定

ルーテッドインターフェイスの設定

任意のイーサネットポートをルーテッドインターフェイスとして設定できます。

手順

目的コマンドまたはアクション

グローバル設定モードを開始します。configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始しま

す。

interface ethernet slot/port

例：

ステップ 2

switch(config)# interface ethernet 1/2
switch(config-if)#

そのインターフェイスを、レイヤ3イン
ターフェイスとして設定します。

no switchport

例：

ステップ 3

switch(config-if)# no switchport
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目的コマンドまたはアクション

[ip address]ステップ 4 •このインターフェイスの IPアドレ
スを設定します。IPアドレスの詳例：
細については、「Cisco Nexus®

switch(config-if)# ip address
192.0.2.1/8 3550-Tユニキャストルーティング

の構成」のセクションを参照してく

ださい。

（任意）レイヤ3インターフェイスの統
計情報を表示します。

show interfaces

例：

ステップ 5

switch(config-if)# show interfaces
ethernet 1/2

（任意）ポリシーがハードウェアポリ

シーに対応するインターフェイスのエ

no shutdown

例：

ステップ 6

ラーをクリアします。このコマンドによswitch#
switch(config-if)# int e1/2
switch(config-if)# no shutdown

り、ポリシープログラミングが続行で

き、ポートがアップできます。ポリシー

が対応していない場合は、エラーは

error-disabledポリシー状態になります。

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config)# copy running-config
startup-config

例

• switchportコマンドを使用し、コマンドを使用します。

目的コマンド

インターフェイスをレイヤ 2インターフェイ
スとして設定し、このインターフェイス上の

レイヤ 3固有の設定を削除します。

switchport

例：

switch(config-if)# switchportswitchport

•次に、ルーテッドインターフェイスを設定する例を示します。
switch# configure terminal
switch(config)# interface ethernet 1/2
switch(config-if)# no switchport
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config

インターフェイスのデフォルト設定がルーテッドされます。レイヤ 2にインター
フェイスを設定するには、switchportを入力しますコマンドを使用します。レイ
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ヤ 2インターフェイスをルーテッドインターフェイスに変更する場合は、no
switchportコマンドを入力します。

VLANインターフェイスの設定
VLANインターフェイスを作成して内部 VLANルーティングを行うことができます。

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入り

ます。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

VLANインターフェイスモードをイネー
ブルにします。

feature interface-vlan

例：

ステップ 2

switch(config)# feature interface-vlan

VLANインターフェイスを作成します。
numberの範囲は 1～ 4094です。

interface vlan number

例：

ステップ 3

switch(config)# interface vlan 10
switch(config-if)#

[ip address ip-address/length]ステップ 4 •この VLANインターフェイスの IP
アドレスを設定します。IPアドレ例：
スの詳細については、「Cisco

switch(config-if)# ip address
192.0.2.1/8 Nexus® 3550-Tユニキャストルー

ティングの構成」のセクションを参

照してください。

（任意）レイヤ3インターフェイスの統
計情報を表示します。

show interface vlan number

例：

ステップ 5

switch(config-if)# show interface vlan
10

（任意）ポリシーがハードウェアポリ

シーに対応するインターフェイスのエ

no shutdown

例：

ステップ 6

ラーをクリアします。このコマンドによ
switch(config)# int e1/3
switch(config)# no shutdown り、ポリシープログラミングが続行で

き、ポートがアップできます。ポリシー

が対応していない場合は、エラーは

error-disabledポリシー状態になります。
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目的コマンドまたはアクション

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 7

switch(config-if)# copy running-config
startup-config

例

次に、VLANインターフェイスを作成する例を示します。
switch# configure terminal
switch(config)# feature interface-vlan
switch(config)# interface vlan 10
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config

VRFメンバーシップ変更時のレイヤ 3保持の有効化
次の手順により、インターフェイスの VRFメンバーシップを変更する際にレイヤ 3設定を保
持できます。

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入りま

す。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

VRFメンバーシップ変更時のレイヤ 3
保持を有効化します。

system vrf-member-change
retain-l3-config

例：

ステップ 2

（注）

レイヤ3設定の保持を無効にするには、
no system vrf-member-change
retain-l3-configコマンドを使用します。

switch(config)# system
vrf-member-change retain-l3-config

Warning: Will retain L3 configuration
when vrf member change on interface.

ループバックインターフェイスの設定

ループバックインターフェイスを設定して、常にアップ状態にある仮想インターフェイスを作

成できます。

Cisco Nexus 3550-T NX-OSインターフェイス構成ガイド、リリース 10.6(x)
181

レイヤ 3インターフェイスの設定

VRFメンバーシップ変更時のレイヤ 3保持の有効化



始める前に

ループバックインターフェイスの IPアドレスが、ネットワークの全ルータで一意であること
を確認します。

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入り

ます。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

ループバックインターフェイスを作成

します。範囲は 0〜 1023です。
interface loopback instance

例：

ステップ 2

switch(config)# interface loopback 0
switch(config-if)#

[ip address ip-address/length]ステップ 3 •このインターフェイスの IPアドレ
スを設定します。IPアドレスの詳例：
細については、「Cisco Nexus®

switch(config-if)# ip address
192.0.2.1/8 3550-Tユニキャストルーティング

の構成」のセクションを参照してく

ださい。

（任意）ループバックインターフェイ

スの統計情報を表示します。

show interface loopback instance

例：

ステップ 4

switch(config-if)# show interface
loopback 0

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 5

switch(config-if)# copy running-config
startup-config

例

次に、ループバックインターフェイスを作成する例を示します。

switch# configure terminal
switch(config)# interface loopback 0
switch(config-if)# ip address 192.0.2.1/8
switch(config-if)# copy running-config startup-config
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VRFへのインターフェイスの割り当て
VRFにレイヤ 3インターフェイスを追加できます。

手順

目的コマンドまたはアクション

コンフィギュレーションモードに入り

ます。

configure terminal

例：

ステップ 1

switch# configure terminal
switch(config)#

インターフェイス設定モードを開始しま

す。

interface interface-type number

例：

ステップ 2

switch(config)# interface loopback 0
switch(config-if)#

このインターフェイスを VRFに追加し
ます。

vrf member vrf-name

例：

ステップ 3

switch(config-if)# vrf member
RemoteOfficeVRF

このインターフェイスの IPアドレスを
設定します。このステップは、このイン

ip address ip-prefix/length

例：

ステップ 4

ターフェイスを VRFに割り当てたあと
に行う必要があります。

switch(config-if)# ip address
192.0.2.1/16

（任意）VRF情報を表示します。show vrf [vrf-name] interface interface-type
number

ステップ 5

例：

switch(config-vrf)# show vrf Enterprise
interface loopback 0

（任意）この設定の変更を保存します。copy running-config startup-config

例：

ステップ 6

switch(config-if)# copy running-config
startup-config

例

次に、VRFにレイヤ 3インターフェイスを追加する例を示します。
switch# configure terminal
switch(config)# interface loopback 0
switch(config-if)# vrf member RemoteOfficeVRF
switch(config-if)# ip address 209.0.2.1/16
switch(config-if)# copy running-config startup-config
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インターフェイスでの DHCPクライアントの設定
管理インターフェイスで DHCPクライアントの IPv4アドレスを構成できます。

手順

目的コマンドまたはアクション

グローバル構成モードを開始します。switch# configure terminalステップ 1

物理イーサネットインターフェイス、

管理インターフェイスを作成します。

switch(config)# interface ethernet type
slot/port | mgmt mgmt-interface-number |

ステップ 2

DHCPサーバに IPv4アドレスを要求し
ます。

switch(config-if)# [no] [ip | ipv4] address
dhcp

ステップ 3

取得されたいずれかのアドレスを削除す

るには、このコマンドの no形式を使用
します。

設定を保存します。ステップ 4

レイヤ 3インターフェイス設定の確認
レイヤ 3の設定を表示するには、次のいずれかの作業を行います。

目的コマンド

レイヤ3インターフェイスの設定情報、ステー
タス、カウンタ（インバウンドおよびアウト

バウンドパケットレートおよびバイトレート

の、5分間指数減少移動平均を含む）を表示し
ます。

show interface ethernet slot/port

レイヤ 3インターフェイスの動作ステータス
を表示します。

show interface ethernet slot/port brief

レイヤ 3インターフェイスの機能（ポートタ
イプ、速度、およびデュプレックスを含む）

を表示します。

show interface ethernet slot/port capabilities

レイヤ 3インターフェイスの説明を表示しま
す。

show interface ethernet slot/port description

レイヤ3インターフェイスの管理ステータス、
ポートモード、速度、およびデュプレックス

を表示します。

show interface ethernet slot/port status
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目的コマンド

サブインターフェイスの設定情報、ステータ

ス、カウンタ（インバウンドおよびアウトバ

ウンドパケットレートおよびバイトレートが

5分間に指数関数的に減少した平均値を含む）
を表示します。

show interface ethernet slot/port.number

ポートチャネルサブインターフェイスの設定

情報、ステータス、カウンタ（インバウンド

およびアウトバウンドパケットレートおよび

バイトレートの、5分間指数減少移動平均を
含む）を表示します。

show interface port-channel channel-id.number

ループバックインターフェイスの設定情報、

ステータス、カウンタを表示します。

show interface loopback number

ループバックインターフェイスの動作ステー

タスを表示します。

show interface loopback number brief

ループバックインターフェイスの説明を表示

します。

show interface loopback number description

ループバックインターフェイスの管理ステー

タスおよびプロトコルステータスを表示しま

す。

show interface loopback number status

VLANインターフェイスの設定情報、ステー
タス、カウンタを表示します。

show interface vlan number

VLANインターフェイスの動作ステータスを
表示します。

show interface vlan number brief

VLANインターフェイスの説明を表示します。show interface vlan number description

VLANインターフェイスの管理ステータスお
よびプロトコルステータスを表示します。

show interface vlan number status

インターフェイスアドレスとインターフェイ

スステータス（ナンバード/アンナンバード）
を表示します。

show ip interface brief

OSPFまたは ISISを介して取得されたルート
を表示します（最適なユニキャストおよびマ

ルチキャストネクストホップのアドレスが含

まれる）。

show ip route
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レイヤ 3インターフェイスのモニタリング
レイヤ 3統計情報を表示するには、次のコマンドを使用します。

目的コマンド

レイヤ 3インターフェイスの統計情報を表示
します（ユニキャスト、マルチキャスト、ブ

ロードキャスト）。

show interface ethernet slot/port counters

レイヤ 3インターフェイスの入力および出力
カウンタを表示します。

show interface ethernet slot/port counters brief

レイヤ 3インターフェイスの統計情報を表示
します。オプションとして、32ビットと 64
ビットのパケットおよびバイトカウンタ（エ

ラーを含む）をすべて含めることができます。

show interface ethernet errors slot/port detailed
[all]

レイヤ 3インターフェイスの入力および出力
エラーを表示します。

show interface ethernet errors slot/port counters
errors

SNMP MIBから報告されたレイヤ 3インター
フェイスカウンタを表示します。

show interface ethernet errors slot/port counters
snmp

ループバックインターフェイスの統計情報を

表示します。オプションとして、32ビットと
64ビットのパケットおよびバイトカウンタ
（エラーを含む）をすべて含めることができ

ます。

show interface loopback number detailed [all]

VLANインターフェイスの統計情報を表示し
ます。オプションとして、レイヤ 3パケット
およびバイトカウンタをすべて含めることが

できます（ユニキャストおよびマルチキャス

ト）。

show interface vlan number counters detailed [all]

SNMP MIBから報告された VLANインター
フェイスカウンタを表示します。

show interface vlan number counters snmp

レイヤ 3インターフェイスの設定例
次に、ループバックインターフェイスを設定する例を示します。

interface loopback 3
ip address 192.0.2.2/32
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インターフェイスの VRFメンバーシップ変更の例
• VRFメンバーシップを変更する場合はレイヤ 3設定の保持を有効にします。

switch# configure terminal
switch(config)# system vrf-member-change retain-l3-config

Warning: Will retain L3 configuration when vrf member change on interface.

•レイヤ 3の保持を確認します。

switch# show running-config | include vrf-member-change

system vrf-member-change retain-l3-config

•レイヤ 3設定によって SVIインターフェイスを VRFの「blue」として設定します。

switch# configure terminal
switch(config)# show running-config interface vlan 2002

interface Vlan2002
description TESTSVI
no shutdown
vrf member blue
no ip redirects
ip address 192.168.211.2/27
ip router ospf 1 area 0.0.0.0
preempt delay minimum 300 reload 600
priority 110 forwarding-threshold lower 1 upper 110
ip 192.168.211.1
preempt delay minimum 300 reload 600
priority 110 forwarding-threshold lower 1 upper 110

• VRFの変更後に SVIインターフェイスを確認します。

switch# configure terminal
switch(config)# show running-config interface vlan 2002

interface Vlan2002
description TESTSVI
no shutdown
vrf member red
no ip redirects
ip address 192.168.211.2/27
ip router ospf 1 area 0.0.0.0
preempt delay minimum 300 reload 600
priority 110 forwarding-threshold lower 1 upper 110
ip 192.168.211.1
preempt delay minimum 300 reload 600
priority 110 forwarding-threshold lower 1 upper 110
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• VRFを変更する場合、レイヤ 3設定の保持は次に影響します。

•物理インターフェイス

•ループバックインターフェイス

• SVIインターフェイス

•ポートチャネル

• VRFを変更する場合、既存のレイヤ 3設定が削除され、再適用されます。すべてのルー
ティングプロトコル（OSPF/ISIS/EIGRP）が古い VRFでダウンし、新しい VRFでアップ
します。

•ダイレクトおよびローカル IPv4アドレスが古い VRFから削除され、新しい VRFにイン
ストールされます。

• VRF変更時にトラフィック損失が発生する可能性があります。

（注）

関連資料

マニュアルタイトル関連資料

「 Cisco Nexus® 3550-Tユニキャストルーティ

ング構成」セクション

IP

「Cisco Nexus® 3550-Tレイヤ 2スイッチング

構成」セクション

VLANs
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