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wDFEIL., ZOKEF) ) —AETOTFREFEAOMELZRLIZbDOTYE, 2720, 5V U —RFE TOEFE FOHHERE
—EIERICTHE I N TWVEREA,

Cisco ACICNI 7554 >m))—R IN— 3y HERE

6.1(1) VMware vSphere 7 User-Provisioned Infrastructure (UPI) T
@ Red Hat OpenShift 4.19 O %R — |,

VMware vSphere_L @ Openshift 4.19

Cisco ACI |, VMware vSphere 7 User-Provisioned Infrastructure (UPI) C Red Hat OpenShift 4.19 Z %4 — F L TV ET,
ZORFa2 A T, Ansible 7L A 7y 7 2L, a0 T Ry FU—F A2 =T =X (CN) T 74
% {# [ L C VMware vSphere T OpenShift4.19 # 7' 2 &y a = 7425 FIRICOW T L £,

Ansible 7L A 7 v 7%, MWBERA X —T oA AER TR~ (VM) 270 va=r 7L, A V=i a
K77 ANEERLET, 2—F—iL, MBED DHCP, DNS, BLXURe— KRG v A VT TANT I F v &5
FHAMEDORA N T T 7T 4 A0t > TRATAVERH Y £,

Ansible 7L+ 7' v 7 1% GitHub CA T TE £7,
LU FIX Ansible LA 7w 7 T,
sasserts.yml : 2O LA Ty 7%, all.yml 7 7 A VHOEEESIZONT, ERNBRBEELITWVET,
esetup.yml : TOT VAT TIIROF AT HEITLET,
e A= ARNL—4 ) — ROFIE :

s Terraform, OpenShift 7 4 7> b, B X OpenShiftf > A h—F %A A —/LLET, 7—FAX I
T, AL — ) — R, BIORY—F— /) — RO Terraform BHE=ER L ET, ~AZX—LT—H—0D
machine-config 4X L —4# _ OpenShift 1 > A h—/ UK 7 7 A V2B L £ 7,

s B— RARF Y ) — ROFRE : Security-Enhanced Linux (SELinux) % #%hiZ L, HAProxy ZiXE L. &
RENTWDHEGAEILDHCPE DNS 2> b7 v 7 LET,

ZOF T a vrOFE. :ﬂ%@ 3 ’D@:I UIR—x v M, provision dhcp, provision dns, 3LV
provision 1b BB true ITFRE LT2HE IO R, R L E7,

*oshift prep.yml:
AVAPNABIOT = ATy T T MRy P T v LET,
» openshift-install ZfHEH L CTv=7 = A h&AK L ET,

+ B0 machine-config XL —# ~=7 = A FZBIMLE7,


https://github.com/noironetworks/openshift_vsphere_upi

e Cisco ACI-CNI v =7 = 2 FZBINL £9,
=T 2 AMNDNY I T v T EERLET,
e J—h AFT T v AX— BIXONU—H— )= DA T = ary T ANVERELET,

T —hANT T A T =y vary TrANER— AT Y J—RNiZar—LET,

* create nodes.yml :
s Terraform ZffH L C, 77— hA T v 7 ~RAF— BILRYV—I— /) —FR&7rbeva=r7L%E7,
cHIRINTWDEAE, VY AaDEHEZAE R (CSR) KT D cron Var7aty 7 v LET,

sdelete nodes.yml : TRXTDOYAF— /) —FLU—D— /) —FZHIERLET,

VMware vSphere [Z OpenShiftd19% 1 > X k—ILF 5= DRIIRE
s

VMware vSphere |~ OpenShift Container Platform (OCP) 4.19 %A A h—/L 3 5I21%, IROFHeSERMZ5H7- L E 7,

Cisco ACI
s acc-provision V' —/L N—T =z 6111 UEE X u— RKLET,

l--flavor] 47> 2 % lopenshift-4.19-esx] EH5EL, [-z) A7 a v EEHLES, ZOY— T,
lz) A7V afllC ko THRESIN tar T—IA T 7 7 ANPERENET, A VA N—ABREIXZ DT —h
A7 77 ANDBRLETRD FT,

acc-provision > —/L~DAJ] & L THREIN TV Cisco ACI 22T F A4 A=Y BN NN—T a3 V6111 UKBRTHD Z
EEMERLTLIIES N,

VMware vSphere
ARSI~ v (VM) A ET D MR ZFf oo —F—on 74 UFRE s L4,

OpenShift
Red Hat ®DWeb %1 F M HIROIEHRE AT LET,

+ OCP4 Open Virtualization Appliance (OVA) : B#i3 25V U —ZAD OVAA A—V &2 XU a— RLTWDZ L%
RWLUET, KIZmirror X—VIZBELET, ZIULTXTORHCOS N— 3 MR U A R ZFL TV 5 OpenShift Web
ot ]\@/\o‘—“,‘/f\ T2 THEERR—T g AR Lijﬂo Iz rhcos-vmware.x86 64.ova 77/])/1/%"57\"7‘/I3‘—‘
FLET,

OCP4 7 7A T~ Y—)b: mirror X—=VIIBENILES, ZIUFA VA R—NLETTAT U NV —LDNR—T g
VIRY A R EN TV D OpenShift Web ¥ FD_X— T, 22 THRERNR—V g UEABRLET, KIZ
openshift-client-linux.tar.gz BIWY openshift-install-linux.tar.gz -/ 7/])/1/755&\"7 ryua—RK Li‘j—g
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VMware vSphere T® OpenShift419 D1 > X ~—)L
Y

GE)  FEHCHOWTIEX, ¥ 7L Ansible group vars/allyml 7 7 A /L (13 X—Y) &7 v a VTR ELET,

35 H BRI

ATRLO ARG B v a v DX A7 &5 T LET,

vSphere ~D 7 T A X DA A M —/LORHESRM L MOFEMIZ OV TIEL, RedHat Openshift © ¥ = A h &+ %
TEERMRLET,

FIE

AT v F1 acc-provision 1—7 4 U T 4 L CCiscoACl 7 7 7V w7 27 ubya=r 7 LET:
acc-provision -a -c acc provision input.yaml -u admin —p ### —f openshift-4.19-esx -z manifests.tar.gz
FERZ DWW T, Y7L ace-provision-input 7 7 A L (12 8—) &I v a UITHEELET,
G¥)

BIfE, RHELS TO i’z £41 5 Python 3 DARAFBIRMEIET H 728, acc-provision > —/L{L RHELS A<
L—F 4 T VAT A TORFTTEET,

ATY T2 CiscoACI 77 7V v/ R TubEVa=r 78N, A—k ZL—70,
system id vlan kubeapi vlan EWIAHIT, WAL v FOTFIHERINET,
IDORF2 AT, 2OFR—F ZJNA—T2RDOLHIICBMLTCNET : api-vlan-portgroup,

G¥)
api-vian-progroup AN— k7 /b— 1%, VMware 73 AR A A > FNIZ, acc_provision_input 7 7 A LN T
kubeapi_vian & L CTHRE SN/ H AHX L VLANID Z i L CTIER S £,



1: VMM VMware K * A > @ aci-containers-node EPG & 0 F8:E{+(+

Edit VMM Domain Association - VMware/hypflex-vswitch

Delimiter:

Enhanced Lag Policy:

Allow Micro-Segmentation:

Untagged VLAN Access:

VLAN Mode

select an option

O
O

Primary VLAN:

For example, vian-1

Port Encap:

vlan-35

For example, vian-1

Port Binding:

MNetflow:
Allow Promiscuous:
Forged Transmits:

MAC Changes:

( Dynamic Binding

Disable
Reject
Reject
Reject

Active Uplinks Order:

Enter 1Ds of uplinks separated by comma

Standby Uplinks:

Enter IDs of uplinks separated by comma

Custom EPG Name:

. locp48_vlan_35

Kube_api VLAN (X, VMware VMM R X A NI T B 724 A F I v 7 VLAN 7 — /WGBS v E

T FOHTE— NI E LTRIESNET,
2: VMM VMware F * A (<& h 3 VIAN T—)L

Allocation Mode: Dynamic Allocation

Encap Blocks:
VLAN Range

[20-25]

Description Allocation Mode

Inherit allocMode from parent

[s)

Static Allocation |

AT w73 VMware vSphere C, OpenShift Container Platform 4 (OCP4) Open Virtual Appliance (OVA) A A—T % A

R—FLET,

RAAL D api-vlan-portgroup 78\ *‘Y NO—2 A \/&__73:/1,10)/_\]_\9\_ kon—7L LVC*E‘H/:EL/ETQ

A7y 74 RedHatEnterprise 7 — K37

AR~

JAHE—T A RAEBFHLT, Yuobva=7LET, .

Ephemeral StaticEinding)

Role
External or On the wire encapsulations

External or On the wire encapsulations

v (VM) %, api-vlan-portgroupZ#fSN-xry FT—
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Ansible 7L A 7 v 7 TiX, HLEIZGE LT, 2O VM % OpenShift 7 7 A X —@dr— K37 4 DNS H—

IN—

. BEXO'DHCP —R_—¢ L THRETX £,

Red Hat Enterprise 4™—/ A h L—% VM %, api-vlan-portgroup (Z#fiS ity NT—2 A X —
TxAAEFEMLT, ot ya=r 7 LET, .

Ansible LA T 7 13F—F A L —Z VM DO EELF T,

A= AR —% VM TIROZ AT ZEZITLET :

a)
b)

<)
d)
e)

f)
2)

h)

)

k)

D

GitHub 25V ARY MY &7 m—>2 L EJ, https://github.com/noironetworks/openshift vsphere upi,
locp419] 770 F%F =77 MLET,

¥ 2T =k (SSH) F—zAKL, Thbxn—FRT7 U VMIZa e —LET,

A%t ansible-2.9-for-rhel-8-x86 64-rpms VARY MU EZHEMLLET, VAT FVITA
A—=TxBMLET,

Ansible /N> =V & T N— Y a SITHEHT L ET,

T4V RV EGtOZa— T L7 FUICERLET,

Ansible Y 22—/ DA A h—/L OB -

ansible-galaxy install -r requirements.yaml

FLFFTHTHFA T 4 # CTgroups/all.yml B L Phosts.ini 77 AV EREL, A b
(B E LET,

M OWTIX, D hostsini 7 7 AL (15X—2) kI a NHEELET,

EHAED IR 723 % asserts.yml LA Ty 7 BfEHL TEITLET,

ansible-playbook asserts.yml

acc-provision L —7 4 U7 4 THERR LT T —HA 7 77 AN ET 7 AN T4 L7 RUIZaE—L,
aci manifests.tar.gz EWIARIEZTITET, .

Ansible setup 7' LA 7 v 7 BFITLET,

ansible-playbook setup.yml

= A bb—=2En— R KT %D VM 2T 572012 setup b A 7 v 7 2 FITLET,

Ansible oshift prep 7L A 7 v 7 ZFITLET,

ansible-playbook oshift prep.yml

OpenShift v=7 = A FBIUOA V= v a T 7 A NVEAERT H72DIZ, oshift prep ZFETL
7

Ansible create nodes LA 7 v 7 #FETLET,

ansible-playbook create nodes.yml

fEl%. create nodes 7L A 7 v ZIZIVMEZERR L ET, VMMPMEKINLD &, OCPADA A h—
NTREAPNy 7 7T 7 RTHRIASNE T, ZOBRRETIE, A A =7 2B L7 kubeconfig
T AMIE ST, V7 FAZX—APLIZT 7 EATE 51T TY,


https://github.com/noironetworks/openshift_vsphere_upi

KD kubeconfig 7 7 A /WL, base dir/bootstrap/auth7 4 L7 FMVIZHY ¥, fE
base dir (¥ group vars/all.yml 7 7 AV THREINET, £DOT 7 4L Ml
/root/ocpinstall TY,

AT 71 (A7F>vay) koa<w R openshift-install wait-for bootstrap-complete BIW openshift-install
wait-for install-complete X, £ VA h—VOEEITIRINEF = v 7T H7-DIfEHTEFEST, 7—FA B
Tl T4 MNInbavwy REFEITLET,

FIAILEDODAATY FO—S5SDEH

ACI B — RNRZ Y 2T DX 9127 7 4/ @ Ingress = > k12— 7 QAR 2 HH 3 5HI21E, cluster-admin ##
REFFO>Z—P—LLTrr AL, REFITLET :

oc replace --force --wait --filename - <<EOF apiVersion: operator.openshift.io/vl kind: IngressController
metadata: namespace: openshift-ingress-operator name: default spec: endpointPublishingStrategy: type:
LoadBalancerService loadBalancer: scope: External EOF >

FEHIZOWTIE, 7T AFZ—OT 7 hIngress 2 b —TF ENTICHERT S B v a v ESRLTIEEN,
Ingress Operator in OpenShift Container Platform Red Hat /A R{ZFE# STV ET,

ACI CNI Z{E L - MachineSet D% E

<V APLIE, Ty ARNY—ADTTZAZ APL S0V =7 k& I3 A% D OpenShift Container Platform U Y/ — A {23
ST TA=Y Y Y —ADMEHEDETT,

OpenShift Container Platform 4.19 7 7 A ¥ D&, 7 T AZ DA VA M—/LIRET LIz, v~ APLIZT_XTD / —
REA DT v Y a=r 8T 7 a 3T L E9, OpenShift Container Platform 4.19 %, <3 > APLIZ XV,
NIV P FERFTITAR—F I TIRA VT TANTIF ¥ ETERTHEAFIv T aeya=r 7 i E#R
iU E4,

2ODEFERY V=2 FIH/DOLEEY TT,

ey J—ROKRA MR T L EARNL, vV CiE, SEIERITTR T T T —AICREEIRD
A ¥a—T 47 ) — RKOXA T EFHIT 5 providerSpec fHEEN H Y £9, 72 & 21X, Amazon Web Services
(AWS) DU —Hh—) = RO~ v XA TE, BEDO~YI Vv XA T EVER AT —HEEHRTEET,

e MachineSet : MachineSet ) V — R I~ v DI N—F T, v By MI~Tzxtil, VXU By M
Ry FIZRHELET, v OBIMNRKERGAE, TNOOY Y U E A —NVE T T H0END H5EIE. <
Yy bV T4V REEELTC, A Ea—T 47 D=—XZhbEET,

OpenShift Container Platform / — R LD AL —7 ¢ > 7 2 27 AL, Machine Config Operator |2 X > CTEH XD
MachineConfig 47 ¥ = 27 F&ET 52 L TEET L2 LN TEET,

MachineConfiguration 7 7 1 JLD{ERK
WOFIAZHESE, FTLW/ — ROy NT—7 A FZ—T = A A% ET 5 MachineConfig 7 7 A LV ZAERL L £ 7,



cACIA 7T A X —TxAA (ens224)

ACIA > 7T T A X —TxAA (ens224.{InfraVlanID})

*BUM K77 4 w7 L7V /r—3 3 @ Opflex-route (224.0.0.0/4)
VETRR (Vo7 0) 1 ROFIERSTOET 2, BEORFHUCEDETH ALY v A AT HBERDY £
—MRIZ, IROEEP LB T,

« BTV D {InfraVLAN} 23 _XTC7 77U v 7D ACI A 77 VLAN TEZ#Z 7,

BN TWVATRTO (MTU} T X TV T AX— TN L7 MTU TE XX E7,

\)

GE) Xy RNI—U AL F—T A AN ens224 THHZ L HHERLET GIOLRITIEH Y THA)

FIE

AT w71 80-opflex-route Z1Emk L 97,

#!/bin/bash

if [ "$1" == "ens224.{InfraVLAN}" ] && [ "$2" == "up" 1; then
route add -net 224.0.0.0 netmask 240.0.0.0 dev ens224.{InfraVLAN}
fi

2T w2 WRIZ ens224.nmconnectionZ 7ERk L £9,

[connection]
id=ens224
type=ethernet
interface-name=ens224
multi-connect=1
permissions=

[ethernet]
mac-address-blacklist=
mtu={MTU}

[ipv4]
dns-search=
method=disabled
[ipve]
addr-gen-mode=euit4
dns-search=

method=disabled

[proxyl

AT v T3 KIT ens224.{InfraVLAN}.nmconnectionZ 1Bk L £9,

[connection]



ATv74

id=ens224.{InfraVLAN}

type=vlan
interface-name=ens224.{InfraVLAN}
multi-connect=1

permissions=

[ethernet]
mac-address-blacklist=

[vlan]
egress-priority-map=
flags=1
id={InfraVLAN}
ingress-priority-map=
parent=ens224

[ipv4]
dns-search=
method=auto

[ipv6]
addr-gen-mode=eui64
dns-search=
method=auto

[proxyl

FRO3 OO (A7 v 71, 2, 3) &, basebd = a2 — RLFHITEZWRZ, KITTT LT,

machineconfig7 > 7' L' — M T L £ (base64 D%) .

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 00-worker-cni

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=UTF-8;base64,
IyEvYmluL2Jhc2gKIGImIFsgIiQxIiA9PSALZW5zMj I0LIMONTYiIF0gJiYgWyAi
JDIiID09ICJ1cCIgXTsgdGhlbgogecm91dGUgYWRkICIUZXQgMjIOLjAuUMC4wIG51d
Glhc2sgMjQOwLjAuMC4wIGR1diBlbnMyMjQuMzQ1lNgogZmk=
mode: 0755
overwrite: true
path: /etc/NetworkManager/dispatcher.d/80-opflex-route
- contents:
source: data:text/plain;charset=UTF-8;base64,

W2Nvbm51Y3Rpb25dCmlkPWVuczIyNApOeXBl1PWV0aGVybmVOCmludGVyZmEFjZS1uYW11PWVuczIy

NAptdWx0aS1jb25uZWNOPTEKcGVybW1lzc21vbnMICgpbZXRoZXJUZXRACm1lhYyl1hZGRyZXNzLWJs

YWNrbGlzdDOKbXR1PTkwMDAKCltpcHYOXQpkbnMtc2VhecmNoPQptZXRob20Q9Z2G1lzYWIsZWQKCltpc
HY2XQphZGRyLWd1biltb2R1PWV1aTYOCmRucylzZWFyY2g9Cml1dGhvZDlkaXNhYmx1ZAoKW3Byb3h5XQ==

mode: 0600
overwrite: true
path: /etc/NetworkManager/system-connections/ens224.nmconnection
- contents:
source: data:text/plain;charset=UTF-8;base64,
W2Nvbm51Y3Rpb25dCmlkPWVuczIyNC4zNDU2CnR5cGUIdmxhbgppbnRlcmZhY2UtbmFtZT11bnMyMjQuMz



QINgptdWx0aS1jb25uZWNOPTEKcGVybWlzc21lvbnMICgpbZXRoZXJUuZXRACM1hYylhZGRyZXNzLWJIsYWNrb
G1zdDOKC1lt2bGFuXQplZz3J1lc3MtcHIpb3JpdHktbWFwPQpmbGEFncz0xCmlkPTMONTYKaWsncmVzecylwemly
cml0eS1tYXA9CnBhcmvVudD11bnMyMjQKCltpcHY0XQpkbnMtc2VhecmNoPQptZXRob2Q9YXVObwoKW21lwdjzd

CmFkZHItZ2VuLW1lvZGUIZXVpNIQKZG5zLXN1YXJjaDO0KbWV0aGOkPWEF1dG8KCltwecm94eV0=
mode: 0600
overwrite: true
path: /etc/NetworkManager/system-connections/ens224.{InfraVLAN}.nmconnection

GE)
WRD/SAND {InfraVLAN} % ACI InfraVLAN ID CTiE & #x £3,
/etc/NetworkManager/system-connections/ens224. {InfraVLAN}.nmconnection (J:%Ea)ﬁWO)ﬁ%%g?f) o

MachineConﬁg @%ﬁﬁ%ﬁ A &'7/]) 7@”5 Z & IE) T%‘ ij—o J:%E@@J’Ui\ %Hﬁ&i OO—worker—cniT‘\j—o

RTw T8 KD occreate-f 2~ K&HEH LT, 77 AX— MachineConfig % {Eik L £,

machineconfig (XBEfFO T —H—/ —F (22) I[ZEH I, T TIHFET L3207 7 A LV Z[FA—Da L —
TEEIHEIFET, v BRI mds #EkzaHb &, /—RIZ3 207 7 A ABMMEREINET, BEFED
U—H— /) — R, —EIZ1 5T oOHEEE LET,

ATv 76 7T AX—ID %, ocget-0jsonpath="{status.infrastructureName}{""\n"}" infrastructure cluster =~ > K%
AL TR LET
RAF9 T ~v oty FEERLET,

apiVersion: machine.openshift.io/vlbetal
kind: MachineSet
metadata:
name: ocp4aci-jlff9-worker
namespace: openshift-machine-api
labels:
machine.openshift.io/cluster-api-cluster: ocpdaci-jlff9
spec:
replicas: 1
selector:
matchLabels:
machine.openshift.io/cluster-api-cluster: ocpdaci-jlff9
machine.openshift.io/cluster-api-machineset: ocp4aci-jlff9-worker
template:
metadata:
labels:
machine.openshift.io/cluster-api-cluster: ocpdaci-jlff9
machine.openshift.io/cluster-api-machine-role: worker
machine.openshift.io/cluster-api-machine-type: worker
machine.openshift.io/cluster-api-machineset: ocpdaci-jlff9-worker
spec:
metadata: {}
providerSpec:
value:
numCoresPerSocket: 1
diskGiB: 120
snapshot: "'
userDataSecret:
name: worker-user-data
memoryMiB: 8192
credentialsSecret:
name: vsphere-cloud-credentials

10



network:
devices:
- networkName: ocpdaci_vlan 35
- networkName: ocp4aci
metadata:
creationTimestamp: null
numCPUs: 2
kind: VSphereMachineProviderSpec
workspace:
datacenter: my-dc
datastore: mydatastore
folder: /mydatastore/vm/ocpdaci
server: myvsphere.local.lab
template: RHCOS418
apiVersion: vsphereprovider.openshift.io/vlbetal

FRIEREFTHY . RO L IIZEERSLBEIZRDGENH Y £,
« 7 F AH ID X ocpdaci-j1££9CT, MBRYV T AXZ—IDICEZHZ F I,

c RD ocpdaci vlan_ 35 BELD ocpdaci HAR— b~ TN—T4 TE%%&Z&? (lllﬁfiliﬁgffﬂ JIE 7
EANFEZRNTSZEN)

. Yk@ replicas @{[E%Z%QEELETO 7 ?X?%@E@U*@:ﬂfﬁkéz"bé U*‘jJ*‘J:G:\ %ﬁ‘bb”j*‘ﬁ*‘{/
WS DHERLT 2022 RO E T,

+ §_XTD workspace /N7 A —4# (datacenter, datastore) % #@fE L. vSpherei% & & —E X ¥ F 7,
« MEIZIE U T, VM OftEk (memoryMiB, numCPUs, XU diskGiB) % L £,
GE)

LD T —H—F MachineSet IZ L > TEH I TW AW, BIRTAZ RN TEESd, V—h—2HIRT
BHATE. OCPLV—2 RN LW — FCEBT2ETHBLET,

MachineSet Z{#HL-a>Ea—TFT4>5 / — FOYiE
ZOFNEICHES T, MachineSet L Ca v va—F 47 /J— REWELE T,

FIE

ATy T

ATy T2

ATvT3
ATv74

VM7j‘/l/&2¢"ﬁzﬁk L/jf—?_ : /DC name/vm/cluster name <. N7%& VCenterIj\? T%?‘T Li‘é”o cluster name
I% OpenShift 7 7 A X —ID T9, ZOBITIE, 7 A /VFDLENIKRD X H12720 £,

/mydatastore/vm/ocpdacis

vCenter C7 > 7' L — h &{ER L E T,
wIZ, template name 23 23 RHCOS419 7> 7' L— k@ cluster name & —&H L CW\WbH Z L 2R L7,

vCenter T id &9 TAG T =2V Z1EK L ¥4,
DHCP — %R EL T, /J—FRIZIPT7 L RAZE Y B TE4,

11



VMware vSphere(Z OpenShift419 %4 VX k—I)L T 5= DH > T
IW274)L

ZOt 73 iZlE, VMware vSpherelZl =—3 = > b ~X—Z @ OpenShift 4.19 Z A A h—/V T 572D B oY
TN T FANVPEENTHET,

Ho T acc-provision-input J 7 1 JL

RKIZ acc-provision-input.yaml D2 R LET, BHBRELIIRFTRINTVDEIR, RESHITOEMHIZE
b TELETHNEND HIETT,

#
# Configuration for ACI Fabric
#
aci_config:
system_id: ocpéaci
#apic-refreshtime: 1200
apic_hosts:
- 1.1.1.1
vmm_domain:
encap_type: vxlan
mcast_range: # Every opflex VMM must use a distinct range
start: 225.28.1.1
end: 225.28.255.255
nested inside:
type: vmware
name: my-vswitch
elag name: <eLAG name> # Beginning Cisco APIC 5.0(l), you can configure VMware teaming policy
# when link aggregation groups (LAGs) are used.
installer provisioned lb_ip: 10.213.0.201

# The following resources must already exist on the APIC.
# They are used, but not created, by the provisioning tool.
aep: my-aep
vrf: # This VRF used to create all kubernetes EPs
name: myl3out vrf
tenant: common
13out:
name: myl3out
external networks:
- myl3out_net

#
# Networks used by ACI containers
#
net config:
node_subnet: 192.168.18.1/24
pod_subnet: 10.128.0.1/16 # Subnet to use for Kubernetes
# Pods/CloudFoundry containers

extern dynamic: 10.3.0.1/24 # Subnet to use for dynamic external IPs
extern static: 10.4.0.1/24 # Subnet to use for static external IPs

node svc_subnet: 10.5.0.1/24 # Subnet to use for service graph
kubeapi_vlan: 35

service_vlan: 36

infra vlan: 3901

#interface mtu: 1600

#service monitor interval: 5 # IPSLA interval probe time for PBR tracking
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# default is 0, set to > 0 to enable, max: 65535
#pbr tracking non_snat: true # Default is false, set to true for IPSLA to
# be effective with non-snat services

#
# Configuration for container registry
# Update if a custom container registry has been setup
#
kube-config:
image_pull policy: Always
ovs_memory limit: 1Gi

registry:
image prefix: quay.io/noiro

o 70)1/ Ansible group_vars/all.yml 274

RITY 7 VD group vars/all.ymlTY, MFHERELIIRNFTRENTWDEIL, REGHTOEFIZEDETL
T HULENDH HETT,

#domainname
# type: string, base dns domain name, cluster metadata name is added as subdomain to this
# required: yes

domainname: ocplab.local

#provision dns

# type: boolean, True or False

# required: yes

# notes: If set to true, load balancer is configured as dns server.
# If false, it is assumed that the dns server pre-exists.
provision dns: True

#dns forwarder:

# type: ip address

# required: yes

# notes: This value is used when setting up a dhcp service and also for 'forwarders' value in dns configuration.
dns forwarder: 172.28.184.18

#loadbalancer ip:

# type: ip address or resolvable hostname
# required: yes
# notes: This host is configured as load balancer for cluster and also as dhcp and dns server if required

This IP address is the same as the one that you configure in installer provisioned 1lb ip in the acc-provision
config.

loadbalancer ip: 192.168.18.201. This IP address is the same as the one that you configure in

installer provisioned 1lb ip in the acc-provision config.

#auto_ approve csr:

# type: boolean

# required: yes

# notes: when set to true, sets up a cron job to auto approve openshift csr
auto_approve csr: True

#proxy env
#
proxy env:
#donot remove dummy field, irrespective of whether setup needs a proxy or not.
dummy: dummy
#set the http/https proxy server, if setup does not need proxy, comment the below values.
#these values are used for ansible tasks and also passed on to openshift installer
http proxy: http://1.1.1.1:80
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https_proxy: http://1.1.1.1:80

no _proxy: 1.2.1.1,1.2.1.2
#packages
# defines the urls to download terraform, openshift client and openshift-install tools from.
packages:

validate certs: False

terraform url: https://releases.hashicorp.com/terraform/1.0.0/terraform 0.13.6 linux amdé64.zip

openshift client linux url:
https://mirror.openshift.com/pub/openshift-v4/clients/ocp/4.19.9/openshift-client-1inux-4.19.9.tar.gz

openshift install linux url:
https://mirror.openshift.com/pub/openshift-v4d/clients/ocp/4.19.9/openshift-install-linux-4.19.9.tar.gz

#default aci manifests archive:

# default filename that is searched under files directory.

# this can be overridden by passing extra parameter aci manifests archive on ansible command line
default aci manifests archive: aci manifests.tar.gz

#opflex interface mtu:

# required: yes

# MTU size for interface connected to fabric, must be greater than 1564
opflex interface mtu: 1800

#vsphere
platform
vsphere:
vcenters:
- server: myvsphere.local.lab
user: administrator@vsphere.local
passwd: XXXX
datacenters:
- my-dc

failureDomains:
- name: fd-1
region: region-1
zone: zone-1
server: myvsphere.local.lab
topology:
computeCluster: /my-dec/host/my-cluster
networks:
- VM Network
datacenter: my-dc
datastore: /my-dc/datastore/my-datastore
RHCOS template name: RHCOS419
folder: ocp-419

#base dir

# type: directory path

# required: yes

# mnotes: All install files and directories are created under this directory
base dir: /root/ocpinstall

#node network details. This is common for bootstrap, master and worker nodes.
node network cidr: 192.168.53.0/24

node_network gateway: 192.168.53.1

node_network netmask: 255.255.255.0

service network cidr: 172.30.0.0/16
#bootstrap node variables
bootstrap vars:

node ip: 192.168.18.210 #required
cpu_count: 8 #optional: defaults to 4
memory KB: 16384 #optional: defaults to 8192
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disk size MB: 40 #optional: defaults to 40

masters_vars:

cpu_count: 8 #optional: defaults to 4
memory KB: 16384 #optional: defaults to 16384
disk size MB: 40 #optional: defaults to 40
nodes:
#mac address and ip address for each node is required
- master-1:
ip: 192.168.18.211
- master-2:
ip: 192.168.18.212
- master-3:

ip: 192.168.18.213

workers vars:

cpu_count: 8 #optional: defaults to 4
memory KB: 16384 #optional: defaults to 16384
disk size MB: 40 #optional: defaults to 40
nodes:

#mac address and ip address for each node is required

- worker-1:

ip: 192.168.18.214
- worker-2:

ip: 192.168.18.215

#user ssh_key:

# required: no

# notes: if specified this key is setup on nodes, else ssh key of current
# user is used.

user ssh key: ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAABAQD...

#additional trust bundle:

# required: no

# notes: use this field to add a certificate for private repository
#

# example:

#additional trust bundle: |

# - BEGIN CERTIFICATE-----

# MIIDDDCCAfQCCQDUONV7XBjpODANBgkghkiGOwOBAQsFADBIMQOswCQYDVQQGEWJIV
# UzELMAkKGAL1UECAwWCQOExDDAKBgNVBACMAINKQzEOMAWGALUECgwWFQ21zY28xDjAM

#openshift pullsecret:

# required: yes

# notes: refer to https://cloud.redhat.com/openshift/install/pull-secret

# example:

# openshift pullsecret: {"auths":{"cloud.openshift.com":{"auth":......... }
openshift pullsecret: xxx

-U_yjo)l/@ hosts.ini J 7 A1)l

KIFTHY 7LD hosts. ini TTRFR R EZIIRFTRINTOVDMHEIE, REGFHTOEHIZEOE TEE T LN

HHETY,

[orchestrator]
192.168.18.200

[1b]
192.168.18.201
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sudo sysctl -w net.ipv4.ip forward=l

OpenShift M & IE

ZDOFINEICHE S T, OpenShift ZFEIE L, ACI/NS 7Y a =07 SNE#ELE ACI 0 BHIERL £,

\}

() Cisco APIC U U — 2 52 LIFE, OpenShift ® VMM R A A > % APICGUI L HIBRT 5 Z SldTE £ A, ZiHu
REST APl Z {3 258D R AIEETH 5728, acc-provision Y — /L2 LT VMM R A A > BLUFEIL
STz OpenShift 7 7 A4 —THEH ENTWLZDOMOEES T V= 7 F ZHIERT 5 OHMEF|TY, APIC (ZT
7 X'ﬁ—é T29IZ acc-provision ‘\/‘_‘/1/75)@‘\7)%‘@—6 acc-input-config.yaml 7 7 A& EEEFJ%# HHZ L %’fﬁ%%ﬂ L
£,

1R HAEINIC
Openshift 7 7 A% —ZFEIL £ 213HIBRT 2581, TD 7 T AZ—Z7u Y a =7 &7z ACL#%E % ACL )5 Hi
BRI 24N H Y 9, acc-provision Y — /L ZHH L T, ZTOMEKREHIBRTE 7,

FIE

Wha<y FEHFEALT, ACIA V7 TR NI 7F vy Fubyamr JIfEREN-~Y 730 E
NH, BRI oY a = T ENTZRELE VMM KA A U ZHIBRL £,

acc-provision -d -f openshift-4.19-esx -c acc-input-file -u user -p password

il

acc-provision -d -f openshift-4.19-esx -c acc-input-config.yaml -u admin -p password
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