
リモートリーフスイッチ

この章で説明する内容は、次のとおりです：

• ACIファブリックのリモートリーフスイッチについて（1ページ）
•リモートリーフスイッチのハードウェアの要件（8ページ）
•リモートリーフスイッチの制約事項と制限事項（9ページ）
• WANルータとリモートリーフスイッチ設定の注意事項（13ページ）
• GUIを使用してリモートリーフスイッチのポッドとファブリックメンバーシップを設定
する（16ページ）

•ダイレクトトラフィックフォワーディングについて（16ページ）
•リモートリーフスイッチのフェールオーバー（17ページ）
•リモートリーフの復元力（18ページ）
• GUIを使用してリモートリーフレジリエンシグループを作成する（19ページ）
• CLIを使用してリモートリーフのレジリエンシの構成を確認します（20ページ）
• CLIを使用したエンドポイント間通信の確認（21ページ）
• CLIを使用した L3OUTから L3OUTへの通信の確認（25ページ）
•リモートのリーフスイッチのダウングレードする前に必要な前提条件（27ページ）

ACIファブリックのリモートリーフスイッチについて
ACIファブリックの展開では、ローカルスパインスイッチまたは APICが接続されていない
CiscoACIリーフスイッチのリモートデータセンタに、ACIサービスとAPIC管理を拡張できま
す。

リモートリーフスイッチがファブリックの既存のポッドに追加されます。メインデータセン

ターに展開されるすべてのポリシーはリモートスイッチで展開され、ポッドに属するローカル

リーフスイッチのように動作します。このトポロジでは、すべてのユニキャストトラフィック

はレイヤ 3上のVXLANを経由します。レイヤ 2ブロードキャスト、不明なユニキャスト、マ
ルチキャスト（BUM）メッセージは、WANを使用するレイヤ 3マルチキャスト（bidirectional
PIM）を使用することなく、 Head End Replication（HER）トンネルを使用して送信されます。
スパインスイッチプロキシを使用する必要があるすべてのトラフィックは、メインデータセ

ンターに転送されます。
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APICシステムは、起動時にリモートリーフスイッチを検出します。その時点から、ファブ
リックの一部として APICで管理できます。

•すべての inter-VRFトラフィック（リリース 4.0(1)以前）は、転送される前にスパインス
イッチに移動します。

•リリース 4.1(2)以前では、リモートリーフを解除する前に、vPCを最初に削除する必要が
あります。

（注）

リリース 4.0(1)でのリモートリーフスイッチの動作の特性

リリース 4.0(1)以降、リモートリーフスイッチの動作には次の特徴があります。

• spine-proxyからサービスを切り離すことによってWAN帯域幅の使用量を削減します。

• PBR：ローカル PBRデバイスまたは vPCの背後にある PBRデバイスでは、ローカル
スイッチングはスパインプロキシに移動せずに使用されます。ピアリモートリーフ

上の孤立ポートの PBRデバイスでは、RL-vPCトンネルを使用します。これは、主要
DCへのスパインリンクが機能しているか否かを問わず該当します。

• ERSPAN：ピア接続先 EPGでは、RL-vPCトンネルが使用されます。ローカルな孤立
ポートまたは vPCポート上の EPGは、宛先 EPGへのローカルスイッチングを使用し
ます。これは、主要DCへのスパインリンクが機能しているか否かを問わず該当しま
す。

•共有サービス：パケットはスパインプロキシパスを使用しないためWAN帯域幅の
使用量を削減します。

• Inter-VRFトラフィックは上流に位置するルータ経由で転送され、スパインには配置
されません。

•この機能強化は、リモートリーフ vPCペアにのみ適用されます。リモートリーフペ
アを介した通信では、スパインプロキシは引き続き使用されます。

• spine-proxyに到達不能な場合のリモートリーフロケーション内の（ToRグリーニングプ
ロセスを通じた）不明な L3エンドポイントの解像度。

リリース4.1(2)でのリモートリーフスイッチ動作の特性

リリース4.1(2)よりも前のリリースでは、次の図に示すように、リモートリーフロケーション
上のすべてのローカルスイッチング（リモートリーフ vPCピア内）トラフィックは、物理的
または仮想的にエンドポイント間で直接スイッチングされます。
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図 1 : Local Switching Traffic：リリース 4.1(2)以前

さらに、リリース4.1(2)よりも前では、次の図に示すように、リモートロケーション内または
リモートロケーション間のリモートリーフスイッチ vPCペア間のトラフィックは、ACIメイ
ンデータセンターポッドのスパインスイッチに転送されます。
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図 2 : Remote Switching Traffic：リリース 4.1(2)より以前

リリース 4.1(2)以降では、異なるリモートロケーションにあるリモートリーフスイッチ間の
直接トラフィック転送がサポートされるようになりました。この機能は、次の図に示すよう

に、リモートロケーション間の接続に一定レベルの冗長性と可用性を提供します。
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図 3 : Remote Leaf Switch Behavior：リリース 4.1(2)

また、リリース 4.1(2)以降でも、リモートリーフスイッチの動作には次の特徴があります。

•リリース 4.1(2)以降、ダイレクトトラフィック転送では、シングルポッド設定内でスパ
インスイッチに障害が発生すると、次のようになります。

•ローカルスイッチングは、上記の「ローカルスイッチングトラフィック：リリース
4.1(2)以前」に示すように、リモートリーフスイッチ vPCピア間の既存および新規
のエンドポイントトラフィックに対して機能し続けます。

•リモートロケーション間のリモートリーフスイッチ間のトラフィックの場合：

•リモートリーフスイッチからスパインスイッチへのトンネルがダウンするため、
新しいエンドポイントトラフィックは失敗します。リモートリーフスイッチか

ら、新しいエンドポイントの詳細はスパインスイッチに同期されないため、同じ

または異なる場所にある他のリモートリーフスイッチペアは、COOPから新し
いエンドポイント情報をダウンロードできません。

•単方向トラフィックの場合、既存のリモートエンドポイントは300秒後にエージ
ングアウトするため、そのポイント以降のトラフィックは失敗します。ポッド内
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のリモートリーフサイト内（リモートリーフVPCペア間）の双方向トラフィッ
クは更新され、引き続き機能します。リモートロケーション（リモートリーフ

スイッチ）への双方向トラフィックは、900秒のタイムアウト後に COOPによっ
てリモートエンドポイントが期限切れになるため、影響を受けることに注意して

ください。

•共有サービス（VRF間）の場合、同じポッド内の 2つの異なるリモートロケー
ションに接続されたリモートリーフスイッチに属するエンドポイント間の双方

向トラフィックは、リモートリーフスイッチ COOPエンドポイントのエージア
ウト時間（900秒）後に失敗します。これは、リモートリーフスイッチからスパ
インへの COOPセッションがこの状況でダウンするためです。ただし、2つの異
なるポッドに接続されたリモートリーフスイッチに属するエンドポイント間の

共有サービストラフィックは、COOP高速エージングタイムである 30秒後に失
敗します。

•スパインスイッチへの BGPセッションがダウンするため、L3Out間通信は続行
できません。

•トラフィックが 1つのリモートリーフスイッチから送信され、別のリモートリーフス
イッチ（送信元のvPCピアではない）に送信されるリモートリーフ直接単方向トラフィッ
クがある場合は、300秒のリモートエンドポイント（XREP）タイムアウトが発生するた
びに、ミリ秒単位のトラフィック損失が発生します。

• ACIMulti-Site設定を使用したリモートリーフスイッチでは、スパインスイッチに障害が
発生しても、リモートリーフスイッチから他のポッドおよびリモートロケーションへの

すべてのトラフィックが継続します。これは、この状況ではトラフィックが代替の使用可

能なポッドを通過するためです。

リモートリーフスイッチの IPNでの 10 Mbps帯域幅のサポート

リモートリーフスイッチからのデータトラフィックのほとんどがローカルで、ポッド間ネッ

トワーク（IPN）が管理目的でのみ必要な場合があります。このような状況では、100Mbpsの
IPNは必要ない場合があります。これらの環境をサポートするために、リリース 4.2(4)以降、
IPNの最小帯域幅として 10 Mbpsのサポートが利用可能になりました。

これをサポートするには、次の要件を満たす必要があります。

• IPNパスは、リモートリーフスイッチ（アップグレードおよびダウングレード、ディス
カバリ、COOP、ポリシープッシュなどの管理機能）の管理にのみ使用されます。

•「Cisco APICGUIを使用したDSCP変換ポリシーの作成」の項に記載されている情報に基
づいて、CiscoACIデータセンターとリモートリーフスイッチペア間のコントロールおよ
び管理プレーントラフィックに優先順位を付けるために、QoS構成を使用して IPNを構
成します。

• [Cisco ACI]データセンターおよびリモートリーフスイッチからのすべてのトラフィック
は、ローカル L3Outを経由します。
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• EPGまたはブリッジドメインは、リモートリーフスイッチとACIメインデータセンター
間で拡張されません。

•アップグレード時間を短縮するには、リモートリーフスイッチにソフトウェアイメージ
を事前にダウンロードする必要があります。

次の図に、この機能のグラフィカル表示を示します。

図 4 :リモートリーフスイッチ動作（リリース 4.2（4））：IPNでのリモートリーフスイッチの管理

リモートリーフスイッチでの Dot1qトンネルのサポート

状況によっては、コロケーションプロバイダーが複数のカスタマーをホストしており、各カス

タマーがリモートリーフスイッチペアごとに数千のVLANを使用している場合があります。
リリース 4.2(4)以降では、リモートリーフスイッチとACIメインデータセンター間に 802.1Q
トンネルを作成するためのサポートを利用できます。これにより、複数の VLANを単一の
802.1Qトンネルに柔軟にマッピングできるため、EPGの拡張要件が軽減されます。

次の図に、この機能のグラフィカル表示を示します。
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図 5 :リモートリーフスイッチの動作、リリース 4.2（4）：リモートリーフスイッチでの 802.1Qトンネルサポート

[Cisco APICレイヤ 2ネットワーク構成ガイド（Cisco APIC Layer 2 Networking Configuration

Guide）]の「802.1Q Tunnels」の章に記載されている手順を使用して、リモートリーフスイッ
チとACIメインデータセンター間にこの 802.1Qトンネルを作成します。これは、 [CiscoAPIC
ドキュメンテーションランディングページ（CiscoAPIC documentation landing page）]にありま
す。

ウィザードを使用するか（使用しない場合も）、RESTAPIまたはNX-OSスタイルCLIを使用
して、APIC GUIのリモートリーフスイッチを構成できます。

リモートリーフスイッチのハードウェアの要件
リモートリーフスイッチの機能には、次のスイッチがサポートされています。

ファブリックスパインスイッチ

WANルータに接続される [Ciscoアプリケーションセントリックインフラストラクチャ（Cisco
Application Centric Infrastructure）]（[ACI]）メインデータセンターでのスパインスイッチと
しては、次のスパインスイッチがサポートされています。

•固定スパインスイッチ Cisco Nexus 9000シリーズ

• N9K-C9332C

• N9K-C9364C

•すべての GXおよび GX2スイッチ

•モジュラースパインスイッチとしては、EX以降で終了する名前の Cisco Nexus 9000シ
リーズスイッチのみがサポートされます（たとえば N9K-X9732C- EX）。
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•古い世代のスパインスイッチ、たとえば固定スパインスイッチ N9K-C9336PQや、N9K
X9736PQラインカードを搭載したモジュラースパインスイッチなどは、メインデータセ
ンターではサポートされますが、WANへの接続がサポートされるのは次世代のスパイン
スイッチのみです。

リモートのリーフスイッチ

•リモートのリーフスイッチ、後で (たとえば N9K-C93180LC-EX) EXで終了する名前と
Cisco Nexus 9000シリーズスイッチのみがサポートされています。

•リモートのリーフスイッチする必要がありますにイメージを実行する、スイッチ13.1.x以
降 (aci n9000 dk9.13.1.x.x.bin)検出できる前にします。これにより、リーフスイッチでの手
動アップグレードが必要があります。

リモートリーフスイッチの制約事項と制限事項
リモートリーフには、次の注意事項および制約事項が適用されます。

•リモートリーフソリューションでは、リモートリーフスイッチとメインデータセンター
のリーフ/スパインスイッチの /32トンネルエンドポイント（TEP）IPアドレスが、要約
なしでメインデータセンターとリモートリーフスイッチ間でアドバタイズされる必要が

あります。

•リモートリーフスイッチを同じポッド内の別のサイトに移動し、新しいサイトに元のサ
イトと同じノード IDがある場合は、仮想ポートチャネル（vPC）を削除して再作成する
必要があります。

• Cisco N9K-C9348GC-FXPスイッチでは、ポート 1/53または 1/54でのみ最初のリモート
リーフスイッチディスカバリを実行できます。その後、リモートリーフスイッチの

ISN/IPNへのファブリックアップリンクに他のポートを使用できます。

• 6.0（3）リリース以降、ダイナミックパケットの優先順位付けが有効になっておりCoS保
存ポリシーまたは [CiscoACIマルチポッド（CiscoACIMulti-Pod）]ポリシーが有効になっ
ている場合、予想される動作は、 CoS保存も有効にしている場合、または [Cisco ACIマ
ルチポッド（Cisco ACI Multi-Pod）]ダイナミックパケットプライオリティ設定と連動す
る DSCP変換。ただし、実際の動作は次のとおりです：

•物理リーフおよびリモートリーフスイッチでダイナミックパケットの優先順位付け
機能を使用して CoS保持を有効にした場合、マウスフローは VLAN CoS優先順位 0
でファブリックを出ます。

•を有効にすると、マウスフローは VLAN CoS優先順位 0でファブリックを出ます。
[Cisco ACIマルチポッド（Cisco ACIMulti-Pod）]物理リーフスイッチでのダイナミッ
クパケット優先順位付け機能を使用した DSCP変換。

リモートリーフスイッチ

9

リモートリーフスイッチ

リモートリーフスイッチの制約事項と制限事項



•を有効にすると、マウスフローは VLAN CoS優先順位 3でファブリックを出ます。
[Cisco ACIマルチポッド（Cisco ACI Multi-Pod）]リモートリーフスイッチでのダイ
ナミックパケット優先順位付け機能を使用した DSCP変換。

[Cisco ACIマルチポッド（Cisco ACIMulti-Pod）] DSCP変換を有効にしていても、マウス
フローがリモートリーフスイッチを出るときに、マウスフローのVLAN CoSプライオリ
ティが 3にならないようにするには、代わりに CoS保存機能を使用します。

ここでは、リモートリーフスイッチでサポートされるものとサポートされないものについて

説明します。

•サポートされる機能（10ページ）

•サポートされない機能（11ページ）

•リリース 5.0（1）の変更点（13ページ）

•リリース 5.2（3）での変更点（13ページ）

サポートされる機能

Cisco APICリリース 6.1（1）以降、ファブリックポート（アップリンク）は、ルーテッドサ
ブインターフェイスとして、ユーザーテナント L3Outと SR-MPLSインフラ L3Outを伴うよう
に構成できるようになりました。

•リモートリーフファブリックポートでは、ルーテッドサブインターフェイスを伴うL3Out
のみが許可されます。

•リモートリーフファブリックポートは、ユーザーテナントの L3Outまたは SR- MPLSイ
ンフラ L3Outとしてのみ展開できます。

•アプリケーション EPGにリモートリーフファブリックポートを展開することはできませ
ん。ルーテッドサブインターフェイスを伴う L3Outのみが許可されます。

•ハイブリッドポートでは、PTP/同期アクセスポリシーのみがサポートされます。他のア
クセスポリシーはサポートされません。

•ハイブリッドポートではファブリック SPANのみがサポートされます。

• NetFlowは、ユーザーテナントL3Outで構成されたファブリックポートではサポートされ
ません。

Cisco APICリリース 6.0（4）以降では、vPCリモートリーフスイッチペア間での L3Out SVI
のストレッチがサポートされています。

Cisco [APIC]リリース 4.2（4）以降、802.1Q（Dot1q）トンネル機能がサポートされています。

Cisco [APIC]リリース 4.1（2）以降、次の機能がサポートされています：

• [ACI]マルチサイトを持つリモートリーフスイッチ

リモートリーフスイッチ
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•同じリモートデータセンター内の 2つのリモートリーフ vPCペア間またはデータセン
ター間でのトラフィック転送（これらのリモートリーフペアが同じポッドまたは同じマ

ルチポッドファブリックの一部であるポッドに関連付けられている場合）

•メインの Cisco [ACI]データセンターポッドは、2つのリモートロケーション（RL
location-1の L3Outおよび RL location-2内の L3Outは、プレフィックスをお互い
にアドバタイズします）のトランジットであり、リモートロケーションに渡って L3Out
を移行します。

Cisco [APIC]リリース 4.0（1）以降、次の機能がサポートされています：

• Epgの Q-で-Qカプセル化のマッピング

•リモートリーフスイッチでの PBRトラッキング（システムレベルのグローバル GIPoが
有効になっている場合）

• PBRの復元力のあるハッシュ

• Netflow

• MacSecの暗号化

•ウィザードのトラブルシューティング

•アトミックカウンタ

サポートされない機能

このリリースで、サポート対象外の次の機能を除き、ファブリックおよびテナントの完全なポ

リシーがリモートリーフスイッチでサポートされています。

• GOLF

• vPod

•フローティング L3Out

•ローカルリーフスイッチ（ACI主要データセンタースイッチ）とリモートリーフスイッ
チ間の L3out SVIのストレッチ、または 2つの異なるリモートリーフスイッチの vPCペ
ア間のストレッチ

•コピーサービスは、ローカルリーフスイッチに導入されている場合、および送信元また
は宛先がリモートリーフスイッチにある場合はサポートされません。この状況では、ルー

ティング可能な TEP IPアドレスはローカルリーフスイッチに割り当てられません。詳細
については、「Cisco APICレイヤ 4～レイヤ 7サービス導入ガイド」の「Configuringコ
ピー Services」の章の「コピー Services Limitations」の項を参照してください。このガイ
ドは、「APICドキュメンテーションページ」にあります。

•レイヤ 2 (静的 Epg意外)を除く接続外部

• VzAny契約とサービスをコピーします。

•リモートのリーフスイッチの FCoE接続

リモートリーフスイッチ
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•ブリッジドメインまたは Epgのカプセル化をフラッディングします。

• Fast Link Failoverポリシーは、リーフスイッチとスパインスイッチ間の ACIファブリッ
クリンク用であり、リモートリーフ接続には適用されません。リモートリーフ接続のコ

ンバージェンスを高速化するために、Cisco [APIC]リリース 5.2（1）で代替方法が導入さ
れています。

•遠隔地での管理対象のサービスグラフに接続されたデバイス

•トラフィックストーム制御

• Cloud Sec暗号化

•ファーストホップセキュリティ

•レイヤ 3マルチキャストリモートリーフスイッチ上のルーティング

•メンテナンスモード

• TEP間アトミックカウンタ

Multi-Siteアーキテクチャでリモートリーフスイッチをサイト間 L3Out機能と統合する場合、
次のシナリオはサポートされません。

•別々のサイトに関連付けられたリモートリーフスイッチのペアに展開された L3Out間の
トランジットルーティング

•リモートサイトに関連付けられたリモートリーフスイッチのペアに展開された L3Outと
通信するサイトに関連付けられたリモートリーフスイッチのペアに接続されたエンドポ

イント

•リモートサイトに関連付けられたリモートリーフスイッチのペアに展開された L3Outと
通信するローカルサイトに接続されたエンドポイント

•リモートサイトに展開された L3Outと通信するサイトに関連付けられたリモートリーフ
スイッチのペアに接続されたエンドポイント

異なるデータセンターサイトが同じマルチポッドファブリックの一部としてポッドとして展

開されている場合、上記の制限は適用されません。

（注）

リモートリーフスイッチ機能では、次の導入と設定がサポートされていません。

•特定のサイト（[APIC]ドメイン）とMulti-Siteデプロイメント（これらのリーフノードが
ローカルまたはリモートである両方のシナリオで）の別のサイトの一部のリーフノードに

関連付けられたリモートリーフノード間のブリッジドメインを拡張することはサポート

されていません。この制限を強調するために障害が [APIC]に生成されます。これは、
Multi-Site Orchestrator（MSO）でストレッチブリッジドメインを構成するときに、BUM
フラッディングが有効または無効であることとは無関係です。ただし、ブリッジドメイン

リモートリーフスイッチ
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は、同じサイト（[APIC]ドメイン）に属するリモートリーフノードとローカルリーフ
ノード間で常に拡張できます（BUMフラッディングを有効または無効にします）。

•リモートリーフスイッチロケーションおよび主要データセンター全体でのスパニングツ
リープロトコル

• [APIC]は、リモートリーフスイッチに直接接続されます。

• vPCドメインでの、リモートリーフスイッチ上の孤立ポートチャネルまたは物理ポート
（この制限は、リリース 3.1以降に適用します）。

•コンシューマ、プロバイダー、およびサービスノードがすべてリモートリーフスイッチ
に接続されていて、vPCモードである場合、サービスノード統合の有無に関わらず、リ
モートロケーション内でのローカルトラフィック転送のみサポートされます。

•スパインスイッチから IPNにアドバタイズされる /32ループバックは、リモートリーフ
スイッチに向けて抑制/集約してはなりません。/32ループバックは、リモートリーフス
イッチにアドバタイズする必要があります。

リリース 5.0（1）の変更点

Cisco [APIC]リリース 5.0（1）以降では、リモートリーフスイッチに次の変更が適用されてい
ます。

•直接トラフィック転送機能はデフォルトで有効になっており、ディセーブルにできませ
ん。

•リモートリーフスイッチの直接トラフィック転送を使用しない設定はサポートされなく
なりました。リモートリーフスイッチがあり、Cisco [APIC]リリース 5.0（1）にアップグ
レードする場合は、「Direct Traffic Forwardingについて」の項に記載されている情報を確
認し、その項の手順を使用して直接トラフィック転送を有効にします。

リリース 5.2（3）での変更点

Cisco [APIC]リリース 5.2（3）以降では、リモートリーフスイッチに次の変更が適用されてい
ます：

•リモートリーフスイッチとアップストリームルータ間のピアへの IPNアンダーレイプロ
トコルは、OSPFまたは BGPのいずれかです。以前のリリースでは、OSPFアンダーレイ
のみがサポートされています。

WANルータとリモートリーフスイッチ設定の注意事項
リモートリーフが検出されAPIC管理に組み込まれる前に、WANルータとリモートリーフス
イッチを設定する必要があります。

次の要件に従い、ファブリックスパインスイッチの外部インターフェイスとリモートリーフ

スイッチポートに接続するWANルータを接続します。

リモートリーフスイッチ
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WANルータ

•エリア ID、タイプ、コストなど、同じ詳細を有するインターフェイスでOSPFを有効にし
ます。

•メインファブリックの各APICの IPアドレスにつながるインターフェイスでDHCPリレー
を設定します。

•スパインスイッチでVLAN 5インターフェイスに接続するWANルータのインターフェイ
スは、通常のマルチポッドネットワークに接続するインターフェイス以外に、異なるVRF
に存在する必要があります。

リモートリーフスイッチ

•ファブリックポートの 1つから直接接続して、アップストリームルータにリモートリー
フスイッチを接続します。アップストリームルータへの次の接続がサポートされていま

す。

• 40 Gbps以上の接続

• QSFP-SFPアダプタでは、1/10 G SFPがサポートされています

WANの帯域幅は、リリースによって異なります。

• 4.2(4)以前のリリースでは、WANの帯域幅は最小で 100 Mbps、サポートされている
最大遅延は 300ミリ秒です。

• 4.2(4)以降のリリースでは、WANの帯域幅は最小で 10Mbps、サポートされている最
大遅延は 300ミリ秒です。

•上記が推奨されますが、vPCとリモートリーフスイッチのペアを接続する必要はありま
せん。vPCの両端にあるスイッチは、同じリモートデータセンタのリモートリーフスイッ
チである必要があります。

•一意の IPアドレスを持つ VLAN 4でレイヤ 3サブインターフェイスとしてノースバウン
ドインターフェイスを設定します。

リモートのリーフスイッチからルータに1個以上のインターフェイスを接続する場合、一
意の IPアドレスで各インターフェイスを設定します。

•インターフェイスでOSPFをイネーブルにしますが、OSPFエリアタイプをスタブエリア
として設定しないでください。

•リモートリーフスイッチ内の TEPプールサブネットの IPアドレスは、ポッド TEPサブ
ネットプールと重複しないようにする必要があります。使用されるサブネットは /24以下
である必要があります。

•マルチポッドがサポートされますが、リモートリーフ機能は必要ありません。

•単一ポッドファブリックのポッドをリモートリーフスイッチに接続するとき、スパイン
スイッチからWANルータへ、リモートリーフスイッチからWANルータへ L3Outを設
定し、これは両方ともスイッチインターフェイスで VLAN-4を使用します。

リモートリーフスイッチ
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•マルチポッドファブリックのポッドをリモートリーフスイッチに接続するとき、スパイ
ンスイッチからWANルータへ、リモートリーフスイッチからWANルータへ L3Outを
設定し、これは両方ともスイッチインターフェイスで VLAN-4を使用します。また、
VLAN-5を使用してマルチポッド内部 L3Outを設定し、リモートリーフスイッチを宛先
としてポッドを通過するトラフィックをサポートします。VLAN 4および VLAN 5を使用
する限り、通常のマルチポッドおよびマルチポッド内部接続は、同じ物理インターフェイ

スで設定できます。

•マルチポッド内部 L3Outを構成する場合、通常のマルチポッド L3Outと同じルータIDを
使用します。しかし、router-idのループバックアドレスとしてのユーザールータIDオプ
ションを選択して、別のループバックIPアドレスを構成します。これでECMPが機能しま
す。

• 6.0(1)リリース以降、リモートリーフスイッチは、サブネットマスクが最大 /28のリモー
トプールをサポートします。以前のリリースでは、リモートリーフスイッチは、サブネッ

トマスクが最大 /24のリモートプールをサポートしていました。リモートプールを削除
できるのは、使用を停止し、そのプールを使用しているすべてのノードを含むファブリッ

クから削除した後でのみです。

/28リモート TEPプールは、2つの vPCペアを持つ最大 4つのリモートリーフスイッチを
サポートします。RMAの目的では、2つの IPアドレスを未使用のままにしておくことを
お勧めします。これらの 2つの IPアドレスは、1つのスイッチの RMAを行うのに十分で
す。次の表は、リモートリーフスイッチがこれらの IPアドレスをどのように使用するか
を示しています。

2つの IPアドレスが内部ファブリックの使用に使用されます。（注）

数量IPアドレスタイプ

16 - 2 = 14/28プールで使用可能な使用可能な IPアド
レスの合計

2ファブリックが内部的に使用する IPアドレ
スの数

14 - 2 = 12ノードで使用可能な使用可能な IPアドレス
の合計

4 * 2 = 84つのリモートリーフスイッチに必要な IP
アドレスの数

2 * 1 =22つの vPCペアに必要な IPアドレスの数

8 + 2 = 10リモートプールで使用されている IPアドレ
スの合計

12 - 10 = 2/28リモートプールの空き IPアドレス

リモートリーフスイッチ
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リモートリーフスイッチを廃止すると、2つの IPアドレスが解放されますが、24時間が
経過した後にのみ再利用できます。

GUIを使用してリモートリーフスイッチのポッドとファ
ブリックメンバーシップを設定する

IPNルータとリモートスイッチを検出して接続するために、CiscoAPICを設定して有効にする
ことができます。ウィザードを使用するか、またはウィザードを使用せずに APIC GUIを使用
する方法があります。

ダイレクトトラフィックフォワーディングについて
リリース4.1(2)でのリモートリーフスイッチ動作の特性（2ページ）で説明されているよ
うに、直接トラフィック転送のサポートはリリース 4.1（2）以降でサポートされ、リリース
5.0（1）以降ではデフォルトで有効になっており、無効にすることはできません。ただし、直
接トラフィック転送を有効または無効にするために使用する方法は、リモートリーフスイッ

チで実行されているソフトウェアのバージョンによって異なります。

•リモートリーフスイッチが現在リリース 4.1（2）以降で実行されている場合（リモート
リーフスイッチが4.1（2）より前のリリースで実行されていない場合）、「ウィザードを
使用してリモートリーフスイッチのポッドとファブリックメンバーシップを構成する」

手順に移動してください。

•リモートリーフスイッチが現在4.1（2）よりも前のリリースで稼働している場合は、「リ
モートリーフスイッチのアップグレードおよび直接トラフィック転送の有効化」手順に

移動してスイッチをリリース4.1（2）以降にアップグレードし、必要な構成変更を行い、
それらのリモートリーフスイッチで直接トラフィック転送を有効にします。

•リモートリーフスイッチがリリース4.1(2)以降で実行されており、ダイレクトトラフィッ
ク転送が有効になっているが、4.1（2）以前のリリースへダウングレードしたい場合、
「直接トラフィック転送を無効化、およびリモートリーフスイッチのダウングレード」

手順へ移動してこれらのリモートリーフスイッチをダウングレードする前に直接トラ

フィック転送機能を無効化します。

•リモートリーフスイッチがリリース5.0（1）より前のリリースで実行されており、リリー
ス 5.0（1）以降にアップグレードする場合：

1. リモートリーフスイッチが 4.1（2）より前のリリースで実行されている場合は、最
初にリリース 4.1（2）にアップグレードし、「リモートリーフスイッチのアップグ
レードおよび直接トラフィック転送の有効化」で説明されている手順を使用してそれ

らのリモートスイッチで直接トラフィック転送を有効にします。

リモートリーフスイッチ
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2. リモートリーフスイッチがリリース 4.1（2）にあり、ダイレクトトラフィック転送
が有効になっている場合は、リモートリーフスイッチをリリース5.0（1）以降にアッ
プグレードします。

•リモートリーフスイッチがリリース 5.0（1）以降で実行されており、直接トラフィック
転送がデフォルトで有効になっている場合、直接トラフィック転送もサポートしている次

の以前のリリースにダウングレードする必要があります。

•リリース 4.2（x）

•リリース 4.1（2）

直接トラフィック転送は、構成に応じてデフォルトで有効になっている場合とされていな

い場合があります：

•ルーティング可能なサブネットとルーティング可能な Ucastの両方がダウングレード
前にすべてのポッドで有効にされていた場合、ダウングレード後も直接トラフィック

転送はデフォルトで有効のままになります。

•ルーティング可能なサブネットがすべてのポッドで有効になっているが、ルーティン
グ可能なUcastが有効になっていない場合、ダウングレード後、直接トラフィック転
送は有効になりません。

リモートリーフスイッチのフェールオーバー
（APIC）リリース 4.2（2）以降、 [Cisco Application Policy Infrastructure Controller]リモート
リーフスイッチはポッド冗長です。つまり、マルチポッドのセットアップでは、ポッド内のリ

モートリーフスイッチがスパインスイッチへの接続を失うと、別のポッドに移動されます。

これにより、元のポッドに接続されているリモートリーフスイッチのエンドポイント間のト

ラフィックが機能します。

リモートリーフスイッチはポッドに関連付けられ、ピン接続され、スパインプロキシパスは

設定によって決定されます。以前のリリースでは、Council of Oracle Protocol（COOP）はマッ
ピング情報をスパインプロキシに伝達していました。現在、スパインスイッチへの通信が失

敗すると、COOPセッションは別のスパインスイッチのポッドに移動します。

以前は、BorderGatewayProtocol（BGP）ルートリフレクタをポッドに追加しました。ここで、
外部ルートリフレクタを使用し、ポッド内のリモートリーフスイッチが他のポッドとBGP関
係を持っていることを確認します。

リモートリーフスイッチのフェールオーバーは、デフォルトでは無効になっています。次に

あるリモートリーフポッド [Cisco Application Policy Infrastructure Controller]冗長性ポリシーを
有効にします。 [システム（Systems）] > [システム設定（System Settings）]タブの（APIC）
GUI内にあります。冗長プリエンプションを有効にすることもできます。プリエンプションを
有効にすると、リモートポッドがバックアップされると、リモートリーフスイッチは親ポッ

ドに再関連付けされます。プリエンプションを有効にしない場合、リモートリーフは、親ポッ

ドが復帰しても動作ポッドに関連付けられたままになります。

リモートリーフスイッチ
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あるポッドから別のポッドにリモートリーフスイッチを移動すると、数秒のトラフィックの

中断が発生する可能性があります。

（注）

リモートリーフの復元力

リモートリーフアーキテクチャの課題

現在のリモートリーフアーキテクチャは、APIC、コントロールプレーン、およびデータプ
レーンをメイン Podのスパインスイッチに直接結び付けます。

このアーキテクチャには、次の制約があります：

•リモートリーフエンドポイント（EP）学習は、メイン Podに関連付けられたコントロー
ルプレーンに依存しています。

•リモートリーフ L3Out外部プレフィックスは、メイン Podに関連付けられた BGP構成に
依存します。

•メイン Podスパインへの接続で障害が発生すると、リモートリーフノードのトラフィッ
ク転送に影響を与える可能性があります。

リモートリーフの復元力

リモートリーフの復元力は、複数のリモートリーフで構成されるグループを使用して実現さ

れます。このグループが作成されると、リモートリーフ復元力グループ内のリモートリーフ

がフルメッシュの BGP EVPNセッションを形成して、エンドポイント情報と外部プレフィッ
クス情報を交換します。WANまたはメイン Podで障害が発生しても、リモートリーフ復元グ
ループ内のトラフィックには影響しません。

リモートリーフの復元力を展開する場合、グループ内のリモートリーフは、シスコ独自のプロ

トコルではなく、BGP EVPNベースの標準的なアプローチを使用して通信します。

このソリューションは、

•エンドポイントの学習を促進するために、リモートリーフの復元力グループ内にローカル
BGP EVPNメッシュセッションを確立します。

•リモートリーフ復元力グループ内にフルメッシュVPNv4およびVPNv6セッションを確立
して、L3Out外部プレフィックスを配布します。

•データ転送のためにリモートリーフ復元力グループ内の BGP EVPNで学習したエンドポ
イントを使用します。

•リモートリーフサイトとメインPod間でCOOPが学習したエンドポイントを利用します。

リモートリーフスイッチ
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リモートリーフ復元力グループへまたは、リモートリーフ復元力グループからの移行は、メ

ンテナンス期間中に実行する必要があります。

（注）

リモートリーフ復元力グループの制限

リモートリーフ復元力グループには、次のような制限があります。

•複数のリモートリーフ復元力グループでリモートリーフ TEPプールを構成することはで
きません。

•異なる Podからのリモートリーフ TEPプールを同じリモートリーフ復元力グループ内に
構成することはできません。

GUIを使用してリモートリーフレジリエンシグループを
作成する

GUIを使用してリモートリーフレジリエンシグループを作成するには、次の手順を実行しま
す。

始める前に

ファブリックACIサイトのすべてのスパインとToRスイッチは、ファブリックでリモートリー
フレジリエンシグループ機能を有効にする前にR6.1.3にアップグレードする必要があります。

手順

ステップ 1 メニューバーで、 [ファブリック（Fabric）] > [インベントリ（Inventory）]を選択します。

ステップ 2 ナビゲーションペインで [ポッドファブリック設定ポリシー（Pod Fabric Setup Policy）]を選択します。

[ポッドファブリック設定ポリシー（Pod Fabric Setup Policy）]ペインが表示されます。

ステップ 3 ポッドをダブルクリックします。

[POD向けファブリックセットアップポリシー（Fabric Setup Policy for a POD）]ペインが表示されま
す。

ステップ 4 [自律 RLグループ（Autonomous RL Group）]エリアに移動し、 [+]記号をクリックします。

[自律 RLグループの作成（Create Autonomous RL Group）]ダイアログボックスが表示されます。

ステップ 5 グループ名フィールドにリモートリーフレジリエンシグループ名を入力します。

ステップ 6 [+]記号をリモート IDフィールドに入力し、リモートリーフをこのグループにグループ化する TEPプー
ルを選択します。
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ステップ 7 リモートリーフレジリエンシグループを作成するために [送信（Submit）]をクリックします。

リモートリーフレジリエンシグループの詳細は、[自律 RLグループ（Autonomous RL Group）]エリア
の [ファブリック設定ポリシー（Fabric Setup Policy）]ペインに表示されます。

CLIを使用してリモートリーフのレジリエンシの構成を確
認します

6つのスイッチすべてを 1つのグループに構成します。

CLIを使用してリモートリーフのレジリエンシの構成を確認するには、次の手順に従います。

手順

ステップ 1 show bgp l2vpn evpn summary vrf allコマンドを実行して、すべてのリモートリーフ間のフルメッシュBGP
L2VPNまたは EVPNセッションを表示します。

例：

Switch1# show bgp l2vpn evpn summary vrf all
BGP summary information for VRF overlay-1, address family L2VPN EVPN
BGP router identifier 105.1.1.1, local AS number 100
BGP table version is 254997, L2VPN EVPN config peers 5, capable peers 5
117325 network entries and 130831 paths using 22327320 bytes of memory
BGP attribute entries [2374/493792], BGP AS path entries [0/0]
BGP community entries [0/0], BGP clusterlist entries [1/4]

Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
209.165.200.230 4 100 130445 291 254997 0 0 01:43:11 13908
209.165.200.226 4 100 149893 291 254997 0 0 01:43:11 8402
209.165.200.228 4 100 218 169 254997 0 0 01:43:02 1
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209.165.200.229 4 100 69471 208 254997 0 0 01:30:49 30399
209.165.200.227 4 100 3505 291 254997 0 0 01:43:10 201

ステップ 2 show bgp vpn unicast summary vrf overlayコマンドを使用して、すべてのリモートリーフ間のフルメッ
シュ BGP VPN4および VPN6セッションを表示します。

例：

leaf5# show bgp vpnv4 unicast summary vrf overlay-1
BGP summary information for VRF overlay-1, address family VPNv4 Unicast
BGP router identifier 105.1.1.1, local AS number 100
BGP table version is 115527, VPNv4 Unicast config peers 7, capable peers 7
31202 network entries and 40403 paths using 5165136 bytes of memory
BGP attribute entries [1400/291200], BGP AS path entries [0/0]
BGP community entries [0/0], BGP clusterlist entries [1/4]

Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
11.1.1.165 4 100 57163 249 115527 0 0 01:45:33 400 >>> This is session
with spine 1
11.1.1.240 4 100 57724 249 115527 0 0 01:45:34 400 >>> This is session with
spine 2
209.165.200.230 4 100 130447 293 115527 0 0 01:45:37 2400
209.165.200.226 4 100 149895 293 115527 0 0 01:45:38 2400
209.165.200.228 4 100 220 171 115527 0 0 01:45:29 0
209.165.200.229 4 100 69723 210 115527 0 0 01:33:16 4400
209.165.200.227 4 100 3507 293 115527 0 0 01:45:37 0

leaf5# show bgp vpnv6 unicast summary vrf overlay-1
BGP summary information for VRF overlay-1, address family VPNv6 Unicast
BGP router identifier 105.1.1.1, local AS number 100
BGP table version is 101009, VPNv6 Unicast config peers 7, capable peers 7
26895 network entries and 31990 paths using 4779900 bytes of memory
BGP attribute entries [1200/249600], BGP AS path entries [0/0]
BGP community entries [0/0], BGP clusterlist entries [1/4]

Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
11.1.1.165 4 100 57164 250 101009 0 0 01:46:04 200
11.1.1.240 4 100 57725 250 101009 0 0 01:46:04 200
209.165.200.230 4 100 130448 294 101009 0 0 01:46:08 2400
209.165.200.226 4 100 149896 294 101009 0 0 01:46:08 2400
209.165.200.228 4 100 221 172 101009 0 0 01:45:59 0
209.165.200.229 4 100 69733 211 101009 0 0 01:33:46 2810
209.165.200.227 4 100 3508 294 101009 0 0 01:46:08 0

CLIを使用したエンドポイント間通信の確認
スイッチ 1の場合、209.166.0.1（EPG-1）はローカルで学習されたEPで、209.165.0.1（EPG-2）
はリモートEPです。スイッチ6の場合、209.165.0.1はローカルで学習されたEPで、209.166.0.1
はリモート EPです。両方のエンドポイントは異なるサブネット内にあり、両方の EPGは
switch1と switch6の両方で拡張されます。ローカル EPとリモート EPの Switch1で取得される
CLI出力をコンポーネントごとに示します。
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CLIを使用して EP間通信を確認するには、次の手順に従います。

手順

ステップ 1 show system internal epm endpoint ipコマンドを使用して、EPMの Switch1のローカル EPエントリとリ
モート EPエントリを確認します。

例：

Switch1# show system internal epm endpoint ip 209.166.0.1
MAC : 001e.0100.0001 ::: Num IPs : 1
IP# 0 : 209.166.0.1 ::: IP# 0 flags : ::: l3-sw-hit: No
Vlan id : 124 ::: Vlan vnid : 19003 ::: VRF name : ARL_Scale:ctx-1
BD vnid : 16023537 ::: VRF vnid : 2490424
Phy If : 0x1a014000 ::: Tunnel If : 0
Interface : Ethernet1/21
Flags : 0x80004c04 ::: sclass : 16388 ::: Ref count : 5
EP Create Timestamp : 02/05/2025 08:01:55.278575
EP Update Timestamp : 02/05/2025 09:21:27.898869
EP Flags : local|IP|MAC|sclass|timer|

Switch1# show system internal epm endpoint ip 209.165.0.1
MAC : 0000.0000.0000 ::: Num IPs : 1
IP# 0 : 209.165.0.1 ::: IP# 0 flags : ::: l3-sw-hit: No
Vlan id : 0 ::: Vlan vnid : 0 ::: VRF name : ARL_Scale:ctx-1
BD vnid : 0 ::: VRF vnid : 2490424
Phy If : 0 ::: Tunnel If : 0x1801000b
Interface : Tunnel11
Flags : 0x80004410 ::: sclass : 16388 ::: Ref count : 3
EP Create Timestamp : 02/05/2025 08:17:38.279265
EP Update Timestamp : 02/05/2025 09:28:53.848534
EP Flags : locally-aged|IP|sclass|timer|

ステップ 2 show interface tunnelコマンドを実行します。

例：
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Switch1# show interface tunnel 11
Tunnel11 is up

MTU 9000 bytes, BW 0 Kbit
Transport protocol is in VRF "overlay-1"
Tunnel protocol/transport is ivxlan
Tunnel source 209.165.200.225/32 (lo2)
Tunnel destination 209.165.200.229

Tunnel is pointing to Switch6 dp-ptep IP.

ステップ 3 show system internal tglean endpoint ipコマンドを使用して、TgleanのSwitch1のローカル EPエントリとリ
モート EPエントリを確認します。

例：

Switch1# show system internal tglean endpoint ip 209.166.0.1

----------------------------------------------------------
TGLEAN Oper Endpoint Information

----------------------------------------------------------

MAC : 001e.0100.0001 ::: Num IPs : 1
IP# 0 : 209.166.0.1
Vlan id : 123 ::: BD vnid : 16023537 ::: VRF vnid : 2490424
Sclass : 16388 ::: Interface : Ethernet1/21
EPM EP Flags : local|IP|MAC|
LRN SRC : EPM|
CFG Flags :

ネクストホップは、以下の出力のリモート EP 209.165.0.1のスイッチ 6の DP-PTEP IPを指します。

Switch1# show system internal tglean endpoint ip 209.165.0.1

----------------------------------------------------------
TGLEAN Oper Endpoint Information

----------------------------------------------------------

MAC : 0000.0000.0000 ::: Num IPs : 1
IP# 0 : 209.165.0.1
Vlan id : 0 ::: BD vnid : 0 ::: VRF vnid : 2490424
Sclass : 16388 ::: EP NH : 209.165.200.229
EPM EP Flags : IP|
LRN SRC : EPM|UXRIB|
CFG Flags :

ステップ 4 show l2route mac-ip allコマンドを使用して、L2RIBの Switch1のローカル EPエントリとリモート EPエ
ントリを確認します。

例：

Switch1# show l2route mac-ip all | grep 209.166.0.1
123 001e.0100.0001 209.166.0.1 Local PS,Orp 0 Eth1/21 (SGT - IP:16388)

Switch1# show l2route mac-ip all | grep 209.165.0.1
123 0022.0100.0001 209.165.0.1 BGP -- 0 209.165.200.229 (Label: 16023537) (SGT -
IP:16388)

ステップ 5 show bgp l2vpn evpn vrf overlayコマンドを使用して、他のピアに対する BGPのローカル EPアドバタイ
ズメントを確認します。
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例：

Switch1# show bgp l2vpn evpn 209.166.0.1 vrf overlay-1
Route Distinguisher: 105:16023537 (L2VNI 16023537)
BGP routing table entry for [2]:[0]:[0]:[48]:[001e.0100.0001]:[32]:[209.166.0.1]/272, version 59832
dest ptr 0x8b0825e0
Paths: (1 available, best #1)
Flags: (0x0000000000000102 0000000000) on xmit-list, is not in rib/evpn
Multipath: eBGP iBGP

Advertised path-id 1
Path type (0x8b45d1a8): local 0x4000008c 0x4000000 ref 0 adv path ref 1, path is valid, is best

path, orphan host
AS-Path: NONE, path locally originated
0.0.0.0 (metric 0) from 0.0.0.0 (105.1.1.1)
Origin IGP, MED not set, localpref 100, weight 32768 tag 0, propagate 0, floating svi 0, tunnel

resolved 0
Received label 16023537 2490424
Extcommunity:

RT:100:2490424
RT:100:16023537
PCTAG:00:0:0:16388

Path-id 1 advertised to peers:
209.165.200.230 209.165.200.226 209.165.200.229 209.165.200.227

ステップ 6 show bgp l2vpn evpn vrf overlayコマンドを使用して、BGP L2VPN EPVNセッションを通じて学習したリ
モート EPエントリを確認します。

例：

Switch1# show bgp l2vpn evpn 209.165.0.1 vrf overlay-1
Route Distinguisher: 105:16023537 (L2VNI 16023537)
BGP routing table entry for [2]:[0]:[0]:[48]:[0022.0100.0001]:[32]:[209.165.0.1]/272, version 211779
dest ptr 0x192c7d44
Paths: (1 available, best #1)
Flags: (0x0000000000000212 0000000000) on xmit-list, is in rib/evpn, is not in HW
Multipath: eBGP iBGP

Advertised path-id 1
Path type (0x8998b550): internal 0xc0000018 0x400 ref 0 adv path ref 1, path is valid, is best

path, remote nh not installed, in rib
Imported from (0x16757068)

108:16023537:[2]:[0]:[0]:[48]:[0022.0100.0001]:[32]:[209.165.0.1]/144
AS-Path: NONE, path sourced internal to AS
209.165.200.229 (metric 3) from 209.165.200.229 (108.1.1.1)
Origin IGP, MED not set, localpref 100, weight 0 tag 0, propagate 0, floating svi 0, tunnel

resolved 0
Received label 16023537 2490424
Extcommunity:

RT:100:2490424
RT:100:16023537
ENCAP:8
PCTAG:00:0:0:16388
Router MAC:000c.0c0c.0c0c

Path-id 1 not advertised to any peer

Route Distinguisher: 108:16023537
BGP routing table entry for [2]:[0]:[0]:[48]:[0022.0100.0001]:[32]:[209.165.0.1]/272, version 210701
dest ptr 0x899cc898
Paths: (1 available, best #1)
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Flags: (0x0000000000000202 0000000000) on xmit-list, is not in rib/evpn, is not in HW, is locked
Multipath: eBGP iBGP

Advertised path-id 1
Path type (0x16757068): internal 0x40000018 0x4002000 ref 2 adv path ref 1, path is valid, is best
path, remote nh not installed

Imported to 2 destination(s)
AS-Path: NONE, path sourced internal to AS
209.165.200.229 (metric 3) from 209.165.200.229 (108.1.1.1)
Origin IGP, MED not set, localpref 100, weight 0 tag 0, propagate 0, floating svi 0, tunnel

resolved 0
Received label 16023537 2490424
Extcommunity:

RT:100:2490424
RT:100:16023537
ENCAP:8
PCTAG:00:0:0:16388
Router MAC:000c.0c0c.0c0c

Path-id 1 not advertised to any peer

ステップ 7 show ip routeコマンドを使用して、URIBの /32ルートとしてリモート EPエントリを確認します。ローカ
ル EPの場合、URIBに /32ルートとしてのエントリはありません。

例：

Switch1# show ip route 209.165.0.1/32 vrf ARL_Scale:ctx-1
IP Route Table for VRF "ARL_Scale:ctx-1"
'*' denotes best ucast next-hop
'**' denotes best mcast next-hop
'[x/y]' denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

209.165.0.1/32, ubest/mbest: 1/0, pervasive
*via 209.165.200.229%overlay-1, [200/0], 01:37:08, bgp-100, internal, tag 100, redist-only,

rwVnid: vxlan-2490424, pc-tag: 16388
recursive next hop: 209.165.200.229/32%overlay-1

Next hop is pointing to Switch6 dp-ptep IP.

ユーザーが switch6の EPG-1と switch1の EPG-2を拡張しない場合、すべてのCLI出力は上記と同じになり
ますが、リモート EPの L2RIBエントリは両方のスイッチで表示されません。

CLIを使用した L3OUTから L3OUTへの通信の確認
Switch1は 209.165.201.0/24を L3OUT経由でローカルに学習し、Switch6は 209.165.202.0/24を
L3OUT経由でローカルに学習する。Switch1は、Switch6の DP-PTEP IPアドレス
（209.165.200.229）としてネクストホップとのVPNV4BGPピアリングを介して209.165.202.0/24
を受信します。同様に、Switch6は、Switch1のDP-PTEP IPアドレス（209.165.200.225）として
のネクストホップとの VPNV4 BGPピアリングを介して 209.165.201.0/24を受信します。
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CLIを使用して L3OUTから L3OUTへの通信を確認するには、次の手順を実行します。

手順

ステップ 1 次のスーパーユーザー権限で、 show bgp vpnv4 unicast vrf overlayコマンドを使用します。

例：

Switch1# show bgp vpnv4 unicast 209.165.202.0/24 vrf overlay-1
BGP routing table information for VRF overlay-1, address family VPNv4 Unicast
Route Distinguisher: 105:2490424 (VRF ARL_Scale:ctx-1)
BGP routing table entry for 209.165.202.0/24, version 1946 dest ptr 0x8b3963b8
Paths: (1 available, best #1)
Flags: (0x00000000000c001a 0000000000) on xmit-list, is in urib, is best urib route, is in HW,
exported
vpn: version 145728, (0x0000000000100002) on xmit-list

Multipath: eBGP iBGP

Advertised path-id 1, VPN AF advertised path-id 1
Path type (0x173c502c): internal 0xc0000018 0x440 ref 0 adv path ref 2, path is valid, is best

path, in rib
Imported from (0x164de938) 108:2490424:209.165.202.0/24

AS-Path: 65001 , path sourced external to AS
209.165.200.229 (metric 3) from 209.165.200.229 (108.1.1.1)
Origin IGP, MED not set, localpref 100, weight 0 tag 0, propagate 0, floating svi 0, tunnel

resolved 0
Received label 0
Received path-id 1
Extcommunity:

RT:100:2490424
VNID:2490424

VRF advertise information:
Path-id 1 advertised to peers:
21.2.1.1 21.2.1.10

VPN AF advertise information:
Path-id 1 not advertised to any peer
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BGP routing table information for VRF overlay-1, address family VPNv4 Unicast
Route Distinguisher: 108:2490424
BGP routing table entry for 209.165.202.0/24, version 144468 dest ptr 0x173596e8
Paths: (1 available, best #1)
Flags: (0x0000000000000002 0000000000) on xmit-list, is not in urib, is not in HW, is locked
Multipath: eBGP iBGP

Advertised path-id 1
Path type (0x164de938): internal 0x40000018 0x40 ref 1 adv path ref 1, path is valid, is best path

Imported to 1 destination(s)
AS-Path: 65001 , path sourced external to AS
209.165.200.229 (metric 3) from 209.165.200.229 (108.1.1.1)
Origin IGP, MED not set, localpref 100, weight 0 tag 0, propagate 0, floating svi 0, tunnel

resolved 0
Received label 0
Received path-id 1
Extcommunity:

RT:100:2490424
VNID:2490424

Path-id 1 not advertised to any peer

ステップ 2 次のスーパーユーザー権限で、 show ip routeコマンドを使用します。

例：

Switch1# show ip route 209.165.202.13 vrf ARL_Scale:ctx-1
IP Route Table for VRF "ARL_Scale:ctx-1"
'*' denotes best ucast next-hop
'**' denotes best mcast next-hop
'[x/y]' denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

209.165.202.0/24, ubest/mbest: 1/0
*via 209.165.200.229%overlay-1, [200/0], 00:23:41, bgp-100, internal, tag 65001

recursive next hop: 209.165.200.229/32%overlay-1

リモートのリーフスイッチのダウングレードする前に必

要な前提条件

リモートノードの使用停止し、リモートリーフに関連するポリシー（を削除する必要があり

ますがあれば導入で、リモートのリーフスイッチリリース 3.1（1）から以降、リモートリー
フ機能をサポートしていない以前のリリースには、APICソフトウェアのダウングレードする
場合、というプールにある）を含む前にダウングレードします。スイッチの廃止の詳細につい

ては、スイッチのデコミッションおよび再コミッションを参照してください。これは、「Cisco

APICトラブルシューティングガイド」にあります。

（注）

リモートリーフスイッチをダウングレードする前に、いずれかのタスクが完了することを確

認します。
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• vPCドメインを削除します。

• SCVMMを使用している場合は、vTEP -仮想ネットワークアダプタを削除します。

•リモートリーフノードの使用停止および10を待機-15分を完了するタスクの使用停止後。

•削除にWAN L3outにリモートリーフ、テナントインフラ。

• Multipodを使用している場合、インフラ-l3out VLAN 5とを削除します。

•リモートというプールを削除します。
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翻訳について
このドキュメントは、米国シスコ発行ドキュメントの参考和訳です。リンク情報につきましては
、日本語版掲載時点で、英語版にアップデートがあり、リンク先のページが移動/変更されている
場合がありますことをご了承ください。あくまでも参考和訳となりますので、正式な内容につい
ては米国サイトのドキュメントを参照ください。
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