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第 1 章

概要

このドキュメントでは、Cisco Crosswork Planning Designアプリケーションを使用して次のこと
を行う方法について説明します。

•障害、設計変更、トラフィック増加の影響のモデル化、シミュレート、および分析

•効率を最大化するためのネットワークの最適化

•ネットワークの正常性の可視化

•トラフィックを比較するレポートの生成

この章は次のトピックで構成されています。

• Cisco Crosswork Planningの主な機能 （1ページ）
• Cisco Crosswork Planning設計のユースケース, on page 2
•システム概要, on page 3

Cisco Crosswork Planningの主な機能
Cisco Crosswork Planningは、ネットワークとそのトラフィック需要を継続的にモニターするこ
とで、既存のネットワークのモデルを作成するツールを提供します。このネットワークモデル

には、任意の時点で、トポロジ、設定、トラフィック情報など、特定の時点でのネットワーク

に関するすべての関連情報が含まれています。この情報は、トラフィック要求、パス、ノード

とリンクの障害、ネットワークの最適化、またはその他の変更によるネットワークへの影響を

分析するための基礎として使用できます。

主な機能

Cisco Crosswork Planningの重要な機能の一部を次に示します。

•トラフィックエンジニアリングおよびネットワークの最適化：サービスレベル要件を満
たすように TE LSP設定を計算し、キャパシティ管理を実行し、ローカルまたはグローバ
ルの最適化を実行して、展開されたネットワークリソースの効率を最大化します。

•デマンドエンジニアリング：ネットワーク上のトラフィック需要の追加、削除、または変
更がネットワークトラフィックフローに与える影響を調べます。
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•トポロジと予測分析：設計またはネットワーク障害によって引き起こされるネットワーク
トポロジの変更がネットワークパフォーマンスに与える影響を観察します。

• TEトンネルプログラミング：トンネルパスや予約帯域幅などのトンネルパラメータを変
更した場合の影響を調べます。

•サービスクラス（CoS）対応のオンデマンド帯域幅：既存のネットワークトラフィックと
需要を調べ、ルータ間で一連のサービスクラス固有の需要を許可します。

コンポーネント

Cisco Crosswork Planningは、2つのプライマリコンポーネントで構成されます：

• Cisco Crosswork Planning Collector：このコンポーネントは、現在のネットワークのモデル
を作成、維持、およびアーカイブするための一連のサービスを含みます。これは、ネット

ワークとそのネットワーク上のトラフィックの需要の継続的な監視と分析によって実現さ

れます。

• Cisco Crosswork Planning Design：ネットワークエンジニアやオペレータがネットワークの
成長を予測し、障害をシミュレートし、また、コストを最小限に抑えながらネットワーク

設計を最適化して、パフォーマンス目標を達成するのに役立ちます。

Cisco Crosswork Planning設計のユースケース
Cisco Crosswork Planningは、障害、設計変更、トラフィック増加の影響をモデル化、シミュ
レート、および分析し、ネットワークを最適化して効率を最大化することができます。

CiscoCrossworkPlanningのネットワークモデルとツールを使用すると、トラフィック管理に関
するさまざまな質問に答えることができます。

プランニング：

•トラフィックのネットワークでの接続先はどこか。

•ネットワークのキャパシティは、いつ、どこで不足するのか。

•どうすれば増加予測をアップグレードプランに変換できるか。

エンジニアリング：

•どうすればネットワーク全体にトラフィックをより適切に分散できるか。

•どうすれば差別化されたサービス品質を実現するように設計できるか。

•ネットワークで障害に対して最も脆弱な場所はどこか。また、どうすればその脆弱性を軽
減できるか。

動作：

•どうすればネットワークの現在の正常性を可視化できるか。
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•本日の早い時間に発生した停止の原因は何か。

•現在の障害が、明日のピーク時にネットワークにどのように影響するか。

•どの VPN顧客が、計画された停止または予定外の障害の影響を受けるか。

システム概要
Cisco Crosswork Planningは、Cisco Crosswork infrastructure上で実行される、Cisco Crosswork
Network Automation製品スイートの一部です。

Cisco Crosswork Planning Designと Cisco Crosswork Planning Collectorは個別のコンポーネントと
してパッケージ化されており、要件に応じて有効/無効にできます。これら 2つのアプリケー
ションは、互いに独立して実行されます。ネットワークモデルをインポートするための、Cisco
Crosswork Planning Designと Cisco Crosswork Planning Collectorのアーカイブ間の通信は、明確
に定義された APIを介して行われます。

Figure 1:システム概要
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第 2 章

はじめに

•主なコンセプト, on page 5
• Cisco Crosswork Planningにログインする （7ページ）
•ダッシュボード（9ページ）
•設計エンジンインスタンス, on page 13

主なコンセプト
Cisco Crosswork Planningの使用を開始する前に、次の主要概念をよく理解してください。

プランファイル

プランファイルは、ネットワークトポロジ、トラフィック、サービスクラス、ルーティング

プロトコルなどのネットワーク特性を記述するテーブルで構成されます。Cisco Crosswork
Planningでは、各プランファイルは個々のネットワークを表します。

Figure 2:プランファイルを開きます
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最初に、Cisco Crosswork Planning検出ツールによってネットワークトポロジおよびルーティン
グ情報がキャプチャされ、プランファイルに保存されます。これらのプランファイルは、Cisco
Crosswork Planningで表示および使用される情報の基礎となります。

プランファイルには、次の情報が含まれます。

•ネットワーク構成

•視覚的なレイアウト

• IP/MPLSルート（マルチキャストおよび LSPを含む）

•測定されたトラフィック

•推定されたエンドツーエンドトラフィックマトリックス

•ネットワークオブジェクトの動作状態

•分析の結果（ワーストケースの障害分析結果など）

プランファイルには 2つの形式があります。

• .pln形式はコンパクトで、CiscoCrosswork PlanningのUIにすばやくロードおよび保存でき
ます。

• .txt形式には、タブ区切りの列が含まれます。テキストエディタまたはスプレッドシート
（Excelなど）で直接作成および編集でき、一括編集をすばやく適用することも可能です。
これらのプランファイルでは、各テーブルに山カッコを使用したラベル（<Nodes>、<Sites>
など）が付けられます。

CiscoCrossworkPlanning設計アプリケーションは、プランファイルの情報を使用して、基礎と
なるネットワークモデルを可視化し、シミュレーションの実行に使用します。

プランオブジェクト

ノード、サイト、回線、インターフェイス、LSPなどのネットワーク内の要素を表します。た
とえば、ノードはネットワーク内のルータを表します。サイトはオブジェクトであり、サイト

内のノードをグループ化することによって、また場合によってはサイト内のサイトをグループ

化することによって、ネットワークの可視化を簡素化するためのCiscoCrossworkPlanningの構
成要素です。

詳細については、「プランオブジェクトについて, on page 67」を参照してください。

設計エンジン

設計エンジンは、シミュレーションと最適化を管理するコアコンポーネントです。これによ

り、タスクを同期か非同期ジョブのどちらかとして双方向に実行できます。ログインしてプラ

ンファイルを開くと、エンジンがお使いのセッションに割り当てられます（エンジンの可用性

に応じて）。割り当てられると、このエンジンがすべてのユーザーのアクティビティをリアル

タイムで処理します。最大3つのプランファイルを同時に開くことができます。各プランファ
イルはネットワークモデルとして個別に維持され、一度に1つのネットワークモデルのみがア
クティブになります。開いているすべてのネットワークモデル間でアクティブなネットワーク
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モデルを切り替えることができ、すべてのアクティビティはアクティブなネットワークモデル

にのみ適用されます。

•エンジンスペース：エンジンは、ユーザースペースとジョブスペースの 2つのスペース
で実行できます。各スペースは独立して動作し、割り当てられたリソースのみを使用でき

ます。各エンジンは、同じバージョンのイメージで実行されます。ただし、動作するス

ペース（ユーザースペースまたはジョブスペース）に応じて、それぞれ同期モードまたは

非同期モードで動作します。

•同期モード：CiscoCrossworkPlanningのエンジンがユーザースペースで動作する場合は、
同期モードになります。ユーザーの要求を双方向に処理し、リアルタイムで結果を提供す

ることができます。

•非同期モード：CiscoCrossworkPlanningのエンジンがジョブスペースで動作する場合は、
非同期モードになります。計算の複雑さによっては、一部の操作は完了まで時間を要する

場合があります。これらの操作はジョブとして送信され、ジョブスペースで動作している

エンジンがこれらのジョブ要求を処理します。これらのジョブは、他のユーザーアクティ

ビティに影響を与えることなく、バックグラウンドで実行されます。

非同期モードのエンジンは、割り当てられたすべてのタスクを個別に処理します。ジョブ

が完了すると、結果が Job Managerに .tarファイルとして保存されます。この .tarファイ
ルをダウンロードして解凍し、更新されたファイルをユーザースペースにインポートでき

ます。

詳細については、「設計エンジンインスタンス, on page 13」を参照してください。

パッチファイル

パッチファイルは、プランファイル間の差異をコンパクトに表す方法です。これらの差異（ま

たは「パッチ」）は、他のプランファイルに適用したり、ネットワークに展開することができ

ます。パッチファイルは .plp形式です。

パッチの作成および適用については、パッチファイルの作成および使用, onpage443を参照して
ください。

Cisco Crosswork Planningにログインする
このトピックでは、CiscoCrossworkPlanningをインストールした後に、UIにアクセスする方法
について説明します。

Cisco Crosswork Planningはブラウザベースのアプリケーションです。サポートされているブラ
ウザのバージョンの詳細については、サポートされるWebブラウザ
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手順

ステップ 1 Webブラウザを開いて、https://<Crosswork Management Network Virtual IP (IPv4)>:30603/と入力しま

す。

ブラウザから Cisco Crosswork Planningに初回アクセスした場合は、サイトが信頼できないという警告が表
示される場合があります。これが表示された場合は、プロンプトに従って、セキュリティ例外を追加し、

サーバーから自己署名証明書をダウンロードします。これを実行すると、ブラウザはその後のすべてのロ

グインで信頼できるサイトとして Cisco Crosswork Planningサーバーを受け入れます。

ステップ 2 Cisco Crosswork Planningにログインします。

a) 管理者のユーザー名である adminとデフォルトパスワードの adminを入力します。

b) [ログイン（Login）]をクリックします。
c) 管理者のデフォルトのパスワードを変更するように求められたら、表示されたフィールドに新しいパ
スワードを入力し、[OK]をクリックします。

（注）

強力な VMパスワード（大文字と小文字、数字、特殊文字を含む 8文字以上の長さ）を使用します。
ディクショナリの単語や関連する単語に類似したパスワードの使用は避けてください（例：

「Pa55w0rd!」）。

[Crosswork Manager]ページが表示されます。

ステップ 3 [Crossworkの正常性（Crosswork Health）]タブ、[Crossworkプラットフォームインフラストラクチャ
（Crosswork Platform Infrastructure）]タブの順に選択し、Cisco Crosswork Planningで実行されているマ
イクロサービスの正常性ステータスを表示します。

ステップ 4 （オプション）管理者アカウントに割り当てられた名前を、よりわかりやすい名前に変更します。

ステップ 5 手動インストールの場合：UIにログインした後、VMが正常であることを確認します。Cisco Crosswork
Planning UIから一覧のサンプル（.tfvarsファイル）をダウンロードし、data centerパラメータを使用して
VM関連情報と一緒に更新します。次に、そのファイルを Cisco Crosswork Planning UIにインポートしま
す。詳細については、インベントリファイルのインポートを参照してください。

Cisco Crosswork Planningへのアクセス権があるため、必要に応じてタスクの計画または管理を
開始できます。

次のタスク

ログアウトするには、メインページの右上隅で、[ ]、[ログアウト（Logout）]の順に選択し
ます。

プランファイルでの作業中にログアウトした場合、ファイルは閉じられず、開いたままになり

ます。

（注）
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ダッシュボード
[ダッシュボード（Dashboard）]ページでは、Cisco Crosswork Planningの動作サマリーを一目
で確認できます。このページは、インストールされているCiscoCrossworkPlanningアプリケー
ションによって異なるさまざまなダッシュレットで構成されます。

たとえば、Cisco Crosswork Planning Collectorアプリケーションがインストールされている場合
にのみ、[コレクション（Collections）]および [アーカイブネットワークモデル（Archivenetwork
models）]ダッシュレットが表示されます。同様にCisco Crosswork Planning Designアプリケー
ションがインストールされている場合にのみ、[マイネットワーク設計モデル（My network
design models）]、[マイ設計ジョブ（My design jobs）]、および [設計エンジン（Design engine）]
ダッシュレットが表示されます。

図 3 :ダッシュボードの画面

ダッシュレットのナビゲーション

各ダッシュレットのリンクを使用すると、目的のページに簡単に移動できます。たとえば、図

3 :ダッシュボードの画面（9ページ）で、[マイネットワーク設計モデル（My network design
models）]ダッシュレットの [開く（Open）]タブにある [2]リンクは、UIで 2つのネットワー
クモデルが開いていることを示しています。この番号 [2]をクリックすると、開いている 2つ
のネットワークモデルが [ネットワーク設計（Network Design）]ページに表示されます。

ダッシュレットのカスタマイズ

ダッシュレットの表示方法をカスタマイズするには、右上隅にある [ダッシュボードの編集
（Edit dashboard）]ボタンを使用します。詳細については、「カスタムダッシュレット（11
ページ）」、を参照してください。
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カスタムダッシュボード

デフォルトの [全般（General）]ダッシュボードに加えて、カスタムダッシュボードを作成し
て、選択したダッシュレットを含めることができます。

カスタムダッシュボードを作成

カスタムダッシュボードを作成するには、次の手順に従います。

Procedure

ステップ 1 右上の [ +ダッシュボードの追加（+ Add Dashboard）]をクリックします。

ステップ 2 [ダッシュレットの追加（+ Add dashlet）]をクリックします。[ダッシュレットの追加（AddDashlet）]ウィ
ンドウが表示されます。

ステップ 3 リストから目的のダッシュレットを選択し、 [+追加（+ Add）]をクリックします。

ステップ 4 左上のダッシュボードタイトルの横にある をクリックして、ダッシュボードの名前を入力します。タ

イトルが 5から 50文字以内であることを確認してください。

ステップ 5 [ダッシュボードの名前を変更（Rename Dashboard）]ダイアログボックスで [保存（Save）]をクリックし
ます。

ステップ 6 [保存（Save）]をクリックしてダッシュボードを保存します。

カスタムダッシュボードの名前の変更

カスタムダッシュボードの名前を変更するには、次の手順に従います。

デフォルト [全般（General）]ダッシュボードは名前の変更できません。Note

Procedure

ステップ 1 必要なカスタムダッシュボードに移動し、右上の [ダッシュボードの編集（Edit Dashboard）]をクリック
します。

ステップ 2 左上のダッシュボードタイトルの横にある をクリックして、ダッシュボードの新しい名前を入力しま

す。タイトルが 5から 50文字以内であることを確認してください。

ステップ 3 [ダッシュボードの名前を変更（Rename Dashboard）]ダイアログボックスで [保存（Save）]をクリックし
ます。

ステップ 4 [保存（Save）]をクリックしてダッシュボードを保存します。
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特定のカスタムダッシュボードの削除

カスタムダッシュボードを削除するには、次の手順に従います。

デフォルト [全般（General）]ダッシュボードは削除できません。Note

Procedure

ステップ 1 必要なダッシュボードに移動し、右上の[ダッシュボードの編集（Edit dashboard）]をクリックします

ステップ 2 右上にある [ダッシュボードの削除（Delete Dashboard）]をクリックします。

ステップ 3 確認ダイアログボックスで [削除（Delete）]をクリックします。

カスタムダッシュレット

デフォルトでは、使用可能なすべてのダッシュレットがデフォルト [全般（General）]ダッシュ
ボードに表示されます。右上隅にある [ダッシュボードの編集（Edit Dashboard）]ボタンを使
用して、

•要件に応じてダッシュレットの並べ替え

•ダッシュボードにダッシュレットを追加、

•ダッシュボードからダッシュレットを削除、

•ダッシュレットの名前を編集、

•そして、ダッシュレットのコピーを作成することができます。

手順

ステップ 1 必要なダッシュボードに移動し、右上の[ダッシュボードの編集（Edit dashboard）]をクリックします。
ページが編集可能になります。

ステップ 2 ダッシュレットの再配置するには：

a) 移動したいダッシュレット内の をクリックして、目的のポジションにドラッグとドロップします。

b) [保存（Save）]をクリックします。

ステップ 3 ダッシュボードにダッシュレットを追加するには、次の手順を実行します：

a) 右上の [+ダッシュレットの追加（+ Add Dashlet）]をクリックします。[ダッシュレットの追加（Add
Dashlet）]ウィンドウが表示されます。

b) リストから目的のダッシュレットを選択し、
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c) [+ Add]をクリックします。
d) [保存（Save）]をクリックします。

ステップ 4 ダッシュレット名を編集するには、次の手順を実行します：

a) 現在のダッシュレット名を表示するテキストフィールドに、ダッシュレットの新しい名前を入力しま
す。タイトルが 5から 50文字以内であることを確認してください。

b) [保存（Save）]をクリックします。

ステップ 5 ダッシュレットのコピーするには：

a) コピーを作成するダッシュレットの > [コピー（Copy）] iをクリックします。

ダッシュレットのコピーがダッシュボードに表示されます。

b) [保存（Save）]をクリックします。

ステップ 6 ダッシュレットの削除：

a) 削除するダッシュレットの > [削除（Delete）]をクリックします。

選択したダッシュレットがダッシュボードから削除されます。

b) [保存（Save）]をクリックします。

[全般（General）]ダッシュボードをデフォルトのビューに戻す
[全般（General）]ダッシュボードをデフォルトビューにリセットするには、次の手順に従いま
す。

カスタムダッシュボードでは、この手順を実行できません。Note

Procedure

ステップ 1 [全般（General）]ダッシュボードで、右上の [ダッシュボードを編集（Edit Dashboard）] をクリックしま
す。

ステップ 2 ページの下部にある [デフォルトにリセット（Reset to default）]ボタンをクリックします。

ダッシュボードのリセットを確認するウィンドウが表示されます。

ステップ 3 確認ウィンドウで [リセット（Reset）]をクリックします。
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ダッシュボードのコピー

ダッシュボードのコピーを作成するには、対象のダッシュボードに移動して、上部にある [コ
ピーを作成（Make a copy）]をクリックします。

設計エンジンインスタンス
設計エンジンの概要については、主なコンセプト, on page 5を参照してください。

インストール後、2つの設計エンジンインスタンスがシステム内に作成されます。

• cp-sync-engine-default：このエンジンは、同期タスクを処理するために割り当てられます。

• cp-async-engine-default：このエンジンは、非同期ジョブを実行するために割り当てられま
す。

デフォルトでは、これらのエンジンインスタンスは、大規模プロファイルでは 4つの vCPU
（4000m vCPU）と 16 Giのメモリ、特大規模（Xラージ）プロファイルでは 8つの vCPU
（8000m vCPU）と 24 Giのメモリで構成されます。

CiscoCrossworkPlanningにより、追加の設計エンジンインスタンスを設定し、要件に基づいて
vCPUとメモリを割り当てることができます。同期インスタンスと非同期インスタンスの両方
を含め、合計で最大 10個の設計エンジンインスタンスを作成できます。複数のインスタンス
を使用することにより、複数のタスクを同時に実行できます。たとえば、8つの非同期エンジ
ンインスタンスがある場合、8つのスケジュール済みジョブを並行して実行できることを意味
します。同様に、同期エンジンインスタンスの数が 5の場合は、5人のユーザが同期ジョブを
同時に実行できることを意味します。

設計エンジンインスタンスのリソース割り当て

大規模な展開では、シミュレーション分析またはキャパシティプランニングをより迅速に完了

したり、巨大なプランファイルでタスクを実行したりする必要がある場合があります。このよ

うな場合は、より多くのvCPUとメモリを割り当てる必要があります。CiscoCrossworkPlanning
では、エンジンインスタンスの作成時に、vCPUとメモリの値をエンジンインスタンスに割り
当てることができます。

インスタンスに割り当てることができる最大 vCPUとメモリは、システムの合計リソースに
よって異なります。たとえば、システムに 4つの vCPUと 64 Giのメモリがある場合、最大
4000mの vCPU（つまり、4つの vCPU）と 64 Giのメモリをエンジンインスタンスに割り当て
ることができます。システムのリソース情報を見つけるには、 [管理（Administration）] >
[Crosswork Manager] > [Crossworkの概要（Crosswork summary）] > [システムの概要（System
summary）]ページに移動します。設計エンジンインスタンスに割り当てられたリソースの詳
細は、[設計エンジン（Design Engine）] [インスタンス（Instances）]ページの [エンジンプロ
ファイル（Engine profile）]列に表示されます。
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エンジンサービスの作成

要件に応じて設計エンジンサービスを作成するには、次の手順に従います。

Before you begin

「CW計画設計の設定 API」ロール権限があることを確認します（[管理（Administration）] >
[ユーザーとロール（Users and Roles）] > [ユーザー（Users）]）。ユーザーのロールおよび権
限の管理の詳細については、ドキュメントの「ユーザーの管理」セクション Cisco Crosswork

Planning 7.2コレクションの設定と管理を参照してください。

同期ジョブと非同期ジョブの両方に合わせて最大 10個の設計エンジンを割り当てることがで
きます。

Note

Procedure

ステップ 1 メインメニューから、[管理（Administration）] > [設定（Settings）] > [システム設定（System settings）] >
[設計設定（Design settings）] > [設計エンジンインスタンス（Design engine instances）]を選択します。

[設計エンジンインスタンス（Design Engine Instances）]ページが開きます。

Figure 4:設計エンジンインスタンスページ

ステップ 2 [サービスの作成（Create Service）]をクリックします。

[サービスリストを作成（Create Service List）]が開きます。

ステップ 3 要件に従って、仮想 CPUをミリ vCPU単位で入力します。たとえば、5つの vCPUを割り当てるには、
5000と入力します。値は 100より大きく、システムの仮想 CPUキャパシティを超えていないことを確認
してください。たとえば、システムに 6つの vCPUがある場合は、6000を超える値を入力しないでくださ
い。

ステップ 4 要件に従って、 [メモリ（Memory）]を Gi（ギビバイト）単位で入力します。入力した値がシステムのメ
モリを超えていないことを確認してください。
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ステップ 5 同期インスタンスまたは非同期インスタンスを作成するかどうかを選択します。

ステップ 6 [保存（Save）]をクリックします。

この作成プロセスには約 1分から 2分かかります。正常に作成されると、新しく作成されたサービスの [可
用性（Availability） ]列に、ステータスが [アイドル（Idle）]として表示されます。

これが作成する最初のサービスである場合、ステップ 5での選択に基づいて、cp-sync-engine-1または
cp-async-engine-1という名前のサービスが作成されます。その後、cp-sync-engine-2または cp-async-engine-2
が作成され、パターンが続行されます。

次の点に注意してください。

• [ダッシュボード（Dashboard）]ページの [デザインエンジン（Design Engines）]ダッシュ
レット内の設計エンジンの数が増加します。

•新しく作成された同期エンジンプロファイルが、 [ネットワーク設計（Network Design）]
ページの [自動（Auto）]ドロップダウンリストに表示されます。動的に作成されたエン
ジンプロファイルの使用方法の詳細については、設計エンジンプロファイルの選択, on
page 39を参照してください。

•新しく作成された非同期エンジンプロファイルは、スケジュールされたジョブとしてツー
ルを実行中に、 [実行設定（Run Settings）]ページの [エンジンプロファイル（Engine
Profile）]セクションに表示されます。

エンジンセッションのリセット

エンジンセッションをリセットするには、次の手順に従います。

Before you begin

「CW計画設計の設定 API」ロール権限があることを確認します（[管理（Administration）] >
[ユーザーとロール（Users and Roles）] > [ユーザー（Users）]）。ユーザーのロールおよび権
限の管理の詳細については、ドキュメントの「ユーザーの管理」セクション Cisco Crosswork

Planning 7.2コレクションの設定と管理を参照してください。

Procedure

ステップ 1 メインメニューから、[管理（Administration）] > [設定（Settings）] > [システム設定（System settings）] >
[設計設定（Design settings）] > [設計エンジンインスタンス（Design engine instances）]を選択します。

設計エンジンインスタンスページが開き、使用可能のエンジンインスタンスの詳細を表示します。

ステップ 2 [アクション（Actions）]列で、セッションをリセットするエンジンインスタンスの > [セッションの
リセット（Reset session）]をクリックします。
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ステップ 3 確認ダイアログボックスで [リセット（Reset）]をクリックします。

セッションのリセット後、次の点に注意してください。

•可用性列には、ステータスが「アイドル」として表示されます。

•同期エンジンプロファイルの場合、開いたプランファイルは閉じます。

•非同期エンジンプロファイルの場合、スケジュールされたジョブは中止されます。

設計エンジンインスタンスを削除

動的に作成された設計エンジンインスタンスを削除するには、次の手順を実行します。

Before you begin

「CW計画設計の設定 API」ロール権限があることを確認します（[管理（Administration）] >
[ユーザーとロール（Users and Roles）] > [ユーザー（Users）]）。ユーザーのロールおよび権
限の管理の詳細については、ドキュメントの「ユーザーの管理」セクション Cisco Crosswork

Planning 7.2コレクションの設定と管理を参照してください。

デフォルトの設計エンジンインスタンスは削除できません。Note

Procedure

ステップ 1 メインメニューから、[管理（Administration）] > [設定（Settings）] > [システム設定（System settings）] >
[設計設定（Design settings）] > [設計エンジンインスタンス（Design engine instances）]を選択します。

設計エンジンインスタンスページが開き、使用可能のエンジンインスタンスの詳細を表示します。

ステップ 2 [アクション（Actions）]列からをクリックし、削除するサービスの > [削除（Delete）]をクリックしま
す。

選択した設計エンジンサービスがデフォルトではないことを確認してください。

ステップ 3 確認ダイアログボックスで [削除（Delete）]をクリックします。

削除プロセスは、完了までに約 1～ 2分かかります。

エンジンサービスの作成

動的に作成された設計エンジンサービスは、次の場合に削除されます。
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• Cisco Crosswork Planning設計アプリケーションをアップグレードします

•自然災害または人為的災害後に、Cisco Crosswork Planning構成データを復元または、

• Cisco Crosswork Planningの古いバージョンから新しいバージョンにデータを移行します。

再作成するには、次の手順に従います。

Procedure

ステップ 1 メインメニューから、[管理（Administration）] > [設定（Settings）] > [システム設定（System settings）] >
[設計設定（Design settings）] > [設計エンジンインスタンス（Design engine instances）]を選択します。

設計エンジンインスタンスページが開き、使用可能のエンジンインスタンスの詳細を表示します。

ステップ 2 [アクション（Actions）]列で、再作成するサービスの > [再作成（Recreate）]をクリックします。

ステップ 3 確認ダイアログボックスで [再作成（Recreate）]をクリックします。

選択した設計エンジンインスタンスが再作成されます。
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P A R T I
ネットワークモデルの可視化

•ネットワークモデルの可視化（21ページ）
•プランオブジェクトについて（67ページ）





第 3 章

ネットワークモデルの可視化

この章は次のトピックで構成されています。

•ネットワークモデルの作成とインポート, on page 21
•プランファイルを開く, on page 25
•プランファイルの削除, on page 27
•プランファイルのダウンロード, on page 27
• [ネットワークモデル（Network Models）]ページの主な機能, on page 28
• [ネットワーク設計（Network Design）]ページの主な機能, on page 31
•プランテーブル（37ページ）
•設計エンジンプロファイルの選択（39ページ）
•ノードへの拠点の割り当て（40ページ）
•拠点への地理的位置の割り当て（44ページ）
•ネットワークトポロジ, on page 46
•トラフィック使用率の色分け（50ページ）
•使用率色分けプロファイル（53ページ）
•ネットワークサマリーテーブル, on page 56
•ユーザー定義列（63ページ）
•ダークモードの有効化（65ページ）

ネットワークモデルの作成とインポート
ネットワークモデルは通常、Cisco Crosswork PlanningCollectorアプリケーションを使用して生
成され、プランファイルとして保存されます。 Cisco Crosswork Planning Design UIで新しい
ネットワークモデルを作成したり、ローカルシステムから既存のネットワークモデルをイン

ポートしたりできます。 Cisco Crosswork Planning設計アプリケーションでプランファイルを
使用するには、ユーザースペースでそれらのファイルを使用できる必要があります。

プランファイルをユーザースペースにインポートするか、新しいネットワークモデルを手動

で作成するには、次の手順を実行します。
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ローカルマシンからのプランファイルのインポート

このセクションは、ローカルマシンからユーザースペースにプランファイルをインポートす

る方法を説明します。

Before you begin

インポートするプランファイルの拡張子が .txt、.plnまたは .dbであることを確認します。

Procedure

ステップ 1 メインメニューから、[ネットワークモデル（Network Models）]を選択します。

デフォルトでは、[マイユーザースペース（My user space）] > [マイネットワークモデル（My network
models）]ページが開きます。

ステップ 2 [プランファイルのインポート（Import plan file）]ボタンをクリックします。

[プランファイルのインポート（Import Plan File）]ウィンドウが表示されます。

ステップ 3 [参照（Browse）]をクリックして、インポートするプランファイルを選択します。

ステップ 4 （オプション）リストから必要なタグを選択するか（存在する場合）、新しいタグを作成します。

新しいタグを作成するには、次の手順を実行します。

a) [新規タグの追加（Add a New Tag）]をクリックします。

b) タグ名を入力します。
c) テキストフィールドの隣の+アイコンをクリックします。

Note
タグは、使用可能なすべてのプランファイルから削除されるとこのリストからも削除されます。

ステップ 5 [インポート（Import）]をクリックします。

プランファイルは、[マイユーザースペース（Myuser space）] > [ネットワークモデル（Networkmodels）]
ページにインポートされます。

アーカイブからのプランファイルのインポート

次のセクションは、ローカルまたはリモートアーカイブからユーザースペースにプランファ

イルをインポートする方法を説明します。

Before you begin

CiscoCrossworkPlanningコレクタアプリケーションからのアーカイブされたネットワークモデ
ルは、プランファイル形式（.pln）で保存されます。アーカイブの場所は、Cisco Crosswork
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PlanningDesignおよびCollectorアプリケーションが同じマシンにインストールされているか、
別のマシンにインストールされているかによって異なります。

•同じマシンに Cisco Crosswork Planning Designおよび Collectorアプリケーションがインス
トールされている場合、アーカイブされたネットワークモデルは [ネットワークモデル
（Network Models）] > [ローカルアーカイブ（Local archive）]に表示されます。

• 2つのアプリケーションが異なるマシンにインストールされている場合は、CiscoCrosswork
Planningコレクタアプリケーションがインストールされているマシンに接続する必要があ
ります。接続後、アーカイブされたネットワークモデルは、CiscoCrossworkPlanningDesign
アプリケーションの [ネットワークモデル（Network Models）] > [リモートアーカイブ
（Remote archive）]の下に表示されます。詳細については、Cisco Crosswork Planning 7.2

コレクションの設定と管理の「Scenario 2: When the Cisco Crosswork Planning Design and
Collector Applications are Installed on Different Machines」セクションを参照してください。

Procedure

ステップ 1 メインメニューから、[ネットワークモデル（Network Models）]を選択します。

デフォルトでは、[マイユーザースペース（My user space）] > [マイネットワークモデル（My network
models）]ページが開きます。

ステップ 2 左ペインの [ローカルアーカイブ（Local archive）]または [リモートアーカイブ（Remote archive）]の下に、
アーカイブされた収集のリストが表示されます。リストから必要な収集名を選択します。右側のパネルに

は、さまざまなスケジュールされた時間にこの収集で作成されたプランファイルのリストが表示されます。

[最終更新日（Last updated）]列を使用して、プランファイルが作成された時刻を確認します。

ステップ 3 右側のパネルから必要なプランファイルを選択し、[アクション（Actions）]列で をクリックし、[ユー
ザースペースにエクスポート（Export to user space）]をクリックします。

[プランをユーザースペースにエクスポート（Export Plan to User Space）]ウィンドウが表示されます。

ステップ 4 （オプション）[名前を付けて保存（Saveas）]フィールドに、プランファイルの新しい名前を入力します。

ステップ 5 （オプション）リストから必要なタグを選択するか（存在する場合）、新しいタグを作成します。

新しいタグを作成するには、次の手順を実行します。

a) [新規タグの追加（Add a New Tag）]をクリックします。

b) タグ名を入力します。
c) テキストフィールドの隣の+アイコンをクリックします。

Note
タグは、使用可能なすべてのプランファイルから削除されるとこのリストからも削除されます。

ステップ 6 [保存（Save）]をクリックします。
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プランファイルは、[マイユーザースペース（Myuser space）] > [ネットワークモデル（Networkmodels）]
ページにインポートされます。

新しいネットワークモデルの手動作成

この項では、ユーザースペースに新しいネットワークモデルを手動で作成する方法について説

明します。

Procedure

ステップ 1 メインメニューから、[ネットワークモデル（Network Models）]を選択します。

デフォルトでは、[マイユーザースペース（My user space）] > [マイネットワークモデル（My network
models）]ページが開きます。

ステップ 2 [新規作成（Create new）]ボタンをクリックします。

[新しいネットワークモデル（New Network Model）]ウィンドウが開きます。

ステップ 3 [ファイル名（File Name）]フィールドに、プランファイルの名前を入力します。

Note
プランファイル名を入力する時に .txtまたは .pln拡張子が含まれていることを確認してください。

ステップ 4 （オプション）リストから必要なタグを選択するか（存在する場合）、新しいタグを作成します。

新しいタグを作成するには、次の手順を実行します。

a) [新規タグの追加（Add a New Tag）]をクリックします。

b) タグ名を入力します。
c) テキストフィールドの隣の+アイコンをクリックします。

Note
タグは、使用可能なすべてのプランファイルから削除されるとこのリストからも削除されます。

ステップ 5 [保存（Save）]をクリックします。

新しく作成されたネットワークモデルが [ネットワーク設計（NetworkDesign）]ページで開きます。デフォ
ルトでは、2つのノードとインターフェイスがネットワークモデルに追加されます。

What to do next

•作成したネットワークモデルにノードと拠点の詳細情報を追加します。詳細については、
オブジェクトの作成, on page 78を参照してください。
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• [ネットワーク設計（NetworkDesign）]ページ（プランファイルを開く, on page 25を参照）
でプランファイルを開き、要件に応じてアクションを実行します。

プランファイルを開く
はじめる前に

プランファイルがユーザースペースで使用可能であることを確認します。プランファイルを

ユーザースペースに作成またはインポートするには、ネットワークモデルの作成とインポー

ト, on page 21で説明されている手順を使用します。

プランファイルは、[ネットワークモデル（NetworkModels）]ページまたは [ネットワーク設計
（Network Design）]ページから開くことができます。[ネットワーク設計（Network Design）]
ページでプランファイルが開き、必要に応じて、さまざまなアクションを実行できます。

•同時に開くことができるプランファイルは3つだけであり、一度にアクティブにできるプ
ランファイルは 1つだけです。

•プランファイルでの作業中にログアウトした場合、ファイルは閉じません。開いたままに
なります。

Note
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[ネットワーク設計（Network Design）]ページ
から開く手順

[ネットワークモデル（Network Models）]ペー
ジから開く手順

1. メインメニューから、[ネットワーク設計
（Network Design）]を選択します。

2. ページの上部に表示されるプランファイ
ルのタブバーの末尾にある [+]アイコンを
クリックします。

[ネットワークモデル（Network Models）]
ページが開き、使用可能なすべてのプラ

ンファイルが一覧表示されます。

3. 次のいずれかの方法で、必要なプランファ
イルを開きます。

•必要なプランファイルの名前をクリッ
クします。

または

• [アクション（Actions）]列で、開く
プランファイルの をクリックし、

[開く（Open）]をクリックします。

プランファイルが [ネットワーク設計
（Network Design）]ページに表示されま
す。

1. メインメニューから、[ネットワークモデ
ル（Network Models）]を選択します。

デフォルトでは、[ユーザースペース（User
space）] > [マイネットワークモデル（My
network models）]が選択されます。

使用可能なプランファイルのリストが表

示されます。

2. 次のいずれかの方法で、必要なプランファ
イルを開きます。

•必要なプランファイルの名前をクリッ
クします。

または

• [アクション（Actions）]列で、開く
プランファイルの をクリックし、

[開く（Open）]をクリックします。

プランファイルが [ネットワーク設計
（Network Design）]ページに表示されま
す。

プランファイルが表示されると、次のようになります。

•ネットワークプロットに、回線によって接続されたノードが表示されます。回線は、直接
接続された 2つのインターフェイスです。

•ノードをクリックしてドラッグすることで、ノードの位置を変更できます。

•モデルの測定データは、ネットワークからデータが収集された期間を表します。これは、
Cisco Crosswork Planningアプリケーションで使用されるモデルです。

• [マイネットワークモデル（My networkmodels）]ページで、開いているプランファイルの
横にある選択チェックボックスがグレー表示され、削除できなくなります。
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プランファイルの削除
この項は、ユーザースペースからプランファイルを削除する方法について説明します。

プランファイルの削除に関する重要な考慮事項

プランファイルを削除する際は、次の点に注意してください。

•一度に最大 10個のファイルを削除できます。

•管理者ユーザーのみが、他のユーザースペースで使用可能なファイルを削除できます。

•現在開いているプランファイルは削除できません。

•プランファイルを削除すると、関連するレポートも削除されます。

Procedure

ステップ 1 メインメニューから、[ネットワークモデル（Network Models）]を選択します。

ステップ 2 ユーザースペースから、削除するプランファイルを選択し、上部にある アイコンをクリックします。

1つのファイルを削除する場合は、[アクション（Actions）]列の > [削除（Delete）]オプションを使用
できます。

ステップ 3 確認ダイアログボックスで [削除（Delete）]をクリックします。

プランファイルのダウンロード
この項では、プランファイルをダウンロードする方法について説明します。

一度に最大 10個のファイルをダウンロードできます。

Procedure

ステップ 1 メインメニューから、[ネットワークモデル（Network Models）]を選択します。

ステップ 2 ユーザースペースから、ダウンロードするプランファイルを選択し、上部にある アイコンをクリック

します。

1つのファイルをダウンロードする場合は、[アクション（Actions）]列の >[ダウンロード（Download）]
オプションを使用できます。
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プランファイルがローカルマシンにダウンロードされます。複数のプランファイルをダウン

ロードする場合は、ファイルが 1つの .tarファイルにバンドルされます。

[ネットワークモデル（Network Models）]ページの主な
機能

[ネットワークモデル（Network Models）]ページには、すべてのプランファイル、アーカイブ
されたネットワークモデル、およびその他のファイルが一覧表示されます。このページにアク

セスするには、メインメニューから、[ネットワークモデル（NetworkModels）]を選択します。

次の図とテーブルで、[ネットワークモデル（NetworkModels）]ページで実行できるさまざま
なアクションについて説明します。

Figure 5:ネットワークモデルのユーザーインターフェイス
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[説明（Description）]引き出し線

番号

[マイユーザースペース（Myuser space）]：マイユーザースペースは、プランファ
イルやその他のファイルを含む、ログインしているユーザーの専用ストレージと

して機能します。各ユーザーには、プランファイルを表示、編集、作成、または

削除できる独自のスペースがあります。管理者ユーザーを除き、ユーザーは他の

ユーザーが使用するプランファイルを表示できません。

デフォルトでは、マイユーザースペースに、いくつかのサンプルプランファイル

が含まれています。

このセクションの下に、次の 4つのサブセクションがあります。

• [ネットワークモデル（Network models）]：ログインしているユーザーがア
クセスできるすべてのプランファイルが一覧表示されます。

Note
右側のパネルで、プランファイルの横にあるグレー表示された選択チェッ

クボックスは、そのプランファイルが現在開いており、削除できないこと

を示しています。

• [最近（Recent）]：ログインしているユーザーが最近アクセスしたプランファ
イルが表示されます。

• [星マーク（Starred）]：ログインしているユーザーによってお気に入りとし
てマークされているプランファイルが表示されます。

• [すべてのファイル（All files）]：プランファイルに加えて、Cisco Crosswork
Planningは、他のいくつかのタイプのファイルをサポートしています。たと
えば、パッチファイル、出力結果ファイルなどです。[すべてのファイル（All
files）]セクションには、ログインしているユーザーがアクセスできるこれ
らのタイプのファイル（およびプランファイル）が表示されます。

1

[すべてのユーザースペース（All user spaces）]：管理者ユーザーは、他のユー
ザーのユーザースペースからプランファイルにアクセスできます。[すべてのユー
ザースペース（Alluser spaces）]セクションには、他のユーザーのユーザースペー
スで使用可能なプランファイルとその他のすべてのファイルが表示されます。

2

[ローカルアーカイブ（Local archive）]：Cisco Crosswork Planning Collectorおよび
CiscoCrosswork PlanningDesignアプリケーションが同じマシンにインストールさ
れている場合、[ローカルアーカイブ（Local archive）]セクションには、このア
プリケーションを使用して生成された、アーカイブされているネットワークモデ

ルが表示されます。

3
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[説明（Description）]引き出し線

番号

[リモートアーカイブ（Remote archive）]：外部コレクタによって生成された、
アーカイブされているネットワークモデルが表示されます。Cisco Crosswork
Planning Collectorアプリケーションと Cisco Crosswork Planning Designアプリケー
ションが異なるマシンにインストールされている場合は、このアーカイブにアク

セスしてください。

4

星マーク：プランファイルをお気に入りとしてマークするには、 アイコンを

クリックします。お気に入りとしてマークされたファイルは、[マイユーザース
ペース（My user space）] > [星マーク（Starred）]に表示されます。

5

[プランファイルテーブル（Plan files table）]テーブル：このテーブルには、ユー
ザースペースで使用可能なすべてのプランファイルが一覧表示されます。

[アクション（Actions）]列の アイコンを使用すると、

•プランファイルの詳細情報を表示します。

Note
プランファイルのタグを追加または削除するには、このオプションを使用

します。

• [ネットワーク設計（NetworkDesign）]ページでプランファイルを開きます。

•ユーザースペースでプランファイルのコピーを作成します。

•プランファイルをローカルマシンにダウンロードします。

•ユーザースペースからプランファイルを削除できます。

Figure 6: [Actions]メニュー

[6]

[プランファイルの検索（Search plan files）]：ページの上部にある検索バーを使
用して、必要なプランファイルを検索します。

7
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[説明（Description）]引き出し線

番号

リストレイアウトとカードレイアウト：ユーザースペース内のプランファイル

は、リストレイアウト（デフォルト）またはカードレイアウトで可視化できま

す。これらのアイコンを使用して、リストビューとカードビューを切り替えま

す。

8

フィルタ：ファイルタイプまたはタグ名に基づいてプランファイルをフィルタ処

理するには、 を使用します。

また、表示する日付範囲（特定の日付、3か月、1か月、1週間、および1日）に
基づいて、テーブルのデータをフィルタ処理できます。

9

[ネットワーク設計（Network Design）]ページの主な機能
[ネットワーク設計（Network Design）]ページでプランファイル名をクリックすると、[ネット
ワーク設計（Network Design）]ページが開きます。このページには、実際には各サイト内の
ノード（ルータ）に接続されているが、回線によって接続されているように見えるサイトを示

すネットワークプロットが表示されます。サイト内のノードは、サイト内回線によって接続さ

れます。各回線は、2つのインターフェイスで構成されます。このページには、ネットワーク
モデルに含まれる各オブジェクトに関連する情報も表形式で表示されます。

Cisco Crosswork Planningの [ネットワーク設計（Network Design）]ページには、4つの主要な
セクションがあります。

•プランファイルタブ

•ツールバー

•ネットワークプロット

• [ネットワークサマリー（Network Summary）]パネル

次の図と表で、[ネットワーク設計（NetworkDesign）]ページで実行できるさまざまなアクショ
ンについて説明します。
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Figure 7:ネットワーク設計のユーザーインターフェイス

[説明（Description）]引き出し線

番号

プランファイルタブ：現在開いているプランファイルを示します。一度に3つの
プランファイルを開くことができます。プランファイルを前面に配置するには、

ファイルをアクティブ化し、関連するタブをクリックします。新しいプランファ

イルを開くには、このタブバーの [+]アイコンをクリックします。

1

設計エンジンプロファイルの選択：同期タスクの設計エンジンプロファイルを選

択できます。詳細については、設計エンジンプロファイルの選択, on page 39を
参照してください。

2
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[説明（Description）]引き出し線

番号

3
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[説明（Description）]引き出し線

番号

ツールバー：ネットワークモデリング、シミュレーション、および最適化のオプ

ションを提供します。

•アクション：ツール、イニシャライザ、およびレポートに関連するオプショ
ンが含まれています。[アクション（Actions）] > > [挿入（Insert）]オプショ
ンの順に選択し、さまざまなプランオブジェクトを作成します。

• [プリセットワークフロー（Preset workflows）]：シミュレーションおよび
最適化ツールにすばやく移動できるオプションが含まれています。

• [障害の影響の評価（Evaluate impact of failures）]：シミュレーション
分析ツールに移動できます。

• [トラフィック増加の影響の評価（Evaluate impact of traffic growth）]：
増加プラン作成ツールに移動できます。

• [キャパシティプランニングの実行（Perform capacity planning）]：キャ
パシティプランニング最適化ツールに移動できます。

• [最適化の実行（Perform optimization）]：さまざまなLSP、SRLSP、お
よび RSVP LSP最適化ツールに移動できます。

• [レイヤ3の表示（Show Layer 3）]：現在 UIにレイヤ 3（L3）ネットワーク
が表示されていることを示します。

• [プロットビュー（Plot view）]：プロットに表示されるトラフィックのタイ
プを選択できます。詳細については、「ネットワークプロット, on page 46」
を参照してください。

• [トラフィックレベル（Traffic level）]：開いている各プランファイルのトラ
フィックレベルを作成してグローバル適用します。詳細については、「トラ

フィックレベルの作成と選択, on page 109」を参照してください。

• [QoS]：開いている各プランファイルに対してQoS設定をグローバルに作成
して適用します。詳細については、「QoS設定のグローバル適用, on page
213」を参照してください。

• [ネットワークオプション（Network options）]アイコン（ ）：グローバ

ルシミュレーションモード（MPLSのフルコンバージェンスや高速再ルー
ティングなど）と、マルチキャストホップを含めるかどうかを設定できま

す。IGP、BGP、およびマルチキャストプロトコルのオプションも設定でき
ます。

• [シミュレート（Simulate）]アイコン（ ）：再シミュレーションをトリ

ガーします。デフォルトでは、現在のシミュレーションを無効にする変更に

よって、再シミュレーションが自動的にトリガーされることはありません。

たとえば、トポロジトリガーの変更には再シミュレーションが必要です。詳
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[説明（Description）]引き出し線

番号

細については、自動再シミュレーション, on page 84を参照してください。

ネットワークプロット：ネットワークトポロジを視覚的に表示します。各イン

ターフェイスの色は、そのインターフェイスのトラフィック使用率のパーセン

テージを表します（トラフィック使用率の色分け, on page 50を参照）。ネット
ワークサマリーテーブルで、デマンドやインターフェイスなどのオブジェクト

を選択する際、プロットで強調表示されます。

• および アイコン：ネットワークトポロジをグラフィカルに視覚化す

るために使用できるビューには、概略ビューと地理的ビューの2つがありま
す。詳細については、「ネットワークトポロジのグラフィカルビュー, on
page 48」を参照してください。

• [グループを表示（Show Groups）]チェックボックス：概略ビューでは、こ
のチェックボックスを使用してノードをグループ化またはグループ化解除

します。詳細については、「ノードのグループ化, on page 49」を参照してく
ださい。

• [マップオプション（Mapoptions）]アイコン（ ）：このアイコンを使用

すると、デマンドと LSPの異なる種類のルートをプロットできます。たと
えば、シミュレーションされたパス、最短の IGPパス、最短の遅延パスな
どです。

• [使用率の色（Utilization color）]アイコン（ ）：このアイコンを使用する

と、必要に応じて、トラフィックの使用率の色を変更できます。詳細につい

ては、「トラフィック使用率の色分け, on page 50」を参照してください。

• [オートフォーカス（Auto-Focus）]：このオプションをオンにした場合、
[ネットワークサマリー（Network Summary）]テーブルでオブジェクトを選
択すると、ネットワークプロットでそのオブジェクトに自動的にフォーカ

スが合わされます。このオプションは、デフォルトで選択されます。

• [マップ凡例（Maplegend）]アイコン（ ）：このアイコンを使用すると、

プロット内のアイコンおよび回線の種類の凡例と、その意味が表示されま

す。

•ズームアイコン と アイコン：これらのアイコンを使用すると、ネッ

トワークトポロジが徐々に拡大縮小されます。

• [自動拡大（Zoom fit）]アイコン（ ）：このアイコンを使用すると、ネッ

トワークプロット内に収まるようにトポロジマップが自動調整されます。

4
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[説明（Description）]引き出し線

番号

[ネットワークサマリー（Network Summary）]パネル：ネットワーク内のさま
ざまなオブジェクトのサマリーが表形式で表示されます。詳細については、ネッ

トワークサマリーテーブル, on page 56を参照してください。

5

[オブジェクトタブとテーブル（Object tabsandtables）]：マルチキャスト、P2MP
LSP、ポートなど、特殊な目的に使用できる多数のテーブルがあります。一般的
なテーブル, on page 57内に示されているテーブルは、最も一般的に使用される
ものであり、デフォルトです。

テーブルを最前面に表示してアクティブなテーブルにするには、関連するタブを

クリックします。たとえば、LSPテーブルを開くには、[LSP]タブをクリックし
ます。使用するタブが表示されていない場合は、[テーブルを表示/非表示

（Show/hide tables）]アイコン（ ）をクリックし、必要なオブジェクトに対応

するチェックボックスをオンにします。

テーブルに一連の行と列が表示されます。行はオブジェクト、列はプロパティで

す。

6

[アドオンを管理（Manage add-ons）]：アドオンを設定するためのオプションを
提供します。詳細については、「アドオンの管理」を参照してください。

7

[設定（Settings）]ボタン（ ）：[自動再シミュレーション
（Auto-resimulate）]オプションを有効/無効にするには、このボタンを使用しま
す。詳細については、自動再シミュレーション, on page84を参照してください。

8

[ビューを保存（Saveviews）]：よく使用するテーブルのビューを保存するには、
[ビューを保存（Save view）]ボタンを使用します。詳細については、テーブル
ビューの保存, on page 62を参照してください。

9

[テーブルを表示/非表示（Show/hide tables）]アイコン（ ）：[ネットワーク
サマリー（Network Summary）]パネルで 1つ以上のオブジェクトテーブルを表
示したり非表示にするには、このアイコンを使用します。詳細については、テー

ブルまたは列の表示/非表示, on page 59を参照してください。

10

[テーブル列を表示/非表示（Show/hide table columns）]アイコン（ ）：オブ

ジェクトテーブルで1つ以上の列を表示したり非表示にするには、このアイコン
を使用します。詳細については、「テーブルまたは列の表示/非表示, onpage59」
を参照してください。

11

[フィルタ（Filter）]アイコン：Cisco Crosswork Planningには、3つのフィルタオ
プション（フローティングフィルタ、詳細フィルタ、およびクロステーブル

フィルタ）があります。詳細については、「ネットワークサマリーテーブルの

フィルタオプション, on page 60」を参照してください。

12
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プランテーブル
プランファイルのすべての側面は、一連のテーブルを使用して定義されます。テーブルとその

列の完全なリストについては、Cisco Crosswork Planning UIの [ ] > [スキーマ定義（Schema
Definition）]の順に選択します。

プランテーブル列

プランテーブルには、次の 3つの異なるカテゴリの列が含まれます。

•主要列：テーブルの行を一意に識別する列。各テーブルには、1つ以上の主要列がありま
す。たとえば、<Nodes>テーブルには、ノードの一意の名前である主要列 [名前（Name）]
があります。<Interfaces>テーブルには、[ノード（Node）]と [インターフェイス
（Interface）]の2つの列があります。このペアは、テーブル内のすべてのエントリについ
て連帯して一意である必要があります。もう 1つの例は、<Demands>テーブルで、[名前
（Name）]、[送信元（Source）]、[接続先（Destination）]、[ServiceClass]という主要列が
あります。同じ送信元から同じサービスクラスが設定された同じ接続先で2つのデマンド
がある場合、異なる名前を持つ必要があります。

[スキーマの定義（Schema Definition）]ページでは、主要列は名前の横にオレンジの線で
示されます（「図 8 :ノードテーブル（38ページ）」を参照）。

• [プラン（Plan）]列または収集されたデータ：テーブル内のエントリのプロパティを定義
または設定する列。たとえば、<Nodes>テーブルの [拠点（Site）]列は、ノードを含む拠
点を指定するため、[プラン（Plan）]列です。主要列は常に [プラン（Plan）]列です。

[スキーマの定義（SchemaDefinition）]ページでは、[プラン（Plan）]列は名前の横に紫の
線で示されます（「図 8 :ノードテーブル（38ページ）」を参照）。

•派生列または派生データ：同じテーブルまたは別のテーブルの [プラン（Plan）]列から派
生した情報を提供する列。これらはプランファイルに保存されませんが、テーブルが表示

されるときに UIによって生成されます。たとえば、<Interfaces>テーブルのリモートノー
ドは、<Circuits>テーブルで定義されたとおり、インターフェイスに対してリモートノー
ドをルックアップすることで派生します。一部の派生情報は、取得がより複雑になる場合

があります。たとえば、[トラフィックシミュレーション（Traffic sim）]列は、ネットワー
クで実行されたシミュレーションの結果である派生列です。UIで生成されるテーブルの
エントリは、事前に指定されたいくつかのパラメータに依存する場合があります。たとえ

ば、<Interfaces>テーブルの [トラフィック計測（Traff Meas）]列は、そのインターフェイ
スで指定されたトラフィックレベルで測定されたトラフィックです。特定の QoS選択の
場合、列は全体（区別されていない）トラフィック、特定のキュー上のトラフィック、ま

たは特定のサービスクラスのトラフィックになります。

[スキーマの定義（Schema Definition）]ページでは、派生列は名前の横に青の線で示され
ます（「図 8 :ノードテーブル（38ページ）」を参照）。
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図 8 :ノードテーブル

テーブルスキーマとプランテーブル

テキストプランファイルでは、各テーブルは <TableName>から始まり、テーブル名を識別し
ます。たとえば、<Nodes>。

テーブル本文の最初の行には列の見出しがあり、その後にテーブルのエントリを説明する行が

続きます。列の順序は関係ありません。主要列だけが存在する必要があります。

各プランテーブルは、データベーススキーマ（そのテーブルを定義する部分）からの抜粋を使

用して定義されます。たとえば、表 1 : NamedPathsテーブルのスキーマ（38ページ）は、
<NamedPaths>テーブルのテーブルスキーマの抜粋をリストします。表 2 : <NamedPaths>例（39
ページ）は、プランファイルに入力された <NamedPaths>テーブルの例を表示します。

表 2 : <NamedPaths>例（39ページ）では、最初の列は、Nameです。これは、表 1 :NamedPaths
テーブルのスキーマ（38ページ）の最初の列で説明されています。この場合、名前付きパス
（PathAまたは PathB）の名前はプランファイルとUIで同じです、これは、パスの名前で、テ
キストのデータタイプがあり、テーブルキーです。キーであることは、[名前（Name）]列が、
行を一意に定義する列間にあることを意味します。この場合、[名前（Name）]と [送信元
（Source）]が組み合わさって、一意の行を定義します。

表 1 : NamedPathsテーブルのスキーマ

カテゴリSQLタイプ[説明
（Description）]

GUI名SQL名

キーTEXTパスの名前[名前（Name）][名前（Name）]

キーTEXTNamedPathのソー
スの名前

[ソース
（Source）]

[ソース
（Source）]

計画BOOLEANパスがアクティブ

か？

[アクティブ
（Active）]

[アクティブ
（Active）]
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カテゴリSQLタイプ[説明
（Description）]

GUI名SQL名

派生元BOOLEANパス内のすべての

ホップがプランで

解決される場合は

True、そうでない
場合は False、
ホップがない場合

は NA。

解決済み解決済み

表 2 : <NamedPaths>例

解決済み[アクティブ（Active）][ソース（Source）][名前（Name）]

TTRouter1.AcmeGPathA

TTRouter1.AcmeOPathB

設計エンジンプロファイルの選択
[ネットワーク設計（Network Design）]ページの上部に、使用可能なすべての同期エンジンプ
ロファイルが表示されます。デフォルトでは、メモリが最も多い同期エンジンプロファイルが

選択されます（[自動（Auto）]）。より多くのvCPUとメモリを必要とする大規模なプランファ
イルを処理する必要がある場合は、vCPUとメモリの割り当てが高いエンジンプロファイルを
選択できます。設計エンジンプロファイルの詳細については、設計エンジンインスタンス

（13ページ）を参照してください。

要件に応じてエンジンプロファイルを変更するには、次の手順に従います。

始める前に

必要なエンジンプロファイルが使用可能であることを確認します。設計エンジンインスタン

スの作成の詳細については、エンジンサービスの作成（14ページ）を参照してください。

手順

ステップ 1 メインメニューから、[ネットワーク設計（Network Design）]を選択します。
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ステップ 2 開いているプランファイルを閉じます。

ステップ 3 ページタイトルの横にあるドロップダウンリストから、必要な同期エンジンプロファイルを選択します。

エンジンプロファイルの「State」が Upであり、「Availability」が Idleであることを確認します。がこの
要件を満たしていない場合は、ドロップダウンの横に赤いアイコンが表示されます。 [設計エンジンイン
スタンス（Design Engine Instances）]ページでエンジンプロファイルのステータスを確認することもでき
ます。

ステップ 4 必要なプランファイルを開き、作業を開始します。これで、すべての同期タスクに選択されたエンジンプ
ロファイルが使用されます。

ノードへの拠点の割り当て
Assign sites to nodesイニシャライザは、ノードと拠点間マッピングを変更することでネット
ワークを再編成します。ノードをサイトに含める必要はありませんが、ノードをサイトに追加

すると、ネットワークの可視化が簡素化および改善されます。たとえば、一般に、同じ地理的

位置またはポイントオブプレゼンス（PoP）にあるすべてのノードを 1つのサイトに配置しま
す。

このイニシャライザを使用すると、次を実行できます。

•すべてのノードに適用される単純なマッピングルールに基づいて、ノードとサイトの関連
付けを作成します。これにより、プランファイルに保存されていない一時的なマッピング

が作成されます。

•ノードからサイトへのマッピングのテーブルを作成またはカスタマイズします。このテー
ブルは、ルールを使用して、正規表現の置換に基づいてノードをサイトにマッピングしま

す。テーブルは、プランファイルに保存（<NodeSiteMappingRules>テーブルとして）され
るため、保持して再利用することができます。

サイトの割り当てルール

この項では、Assign sites to nodesイニシアライザがノードにサイトを割り当てる方法について
説明します。

結果...ノードの状態...

CiscoCrosswork Planningは、それを、AS名にちなんで名付
けられたサイトに割り当てます。AS名が存在しない場合、
Cisco Crosswork Planningは、ASNにちなんで名付けられた
サイトにノードを割り当てます。

外部 AS内にある
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結果...ノードの状態...

CiscoCrosswork Planningは、[ノードへのサイトの割り当て
（Assign sites to nodes）]ウィンドウでの選択内容に応じ
て、簡易マッピングルール（41ページ）またはノードか
ら拠点へのマッピングのルール（42ページ）に基づいて、
サイトにノードを割り当てます。

外部AS内にはなく、擬似ノード
（PSN）ではない

Cisco Crosswork Planningは、それを、PSNに接続されてい
るノードを最も多く含むサイトに割り当てます。同数の場

合、Cisco Crosswork Planningは、辞書的に最小の名前を持
つサイトにノードを割り当てます。

外部AS内にはなく、PSNである

簡易マッピングルール

ネットワークモデルに保存されていない、一時的なノードからサイトへのマッピングを作成す

るには、[ノードへのサイトの割り当て（Assign sites to nodes）]ウィンドウの [簡易マッピング
ルールを使用（Use simple mapping rule）]オプションボタンをクリックします。

マッピングは、次の 2つのフィールドを使用して作成されます。

• [ノード名デリミタ（Node name delimiter(s)）]：割り当てで使用するノード名のセクショ
ンを特定します。デフォルトでは、これらは、ピリオド、ハイフン、コロン（.-:）です。
新しいサイト名は、これらの文字の間のセクションに基づいています。たとえば、デフォ

ルトでは、Cisco Crosswork Planningはノード名 acme.routerを acmeと routerの 2つのセク
ションに解析します。

• [拠点名（Site name）]：ノード名に基づいて拠点名を作成する方法を決定します。次のリ
ストでは、#は任意の整数に相当します。

• $#：左から右に読む場合のセクションを指定します。たとえば、$1は chicago.isp内
の chicagoと一致します。$0はノード名全体を示すことに注意してください。

• [#:#]：左から右に読む場合の文字の範囲を指定します。たとえば、$1[1:3]はchicago.isp
内の chiと一致します。

• $-#：右から左に読む場合のセクション名を指定します。たとえば、$-1は san.jose内
の joseと一致します。
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• [-#:-#]：右から左に読む場合の文字の範囲を指定します。たとえば、$2[-4:-1]と$-2[-4,-1]
の両方が san.jose.cr1内の joseに一致します。

ノードから拠点へのマッピングのルール

ネットワークモデル内でノードから拠点へのマッピング<NodeSiteMappingRules>テーブルを作
成する（特にテンプレートが使用する場合）：

1. [拠点をノードに割り当てる（Assign Sites to Nodes）]ウィンドウで、[ノードから拠点の
マッピングテーブルの規則を使用する（Use rules in node-to-site mapping table）]ラジオボ
タンをクリックします。

2. [ ]をクリックし、詳細を入力します。

[説明（Description）]列

ルールの適用順序を識別します。[順序（Order）]

ノード名に一致する正規表現。[ノードの一致（Node
matches）]

ノード一致ルールの参照を使用できるサイト名の表現。[サイト表現（Site
expression）]

ノード名と [ノードの一致（Node matches）]列の表現との照合が試行されます。一致が見つ
かった場合、ノードは、対応する [サイト表現（Site expression）]で定義されるサイトに割り当
てられます。これらの照合が試行される順番は、[順番（Order）]列で定義されます。

例

•図 9 :ノードから拠点マッピングの例（42ページ）は、cr1.laxを照合して lax-coreに割り
当て、er1.laxを照合して lax-edgeに割り当てます。

図 9 :ノードから拠点マッピングの例

•次の表では、Node matches and Site式の値のさまざまな組み合わせの例、および対応する
結果について説明します。
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結果[サイト表現（Site
expression）]

[ノードの一致（Node
matches）]

ノード cr1.chi.isp.netをサイト chiにマッピン
グします。

chicr1.chi.isp.net

上記のようにノード cr1.chi.isp.netをサイト chi
にマッピングしますが、ノード cr1.okc.isp.net
もサイト okcにマッピングします。

$1.*\.(.*)\..*

ノード cr1.par.isp.netをサイト par-1にマッピ
ングします。

$2-$1..(.)\.(.*)..*

Assign sites to nodesイニシャライザの実行
この項では、Assign sites to nodesイニシャライザの実行方法について説明します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [アクション（Actions）] > [イニシャライザ（Initializers）] > [ノードへのサイトの割り当て（Assign sites
to nodes）]の順に選択します。

ステップ 3 サイトを割り当てる 1つ以上のノードを選択します。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 使用するノードからサイトへのマッピングの方式を選択します。

•プランファイルに保存されていない一時的なノードからサイトへのマッピングを使用するには、[簡易
マッピングルールを使用（Use simple mapping rule）]をクリックします。

•ファイルに保存されているノードからサイトへのマッピングのテーブルを使用するには、[ノードから
サイトへのマッピングのテーブルでルールを使用（Use rules in node-to-site mapping table）]をクリック
します。

•新しいルールを追加するには、 をクリックし、詳細情報を入力します。

•既存のルールを編集するには、[編集（Edit）]ボタンをクリックします。

•既存のルールを削除するには、[削除（Delete）]ボタンをクリックします。複数のルールを削除す

るには、それらのルールを選択し、 をクリックします。

ステップ 6 ノードからサイトへの定義で見つからないノードや、一致するサイトを作成できないノードについては、
それらのノードを現在のサイトに保持したり（該当する場合）、サイトから削除することができます。現
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在のサイトにそれらを保持するには、[一致しないノードを現在のサイトで保持（Keep unmatched nodes in
current sites）]チェックボックスをオンにします。

ステップ 7 次のように、オプションを選択します。

[説明（Description）]オプション

•外部 ASにあるノードの場合は、次のいずれか
のオプションに従って、それらをサイトに割り

当てます。

• [AS名、名前が空の場合はASN（AS name,
then ASN if the name is empty）]

• [ASN]

• [他のサイトと同じルールを使用（Using the
same rules as other sites）]

• PSNノードと残りのすべてのノードを接続が最
も多いサイトに割り当てるかどうかを選択しま

す。

ステップ 8 [次へ（Next）]をクリックし、割り当てを確認します。

ステップ 9 マッピングに問題がなければ、[送信（Submit）]をクリックします。

拠点への地理的位置の割り当て
Cisco Crosswork Planningには、主要都市の経度と緯度を識別する世界の都市名および空港コー
ドのデータベースが含まれています。このデータベースにアクセスする [アクション
（Actions）] > [イニシャライザ（Initializers）] > [サイトへの位置の割り当て（Assign locations
to sites）]イニシャライザを使用して、地理的な精度でネットワーク内のサイトをすばやくレ
イアウトできます。

サイトの地理的位置を変更しても、その子サイトの位置は変更されません。（注）

複数のサイトを位置に割り当てるには、次の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。
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ステップ 2 ツールバーから、[アクション（Actions）]> [イニシャライザ（Initializers）]> [サイトへの位置の割り当て
（Assign locations to sites）]の順に選択します。

図 10 :拠点への位置の割り当て

ステップ 3 次のいずれかの方法を使用して、経度と緯度の値を設定します。これら 2つの方法のそれぞれで、Cisco
Crosswork Planningは、データベース内の最も密接に関連する空港または都市コードをフィールドに入力
し、それによって経度と緯度を割り当てます。

•テーブルから1つ以上の行を選択します。[最適な一致（Bestmatch）]> [サイトによる最適な一致（Best
match by site）]または [最適な一致（Best match）] > [位置別の最適な一致（Best match by location）]の
順にクリックします。Cisco Crosswork Planningは、サイトまたは場所に最も適切に一致する空港また
は都市コードを検索します。

•テーブルから行を選択します。[すべての一致の選択（Choose all matches）] > [サイトによるすべての
一致の選択（Choose all matches by site）]または [すべての一致の選択（Choose all matches）] > [位置に
よるすべての一致の選択（Choose all matches by location）]の順にクリックします。Cisco Crosswork
Planningは、そのサイトまたは位置に適用される可能性のあるすべての空港または都市コードを検索
します。必要なものを選択してください。

サイトによる一致の場合、その一致に基づいて位置が変わる可能性があります。位置による一致の場合、

サイト名は変わりません。

ステップ 4 [保存（Save）]をクリックして、新しく割り当てられた位置を受け入れます。

拠点の位置の初期化

サイトへのロケーションの割り当てのイニシャライザを使用する代わりに、[編集（Edit）]ウィ
ンドウからロケーションを設定できます。最適な結果を得るには、空港コードを使用します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[サイト（Sites）]テーブルから 1つ以
上のサイトを選択します。

ステップ 3 をクリックします。

単一のサイトを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使用する
こともできます。

ステップ 4 [場所（Location）]フィールドに、都市名などの地理的な名前を入力します。Cisco Crosswork Planningは、
データベース内の最も密接に関連する空港または都市コードを [場所（Location）]フィールドに入力しま
す。場所を選択します。

図 11 :地理的位置の選択

ステップ 5 [保存（Save）]をクリックして、新しく割り当てられた場所を受け入れます。

ネットワークトポロジ

ネットワークプロット

ネットワークプロット（単に「プロット」とも呼ばれます）は、ネットワークトポロジを示す

主要なエリアです。サイトとノードの両方を含めることができます。ネットワークプロットを

表示するには、メインメニューから [ネットワーク設計（Network Design）]を選択します。

Cisco Crosswork Planning Design 7.1ユーザーガイド
46

ネットワークモデルの可視化

ネットワークトポロジ



Cisco Crosswork Planningでは、ネットワークプロットとテーブルにサイトのみが表示されます
が、これらのサイトをより詳細に表示できます。

Figure 12:ネットワークプロットビュー

複数のネットワークプロットビューを使用できます。デフォルトのビューは [シミュレートさ
れたトラフィック（Simulated traffic）]です。ビューを変更するには、[プロットビュー（Plot
view）]ドロップダウンリストから選択します。

• [シミュレートされたトラフィック（Simulated traffic）]：キャパシティプランニング、
what-if分析、および障害プランニングに使用できるシミュレートされたトラフィックの
ビュー。回線は、そのキャパシティに比例したサイズになります。インターフェイスは、

シミュレートされたトラフィックのパーセンテージ（インターフェイスサイズまたはQoS
境界によって定義される使用可能なキャパシティとの比較）に従って色分けされます。

自動再シミュレーションが有効になっている場合にのみ、色分け

されたリンクを確認できます。再シミュレーションを手動でトリ

ガーするには、ツールバーの をクリックします。自動再シ

ミュレーション設定の更新の詳細については、自動再シミュレー

ション, on page 84を参照してください。

Note

• [測定されたトラフィック（Measured traffic）]：ネットワークのライブビューから測定さ
れたトラフィックのビュー。回線は、そのキャパシティに比例したサイズになります。イ

ンターフェイスは、測定されたトラフィックのパーセンテージ（インターフェイスサイズ

または QoS境界によって定義される使用可能なキャパシティとの比較）に従って色分け
されます。
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• [ワーストケースのトラフィック（Worst-case traffic）]：直近に実行されたシミュレーショ
ン分析で定義されたすべての障害シナリオにおけるインターフェイスの最大使用率を示す

ために、インターフェイスが色分けされます。詳細については、ワーストケースの障害に

よる影響の評価, on page 135を参照してください。

• [障害の影響（Failure impact）]：インターフェイスおよびノードは、そのインターフェイ
スまたはノードの障害が他のインターフェイスおよびノードにどのように影響するかを示

すために色分けされます。詳細については、ワーストケースの障害による影響の評価, on
page 135を参照してください。

• [LSP予約（LSP reservations）]：回線のサイズは、その LSP予約可能帯域幅に比例したサ
イズになります。インターフェイスは、帯域幅のパーセンテージ（LSP用に予約されてい
るものとの比較）に従って色分けされます。詳細については、「RSVP-TEルーティング
の設定, on page 293」を参照してください。

拠点プロット

サイトプロットには、他のサイトまたはノードと、それらの接続インターフェイス（接続先

ノードでラベル付けされた外部インターフェイスを含む）を含めることができます。

サイトプロットを開くには、ネットワークプロットから単一のサイトをクリックします。

Figure 13: 3つのノードがある拠点

ネットワークトポロジのグラフィカルビュー

ネットワークトポロジをグラフィカルに可視化するために使用できる 2つのビューがありま
す。
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• [概略ビュー（SchematicView）]：概略ビューでトポロジを可視化するには、ネットワーク
プロットの をクリックします。このビューでは、自動レイアウトアルゴリズムに従っ

て配置されたネットワークトポロジが示され、地理的な位置は無視されます。 を使用

してレイアウトを変更できます。概略ビューではノード/サイトをドラッグして移動でき
ます。ただし、ノード/サイトの位置はユーザーセッション間で保持されません。

• [地理的ビュー（Geograpic View）]：地理的ビューでトポロジを可視化するには、ネット

ワークプロットの をクリックします。このビューでは、ネットワークトポロジが世界

地図に重ねて表示されます。マップ上の各デバイスの位置は、デバイスインベントリで定

義されているデバイスの GPS座標（経度と緯度）を反映します。GPS座標を使用できな
い場合、このビューは使用できず、ノードは事前に決定された場所に配置されます。

ノードのグループ化

概略ビュー（ ）では、ノードは、属するサイトに基づいてグループ化されます。[グループ
の表示（ShowGroups）]チェックボックスを使用して、サイトに基づいてノードをグループ化
またはグループ化解除します。サイトをクリックすると、トポロジ概略マップは、サイトの一

部であるノードと、それらのノードを相互接続するリンクのみが表示される新しいマップに置

き換えられます。

地理的ビュー（ ）では、地理的な位置に基づいてノードが自動的にグループ化およびグルー

プ化解除されます。

プランオブジェクトの表現

ネットワークプロットでのプランオブジェクトの表現方法の詳細については、ネットワークプ

ロットの アイコンをクリックしてください。

ネットワークプロットでオブジェクトをフォアグラウンドに設定

このトピックでは、トポロジビューで特定のオブジェクトを強調表示して、可視性とフォーカ

スを改善する方法について説明します。

Cisco Crosswork Planningでは、選択したオブジェクトを前面に配置して視認性を向上し、その
他すべてのオブジェクトを背面に配置して、透明に見えるようにできます。未選択のオブジェ

クトを完全に非表示にするオプションもあります。

オブジェクトを前面に設定すると、そのオプションの選択を解除するまで強調表示されたまま

になります。その他のオブジェクトを後で選択した場合でも、前面のオブジェクトとして含め

ない限り、強調表示されないか非表示のままになります。この機能は、複雑なトポロジで関連

する要素に集中するのに役立ちます。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ネットワークプロットまたはテーブルから 1つ以上のオブジェクト（ノード、拠点、インターフェイス、
回路、デマンド、または LSP）を選択します。

ステップ 3 ネットワークプロットの [前面に設定（Set to foreground）]チェックボックスをオンにします。
選択したオブジェクトがネットワークプロットで強調表示されます。

ステップ 4 （オプション）選択したオブジェクトを前面に表示する方法を選択します。選択したオブジェクトを強調
表示したり、未選択の項目を非表示にしたりできます。

a) [ネットワーク設計（Network Design）]ページで、[ ]を選択します。
b) [前面に設定（Set to forward）]セクションで、必要なオプションを選択します。

• [選択した項目を強調（Emphasize selected items）]：このオプションは、選択した項目を強調表示
します。

• [選択した項目のみを表示（Show only selected items）]：このオプションは、選択した項目のみを
表示し、未選択の項目を非表示にします。

システムは優先設定を保存するため、次回任意のプランファイルで [前面に設定（Set to foreground）]
オプションを使用するときに、この優先設定が適用されます。

選択したオブジェクトをより簡単に前面に表示できるようになりました。他のすべてのオブ

ジェクトは強調表示されないか、非表示になります。

次のタスク

前面からオブジェクトを削除するには、[前面に設定（Set to foreground）]チェックボックス
をオンにします。

トラフィック使用率の色分け
トラフィック使用率の色分けは、ネットワーク可視化のインジケーターで、

•インターフェイス上のアウトバウンドトラフィック負荷を視覚的に表現します。

•カラーコードを使用して、インターフェイスから出るトラフィックの帯域幅使用率をキャ
パシティに比例して表示します。

•リンクを監視するためにトラフィックのしきい値を一目で区別できます。
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インターフェイスには、測定されたトラフィックとシミュレーションされたトラフィックの両

方があります（Mbps単位）。各リンクには、具体的な各一方向インターフェイスの使用率に
基づいて、2つの異なる色が表示される場合があります。

再シミュレーションをトリガーした場合にのみ、色付きのリンクを確認できます。再シミュ

レーションをトリガーするには、ツールバーの をクリックします。デフォルトでは、Cisco
Crosswork Planningの自動再シミュレーションはオフになっています。デフォルト設定を変更
するには、自動再シミュレーション（84ページ）を参照してください。

（注）

使用率カラーマッピング

トラフィック使用率の色は、ネットワークプロットの [使用率の色（Utilization color）]オプ

ション（ ）に表示されます。しきい値を表す 6つのデフォルト色（0%～ 100%）がありま
す。

次の表に、リンクの色とトラフィック使用率とのシステムのデフォルトマッピングを示しま

す。

例カラートラフィック使用率

ライトグレー0%

濃い緑色30%未満

薄い緑色30〜 50%

ブルー50～ 80%

薄いオレンジ色80～ 90%

赤に近いオレンジ色90-100%

赤色100%以上

ダークグレートラフィックなし

[色を編集（Edit colors）]オプションを使用すると、トラフィック使用率の値を変更したり、
色の追加や削除を行うことができます。ファイルを保存すると、変更がプランファイルに保存

されます。

例：トラフィック使用率の確認

この例では、サイト間（「lon」と「par」、「us_customer」と「wdc」）のインターフェイス
のトラフィック使用率を確認します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 サイト間のリンクをクリックします。この例では、「lon」と「par」の間のリンクおよび「us_customer」と
「wdc」の間のリンクをクリックします。それらの回線が [ネットワークサマリー（Network Summary）]
テーブルで選択されます。

ステップ 3 右側にある [ネットワークサマリー（Network Summary）]パネルで、 > [回線のフィルタ処理（Filter to
circuit）]の順に選択します。[回線（Circuits）]テーブルが開き、選択した回線のみが表示されます。

ステップ 4 それらの回線を選択し、 > [インターフェイスのフィルタ処理（Filter to interfaces）]の順に選択します。
[インターフェイス（Interfaces）]テーブルが開き、選択した回線に含まれるインターフェイスのみが表示
されます。

ステップ 5 [シミュレートされた使用率（Util sim）]列の使用率の値に注目します。

•「to_cr1.par」インターフェイスの場合、[シミュレートされた使用率（Util sim）]の値は 33.49%です。
これは、薄い緑色で示される 30～ 50%レベルの範囲内です。このインターフェイスは、そのほぼ半
分が緑色で塗りつぶされています。回線の残りの半分（「to_cr1.lon」）には、逆方向のトラフィック
使用率が表示されます。このインターフェイスでは 78.38%で、青色で示される 50～ 80%レベルの範
囲内です。
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•「to_us_customer」インターフェイスの場合、[シミュレートされた使用率（Util sim）]の値は 80.15%
です。これは、薄いオレンジ色で示される 80～ 90%レベルの範囲内です。回線の残りの半分
（「to_cr2.wdc」）には、逆方向のトラフィック使用率が表示されます。このインターフェイスでは
47.96%で、薄い緑色で示される 30～ 50%レベルの範囲内です。

ステップ 6 すべてのインターフェイスを表示するために、適用したフィルタをクリアします。

最も使用率が高いインターフェイスの特定

最も使用率が高いインターフェイスを特定すると、大規模で複雑なネットワークを分析すると

きに役立ちます。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [インターフェイス（Interfaces）]テーブルで、[シミュレートされた使用率（Util sim）]列の見出しをクリッ
クして、降順でインターフェイスをソートします。もう 2回クリックします。列のソートの昇順と降順が
切り替わります。

ステップ 3 最も使用率が高いインターフェイスが一番上の行にあることに注意してください。この一番上の行を選択
します。プロットで強調表示されているインターフェイスは、最も使用率が高いインターフェイスです。

ステップ 4 行の選択を解除して、インターフェイスの選択を解除します。

使用率色分けプロファイル
使用率色分けプロファイルは、

•さまざまなトラフィック使用率の範囲のリンクの色を編集できる設定で、

•プランファイルごとに複数のリンク使用率の色分けしきい値プロファイルを定義し、

•各ユーザーに対してカラー設定を使用できるようにします。

Cisco Crosswork Planningには、3つの色分けプロファイルがあります。

•システムのデフォルト（System default）：これは、Cisco Crosswork Planningが定義したデ
フォルトのリンク使用率色分けプロファイルです。新しいプランファイルを作成すると、

デフォルトでこの色分けプロファイルが適用されます。
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•デフォルト（プランファイルのデフォルト）：これは、プランファイルのデフォルトのレ
イアウトに保存されている使用率色分けプロファイルです。既存のプランファイルを開く

と、プランファイル内に保存されているデフォルト色を使用してリンクが表示されます。

•カスタムプロファイル：これらは、ユーザーが作成したリンク使用率色分けプロファイル
です。新しいプロファイルを保存してからプランファイルを保存すると、そのプランファ

イルにアクセスするユーザーは、この保存されたプロファイルを使用できます。

使用率の色分けプロファイルの作成

このトピックでは、トラフィック使用率の範囲のカスタムカラースキームを作成する方法につ

いて説明します。

Cisco Crosswork Planningでは、新しい色分けプロファイルを作成すると、カスタムカラー設定
でネットワークリンクの使用率を視覚化できます。ユーザーごとに最大10のカスタムプロファ
イルを作成できます。

手順

ステップ 1 [ネットワーク設計（Network Design）]ページで、[設定（Settings）]をクリックします。

ステップ 2 [色分けプロファイルの使用（Utilizationcolorprofiles）]セクションで、[新しいプロファイルの作成（Create
new profile）]をクリックします。
[新しい色分けプロファイル（New Color Profile）]ページが表示されます。

ステップ 3 プロファイル名を入力します。

ステップ 4 しきい値の範囲を指定し、各範囲に色を割り当てます。

a) 色を選択するには、色見本をクリックし、カラーパレットから目的の色を選択します。または、目的
の色の 16進コードを入力します。

b) [From（両端を含む）（From (inclusive)）]および [To]を使用して、各色のしきい値の範囲を指定しま
す。

c) （オプション）新しい色を追加するには、プラス記号をクリックして、色としきい値の範囲を指定し
ます。

（注）

色分けプロファイルには、少なくとも 2つのしきい値しきい値を定義する必要があります。プロファイル
内に必要な数の使用率しきい値範囲を追加できます。

ステップ 5 新しいプロファイルを追加します。

これで、新しいカスタム使用率色分けプロファイルを使用できるようになります。

ステップ 6 プランファイルを保存して、新しい色分けプロファイルを保管する：[ネットワーク設計（NetworkDesign）]
ツールバーで、[アクション（Actions）]、 > [ファイル（File）]、 > [保存（Save）]の順に選択します。
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色分けプロファイルがプランファイルに保存され、このプランファイルにアクセスするすべて

のユーザーが使用できるようになります。

使用率の色分けプロファイルの適用

使用率の色分けプロファイルを作成したら、それをトポロジマップに適用して、定義された色

スキームに従ってリンクの使用率を視覚化できます。

プランファイルを開くと、デフォルト（プランファイルのデフォルト）の色分けプロファイル

がプランファイルに適用されます。システムのデフォルトプロファイルまたはカスタム色分け

プロファイルを適用するには、次の手順を実行します。

Before you begin

カスタム色分けプロファイルを使用するには、必要なカスタムプロファイルを作成します。手

順については、「使用率の色分けプロファイルの作成（54ページ）.

手順

ステップ 1 ネットワークプロットで、[使用率（Utilization）]カラーアイコン（ ）をクリックします。

ステップ 2 カスタム色分けプロファイルを適用するには、ドロップダウンリストから必要なカスタム色分けプロファ
イルを選択します。

ステップ 3 システムのデフォルト色分けプロファイルを適用するには、[システムデフォルト（System default）]を選
択します。

トポロジマップのリンクの色が、選択した色分けプロファイルを反映して変わります。

使用率の色分けとしきい値範囲の編集

このトピックでは、システムデフォルト以外のプロファイルの使用率の色分けとしきい値範囲

を変更する方法について説明します。これらの設定を調整すると、ビジュアルインジケータを

好みに合わせて調整できます。

デフォルトとカスタムの色分けプロファイルのみを変更できます。

手順

ステップ 1 ネットワークプロットで、[使用率（Utilization）]カラーアイコン（ ）をクリックします。

ステップ 2 ドロップダウンリストで必要なプロファイルを選択します。

（注）

システムのデフォルト色は変更できません。
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ステップ 3 [色の編集 color）]をクリックします。

ステップ 4 必要に応じて、色分けと使用率のしきい値の範囲を更新します。

ステップ 5 変更内容を保存します。

選択した色分けプロファイルは、更新した色としきい値範囲を反映します。

カスタム色分けプロファイルの編集

このトピックでは、既存のカスタム色分けプロファイルの色としきい値範囲を変更する方法に

ついて説明します。

手順

ステップ 1 [ネットワーク設計（Network Design）]ページで、[設定（Settings）]をクリックします。

ステップ 2 [使用率色分けプロファイル（Utilization color profiles）]セクションで、編集する使用率色分けプロファイ
ルの [ ]、[編集（Edit）]の順に選択します。
[色分けプロファイルを編集（Edit Color Profile）]ページが表示されます。

ステップ 3 必要に応じて、色または使用率のしきい値の範囲を変更します。

ステップ 4 変更内容を保存します。

選択したカスタム色分けプロファイルが新しい値で更新されます。

色分けプロファイルの移行

•カスタム色分けプロファイルは、システムのバックアップ、復元、またはアップグレード
のプロセス中に保持されます。

• WAE Designまたは Cisco Crosswork Planningの以前のバージョン（7.0または 7.1）で作成
されたプランファイルに、保存されたカラースキームが含まれている場合、CiscoCrosswork
Planning 7.2でプランファイルが使用されるときに、そのカラースキームがデフォルトの
プロファイルとして設定されます。

ネットワークサマリーテーブル
[ネットワークサマリー（NetworkSummary）]テーブルは、[ネットワーク設計（NetworkDesign）]
ページの右側に表示されます。一連の行と列が表示されます。行はオブジェクト、列はプロパ

ティです（Figure 14:一般的なテーブル関数, on page 58）。ネットワークモデルには、UIから
表示できない他のテーブルも含まれています。これらのテーブルには、より複雑な情報が含ま

れており、オブジェクト間の複雑な関係などが示されます。.txtエディタを使用してネットワー
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クモデルを開くと、各テーブルには山カッコを使用したラベル（<Nodes>、<Sites>など）が付
けられます。

一般的なテーブル

マルチキャスト、P2MP LSP、ポートなど、特殊な目的に使用できる多数のテーブルがありま
す。次のテーブルは、最も一般的に使用されるものであり、デフォルトで用意されています。

テーブルを最前面に表示してアクティブなテーブルにするには、関連するタブをクリックしま

す。たとえば、LSPテーブルを開くには、[LSP]タブをクリックします。

• [インターフェイス（Interfaces）]：ネットワーク内のインターフェイスのリスト。

• [デマンド（Demands）]：ネットワーク内のデマンドのリスト。各デマンドは、送信元
（ノード、外部AS、または外部エンドポイント）から接続先（ノード、外部AS、外部エ
ンドポイント、またはマルチキャストフロー接続先）にルーティングされるトラフィック

の量を指定します。

• [ノード（Nodes）]：ネットワークルータのリスト。通常、その場所と機能を示す名前が付
けられています。たとえば、ノード cr1.atlは Atlantaサイトのコアルータ 1です。

• [LSP]：ネットワーク内のMPLS LSPのリスト。各 LSPには、送信元と接続先の両方が含
まれます。ポイントツーマルチポイント（P2MP）LSP内のサブ LSPが LSPテーブルに一
覧表示されることに注意してください。

• [サイト（Sites）]：ネットワークサイトのリスト。

• [SRLG]：共有リスクリンクグループ（SRLG）のリスト。SRLGは、一般的な原因ですべ
てに障害が発生する可能性のあるオブジェクトのグループです。

• [AS]：内部および外部の自律システム（AS）のリスト。ASは、1人のオペレータによっ
て制御される、接続された IPルーティングプレフィックスの集合です。
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Figure 14:一般的なテーブル関数

テーブルとオブジェクト選択の操作

ここでは、テーブルとオブジェクト（ノード、サイト、回線、インターフェイス、ポートな

ど）間の基本的な力学について説明します。テーブルでオブジェクトを選択すると、ネット

ワークプロットで自動的に選択されます。逆に、ネットワークプロットで選択したものはすべ

て、テーブルで選択されます。

タスク：さまざまなテーブルを表示し、オブジェクトを選択します。選択するたびに、テーブ

ルとネットワークプロットで何が起こるかを観察して、それらの関係を確認します。

Procedure

ステップ 1 プランファイルが開いていない場合は、プランファイルを開く, on page 25に記載されている手順を使用し
て開きます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで [インターフェイス（Interfaces）]タブ
が選択されていることに注意してください。[サイト（Sites）]タブ（[詳細（More）] > [サイト（Sites）]の
順にクリック）をクリックして [サイト（Sites）]テーブルを表示します。

ステップ 3 右側にある [サイト（Sites）]テーブルからさまざまなサイトを選択すると、選択したサイトの周りの円の
色がグレーに変わることに注意してください。

ステップ 4 [テーブルの表示/非表示（Show/hide tables）]アイコン（ ）を使用して [回線（Circuits）]テーブル（デ
フォルトのテーブルタブにはない）を表示します。詳細については、テーブルまたは列の表示/非表示, on
page 59を参照してください。

ステップ 5 [回線（Circuits）]テーブルで、目的の回線を選択します。選択した回線の行が、ネットワークプロットの
対応する回線と同様に強調表示されていることに注意してください。逆に、ネットワークプロットで回線

を選択すると、テーブルの対応する行が強調表示されます。
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2つの回線を選択すると、4つのインターフェイス（回線ごとに 2つのインターフェイス）が選択されま
す。これらの選択を確認するには、[回路（Circuits）]テーブルで回路が選択されていることを確認し、

[ ]、[インターフェイスでフィルタ処理（Filter to interfaces）]の順に選択します。[インターフェイス
（Interfaces）]テーブルには、4つのインターフェイスが表示されます。

ステップ 6 すべてのテーブルで、ヘッダー行の選択チェックボックスをオンにすることで、すべてのオブジェクトを
選択します。選択したオブジェクトがネットワークプロットで強調表示されます。すべてのオブジェクト

の選択を解除するには、このチェックボックスをオフにします。

テーブルまたは列の表示/非表示
Table 3:テーブルまたは列の表示/非表示

作業目的

1. 右側にある [ネットワークサマリー（Network Summary）]パネルで、[テーブルの表示/非表示

（Show/hide tables）]アイコン（ ）をクリックします。

2. 表示するオブジェクトのチェックボックスをオンにし、非表示にするオブジェクトのチェックボッ
クスをオフにします。たとえば、[回線（Circuits）]テーブルを表示する場合は、[回線（Circuits）]
の横にあるチェックボックスをオンにします。

Note
上部にある検索バーを使用すると、テーブル名をすばやく検索できます。

3. [適用（Apply）]をクリックします。

1つ以上の
テーブルの表

示
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作業目的

1. 右側にある [ネットワークサマリー（NetworkSummary）]パネルで、必要なオブジェクトのタブを
クリックします。

2. [テーブル列の表示/非表示（Show/hide table columns）]アイコン（ ）をクリックします。

3. 表示する列のチェックボックスをオンにし、非表示にするオブジェクトのチェックボックスをオ
フにします。たとえば、テーブルに [キャパシティ（Capacity）]列を表示する場合は、[キャパシ
ティ（Capacity）]チェックボックスをオンにします。

Note
上部にある検索バーを使用すると、列名をすばやく検索できます。

1つまたは複
数の列の表示/
非表示

ネットワークサマリーテーブルのフィルタオプション

ネットワークサマリーテーブルには、目的の値をすばやくフィルタリングするのに役立つ複

数のフィルタオプションがあります。

表 4 :フィルタオプション

[説明（Description）]フィルタオプション

テーブル内の 1つ以上の列にフィルタ条件を設定します。デフォルト
では、このフィルタはすべての列で有効になっています。

各列の上部にあるフローティングフィルタを切り替えるには、[ ]を
クリックします。

適用したすべてのフィルタをクリアするには、テーブルの上に表示さ

れる [フィルタ（Filters）]フィールドの [X]アイコンをクリックしま
す。

フローティングフィ

ルタ
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[説明（Description）]フィルタオプション

テーブルをフィルタ処理すると、具体的なの検索値のリストになりま

す。

このフィルタを使用するには、次の手順を実行します。

1. [ ] > [高度なフィルタ（高度なフィルタ）]の順に選択します。

2. ドロップダウンリストで条件を選択し、値を入力します。

3. 複数の条件でフィルタ処理する場合は、必要に応じて次のコント
ロールを使用できます。

• [すべて（AND）（All (AND)）]：（デフォルト）フィルタ処
理により、指定したすべての基準に一致する行のみが表示され

ます。

• [いずれか（OR）（Any(OR)）]：フィルタ処理により、いずれ
かの基準に一致する行のみが表示されます。

4. [適用（Apply）]をクリックします。

高度なフィルタ

選択肢をフィルタ処理して、関連するオブジェクトを表示します。た

とえば、回路をフィルタ処理すると、関連するインターフェイスを表

示できます。

このフィルタを使用するには、次の手順を実行します。

1. ネットワークサマリーテーブルからオブジェクトを選択します。

2. [ ] > [Xをフィルタ処理]の順に選択します。Xは、変数オブジェ
クトの名前です。

クロステーブルフィ

ルタ

ネットワークサマリーテーブルで選択したオブジェクトのみが表示さ

れます。

このフィルタを使用するには、次の手順を実行します。

1. ネットワークサマリーテーブルからオブジェクトを選択します。

2. [ ] > [選択肢をフィルタ処理（Filter to selection）]の順に選択しま
す。

選択肢のフィルタ処

理

テーブルの列のソート

列見出しをクリックすると、その列を昇順または降順でソートできます。列見出しの上向き矢

印と下向き矢印に注意してください。上向き矢印は列が昇順でソートされていること、下向き

矢印は降順でソートされていることを示します。
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テーブルビューの保存

ネットワークモデルには、複数のオブジェクトテーブルが含まれています。Cisco Crosswork
Planningでは、最もよく使用するテーブルのビューを保存できます。保存されたビューが適用
されると、ネットワークモデルには、そのビューに保存されているテーブルのみが表示されま

す。

Procedure

ステップ 1 プランファイルが開いていない場合は、プランファイルを開く, on page 25に記載されている手順を使用し
て開きます。

ステップ 2 を使用して、要件に応じてテーブルを表示したり非表示にします。詳細については、テーブルまたは

列の表示/非表示, on page 59を参照してください。

ステップ 3 右上隅で > [ビューの保存（Save view）]の順にクリックします。

[ビューに名前を付けて保存（Save View As）]ウィンドウが表示されます。

ステップ 4 名前を入力して、[Save（保存）]をクリックします。

新しく作成されたビューが [保存済みビュー（Saved views）]リストに表示されます。

ステップ 5 ビューを適用します。

a) [保存済みビュー（Saved views）]ドロップダウンリストをクリックします。保存されているすべての
ビューのリストが表示されます。

b) ビューのサムネイル（カードレイアウトの場合）またはビュー名（リストレイアウトの場合）をクリッ
クして、そのビューをネットワークモデルに適用します。

ステップ 6 ビューの名前を変更します。

ビューがネットワークモデルに適用されている場合は、その名前を変更できます。

a) ビューが適用されていることを確認します（手順 5を参照）。

b) > [ビューの名前変更（Renameview）]の順にクリックします。[ビューの名前変更（Rename
View）]ウィンドウが表示されます。

c) ビューの新しい名前を入力して、[保存（Save）]をクリックします。

ステップ 7 ビューを削除します。

a) > [ビューの管理（Manage views）]の順にクリックします。保存されているすべてのビュー
のリストが表示されます。

b) 削除するビューの アイコンをクリックします。

c) 確認ウィンドウで、[削除（Delete）]をクリックします。
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ユーザー定義列
ユーザー定義列は、カスタム可能列で、

•標準規格のネットワークサマリーテーブルを作成および追加できます

•名前空間でプレフィックスされ、列を 1つの名前でグループ化します

•プランテーブル名または既存のプラン列との競合を回避するのに役立ちます。

ユーザー定義列のプロパティ

•ユーザー定義の列見出しは、Prefix::Name形式です。

•ユーザー定義列名は一意である必要があります。

•追加すると、ユーザー定義列の値のみが編集可能になります。

•ユーザー定義列は、[ネットワークの概要（network summary）]ページでは非表示です。こ
れらの列を表示するには、プランファイルを開くたびに目的の列を手動で選択します。

ユーザー定義列をサポートするネットワークサマリーテーブル

この表に、ユーザー定義列を作成できるネットワークサマリーテーブル（プランオブジェク

ト）のリストを示します。

ポートP2MP LSPインターフェイス

ポート回線サイト[回線（Circuits）]

[VPN]SRLGデマンド

VPNノード[AS][ノード（Nodes）]

外部エンドポイントLSP

インターフェイスキューLSPパス

サポートされている各プランオブジェクトには、最大 50のユーザー定義列を追加できます。（注）

ユーザー定義列の追加

このトピックでは、ユーザー定義列をプランファイルオブジェクトに追加して、計画ニーズに

固有の追加情報をキャプチャできるようにする方法について説明します。

Before you begin
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ユーザー定義の列は、ユーザー定義列をサポートするネットワークサマリーテーブル（63
ページ）で説明されているネットワークサマリーテーブルでのみ作成できます。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページで開きます。

ステップ 2 列を追加するネットワークサマリーテーブルを表示します。

ステップ 3 カスタマイズする行を選択して、[ ]をクリックします。

ステップ 4 [編集（Edit）]ページで、[ユーザー（User）]タブをクリックします。

ステップ 5 をクリックします。

ステップ 6 プレフィックス、名前を入力し、種類（テキスト、実数、整数、またはブール値）を選択します。

例：

表 5 :ユーザー定義列の例（64ページ）は、[拠点（Site）]テーブルに追加されたユーザー定義の列を示
しています。最初の3列は標準列です。最後の列は、PrefixがCustomer、NameがServiceになっているユー
ザー定義の列です。組み合わせると、Customer::Serviceという名前のユーザー定義列が形成されます。そ
れぞれの行には、Voiceと Videoという値が入力されています。

表 5 :ユーザー定義列の例

Customer::Service緯度（Latitude）経度（Longitude）[名前（Name）]

音声49.022.55EMEA_SW

ビデオ52.324.78EMEA_Central

ステップ 7 列の種類と一致する値を入力し、[アクション（Actions）]列の [保存（Save）]をクリックします。

ステップ 8 （オプション）追加するユーザー定義列ごとに手順 4～ 6を繰り返します。

ステップ 9 [保存（Save）]をクリックして、変更内容を保存します。

新しく作成された列がプランファイルに追加されます。これらの列を表示するには、[ ]を
クリックし、[Prefix::Name ]チェックボックスをオンにします。

次のタスク

ユーザー定義列をプランテーブルに追加したら、Cisco Crosswork Planning Design UIで操作で
きます。これらは、

•削除できます

• [ユーザー（User）]タブで、プレフィックス、名前、種類、または値でフィルタ処理しま
す
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• [ユーザー（User）]タブで、プレフィックス、名前、種類、または値で並べ替えられます

•ネットワークサマリーテーブルで並べ替えとフィルタ処理できます。

ダークモードの有効化
このトピックでは、CiscoCrossworkPlanningUIで、オフラインモードを有効にする方法につい
て説明します。

ダークモードでは、UIの外観が、明るいテーマから濃いカラースキームに変わります。この
機能により、光が少ない環境での読みやすさが改善されます。また、目の負担を軽減し、別の

見た目と操作感を提供します。

手順

ステップ 1 Cisco Crosswork Planning UIにログインします。

ステップ 2 メインページの右上隅にある [ ]をクリックします。

ステップ 3 [クラシックダーク（Classic dark）]を選択します。

UIカラーテーマが、ダークモードに切り替わります。

次のタスク

ライトモードに戻すには、[ ] > [クラシックライト（Classiclight）]をクリックします。
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第 4 章

プランオブジェクトについて

Cisco Crosswork Planningネットワークは、ノード（ルータを表す）、インターフェイス、回
線、SRLG、LSP、ポート、ポート回線などのオブジェクトで構成されます。サイトもオブジェ
クトであり、サイト内のノードをグループ化したり、場合によってはサイト内のサイトをグ

ループ化することによって、ネットワークの可視化を簡素化するためのCiscoCrossworkPlanning
の構成要素です。

ほとんどのオブジェクトがネットワークプロットに表示され、すべてのオブジェクトが右側の

[ネットワークサマリー（Network Summary）]テーブルに表示されます。それらには、それら
を識別および定義する「プロパティ」があり、その多くが検出されます。それらを手動で追加

および変更することもできます。たとえば、すべての回線に、編集可能な検出済みの [キャパ
シティ（Capacity）]プロパティがあります。その他のプロパティは導出されます。たとえば、
[シミュレートされたキャパシティ（Capacity sim）]は [キャパシティ（Capacity）]プロパティ
から導出されます。別の例として、インターフェイスには、シミュレートされたトラフィック

が使用している [シミュレートされたキャパシティ（Capacity sim）]のパーセンテージを識別
する [シミュレートされた使用率（Util sim）]プロパティがあります。プロパティは、[編集
（Edit）]ウィンドウで表示および編集できます。これらは、オブジェクトのテーブルの列、ま
たは関連するオブジェクトのテーブルのエントリによって表されます。

Cisco Crosswork Planningには、オブジェクトを含むレイヤ 3（L3）ビューがあります。このガ
イドでは、「ノード」および「回線」という用語は、L3ビュー内のオブジェクトを指します。

ここでは、これらの基本的なオブジェクトとその関係、およびそれらを作成、編集、および削

除する方法について説明します。

•ノードとサイト, on page 67
•回路とインターフェイス, on page 72
• SRLG, on page 73
•ポート、ポート回線、および LAG, on page 75
•オブジェクトに関して実行できる主な操作, on page 78

ノードとサイト
「ノード」と「サイト」は、どちらも Cisco Crosswork Planningの用語です。
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•ノード：ネットワーク内のデバイス。物理、PSN（擬似ノード）、または仮想の 3つのタ
イプのいずれかです。[タイプ（Type）]プロパティは、ノードが実際のデバイスを表すの
か、抽象化されたもの（ネットワークに同じ方法で接続された複数のエッジノードを表す

単一のノードなど）を表すのかを区別します。物理ノードは、レイヤ 3デバイスまたは
ルータです。物理ノードと仮想ノードは、Cisco Crosswork Planning内で同じように動作し
ます。擬似ノード（PSN）は、通常、レイヤ 2デバイスまたは LANを表すために使用さ
れます。

ノードは、サイトの内部と外部の両方に配置できます。外部への配置は、ルータが地理的

に分散していない小規模なネットワークに役立つ場合があります。

•サイト：サイトの階層を形成する可能性のあるノードやその他のサイトの集合。他のサイ
トを含むサイトは「親」サイトと呼ばれます。

ノードとサイトの両方に、シミュレートされたトラフィックがありますが、ノードには、

測定されたトラフィックもあります。

•ノードは青色のルータアイコン（ ）で表示されます。境界線の色は、ノードから送信

されるトラフィックと、ノードに送信されるトラフィックを示します。薄い青色の輪郭線

は、ノードが選択されていることを示します。詳細については、ネットワークプロットの

アイコンをクリックしてください。

•サイトは青色の円（ ）で表示されます。境界線の色は、サイトに含まれるすべてのノー

ドおよび回線（ネストされたすべてのノードおよび回線を含む）のトラフィック使用率を

示します。薄い青色の輪郭線は、サイトが選択されていることを示します。円内の数字

は、サイトに含まれるノードの数を示します。詳細については、ネットワークプロットの

アイコンをクリックしてください。

サイトにはL3ノードを含めることができます。空のサイトとL3ノードを含むサイトは、
L3ビューに表示されます。

親拠点と含まれるオブジェクト

サイトが空でない限り、サイトに含まれるサイトおよびノードの階層が存在します。サイト

は、親サイトと子サイトのどちらにでもなれます。別のサイトが含まれているサイトは、「親」

サイトです。親サイト内のノード、サイト、または回線は、「含まれている」（「ネストされ

た」）オブジェクトです。含まれているノードおよびサイトは、「子」とも呼ばれます。多く

の場合、子ノードおよびサイトは地理的に同じ場所にあります。たとえば、サイトは、ルータ

が存在する PoPである場合があります。

•サイトの [親サイト（Parent site）]プロパティは、それが別のサイト内にネストされてい
るかどうかを定義します。空の場合、そのサイトはネストされていません。

•ネットワークプロットでは、親サイトに、そこに含まれるすべてのノードの、すべての出
口サイト間インターフェイスが表示されます（ノードのネストの深さは関係しない）。同

様に、これは、それに含まれる各子サイトプロットにも当てはまります。
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•ネットワークプロットからサイトを選択しても、その下のサイトまたはノードは選択され
ません。

拠点の削除

ネットワークプロットからサイトを選択しても、サイトを削除する場合を除き、その下のサイ

トまたはノードは選択されません。その場合、サイト内のすべてのオブジェクトが削除対象と

して選択されます。ただし、表示される確認では、含まれているサイトおよびノードを保持す

るオプションがあります。オンにすると、そのサイトに直接含まれているオブジェクトは、削

除されるサイトと同じレベルになるように移動されます。より深くネストされた他のオブジェ

クトは、親関係が維持されます。

PSNノード
Cisco Crosswork Planningのネットワークモデルには、[タイプ（Type）]プロパティが「psn」
のノードを含めることができます。これらのノードは擬似ノード（PSN）を表し、複数のルー
タを接続する LANまたはスイッチをモデル化するために使用されます。これらは、IGPモデ
リングと BGPピアモデリングの 2つの状況で使用されます。

IGPネットワークでは、複数のルータを相互接続する LANは PSNノードによって表され、各
ノードに接続される回線は相互接続されたルータを表します。OSPFと IS-ISの両方に組み込み
システムがあり、このシステムによって、そのLAN上のルータの 1つが、OSPFの場合は指定
ルータ（DR）、IS-ISの場合は指定中継システム（DIS）になります。PSNノードは、この指
定ルータにちなんで命名されます。CiscoCrosswork Planningは、IGP検出中に自動的に、[タイ
プ（Type）]プロパティが [PSN]のノードを作成します。

BGPピアが検出されると、CiscoCrosswork Planningは、ルータが、単一のインターフェイスを
使用して複数のピアに接続されていることを検出する場合があります。これは、スイッチドイ

ンターネットエクスチェンジポイント（IXP）で一般的です。その後、CiscoCrossworkPlanning
は、[タイプ（Type）]プロパティが [PSN]のノードを作成し、すべてのピアをそのノードのそ
れぞれ異なるインターフェイスに接続します。

[タイプ（Type）]プロパティが [PSN]のノードを使用する場合は、次のようないくつかの考慮
事項がいくつかあります。

• 2つの PSNを回線で接続することはできません。

• CiscoCrosswork PlanningによってPSNノードが作成された場合は、指定ルータのノード名
の前に「psn」が付加されます。

•デマンドメッシュを作成する場合、Cisco Crosswork Planningは、[タイプ（Type）]が [psn]
のノードを送信元または接続先とするデマンドを作成しません。これは、手動でのデマン

ド作成では可能ですが、推奨されません。Cisco Crosswork Planningは、[タイプ（Type）]
が [psn]のノードからのすべての出力インターフェイスに関する IGPメトリックをゼロに
設定します。これにより、ルート内に PSNが存在しても、パスの IGP長が増加すること
はありません。
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ノードおよび拠点の作成

ノードの作成

ノードを作成するには、オブジェクトの作成, on page 78の手順に従います。この場合、オブ
ジェクトは [ノード（Node）]です。

次に、頻繁に使用されるフィールドの一部とその説明を示します。

• [名前（Name）]：ノードに必要な一意の名前。

• [IPアドレス（IP address）]：多くの場合、ルータ IDに使用されるループバックアドレス。

• [サイト（Site）]：ノードが存在するサイトの名前。空のままの場合、ノードはネットワー
クプロットに存在します。これは、ノードの作成中にサイトを作成したり、ノードをサイ

ト間で移動したり、サイトからノードを削除してネットワークプロットで独立させたりす

るための便利な方法を提供します。

• [AS]：このノードが存在する ASの名前。これにより、ルーティングポリシーが識別され
ます。BGPがシミュレートされていない場合は、空のままにすることができます。

• [BGP ID]：BGPに使用される IPアドレス。

• [機能（Function）]：これがコアノードかエッジノードかを識別します。

• [タイプ（Type）]：ノードタイプ（物理、PSN、または仮想）。PSNノードはレイヤ 2デ
バイスまたはLANを表すため、PSN上のすべてのインターフェイスは、その IGPメトリッ
クがゼロに設定される必要があり、2つのPSNノードを相互に直接接続することはできま
せん。ノードタイプをPSNに変更すると、CiscoCrosswork Planningは、関連付けられたイ
ンターフェイスの IGPメトリックを自動的にゼロに変更します。

• [経度と緯度（Longitude and Latitude）]：ネットワークプロット内のノードの地理的な位
置。これらの値は、地理的背景を使用する場合に関連します。

拠点の作成

サイトを作成するには、オブジェクトの作成, on page 78の手順に従います。この場合、オブ
ジェクトは [サイト（Site）]です。

次に、頻繁に使用されるフィールドの一部とその説明を示します。

• [名前（Name）]：サイトの一意の名前。

• [表示名（Display name）]：プロットに表示されるサイト名。このフィールドが空の場合
は、[名前（Name）]のエントリが使用されます。

• [親サイト（Parent site）]：このサイトを直接含むサイト。空の場合、このサイトは別のサ
イトに含まれていません。
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• [位置（Location）]：都市のリストから位置を選択します。正しい地理的位置にサイトを自
動的に配置し、[経度（Longitude）]フィールドと [緯度（Latitude）]フィールドを更新す
るには、空港コードを入力して Enterキーを押します。

• [経度と緯度（Longitude andLatitude）]：ネットワークプロット内のサイトの地理的位置。
これらの値は、地理的背景を使用する場合に関連します。

ノードのマージ

実際のネットワークトポロジには、多くの場合、同じ方法でネットワークに接続された多数の

ノード（通常、エッジノード）があります。たとえば、すべてが同じコアノードまたはコア

ノードペアに接続されている場合があります。ネットワークコアのプランニングと設計では、

これらの物理ノードを単一の仮想ノードにマージすることが望ましいことがよくあります。そ

れにより、プランが簡素化され、実行される計算とシミュレーションが高速化されます。ノー

ドをマージすると、視覚的な表現だけでなく、プラン自体が変更されることに注意してくださ

い。

新しくマージされたノードの名前は、サイト名、選択したノード名（ベースノード）に基づい

たものにするか、新しいユーザー指定の名前にすることができます。ノードマージの効果は、

次のとおりです。

•他のノードからベースノードに回線が再接続されます。

•他のノードに、または他のノードからベースノードに、デマンドが移動されます。

•他のノードに、または他のノードからベースノードに、LSPが移動されます。

•ベースノードのトラフィック測定値が、選択されているノードの測定値の合計に設定され
ます。

•他のノードが削除されます。

ノードをマージするには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [イニシャライザ（Initializers）] > [ノードのマージ（Merge
nodes）]の順に選択します。

ステップ 3 [ノードのマージ（Merge Nodes）]ウィザードでマージするノードを選択します。ノードを選択しない場
合、Cisco Crosswork Planningは、すべてのノードをマージします。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 サイトごとにノードをマージするか、1つのノードにマージするかを選択します。
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• [サイトごとに個別にマージ（Separate merge per site）]：サイトごとにノードをマージします。たとえ
ば、プラン内のすべてのノードを選択した場合、サイトごとに 1つのノードにマージされます。新し
いサフィックスを指定しない場合、デフォルト名はサイトと同じになります。

• [すべてのノードをベースノードにマージ（Merge all nodes together into base node）]：選択されたすべて
のノードを 1つのノードにマージします。たとえば、1つのサイトで 2つのノードを選択し、別のサ
イトで 3つのノードを選択した場合、ベースノードとして選択されたサイトとノードの組み合わせで
1つのノードになります。

新しい名前を指定しない場合、デフォルトではベースノードの名前が使用されます。

• [ノードマージテーブル（Merge nodes table）]：<MergeNodes>テーブルを含むファイルに基づいてノー
ドをマージします。このファイルは、ユーザースペースまたはローカルマシンから選択できます。

ステップ 6 [次へ（Next）]をクリックします。

ステップ 7 ノードマージの効果のリストをプレビューします。問題がなければ、[マージ（Merge）]をクリックしま
す。

回路とインターフェイス
Cisco Crosswork Planningでは、インターフェイスは、個別の論理インターフェイスか LAG論
理インターフェイスのいずれかです。論理インターフェイスと物理インターフェイスの間に 1
対 1のマッピングがある場合、インターフェイスにはレイヤ 3プロパティ（メトリックなど）
と物理プロパティ（キャパシティなど）の両方が含まれます。論理インターフェイスと物理イ

ンターフェイスの間に1対多のマッピングがある場合、インターフェイスは論理LAGであり、
ポートは LAGの物理ポートとしてプランファイルに含まれます。ポートおよびポート回線の
詳細については、ポート、ポート回線、および LAG, on page 75を参照してください。

各回線は、2つの異なるノード上のインターフェイスペアを接続します。そのため、インター
フェイスには常に回線が関連付けられています。[インターフェイスの編集（Edit Interface）]
ウィンドウと [回線の編集（Edit Circuit）]ウィンドウの両方で、インターフェイスペアと回線
のプロパティを同時に編集できます。

インターフェイスには、測定されたトラフィックとシミュレートされたトラフィックの両方が

あります。[回線（Circuits）]テーブルに表示されるトラフィックは、2つのインターフェイス
のトラフィックの上位になります。

回路およびインターフェイスの作成

回線を作成するには、オブジェクトの作成, on page 78の手順に従います。この場合、オブジェ
クトは [回線（Circuit）]です。回線を作成すると、2つのインターフェイスも作成されます。

次に、頻繁に使用されるフィールドの一部を示します。

• [キャパシティ（Capacity）]：この回線が伝送できるトラフィックの総量。ドロップダウン
リストには、最も広く使用されるキャパシティが選択肢として表示されます。
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• [SRLG]：この回線が SRLGに属するようにする場合は、このリストから選択するか、[編
集（Edit）]をクリックして新しい回線を作成します。回線専用の SRLGの作成, on page
74を参照してください。

• [並列グループ名（Parallel group name）]：この回線を新規または既存の並列グループに含
めるには、その名前を入力します。

• [インターフェイスA（InterfaceA）]と [インターフェイスB（InterfaceB）]：回線によって
接続される 2つのインターフェイスを指定する必要があります。

回線のマージ

同じ送信元および接続先エンドポイント（ノード）を持つ回線をマージすることで、プランを

簡素化できます。この機能は、たとえば、複数の並列回線を無視してサイト間接続のみを対象

とする長期的なキャパシティプランニングに役立ちます。

回線をマージすると、視覚的な表現だけでなく、ネットワークモデル自体が変更されます。

回線マージの効果は、次のとおりです。

•基本回線キャパシティがキャパシティの合計に設定されます。

•基本回線メトリックがメトリックの最小値に設定されます。

•基本トラフィック測定値が測定値の合計に設定されます。

•他の回線が削除されます。

回線をマージするには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [イニシャライザ（Initializers）] > [回線のマージ（Merge
circuits）]の順に選択します。

ステップ 3 同じ送信元および接続先エンドポイントを持つ回線を選択します。

ステップ 4 回線マージの効果のリストをプレビューします。問題がなければ、[送信（Submit）]をクリックします。

SRLG
SRLGは、一般的な原因ですべてに障害が発生する可能性のあるオブジェクトのグループで
す。たとえば、SRLGには、インターフェイスが共通のラインカードに属するすべての回線を
含めることができます。
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SRLGの作成
SRLGを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 オブジェクトの作成, on page 78の手順に従って SRLGを作成します。この場合、オブジェクトは [SRLG]
です。

ステップ 3 SRLG名を入力します。

ステップ 4 [オブジェクトタイプ（Object type）]ドロップダウンリストから、SRLGに含めるオブジェクトのタイプを
選択します。

ステップ 5 SRLGに含めるオブジェクトごとに、[含める（Included）]列のチェックボックスをオンにします。

ステップ 6 [追加（Add）]をクリックします。

回線専用の SRLGの作成
回線の SRLGを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 次のいずれかの方法を使用して、[回線の追加/編集（Add/Edit Circuits）]ウィンドウを開きます。

•新しい回線を作成する場合は、オブジェクトの作成, on page 78の手順に従います。この場合、オブ
ジェクトは [回線（Circuit）]です。

•選択した回線の SRLGを作成する場合は、[回線（Circuits）]タブから 1つ以上の回線を選択します。

次に、[保存（ ）]をクリックします。

ステップ 3 [SRLG]フィールドに関連付けられている [編集（Edit）]ボタンをクリックします。
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ステップ 4 回線を 1つ以上の既存の SRLGに関連付けるか、新しい SRLGを作成します。

新しい SRLGの作成回線と既存の SRLGの関連付け

a. をクリックします。

b. SRLG名を入力し、[保存（Save）]をクリッ
クします。

a. 選択した回線を含める SRLGごとに、チェックボッ
クスをオンにします。

b. [保存（Save）]をクリックします。

ステップ 5 [回線の追加または編集（Add or Edit Circuit）]ウィンドウで、必要に応じて [追加（Add）]または [保存
（Save）]をクリックします。

ポート、ポート回線、および LAG
Cisco Crosswork Planningでは、ポートは物理インターフェイスです。Cisco Crosswork Planning
ポートとポート回路を使用すると、LinkAggregationGroup（LAG）とポートチャネルをモデル
化できます。

LAGは、単一の論理インターフェイスにバンドルされた物理ポートのグループです。LAGは、
「バンドリング」または「トランキング」とも呼ばれます。

デフォルトでは、[インターフェイス（Interfaces）]テーブルに一覧表示される各論理インター
フェイスは単一の物理ポートに対応し、それらのポートを明示的にモデル化する必要はありま

せん。例外は、論理インターフェイスが、複数の物理ポートをバンドルする LAGである場合
です。この場合、物理ポートは [ポート（Ports）]テーブルに一覧表示されます。

ポート回線は、2つのポート間の接続です。ただし、ポートをポート回線で他のポートに接続
する必要はありません。
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Figure 15:ポート、ポート回線、および LAG

ポートの作成

ポートを作成するには、オブジェクトの作成, on page 78の手順に従います。この場合、オブ
ジェクトは [ポート（Port）]です。

次に、頻繁に使用されるフィールドの一部とその説明を示します。

• [名前（Name）]：必須のポート名。

• [サイトとノード（Site and Node）]：このポートが存在するサイトおよびノード。

• [インターフェイス（Interface）]：このポートがマッピングされる論理インターフェイス。
このポートを使用してポート回線を作成するには、これを定義する必要があります。

• [キャパシティ（Capacity）]：このポートが伝送できる総トラフィック量。ドロップダウン
リストには、最も広く使用されるキャパシティが選択肢として表示されます。

ポート回路の作成

ポート回線は、接続されたポートのペアを指定します。

•両方のポートが存在し、回線によって接続されているインターフェイスにマッピングされ
ている必要があります。

•ポート回線に2つのポートを選択する場合、一方がインターフェイスに割り当てられてい
るときは、もう一方が同じ回線上のリモートインターフェイスに割り当てられる必要があ

ることに注意してください。

ポートを作成してインターフェイスにマッピングするには、ポートの作成, on page 76を参
照してください。
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ポート回線を作成するには、オブジェクトの作成, on page 78の手順に従います。この場
合、オブジェクトは [ポート回線（Port circuit）]です。

次に、必須フィールドとその説明を示します。

• [サイトとノード（Site and Node）]：ポートが存在するサイトおよびノード。

• [ポート（Port）]：ポートの名前。

• [キャパシティ（Capacity）]：このポート回線が伝送できるトラフィックの総量。ド
ロップダウンリストには、最も広く使用されるキャパシティが選択肢として表示され

ます。

LAGの作成
ポートを割り当てて、既存のインターフェイスの 1つを LAGに含めるには、次の手順を実行
します。インターフェイスにポートが含まれていない場合は、最初にポートを作成する必要が

あります（ポートの作成, on page 76を参照）。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（NetworkSummary）]パネルで、[ポート（Ports）]テーブルから、LAG
に属するすべてのポートを選択します。共通のインターフェイスをフィルタ処理することで、これをすば

やく実行できます。

ステップ 3 ポートの 1つを選択し、 をクリックして [編集（Edit）]ウィンドウを開きます。

ステップ 4 これらのポートを含むインターフェイスを選択します。

ステップ 5 [保存（Save）]をクリックします。

LAGシミュレーションのプロパティの設定
各インターフェイスは、LAG（ポートチャネル）であると見なされます。動作していないポー
トが原因でキャパシティが過剰に失われた場合に LAG全体がダウンするように、LAGのプロ
パティを設定できます。

LAGのプロパティを設定するには、次の手順を実行します。
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Procedure

ステップ 1 インターフェイスまたは回線の [編集（Edit）]ウィンドウを開きます（オブジェクトの編集, on page 79を
参照）。

ステップ 2 [詳細（Advanced）]タブをクリックします。

ステップ 3 [ポートチャネル（Port channel）]エリアで、回線上の一方または両方のインターフェイスについて、次の
パラメータの一方または両方を設定します。

a) [ポートの最小数（Min number of ports）]フィールドに、LAG回線を稼働状態にするためにアクティブ
であり、動作している必要があるポートの最小数を入力します。

b) [最小キャパシティ（Min capacity）]フィールドに、LAG回線を稼働状態にするために使用できる必要
がある最小キャパシティを入力します。

ステップ 4 [保存（Save）]をクリックします。

オブジェクトに関して実行できる主な操作
以下のセクションでは、プランオブジェクトに関して実行できる操作について説明します。

オブジェクトの作成

このトピックでは、プランファイルにオブジェクトを追加する方法について説明します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 次のいずれかの方法を使用してオブジェクトを作成します。

•ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [オブジェクト（Object）]の順に選択
します。

•右側にある [ネットワークサマリー（Network Summary）]パネルで、[オブジェクト（Objects）]タブ

に移動し、 をクリックします。

必要な [オブジェクト（Objects）]タブは、[詳細（More）]タブの下にある場合があります。表示され

ていない場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、関連す

る [オブジェクト（Object）]チェックボックスをオンにします。

詳細については、「テーブルとオブジェクト選択の操作, on page 58」を参照してください。
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ステップ 3 次の必須詳細情報を入力します。プロパティはオブジェクトごとに異なります。

ステップ 4 オブジェクトを追加します。

オブジェクトがプランファイルに追加されます。

オブジェクトの編集

プロットおよび関連するテーブル内のほとんどのオブジェクトには、[編集（Edit）]ページを
使用して管理できる一連のプロパティがあります。これらは、Cisco Crosswork Planningがオブ
ジェクトを定義およびシミュレートするために使用するプロパティです。

このトピックでは、プランファイル内でオブジェクトを編集する方法について説明します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、目的の [オブジェクト（Object）]タブ
に移動し、そのオブジェクトのプロパティを編集します。

ステップ 3 単一のオブジェクトを編集するには、次のいずれかの方法を使用します。

•必要なオブジェクトを選択し、[ ]をクリックします。

• [アクション（Actions）]列で、[ ]、プロパティを編集するオブジェクトの [編集（Edit）]の順に選
択します。

ステップ 4 複数のオブジェクトを編集（一括編集）するには、必要なオブジェクト、[ ]の順に選択します。

（注）

一括編集操作の場合は、次を実行できます。

•すべてのオブジェクトを選択して編集する

•オブジェクトをフィルタ処理してから、それらを選択して編集するか、

•ネットワークプロットからオブジェクトを選択して編集する。

ステップ 5 必要に応じて、プロパティを編集します。

ステップ 6 変更内容を保存します。

選択したオブジェクトが新しいプロパティで更新されます。
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オブジェクトの削除

このトピックでは、プランファイルからオブジェクトを削除する方法について説明します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、目的の [オブジェクト（Object）]タブ
に移動し、そのオブジェクトを削除します。

ステップ 3 単一のオブジェクトを削除するには、次のいずれかの方法を使用します。

•必要なオブジェクトを選択し、[ ]をクリックします。

• [アクション（Actions）]列で、[ ]、削除するオブジェクトの [削除（Delete）]の順に選択します。

ステップ 4 複数のオブジェクトを削除（一括削除）するには、必要なオブジェクトを選択して [ ]をクリックしま
す。

オブジェクトが正常に削除されたことを示すメッセージが表示されます。
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P A R T II
ネットワークのシミュレーション

•シミュレーションの概要（83ページ）
•デマンドを使用した送信元から接続先へのトラフィックフローのシミュレーション（95
ページ）

• what-If分析の実行（127ページ）
•ワーストケースの障害による影響の評価（135ページ）
•トラフィック増加の影響の評価（159ページ）
•キャパシティプランニングの実行（165ページ）
• IGPルーティングプロトコルのシミュレーション（175ページ）
• BGPルーティングのシミュレーション（185ページ）
• Quality of Service（QoS）のシミュレーション（197ページ）
• VPNのシミュレーション（215ページ）
•外部エンドポイントを使用した高度なルーティングのシミュレーション（229ページ）
•マルチキャストのシミュレーション（235ページ）





第 5 章

シミュレーションの概要

Cisco Crosswork Planningのネットワークシミュレーションでは、特定のトラフィックデマン
ド、ネットワークトポロジ、設定、および状態に基づいて、ネットワーク全体のデマンドルー

ティングとトラフィック分布が計算されます。シミュレーションは、プランニング、トラフィッ

クエンジニアリング、ワーストケースの障害分析といった他のほとんどのツールの基盤となる

Cisco Crosswork Planningの基本機能です。IGP、MPLS RSVP-TE、BGP、QoS、VPN、マルチ
キャストなど、多数のプロトコルおよびモデルがサポートされています。

この章では、Cisco Crosswork Planningのシミュレーションの一般的な機能に焦点を合わせて説
明します。個々のプロトコルおよびモデルについては、それぞれの章で説明します。

ここでは、次の内容について説明します。

•ネットワークシミュレーションのユースケース, on page 83
•自動再シミュレーション, on page 84
•プランオブジェクトの状態（85ページ）
•シミュレートされたキャパシティ, on page 92
• [遅延（Delay）]（93ページ）

ネットワークシミュレーションのユースケース
ネットワークシミュレーションは、ネットワークの変更の予測分析を可能にする概念です。It

• What-if分析を可能にして、ネットワークモデルの変更の結果を予測します

•シミュレーションによるキャパシティプランをサポートし、

•オンデマンドでの成長率を予測することで予測に役立てます。

例

• what-if分析：ネットワークモデルのいずれかの側面を変更した場合に何が起こるのかを
調べることができます。次に例を示します。

•リンクまたはノードに障害が発生する何が起こるのか。
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•メトリックを変更すると何が起こるのか。

•トポロジを変更すると何が起こるのか。

詳細については、what-If分析の実行, on page 127を参照してください。

•復元力分析を使用したキャパシティプランニング：ノード、SRLG、LAG、または拠点で
障害が発生した場合に何が起こるのかをシミュレートできます。Cisco Crosswork Planning
には、このプロセスを自動化して分析を提供するシミュレーション分析ツールがありま

す。ツールを実行すると、輻輳のリスクが最も高い領域を強調する「ワーストケース」シ

ナリオが表示されます。さらに、ワーストケースを引き起こす障害の詳細情報を示す [障
害影響（Failure impact）]ビューも表示されます。詳細については、ワーストケースの障
害による影響の評価, on page 135を参照してください。

•キャパシティプランニングと予測：Create growth plansツールを使用すると、1つのデマ
ンドまたは一連のデマンドに増加率を適用して、その将来の増加を予測できます。詳細に

ついては、トラフィック増加の影響の評価, on page 159を参照してください。

自動再シミュレーション
自動再シミュレーションは、ネットワーク内のルーティングに影響を与える変更があった場合

に、自動的に再シミュレーションをトリガーする機能です。変更例を次に示します。

•トポロジの変更（オブジェクトの追加や削除、明示的なパスの変更など）

•オブジェクトの状態の変更（オブジェクトでの障害発生、オブジェクトの非アクティブ化
など）

•多数のプロパティの変更（メトリック、キャパシティ、遅延など）

デフォルトでは、新しく開いたプランファイルの自動再シミュレーションは無効になっていま

す。

デフォルトで自動再シミュレーションを有効にする

デフォルトで自動再シミュレーションを有効にするには、次の手順を実行します。

1. 右上隅にある [ ]をクリックします。

2. [シミュレータ（Simulator）]セクションで [自動再シミュレーション]スライダを有効にし
ます。

この設定を更新すると、特定のプランファイルに適用されます。この特定のファイルを開

くたびに、同じ設定が使用されます。
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シミュレーションを手動で実行する

さらに、現在のシミュレーションに影響を与えたり、それを無効にする変更がプランファイル

に加えられた場合は、再シミュレーションを手動でトリガーできます。これを行うには、[ネッ

トワーク設計（Network Design）]ページで アイコンをクリックします。

プランオブジェクトの状態
オブジェクトの状態は、シミュレーションに影響し、オブジェクトが動作可能かどうかを決定

します。

Cisco Crosswork Planningプランオブジェクトには、3つの状態があります。

• Failed：オブジェクトが機能不全かどうかを示します。

• Active：オブジェクトが、シミュレーションされたネットワークで使用できるかどうかを
示します。たとえば、オブジェクトが、管理目的でダウンしているために使用できない場

合があります。

• Operational：オブジェクトが動作しているかどうかを示します。たとえば、障害が発生し
ているため、非アクティブであるため、または依存する他のオブジェクトが動作していな

いために、オブジェクトが動作不能になることがあります。

ネットワークサマリーテーブルの列

ネットワークサマリーテーブルの Failedおよび Active列は、状態を視覚的に表示します。同
様に、Operational列は、計算された動作状態を示します。各列で、「true」はオブジェクトが
その状態にあることを意味し、「false」はそうでないことを意味します。[インターフェイス
（Interfaces）]テーブルの [アクティブ状態（Active state）]の「true」または「false」には、関
連する回線が反映されていることに注意してください。プロットでは、これらの状態がグラ

フィカルな表現（赤色の円内に白色のバツ印または下矢印）で示されます。

これらのプランオブジェクトには、[アクティブ（Active）]列、[機能不全（Failed）]列、およ
び [操作（Operational）]列があります。

• [回線（Circuits）]

• [ノード（Nodes）]

•サイト

•ポート

•ポート回線

• SRLG

•外部エンドポイントメンバー
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障害状態

[機能不全（Failed）]状態は、インターフェイスや回路などのオブジェクトで障害が発生した
ネットワークシミュレーションの状態を示します。

[シミュレートされたトラフィック（Simulated traffic）]ビューで障害の影響を確認する最も簡
単な方法は、デマンドを設定してからオブジェクトに障害を発生させることです。障害が発生

すると、

•プロットには、結果としてトラフィックが増加した場所がすぐに表示されます（Figure16:
障害が発生した回線, on page 86）

•インターフェイステーブルの [利用率シミュレーション（Util sim）]列には、トラフィッ
クの変更が反映され、

•その後、デマンドは、障害を回避して再ルーティングされます（Figure 17:障害が発生し
た回線を回避したデマンドの再ルーティング, on page 87）。

障害を発生させるインターフェイスを選択すると、実際には、関連する回線で障害が発生しま

す。機能不全になる可能性があるオブジェクトの完全な一覧を確認するには、[プランオブジェ
クトの状態（States of plan objects）]の一覧を参照してください。

Figure 16:障害が発生した回線
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Figure 17:障害が発生した回線を回避したデマンドの再ルーティング

デマンド再ルーティングの無効化

デマンドが障害を回避して再ルーティングされないように指定するには、デマンドの [編集
（Edit）]ウィンドウで [再ルーティング可能（Reroutable）]チェックボックスをオフにしま
す。これは、インターフェイスに L2トラフィックを含める方法として使用できます。たとえ
ば、L2トラフィックを表すために、インターフェイスを介して 1ホップの再ルーティング不
可能なデマンドを構築できます。その他の再ルーティング可能なデマンドは、通常どおりイン

ターフェイスを介して構築できます。インターフェイスに障害が発生すると、L2トラフィッ
クが削除され、L3トラフィックが再ルーティングされます。

オブジェクトの機能不全と復旧

このトピックでは、プランファイルのオブジェクトを機能不全または復旧する方法について説

明します。

Before you begin

機能不全になる可能性があるオブジェクトを特定するには、「プランオブジェクトの状態」を

参照してください。

Procedure

ステップ 1 単一のオブジェクトを機能不全にするには、[アクション（Actions）]列で [ ] > [機能不全（Fail）]の順
に選択します。

ステップ 2 オブジェクトが機能不全になると、メニューオプションが [復旧（Recover）]に変わります。このオプショ
ンを使用して、障害が発生したオブジェクトを回復します。

ステップ 3 オブジェクトを機能不全または復旧するには、次の手順を実行します。

a) 必要なオブジェクトを選択します。
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b) [詳細なアクション（More actions）]、 > [機能不全（Fail）]または [詳細なアクション（More
actions）]、 > [復旧（Recover）]の順に選択して、オブジェクトを機能不全にするか復旧します。

Note
これらは、

•すべてのオブジェクトを選択し、それらを機能不全または復旧し

•オブジェクトをフィルタ処理し、それらを機能不全または復旧するか

•ネットワークプロットからオブジェクトを選択し、それらを機能不全または復旧します。

機能不全となったオブジェクトは、ネットワークプロット内で白色の Xがついた赤色の円で
マークされます（たとえば、「Figure 16:障害が発生した回線, on page 86」を参照）。オブジェ
クトを復旧するとアイコンが消えます。

SRLG障害から回路を保護する

回路を、SRLG障害および SRLGワーストケース分析に含まれないように保護できますが、動
作には次のような違いが生じます。

• SRLGが個別に機能不全になった場合、これらの回路は故障しません。ただし、回路自体
に障害を発生させると、機能不全となります。

•これらの回線は、SRLGに含まれているかどうかに関係なく、シミュレーション分析に含
まれないように保護されます。

この設定は、FRR SRLGのルーティングには影響しません。FRR SRLGについては、RSVP-TE
ルーティングの最適化, on page 357を参照してください。

Note

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 回線の [保護（Protected）]プロパティを設定します。

a) 右側にある [ネットワークサマリー（Network Summary）]パネルで、[回線（Circuits）]テーブルから
1つ以上の回線を選択します。

b) をクリックします。

Note
単一の回路を編集している場合は、[アクション（Actions）]で、[ ] > [編集（Edit）]オプションの
順に選択します。
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c) [状態（State）]フィールドの [保護（Protected）]チェックボックスをオンにします。

d) [保存（Save）]をクリックします。

ステップ 3 SRLGに含まれる回線を保護するための [ネットワークオプション（Network options）]プロパティを設定
します。

a) ツールバーで [ ]をクリックするか、[アクション（Actions）]、 > [編集（Edit）]、 > [ネットワーク
オプション（Network options）]の順に選択します。

b) [シミュレーション（Simulation）]タブ内の[IGPプロセス全体でのルートの再配布（Redistribute routes
across IGP process）]セクションで、[保護された回線をSRLG障害から除外（Exclude protected circuits
from SRLG failure）]チェックボックスをオンにします。

c) [保存（Save）]をクリックします。

アクティブ状態

アクティブ状態は、測定済みトラフィック計算またはシミュレーション済みトラフィック計算

に対してオブジェクトを使用できるかどうかを示す条件です。

オブジェクトは、次の理由で非アクティブになる場合があります。

•管理目的でダウンしている。

•プレースホルダである。たとえば、オブジェクトのインストールをプランニングしてお
り、そのオブジェクトをネットワークプロットに表示する場合など。

•コピーされたプランには存在するが、検出された元のプランには存在していなかった。

1つまたは複数のオブジェクトのアクティブ状態を同時に変更できます。インターフェイスの
アクティブ状態を変更すると、実際には、関連する回線が変更されます。

障害と同様に、オブジェクトをアクティブから非アクティブに即時変更すると、インターフェ

イステーブル（Figure 18:非アクティブ回線, on page 90）のデマンドルーティングと [利用率シ
ミュレーション（Util sim）]列に影響します。
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Figure 18:非アクティブ回線

アクティブに設定できるオブジェクト

次に、アクティブに設定できるオブジェクトのリストを示します。

• [回線（Circuits）]

• [ノード（Nodes）]

•サイト

•ポート

•ポート回線

• SRLG

•外部エンドポイントメンバー

•デマンド

• LSP

• LSPパス

オブジェクトをアクティブまたは非アクティブ状態に設定する

オブジェクトの状態を [アクティブ（Active）]に設定するには、次の手順を実行します。

Before you begin

「アクティブ状態」項を参照して、[状態（State）]を [アクティブ（Active）]または [非アク
ティブ（Inactive）]に設定できるオブジェクトのリストを書き留めます。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（NetworkSummary）]パネルで、1つ以上の目的のオブジェクトを、そ
れぞれのテーブルから選択します。

ステップ 3 をクリックします。

Note
単一のオブジェクトを編集している場合は、[アクション（Actions）]列で、[ ]> [編集（Edit）]オプショ
ンの順に選択します。

ステップ 4 [状態（State）]フィールドで、[アクティブ（Active）]チェックボックスをオンまたはオフに切り替えま
す。

チェックマークはオブジェクトがアクティブであることを意味します。チェックボックスをオフにすると

非アクティブにできます。

ステップ 5 [保存（Save）]をクリックします。

動作状態

動作状態により、オブジェクトが機能しているかどうかが識別されます。動作状態は設定でき

ず、障害状態とアクティブ状態に基づいて自動的に計算されます。

•障害が発生したオブジェクトまたは非アクティブなオブジェクトは、動作上ダウンしてい
ます。

•オブジェクトが機能するために他のオブジェクトに依存している場合、その動作状態は、
それらのオブジェクトの状態を反映します。

動作上ダウンするオブジェクト障害が発生したか非アクティブに

なったオブジェクト

障害が発生したノードに接続されている回線[ノード（Node）]

障害が発生したサイト内のサイト、ノード、および回

線

サイト

障害が発生した SRLG内のオブジェクトSRLG

障害が発生したポートを含むポート回線ポート
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シミュレートされたキャパシティ
シミュレーションされたキャパシティとは、キャパシティを減少させる可能性のある障害を含

む、ネットワークの状態を考慮した、オブジェクトの計算されたキャパシティのことです。こ

れは、ネットワーク概要テーブルの [キャパシティシミュレーション（Capacity sim）]列で示
されます。[インターフェイス（Interfaces）]、[回路（Circuits）]、および [インターフェイス
キュー（Interface Queues）]テーブルに示されるすべての使用率の数値は、この [キャパシティ
シミュレーション（Capacity sim）]の値に基づいて計算されます。

[キャパシティ（Capacity）]列には、インターフェイス、回路、ポート、およびポート回の設
定済み物理キャパシティが表示されます。各回線、ポート、およびポート回線には、[編集
（Edit）]ウィンドウの [キャパシティ（Capacity）]フィールドで設定できる物理キャパシティ
があります。インターフェイスには、[設定済みキャパシティ（Configured capacity）]フィール
ドで設定できる設定可能キャパシティがあります。これらのプロパティから、オブジェクトご

とにシミュレートされたキャパシティ（Capacity sim）が導出されます。

シミュレーションされたキャパシティの計算

[シミュレートされたキャパシティ（Capacity sim）]の値を参照する場合は、その計算に関して
注意が必要ないくつかのルールがあります。

•回線のキャパシティが指定されている場合は、それが回線の [シミュレートされたキャパ
シティ（Capacity sim）]になり、他のすべてのキャパシティ（インターフェイスおよび構
成ポートのキャパシティ）は無視されます。インターフェイスキャパシティの代わりに回

路キャパシティを指定すると、既存のキャパシティを簡単に変更できます。これは構築計

画に役立ちます。

•回線にキャパシティがない場合、その [シミュレートされたキャパシティ（Capacity sim）]
は、その構成インターフェイスの最小キャパシティ値です。インターフェイスのキャパシ

ティは、関連付けられたポートのキャパシティ値の合計です。インターフェイスにポート

がない場合、またはポートにキャパシティがない場合は、インターフェイスの [設定済み
キャパシティ（Configured capacity）]プロパティと同じになります。

インターフェイスの [編集（Edit）]ウィンドウのフィールドは [設
定済みキャパシティ（Configured capacity）]であり、[インター
フェイス（Interfaces）]テーブルの列名は [キャパシティ
（Capacity）]です。

Note

• 2つのポートがポート回線によって明示的に接続されている場合、ポート回線の [シミュ
レートされたキャパシティ（Capacity sim）]は、それら 3つの最小キャパシティに設定さ
れます。これにより、接続の各側のキャパシティが効果的にネゴシエートされます。

• LAGインターフェイスでは、構成 LAGメンバーのいずれかが動作上停止している場合、
インターフェイスの [キャパシティシミュレーション（Capacity sim）]列には、停止して
いるすべての LAGメンバーの総キャパシティによって減らされた値が表示されます。た
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とえば、4ポートの 4000 Mbpsの LAGで 1000 Mbpsのポートが動作上ダウンしている場
合、その LAGインターフェイスのシミュレートされたキャパシティは 3000 Mbpsになり
ます。

[シミュレートされたキャパシティ（Capacity sim）]の計算でポー
トのペアが考慮される場合、考慮されるには両方が動作可能であ

る必要があります。

Note

[遅延（Delay）]
遅延は、

•データパケットがネットワークパスを介して送信元から接続先に移動するのにかかる時間
を示します

• [インターフェイスと回路（Interfaces and Circuits）]の [追加（Add）]または[編集）]ペー
ジで設定でき、

• [インターフェイス（Interfaces）]および [回路（Circuit）]テーブルの [遅延（Delay）]列
に表示されます。

非対称遅延

7.2リリース以降、Cisco Crosswork Planningでは、回路に関連付けられたインターフェイスに
異なる遅延値を設定できます。つまり、回路内の各インターフェイスは、回路全体に対する単

一の遅延値ではなく、独自の遅延メトリックを設定できます。

遅延関連の列

[インターフェイス（Interfaces）]テーブルと [回路（Circuits）]テーブルには、遅延関連の 2つ
の列があります。

•遅延：ミリ秒（ms）単位の一方向送信遅延。

•遅延シミュレーション：（派生）シミュレーションされた一方向の送信遅延。L3回路遅
延を使用する、Cisco Crosswork Planningのすべての遅延計算（メトリック最適化など）で
は、遅延シミュレーション値を使用します。
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第 6 章

デマンドを使用した送信元から接続先への

トラフィックフローのシミュレーション

Cisco Crosswork Planningは、「デマンド」を使用して、ネットワーク上の潜在的なトラフィッ
クフローの送信元と接続先を記述します。ルートシミュレーションにより、このトラフィック

が送信元から接続先までたどるルートが決定されます。このルートは、トポロジ、ルーティン

グプロトコル、およびネットワークの障害状態によって決定されます。IGPルーティングをモ
デル化する場合、これらの送信元と接続先は、トポロジ内のノードまたはインターフェイスで

す。基本的なAS間ルーティングをモデル化する場合、送信元と接続先は、隣接する外部AS、
それらの AS内のピアリングノード、またはそれらのピアリングノードへのインターフェイス
です。

各デマンドには、指定された量のトラフィックがあります。このトラフィックをデマンドに組

み込む方法はいくつかあります。たとえば、デマンド推論ツールを使用して、測定されたトラ

フィックに基づいて、デマンドごとのトラフィックの現実的な量を計算します。

デマンドトラフィックは、CiscoCrossworkPlanningのシミュレーションおよびトラフィックエ
ンジニアリングツールの多くの基礎となります。ネットワークの効果的なプランニング、設

計、導入、および運用には、デマンドとデマンドトラフィックの正確なセットが不可欠です。

トラフィックの傾向とトラフィックの増加を正確に予測するには、デマンドの正確な知識が不

可欠です。

この章では、デマンドの作成方法やトラフィックの推定方法など、デマンドについて説明しま

す。

ここでは、次の内容について説明します。

•デマンド, on page 96
•デマンドの使用方法, on page 99
•デマンドおよびデマンドメッシュの作成, on page 100
•デマンドの可視化, on page 104
•デマンドトラフィック, on page 108
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デマンド
Cisco Crosswork Planningのデマンドは、ネットワーク上の潜在的なトラフィックフローの送信
元と接続先を記述します。デマンドは、シミュレーションされたモデルを介してトラフィック

をルーティングする方法を決定するため、現実的なデマンドとデマンドメッシュ（「デマンド

メッシュ, on page 98」を参照）を作成することは、Cisco Crosswork Planningから得られる他の
情報の精度を確保するために不可欠です。そのため、すべてのデフォルトは、ほとんどのネッ

トワークモデルに最適なデマンドおよびデマンドメッシュを作成するように設定されていま

す。

選択したデマンドパスは、青色で表示されます。「A」は送信元を示し、「Z」は接続先を示
します。

Figure 19:デマンドルート

各デマンドは、それを定義する一意のプロパティ（キー）、その他のプロパティ、およびトラ

フィックで構成されます。次のリストに、これらを要約します。プロパティの完全なリストに

ついては、[デマンド（Demands）]テーブルの使用可能な列を参照してください。

各デマンドは、次の 4つのプロパティを一意に組み合わせることで定義さ
れます。

一意のプロパ

ティ（キー）

[名前（Name）]：デフォルトでは空白です。

[送信元（Source）]：ノード、インターフェイス、外部 AS、または外部エ
ンドポイント。

[接続先（Destination）]：ノード、インターフェイス、外部 AS、外部エン
ドポイント、またはマルチキャスト接続先。
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[サービスクラス（Serviceclass）]：トラフィックのユーザー定義の分類（音
声、ビデオなど）。

一般に使用され

るプロパティ

[遅延境界（Latencybound）]：通常動作時に、デマンドで許容される最大遅
延を設定するポリシー。このプロパティは、Cisco Crosswork Planningトラ
フィックエンジニアリングツールで使用されます。

[トポロジ（Topology）]：デマンドは、特定の IGPに割り当てることがで
き、その IGPに属するインターフェイスを介してのみルーティングされま
す。

[プライベートLSP（Private LSP）]：デマンドがプライベートLSPに関連付
けられている場合、そのデマンドはその LSPを介してのみルーティングで
き、その LSPを通過できる唯一のデマンドがこのデマンドになります。

既存のデマンドを既存のプライベート LSPに関連付けることができます。
[プライベートLSP（PrivateLSP）]ドロップダウンリストには、選択したデ
マンドに現在関連付けられているプライベート LSPが表示されます。別の
プライベート LSPを選択することも、[なし（None）]を選択して関連付け
られた LSPを削除することもできます。

[アクティブ（Active）]：シミュレーション中にアクティブなデマンドのみ
がルーティングされます。

[再ルーティング可能（Reroutable）]：障害を回避するデマンドのルーティ
ングを有効または無効にします。障害を回避する再ルーティングをオフに

すると便利な場合があります。

[LSPが必要（Require LSP）]：このオプションをオンにすると、Cisco
Crosswork Planningのシミュレーションでは、そのデマンドのルーティング
で LSPのみが使用されます。これが不可能な場合、デマンドはルーティン
グされません。デフォルトでは、このオプションは無効になっています。

デフォルトでは、デマンドのトラフィックはゼロであるため、シミュレー

トされたトラフィックをデマンドに追加する必要があります。

デマンドトラフィックは、デマンドのサービスクラスに属します。

デマンドトラフィックはトラフィックレベルごとに設定できます。

トラフィック

デマンドの送信先と接続先

送信元と接続先を作成する場合は、次の推奨事項に従ってください。

•内部ルーティングの場合は、ノードを使用します。

•外部ASの場合は、AS、ノード、およびインターフェイスの組み合わせを使用します。イ
ンターフェイスを使用すると、デマンドトラフィックがノードに出入りする正確なイン

ターフェイスを指定できます。
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•複数の送信元または接続先（および複数のフェールオーバーシナリオ）が必要な、より複
雑なルーティングの場合は、外部エンドポイントを使用します。

•マルチキャストルーティングの場合は、マルチキャスト接続先を使用します。

ノードに複数のインターフェイスがアタッチされており、デマンドがそのノードを送信元また

は接続先とする場合、トラフィックは、IGPメトリックやBGPポリシー（ピアリング回線上）
などの他のプロパティに応じて、それらのインターフェイスの1つ以上に分割されます。ただ
し、これらのインターフェイスの 1つだけを指定できます。

インターフェイスをデマンドの送信元として使用する場合、その送信元はインバウンドイン

ターフェイスです。インターフェイスをデマンドの接続先として使用する場合、その接続先は

アウトバウンドインターフェイスです。

Note

デマンドメッシュ

デマンドメッシュは、ネットワークのすべてまたは一部に多数のデマンドを作成するための時

間効率のよい方法です。デフォルトでは、Cisco Crosswork Planningは、ノード、インターフェ
イス、外部AS、および外部エンドポイント間に送信元/接続先メッシュを作成します。また、
異なる接続先セットを使用してデマンドメッシュを作成する機能など、高度なオプションもあ

ります。

デマンド遅延境界値

各デマンドには、遅延境界を設定できます。これは、通常動作時にデマンドで許容される最大

遅延を設定するポリシーです。これらは、トラフィックエンジニアリングツールのルート選

択のガイドとして使用できます。シミュレーション分析ツールは、これらの値を使用して、

ワーストケースの障害が発生したときに遅延境界に違反するかどうかを判断できます。

[デマンド（Demands）]テーブルには複数の [遅延（Latency）]列があります。主なものは次の
とおりです。

• [平均遅延（Average latency）]：すべての ECMPサブルートでの平均遅延。

• [最小遅延（Minimum latency）]：すべての ECMPサブルートでの最小遅延。

• [最大遅延（Maximum latency）]：すべての ECMPサブルートでの最大遅延。

• [可能な最小遅延（Minpossible latency）]：デマンドが取る可能性のある最短パスの合計遅
延。

• [差分最小可能遅延（Diff min possible latency）]：最大遅延から、可能な最小遅延を引いた
値。

• [遅延境界（Latency bound）]：デマンドで許容される最大遅延。

• [差分遅延境界（Diff latency bound）]：遅延境界から最大遅延を引いた値。
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デマンドの使用方法
デマンドは、次の目的で使用できます。

推奨される手順目的

1. トラフィックの発信元に基づいてデマンドメッシュを作成しま
す。たとえば、すべてのトラフィックがエッジルータ間にある

場合は、それらのエッジルータ間にデマンドメッシュを作成し

ます。詳細については、デマンドメッシュの作成, on page 101を
参照してください。

2. デマンドトラフィックを手動で設定するか、[デマンド推論
（Demand Deduction）]ツールを使用して設定します。詳細につ
いては、「デマンドトラフィックの変更,onpage112」および「デ
マンド推論を使用したデマンドトラフィックの推定,onpage120」
を参照してください。

検出されたネットワー

クをモデル化する

1. デマンドメッシュを作成します。詳細については、デマンドメッ
シュの作成, on page 101を参照してください。

2. トラフィックを設定した後、Cisco Crosswork Planningのツール
を使用してトラフィックを増加させ、ネットワークへの影響を

分析します。デマンドの増加をインポートしたり、選択されて

いるデマンドトラフィックを変更して増加をエミュレートした

り、デマンドグループ化やその他の予測ツールを使用すること

ができます。詳細については、トラフィック増加の影響の評価,
on page 159を参照してください。

ネットワークでの将来

の使用状況をモデル化

する

1. デマンドメッシュを作成します。詳細については、デマンドメッ
シュの作成, on page 101を参照してください。

2. デマンドを使用したトラフィックのシミュレート, on page 110で
説明されている方法を使用して、デマンドトラフィックを設定

します。

ネットワークを設計す

る

デマンドトラフィックに応じて、Cisco Crosswork Planningのさまざ
まなツールを使用します。

既存のプランを分析す

る
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デマンドおよびデマンドメッシュの作成

デマンドの作成

送信元と接続先の識別を除き、すべての選択とエントリはオプションです。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [デマンド（Demands）] > [デマンド
（Demand）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルの [デマンド（Demands）]タブで、
> [デマンド（Demands）]の順にクリックします。

ステップ 3 デマンド名を入力します。

ステップ 4 送信元をノード、インターフェイス、外部AS、または外部エンドポイントとして指定します。必要に応
じて、送信元の他の詳細情報を選択します（Figure20:送信元と接続先のオプション, onpage100を参照）。

ステップ 5 接続先をノード、インターフェイス、外部AS、外部エンドポイント、またはマルチキャスト接続先とし
て指定します。必要に応じて、接続先の他の詳細情報を選択します。

Figure 20:送信元と接続先のオプション
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ステップ 6 サービスクラスを選択します。サービスクラスがない場合は、新しいサービスクラスを作成して選択し

ます。新しいサービスクラスの作成手順については、「サービスクラスの作成, on page 209」を参照して
ください。

ステップ 7 遅延境界の値を入力します。

ステップ 8 トポロジを選択して、そのトポロジに属するインターフェイスまたは LSPだけにデマンドルートを制限
します。デフォルトでは、ルーティングは無制限です。

ステップ 9 Cisco Crosswork Planningのシミュレーションにデマンドを含める場合は [アクティブ（Active）]をオン
（デフォルト）のままにします。このデマンドをシミュレーションから除外する場合は [アクティブ
（Active）]をオフにします。

ステップ 10 各トラフィックレベルについては、[編集（Edit）]ボタンをクリックしてトラフィックの量を指定する
か、空のままにしてデマンド推論ツールを完了します。

ステップ 11 各トラフィックレベルには、[編集（Edit）]ボタンをクリックして、予測目的で使用する増加率を指定し
ます。詳細については、トラフィック増加の影響の評価, on page 159を参照してください。

ステップ 12 [追加（Add）]をクリックします。

デマンドメッシュの作成

デマンドメッシュを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [デマンド（Demands）] > [デマンドメッ
シュ（Demand mesh）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[デマンド（Demands）]タブをクリッ

クし、 > [デマンドメッシュ（Demand mesh）]の順にクリックします。

ステップ 3 [デマンドメッシュの詳細（Demand mesh details）]パネルで、次の手順を実行します。

a) デマンド名を入力します。同じ名前を使用するデマンドが大量に作成されないように、デフォルトで
は名前はありません。名前は、ネットワークの特定エリア（VPNなど）を識別する必要がある場合に
役立ちます。ただし、デマンド名を使用しないことで、すべてが同じ名前のデマンドを大量に作成し

ないようにすることができます。

b) サービスクラスを選択します。
c) トポロジを選択します。

ステップ 4 [送信元（Source）]パネルで、次の手順を実行します。

[送信元（Source）]チェックボックスから 1つ以上の送信元を選択します。オプションには、ノード、外
部AS、および外部エンドポイントの使用が含まれます。デフォルトでは、これらのオプションがすべて選
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択されています。また、使用可能なすべてのノード、外部AS、および外部エンドポイントが選択されてい
ます。各オプションの横にある [編集（Edit）]ボタンを使用して、必要なノード、外部AS、または外部エ
ンドポイントのみを選択します。

ステップ 5 [接続先（Destination）]パネルで、次の手順を実行します。

a) 送信元として選択したもの以外の接続先へのデマンドを作成する場合は、[個別の接続先セットを指定
（Specify separate set of destinations）]チェックボックスをオンにして、その他の必要な詳細を選択しま
す。

b) デマンドを一方向でのみ作成する場合は、[接続先から送信元へのデマンドも作成（Also create demands
from destination to source）]チェックボックスをオフにします。これは、別の接続先セットを選択した
場合にのみ適用されます。

ステップ 6 次のいずれかのオプションについて、[その他のオプション（Other options）]パネルを展開し、必要な変更
を加えます。

• [同じ名前の既存のデマンドを削除（Delete existing demands with same name）]：新しいデマンドが作成
される前に、既存のすべてのデマンドを削除します。デフォルト（オフ）では、既存のデマンドが保

持され、新しいデマンドが追加されるだけです。

• [外部ASノードとの間でインターフェイスエンドポイントを使用（Use interface endpoints to/fromexternal
AS nodes）]：外部 ASのデマンドを作成する際、送信元/接続先タイプのインターフェイスを使用し、
外部ASの各ノードに接続されているすべてのインターフェイスのデマンドを作成します。AS関係と
ルーティングポリシーについては、BGPルーティングのシミュレーション, on page 185を参照してくだ
さい。

• [AS関係を保持（Respect AS relationships）]：オンにすると、ルーティングポリシーで定義されている
既存のAS関係が保持されます（デフォルト）。オフにすると、AS関係が再作成されます。ルーティ
ングポリシーのプロパティは、[AS関係の編集（Edit AS Relationships）]ウィンドウで定義されます。
AS関係とルーティングポリシーについては、BGPルーティングのシミュレーション, on page 185を参
照してください。

• [外部メッシュ設定を保持（Respect external mesh settings）]：オンにすると、外部 ASメッシュ用に定
義されている既存の外部メッシュ設定が保持されます（デフォルト）。オフにすると、外部 ASメッ
シュが再作成されます。外部メッシュのプロパティは、[ASの編集（EditAS）]ウィンドウで設定され
ます。

• [自身へのデマンドを含める（Include demands to self）]：送信元ノードと接続先ノードが同じであるデ
マンドを作成します（デフォルト）。

ステップ 7 [保存（Save）]をクリックします。

LSPのデマンドの作成
LSPのデマンドを作成するには、次の手順を実行します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[LSP]タブをクリックします。

ステップ 3 をクリックし、[LSPのデマンド（Demands for LSPs）]を選択します。

ステップ 4 デマンドを実行する LSPを選択します。

ステップ 5 結果のデマンドのサービスクラスを選択します。

ステップ 6 新しく作成されたデマンドのトラフィックを選択します。

• LSPセットアップ帯域幅に等しいトラフィック

• LSP測定に等しいトラフィック

•ゼロ（デマンド推論の使用、インポート、手動変更など、他の方法でデマンドトラフィックを挿入す
る必要がある場合に適している）

ステップ 7 これらのデマンドをこれらの LSPのみに設定するという制限を削除するには、[LSPをプライベートとして
マーク（Mark LSPs as private）]をオフにします。それ以外の場合、デフォルトでは、これらの LSPが結果
のデマンドだけを使用するように制限されます。

ステップ 8 [Submit]をクリックします。

デマンド遅延境界値の設定

[デマンドの編集（Edit Demands）]ページを使用して、デマンド遅延境界を固定値に設定でき
ます。すべての値の単位は ms（ミリ秒）です。

デマンド遅延境界を設定するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[デマンド（Demands）]テーブルから
1つ以上のデマンドを選択します。

ステップ 3 をクリックし、[デマンド（Demands）]を選択します。

Note
単一のデマンドを編集している場合は、[アクション（Actions）]列の下にある > [編集（Edit）]オプ
ションを使用することもできます。
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ステップ 4 遅延境界の固定値を設定するには、[遅延境界（Latency bound）]フィールドに値を入力します。

遅延境界を削除するには、このフィールドのテキストを削除します。

ステップ 5 [保存（Save）]をクリックします。

デマンドの可視化
ネットワークプロットにデマンドパスを表示するには、それらを [デマンド（Demands）]テー
ブルで選択します。それらは、ネットワークプロットに青い矢印として表示されます。「A」
は送信元を示し、「Z」は接続先を示します。サイトがネストされている場合、これらの「A」
および「Z」ラベルは、関連するすべての子サイトに表示されます。ネットワークプロットに
表示するデマンドは 3つまで選択できます。[ネットワークサマリー（Network Summary）]
テーブルで選択したデマンドにカーソルを合わせると、ネットワークプロットで強調表示され

ます。

Figure 21:デマンドルート

参加しているノードのみを表示

選択したデマンドに関連付けられているノードのみを表示するには、次の手順に従います。
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手順

ステップ 1 プランファイルを開きます（ [プランファイルを開く（Open Plan Files)]を参照）。[ネットワーク設計
（Network Design）]ページに表示されます。

ステップ 2 [デマンド（Demands）]テーブルからデマンドを選択します。

ステップ 3 ネットワークプロット内の [参加中のみ（Participating Only）]チェックボックスをオンにします。

図 22 :参加ノードのみ

次のタスク

前のビューに戻るには、ネットワークプロットで [参加のみ（Participating only） ]チェック
ボックスをオフにするか、[グループを表示（Show Groups） ]チェックボックスをオンにし
ます。

トラフィックの再ルーティング

デマンドは、障害を回避してトラフィックがどのように再ルーティングされるのかを示すため

に最も一般的に使用されます。青色の点線は、再ルーティングされたデマンドを表していま

す。ブラウンの点線は、別のルートと重複するルートを表します。
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図 23 :デマンドの再ルーティング

最短の IGPパスと遅延パス、および重複したパスを表示します
最短の IGPパスおよび最短の遅延パスの説明については、IGPルーティングプロトコルのシ
ミュレーション, on page 175を参照してください。

最短の IGPパスの表示

デマンドの最短の IGPパスを表示するには、次の手順を実行します：

1. ネットワークプロットの [マップオプション（Map options）]アイコン（ ）をクリッ

クし、[デマンド（Demands）]タブの [最短の IGPパス（Shortest IGP paths）]チェック
ボックスをオンにします。

デフォルトでは、 [シミュレートされたパス（Simulated paths）]オプションが選択されて
おり、デマンドが青い矢印として表示されます。

2. [デマンド（Demands）]テーブルからデマンドを選択します。

最短の IGPパスは、ネットワークプロットに濃い緑色の矢印として表示されます。「Figure
24:最短の IGPおよびレイテンシパス、およびオーバーラップパス, on page 108」を参照してく
ださい。

最短の遅延パスの表示

デマンドの最短の遅延パスを表示するには、以下の手順を実行します。
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1. ネットワークプロットの [マップオプション（Map options）]アイコン（ ）をクリッ

クし、[要求（Demands）]タブの [最短の遅延パス（Shortest latency path） ]チェックボッ
クスをオンにします。

2. [デマンド（Demands）]テーブルからデマンドを選択します。

最短の遅延パスは、ネットワークプロットに薄い緑色の矢印として表示されます。「Figure24:
最短の IGPおよびレイテンシパス、およびオーバーラップパス, on page108」を参照してくださ
い。

重複したパスの表示

[マップオプション（Map options） ]アイコンで複数のオプションを選択し、ルートが別の
ルートと重複している場合、ブラウンの矢印が表示されます。
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Figure 24:最短の IGPおよびレイテンシパス、およびオーバーラップパス

デマンドトラフィック
デマンドトラフィックは、デマンドがネットワークを介して伝達しようとしているトラフィッ

クの量です。たとえば、デマンドトラフィックは、シミュレーション中にインターフェイス使

用率を計算するために使用されます。デフォルトでは、デマンドにはトラフィックがないた
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め、シミュレートされたトラフィックはありません。デマンドトラフィックを追加する最も複

雑で強力な方法は、デマンド推論ツールです。このツールは、測定されたトラフィックの値か

らデマンドトラフィックを推定します。

トラフィックレベル

トラフィックレベルは、プランファイル内のさまざまなトラフィックデマンドシナリオを表し

て管理する方法です。これらにより、さまざまなトラフィックシナリオで柔軟な分析と計画が

可能になります。

複数のトラフィックレベルを作成し、デマンドを特定のトラフィックレベルに関連付けること

ができます。表示されるトラフィックレベルによって、プロットとテーブル計算に表示される

内容が決まります。たとえば、トポロジまたはルーティングプロトコルに変更がない完全な静

的ネットワークがあるとします。1日を通して、1つのプランから次のプランに変わるのはト
ラフィックレベルのみです。したがって、1日のさまざまな時間帯のトラフィックレベルをす
べて1つのプランファイルに保存できます。次に、さまざまなトラフィックレベルでビューを
切り替えることにより、単一のプランファイルからネットワークのさまざまな状態を表示でき

ます。

トラフィックレベルの作成と選択

このトピックでは、開いたプランファイルでグローバルに使用できるトラフィックレベルを作

成する方法について説明します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [トラフィックレベル（Traffic level）]で [トラフィックレベルを管理（Manage traffic levels）]
を選択するか、[アクション（Actions）]、 > [編集（Edit）]、 > [トラフィック（Traffic）]、 > [トラフィッ
クレベル（Traffic levels）]の順に選択します。

ステップ 3 [ ]をクリックして、新しいトラフィックレベルを追加します。

空の行が表示されます。

ステップ 4 名前を入力して、[Save（保存）]をクリックします。

新規作成されたトラフィックレベルが、ツールバーの [トラフィックレベル（Traffic level）]ドロップダウ
ンリストで表示されます。

ステップ 5 [トラフィックレベル（Traffic level）]ドロップダウンリストでトラフィックレベルを選択します。

（注）

プランファイルでは、最大 200のトラフィックレベルを表示できます。
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選択したトラフィックレベルは、ネットワークトポロジを視覚化し、ネットワークサマリー

テーブルで計算を実行するときに使用されます。

次のタスク

（オプション）新しく作成されたトラフィックレベルを特定のデマンドに割り当て、またはそ

れを使用して、1日のさまざまな時間帯のネットワークシナリオを確認します。

デマンドを使用したトラフィックのシミュレート

Cisco Crosswork Planningのいくつかのテーブルには、伝送されているトラフィックの量または
使用されているキャパシティのパーセンテージを特定する列があります。たとえば、[インター
フェイス（Interfaces）]テーブルには、シミュレートされたトラフィック使用率を反映する [利
用率シミュレーション（Util sim）]列があります。シミュレーションへの 2つの基本的な入力
は、ネットワーク設定自体と一連のトラフィック「デマンド」です。デマンドとは、あるノー

ド（送信元）から別のノード（接続先）に送信される、指定された量のトラフィックの要求で

す。使用されるルートは、トラフィック、トポロジ、ネットワークの正常性、および使用され

るプロトコルに基づいて決定されます。

このタスクでは、ネットワークプロットでデマンドルートを特定し、デマンドに関連付けら

れているサービスクラスを特定し、デマンドトラフィックおよび遅延を確認し、ネットワー

クプロットのデマンドルートを確認します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[デマンド（Demands）]タブをクリッ
クして [デマンド（Demands）]テーブルを表示します。

ステップ 3 er1.bosから er1.hstへのデマンドをクリックします。

ネットワークプロットでは、ルートを示す青色の矢印、送信元を示すA、および接続先を示す Zを使用し
て、「bos」サイトから「hst」サイトへのこのデマンドが示されます。
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図 25 :デマンドルート

ステップ 4 [サービスクラス（Service class）]列を表示します。

a) [テーブル列の表示/非表示（Show/hide table columns）]アイコン（ ）をクリックします。

b) [検索（Search）]フィールドに、「service」という単語を入力します。[サービスクラス（Service class）]
列の名前が表示されます。

c) [サービスクラス（Service class）]チェックボックスをオンにします。

ステップ 5 [サービスクラス（Service class）]列の見出しをクリックして、サービスクラスでデマンドをソートしま
す。

ステップ 6 [トラフィック（Traffic）]列の値を確認して、各デマンドがルーティングしようとしているトラフィック
の量を判断します。

ステップ 7 各デマンドが使用する最長パス上のすべてのインターフェイスについて、遅延の合計を確認します。

a) [デマンド（Demands）]テーブルで、[最大遅延（Maximum latency）]列の見出しをクリックし、値を
確認します。たとえば、最大遅延の値が 23のデマンドを選択します。

b) > [インターフェイスのフィルタ処理（Filter to interfaces）]の順に選択します。[インターフェイス
（Interfaces）]テーブルが開き、このデマンドに含まれるインターフェイスのみが表示されます。

c) [テーブル列の表示/非表示（Show/hide table columns）]アイコン（ ）をクリックし、[シミュレート
された遅延（Delay sim）]列のチェックボックスをオンにします。

[インターフェイス（Interfaces）]テーブルに [シミュレートされた遅延（Delay sim）]列が表示されま
す。

d) すべてのインターフェイスにわたる [シミュレートされた遅延（Delay sim）]の値の合計が、対応する
デマンドの最大遅延と等しいことに注意してください。この場合は 23です。

上記の手順を完了したら、フィルタ処理をクリアします。

ステップ 8 デマンドテーブル内の er1.seaから er1.keyまでのデマンドが 4つの等コストマルチパス（ECMP）ルート
を使用することに注意してください。数値 50%は、50%の分割されたデマンドがこれらの各回線を通過し
ていることを示します。
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ネットワークプロットの [参加のみ（Participating only） ]チェックボックスをオンにして、デマンドルー
トの詳細を表示します。このオプションを選択すると、ネットワークプロットにはデマンドルートに関連

付けられたノードのみが表示されます。

図 26 : ECMPデマンドルート

デマンドトラフィックの変更

デマンドトラフィックを変更して、そのようなトラフィックの変更がネットワークに与える影

響を判断できます。これらの変更は、リージョンまたはサイトに適用することも、ネットワー

ク全体に均一に適用することもできます。たとえば、全体的なトラフィック増加傾向をシミュ

レートすることで、将来のトラフィックの増加をプランニングするために、デマンドトラフィッ

クを増やすことができます。別の例としては、ビデオオンデマンドなどの特定サービスの売上

増加が予想される場合のネットワークへの影響を判断する場合があります。

デマンドトラフィックを変更するための多数のオプションがあり、すべて同じウィンドウから

選択できます。加えた変更は、現在のトラフィックレベルの、選択したデマンドに適用されま

す。デマンドトラフィックは、固定値または次の相対値に変更できます。

•固定値を設定するには、[デマンドの編集（Edit Demands）]ウィンドウを使用します（固
定デマンドトラフィックの変更, on page 112）。

•固定値または相対値を設定するには、デマンドトラフィック変更イニシャライザを使用し
ます（固定または相対デマンドトラフィックの変更, on page 113）。

固定デマンドトラフィックの変更

固定デマンドトラフィックを変更するには、次の手順を実行します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[デマンド（Demands）]テーブルから
1つ以上のデマンドを選択します。

ステップ 3 をクリックします。

Note
単一のデマンドを編集している場合は、[アクション（Actions）]列の下にある > [編集（Edit）]オプ
ションを使用することもできます。

ステップ 4 [トラフィック（Traffic）]セクションで、[アクション（Actions）]列の [編集（Edit）]ボタンをクリックし
ます。

Figure 27:デマンドトラフィックの変更

ステップ 5 各適用可能なトラフィックレベルで、[トラフィック（Traffic）]フィールドに、シミュレートされたトラ
フィックの目的の量を入力し、[保存（Save）]をクリックします。

ステップ 6 [デマンドの編集（Edit Demand）]ウィンドウで [保存（Save）]をクリックします。

固定または相対デマンドトラフィックの変更

[デマンドトラフィックの変更（Modify demand traffic）]イニシャライザを使用してデマンドト
ラフィックを固定値または相対値に変更するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [トラフィックレベル（Traffic level）]ドロップダウンリストで、変更を適用するトラフィッ
クレベルを選択します。
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ステップ 3 ツールバーから、[アクション（Actions）] > [イニシャライザ（Initializers）] > [デマンドトラフィックの変
更（Modify demand traffic）]の順にクリックして [デマンドトラフィックの変更（Modify Demand Traffic）]
ページを開きます。

ステップ 4 トラフィックを変更するデマンドを選択します。デフォルトでは、すべてのデマンドが選択されています。
すべての選択を解除し、必要なデマンドを選択します。

ステップ 5 [次へ（Next）]をクリックします。

ステップ 6 Table 6:デマンドトラフィックオプションの変更, on page 114に示されているオプションのいずれかを選択
し、関連する値を選択します。

ステップ 7 [送信（Submit）]をクリックします。

[デマンドトラフィックの変更（Modify Demand Traffic）]ページでは、次のオプションを使用
できます。パーセンテージオプションを除き、すべての値はMbps単位です。

Table 6:デマンドトラフィックオプションの変更

[説明（Description）]オプション

指定したパーセンテージでトラフィックを変更します。正の

パーセンテージはトラフィックに加算され、負のパーセンテー

ジは減算されます。たとえば、トラフィックが1000Mbpsで、
-10と入力した場合、トラフィックは 900 Mbpsに削減されま
す。

[トラフィックを__ %変更
（Change traffic by __ %）]

• [合計で__ Mbpsを比例して追加（Add __ Mbps in total,
proportionally）]：現在のトラフィックに比例してすべての
デマンドに分散される、設定された量のトラフィックを追

加します。たとえば、一方のデマンドに1000Mbpsのトラ
フィックがあり、もう一方のデマンドに2000Mbpsのトラ
フィックがある場合、50Mbpsを比例して追加すると、一
方のデマンドは 1016.67 Mbps、もう一方のデマンドは
2033.33 Mbpsになります。

• [合計で__ Mbpsを一律に追加（Add __ Mbps in total,
uniformly）]：設定された量のトラフィックをすべてのデ
マンドに一律に追加します。たとえば、一方のデマンドに

1000Mbpsのトラフィックがあり、もう一方のデマンドに
2000 Mbpsのトラフィックがある場合、50 Mbpsを一律に
追加すると、一方のデマンドは 1025Mbps、もう一方のデ
マンドは 2025 Mbpsになります。

[追加（Add）]
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[説明（Description）]オプション

• [トラフィックをそれぞれ__ Mbpsに設定（Set traffic to __
Mbps each）]：トラフィックを固定値に設定します。

• [トラフィックを合計で__Mbpsに比例して設定（Set traffic
to __ Mbps in total, proportionally）]：トラフィックを、比
例してすべてのデマンドに分散される特定の値に設定しま

す。たとえば、一方のデマンドに1000Mbpsのトラフィッ
クがあり、もう一方のデマンドに2000Mbpsのトラフィッ
クがある場合、それらを 4000 Mbpsに比例して設定する
と、一方のデマンドは1333.33Mbps、もう一方のデマンド
は 2666.67 Mbpsになります。

• [トラフィックを合計で__Mbpsに一律に設定（Set traffic to
__ Mbps in total, uniformly）]：指定された量のトラフィッ
ク（Mbps単位）をすべてのデマンドに一律に設定します。
たとえば、一方のデマンドに1000Mbpsのトラフィックが
あり、もう一方のデマンドに2000Mbpsのトラフィックが
ある場合、それらを4000Mbpsに一律に設定すると、それ
らはどちらも 2000 Mbpsになります。

[トラフィックを設定（Set
traffic to）]

例：デマンドトラフィックの変更

次の例では、選択したデマンドのデマンドトラフィックを 50%増やします。

デマンドの [トラフィック（Traffic）]列の値をメモします。この例では、35.62 Mbps、50.31
Mbps、および 63.12 Mbpsです。

Figure 28:デマンドトラフィックの変更

デマンドトラフィックを 50%増やすには、[トラフィックを ___ %変更（Change traffic by ___
%）]フィールドに 50と入力します。[トラフィック（Traffic）]列の値が 50%増加し、53.43
Mbps、75.46 Mbps、および 94.68 Mbpsになっていることに注意してください。
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Figure 29: 50%ごとに増加するデマンドトラフィック

デマンド推論とは

ネットワークモデルには、検出されたネットワークでのトラフィック測定が含まれます。トラ

フィックは、インターフェイス、インターフェイスキュー、およびRSVPLSPだけでなく、一
般的なトラフィックフロー（LDPLSPからのものなど）でも測定できます。デマンド推論ツー
ルを使用し、これらの測定値のいずれかに基づいてデマンドトラフィックを見積もることがで

きます。詳細については、デマンド推論を使用したデマンドトラフィックの推定, on page 120
を参照してください。

結果の精度と有用性は、測定されたトラフィックの量や利用可能なタイプなど、多くの要因に

よって異なります。たとえば、ほとんどの場合はインターフェイス測定を使用できますが、

LSP測定により、さらに多くの情報が得られる場合があります。結果は、デマンドメッシュと
ルーティングモデルの精度にも依存します。

通常は、インターフェイストラフィック測定のみがあります。この場合、デマンド推論によっ

て推定される個々のデマンドは、必ずしも正確ではありません。ただし、デマンドの集約は、

非常に正確になる可能性があります。たとえば、障害発生、トポロジ変更、またはメトリック

変更後の全体的な使用率の予測は、基盤となるデマンドが個別に信頼できない場合でも、非常

に正確になる可能性があります。

個々のデマンドの精度を高めるには、RSVPLSPまたはLDPフロー測定などのポイントツーポ
イント測定を含めます。また、デマンド推論で使用するために異なるタイプの測定を組み合わ

せることは有用です。インターフェイス測定は、一般に、使用可能な最も正確な測定であり、

デマンド推論に含まれる場合、欠落したまたは不正確な LSP測定やフロー測定を修正できま
す。

デマンド推論を使用して、[トラフィックの推論（DeduceTraffic）]タイプに設定されている外
部エンドポイントメンバーの [トラフィックバランス（%）（Traffic balance (%)）]値を設定す
ることも可能であることに注意してください。「外部エンドポイントメンバーの指定, on page
231」を参照してください。
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測定されたトラフィックとシミュレーションされたトラフィックの違い

デマンド推論は、正確なトポロジ、デマンドメッシュ、およびトラフィック測定に依存しま

す。これらは、デマンドでシミュレートされたトラフィックの結果に影響を与え、シミュレー

トされたトラフィックが測定されたトラフィックと異なる原因となり、そのために Cisco
Crosswork Planningのシミュレーションの精度を低下させる可能性があります。[インターフェ
イス（Interfaces）]テーブルの [測定差の絶対値（Abs meas diff）]列および [測定差/キャパシ
ティ（%）（Meas diff/cap (%)）]列を表示することで、それらの値の近さを確認できます。

• [測定差の絶対値（Abs meas diff）]：測定されたトラフィック（Traff meas）とシミュレー
トされたトラフィック（Traff sim）の差。

• [測定差/キャパシティ（%）（Measdiff/cap (%)）]：キャパシティのパーセンテージとして
表される、測定差の絶対値。

これらの列に表示される値が大きいときは、多くの場合、次のいずれかの状況が発生していま

す。

•不正確な測定：異なる測定（異なるインターフェイスを通過するトラフィックの測定な
ど）が、わずかに異なる時点で行われている可能性があります。それらの測定が行われた

時間の差の間に、トラフィックレベルの変動が発生している可能性があります。これは、

測定値の間に不整合がある可能性があることを意味します。通常、これらの不整合は小さ

く、デマンド推論の結果に重大な影響を与えることはありません。

•不十分な測定：通常、ネットワークには測定されるものよりもはるかに多くのデマンドが
あり、多くのソリューションは、観測されるデータに適合します。デマンド推論は、ポイ

ントツーポイントトラフィックの一般的な動作に関する情報を使用して、可能なソリュー

ションを選択します。

•不適切なネットワーク設定：プランファイル内のネットワークトポロジが正しくない場
合、シミュレートされたルートは当然正しくないため、測定値は適切に解釈されません。

•不均衡なECMP：ECMPハッシュにより、ロードバランシングが不完全になる可能性があ
ります。ただし、デマンド推論では、トラフィックがECMP全体に均等に分散されます。

•スタティックルート：Cisco Crosswork Planningは、スタティックルートをモデル化しませ
ん。それらが存在する場合、デマンドのルートが正しくシミュレートされず、推論エラー

が発生する可能性があります。

•不完全なデマンドメッシュ：トラフィックがノード間でルーティングされているにもかか
わらず、デマンドメッシュにノードが含まれていません。

•不適切な優先順位：[デマンド推論（Demand Deduction）]ウィンドウでは、計算の優先順
位を 1または 2に設定できます。Cisco Crosswork Planningは最初に、優先順位 1として識
別される測定値を使用してデマンドを計算します。そのため、優先順位設定がネットワー

クでのトラフィック測定の整合性と一致しない場合、シミュレートされたトラフィックの

測定値は最適なものになりません。

さらに、[デマンド推論（Demand deduction）]には、誤解を招く結果や望ましくない結果
に関する警告が表示されます。
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•「AS “(AS Name)” contains both dynamic LSPs and interface traffic. Interface traffic in AS has
been ignored.」（AS “（AS名）”に動的 LSPとインターフェイストラフィックの両方が含
まれています。ASのインターフェイストラフィックは無視されました）

動的 LSPのルーティングは非決定的です。そのため、測定されたインターフェイストラ
フィックと測定された動的LSPトラフィックの両方を、これらのインターフェイスを通過
する可能性がある（または可能性がない）LSPに使用することはできません。動的LSPと
インターフェイストラフィックの両方を持つASがネットワークに含まれている場合、こ
の警告が発行され、インターフェイストラフィックは使用されません。

•「Some interface measurements exceed capacities by as much as (percent).」（一部のインター
フェイス測定値が（パーセント値）だけキャパシティを超えています）

この警告は、指定された測定値が、対応する回線キャパシティを超えた場合に発行されま

す。

測定されたトラフィックとシミュレーションされたトラフィックの差異の最小化

デマンド推論では、障害、メトリック変更、設計変更（新しいエクスプレスルートの追加な

ど）といった、トポロジへの増分変更時のインターフェイスの使用率を予測するデマンドが推

定されます。インターフェイスの測定値のみを使用できる場合は、サイト間トラフィックな

ど、デマンド推論計算を微調整して、より良い結果を得ることができます。デマンド推論の結

果の精度を高めるために、次の提案を考慮してください。

•ネットワーク検出プロセスに RSVP LSPまたは LDP測定を含めます。

•デマンドメッシュを制限して、ゼロであることがわかっているデマンドを除外します。た
とえば、コアノードがトラフィックを送信しないことがわかっている場合は、デマンド

メッシュを作成するときにコアノードを除外します。

• [ノード（Nodes）]テーブルを調べて、入る測定されたトラフィック（[測定された接続先
トラフィック（Dest traff meas）]）と出る測定されたトラフィック（[測定された送信元ト
ラフィック（Source traff meas）]）が大きく異なるノードがあるかどうかを確認します。
これらのノードは、トラフィックの送信元または接続先であるために、デマンドメッシュ

に含まれていることを確認してください。

• [デマンド推論（Demand Deduction）]ウィンドウで、最も一貫性のある測定を常に [優先
順位1（Priority1）]に設定します。最も信頼性の高い測定は、通常、インターフェイス測
定です。同様に、LSP測定はエンドツーエンドであるため、やはり一般的に信頼性が高く
なります。複数の測定を優先順位 1に設定できます。

たとえば、フロー測定に一貫性がなく、インターフェイス測定に高い一貫性がある場合

は、インターフェイスを優先順位 1に設定し、フロー測定を優先順位 2に設定する必要が
あります。

•使用可能な測定が少ない場合、または不正確な測定が多い場合、ツールは、回線で、回線
のキャパシティを超えるトラフィックを推定することがあります。これを防ぐには、[デ
マンド推論（DemandDeduction）]ウィンドウで、インターフェイス使用率を100%未満に
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維持するオプションを選択します。これにより、シミュレートされた計算結果は、回線

キャパシティの指定されたパーセンテージを下回ります。

デマンド推論でのフロー測定

[フロー（Flows）]テーブルがプランファイルにすでに存在する場合のみ、それを表示できま
す。UIでフローを作成、編集、または削除することはできません。

Note

ノード、インターフェイス、およびLSPトラフィック測定に加えて、デマンド推論では、より
一般的なフロー測定を使用できます。これらのフロー測定は、指定されたノードからの（また

はこのノードを通過する）、別のノードへの（またはこのノードを通過する）フローである可

能性があります。測定は、これらのノード間フローの組み合わせにすることもできます。この

測定形式は、たとえば、ピアツーピアフロー測定や、LDPルーティングまたはNetFlowから取
得されるトラフィック測定を入力するために使用できます。

フロー測定は、プランファイルの <Flows>テーブルに入力され、UIの [フロー（Flows）]テー
ブルに表示されます。Table 7:フローテーブル列, on page 119には、[フロー（Flows）]テーブル
のより役立つ列の一部が一覧表示されています。含まれるトラフィックは、[送信元タイプ
（From type）]列と [接続先タイプ（To type）]列で正確に定義されることに注意してくださ
い。

Table 7:フローテーブル列

[説明（Description）]列

送信元ノードを指定します。From

• [送信元（Source）]：[送信元（From）]ノードで発信されるトラフィックがフロー
に含まれます。

• [内部（Interior）]：同じAS内の別のノードから [送信元（From）]ノードに入り、
このノードを通過するトラフィックが含まれます。

• [ボーダー（Border）]：異なる AS内の別のノードから [送信元（From）]ノードに
入り、このノードを通過するトラフィックが含まれます。

[送信元タイプ（From type）]

接続先ノードを指定します。To

• [接続先（Dest）]：接続先ノードを接続先とするトラフィック。

• [内部（Interior）]：[接続先（To）]ノードを通過して同じ AS内の別のノードに到
達するトラフィック。

• [ボーダー（Border）]：[接続先（To）]ノードを通過して別の AS内の別のノード
に到達するトラフィック。

[接続先タイプ（To type）]
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[説明（Description）]列

デマンド推論の計算で使用される、測定されたトラフィック。[送信元（From）]列また
は [接続先（To）]列のいずれかに複数のノードが含まれている場合、この測定は、[送
信元（From）]ノードと [接続先（To）]ノードの個別ペア間でのすべてのフローにわた
るトラフィックの合計です。

[測定されたトラフィック
（Traff meas）]

デマンド推論を使用したデマンドトラフィックの推定

デマンド推論ツールでは、トラフィック測定が使用可能な場合にデマンドトラフィックが計算

されます。

使用可能なオプションは、計算に大きく影響する可能性があります。結果の精度の向上につい

ては、測定されたトラフィックとシミュレーションされたトラフィックの差異の最小化, onpage
118を参照してください。デマンド推論計算に含める外部エンドポイントメンバーのセットアッ
プについては、外部エンドポイントを使用した高度なルーティングのシミュレーション, onpage
229を参照してください。

デマンド推論ツールを使用してデマンドトラフィックを推定するには、次の手順を実行しま

す。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [トラフィックレベル（Traffic level）]ドロップダウンリストから、シミュレーションされ
たトラフィックを作成するトラフィックレベルを選択します。使用される測定値は、このトラフィック

レベルから、各デマンドにシミュレーションされたトラフィックは、このトラフィックレベルで配置さ

れます。
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ステップ 3 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [デマンド推論（Demand deduction）]の
順に選択します。

ステップ 4 （オプション）[測定（測定/合計）（Measurements (measurements / total)）]セクションの [編集（Edit）]
ボタンをクリックして、1つ以上のデマンドのトラフィック測定を変更します。表示されるウィンドウ
で、インターフェイスの測定されたトラフィックを変更できます。トラフィックレベルとインターフェ

イスキューのこれらの測定値はさらに変更できます。

このウィンドウでのもう一つのオプションは、増加プラン作成ツールで使用する増加パーセンテージを

入力することです。増加プランの作成の詳細については、トラフィック増加の影響の評価, on page 159を
参照してください。

ステップ 5 計算に使用される1つ以上の測定のタイプ（ノード（送信元と接続先）、インターフェイス、LSP、およ
びフロー）を特定します。

ステップ 6 タイプごとに、優先順位を設定します。優先順位が高い場合は [優先順位1（Priority 1）]を選択し、優先
順位が低い場合は [優先順位2（Priority2）]を選択します。複数の測定に同じ優先順位を設定できます。
優先順位が等しい場合は、それらの測定を同等に考慮して同時に計算されます。

デフォルトでは、選択したトラフィックセットで使用可能なすべての測定が使用され、インターフェイ

ス測定はノード、LSP、およびフロー測定よりも優先されます。

ステップ 7 必要な [フィッティングのパラメータ（Fitting parameters）]を選択します。

ステップ 8 トラフィック使用率を100%（デフォルト）以外のパーセンテージ未満に維持する必要がある場合は、[イ
ンターフェイス使用率を__ %未満に維持（Keep interface utilization below __ %）]チェックボックスをオ
ンにして、値を入力します。

ステップ 9 [次へ（Next）]をクリックします。

ステップ 10 デマンド計算の構築に使用するデマンドを選択します。

• [既存のものを使用（Useexisting）]：既存のデマンドのみを使用してデマンドを計算します。このオ
プションは、ノード間の単純なメッシュとして表すことができないデマンドのパターンをシミュレー

トする場合に役立ちます。このウィンドウを開く前に1つ以上のデマンドを選択しなかった場合は、
このオプションを使用します。

• [選択したものを使用（Use selected）]：[デマンド（Demands）]テーブルで選択した行のデマンドを
計算します。このオプションは、VPNサブメッシュなどの一部のデマンドを再計算する場合に役立
ちます。

ステップ 11 マルチキャストデマンドを固定するかどうかを決定します。選択すると、マルチキャストデマンドは現

在のトラフィック値に固定されます。

ステップ 12 ゼロトラフィックのデマンドを削除するかどうかを決定します。デフォルトでは、これらは削除されま

す。これは、メッシュ内の多数のポイントツーポイント使用率が非常に小さい場合、デマンド推論では

通常、シミュレートされたトラフィックのかなりのパーセンテージがゼロであると推定されるためです。

このデフォルトを使用すると、大規模プランでのシミュレーションと最適化のパフォーマンスが大幅に

向上します。トラフィックに関係なく、すべてのデマンドルートに関心がある場合は、ゼロトラフィッ

クのデマンドを削除しないでください。

ステップ 13 [次へ（Next）]をクリックします。
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ステップ 14 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 15 [送信（Submit）]をクリックします。デマンド推論ツールは、シミュレートされたトラフィックを計算
し、デマンド推論レポートに結果を一覧表示します。

デマンド推論例

この例では、単純なネットワークでデマンド推論ツールを使用した場合の結果を示します。

Figure 30: 2つのデマンドを含み、デマンドトラフィックのないネットワーク, on page 123は、
ネットワーク内の 2つのデマンドのルートを示しています。これらのデマンドは、ECMPによ
り2つの並列コア回線間で分割されており、それらには最後のホップまで共通のルーティング
があります。これらのデマンドにはまだトラフィックが含まれていないため、[デマンド
（Demands）]テーブルの [トラフィック（Traffic）]列には 0と表示されます。
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Figure 30: 2つのデマンドを含み、デマンドトラフィックのないネットワーク

Figure 31: [測定されたトラフィック（Measured traffic）]ビューと、デマンドに関連付けられた
インターフェイス, on page 124には、[測定されたトラフィック（Measured traffic）]ビューと、
2つのデマンドに関連付けられた 5つのインターフェイス（そのうちの 3つは測定されたトラ
フィックを持つ）が示されています。

• Edge1から Core1への測定されたトラフィックは 470 Mbpsです。

• Core1から Core2へのインターフェイスの一方は 210 Mbps、もう一方は 240 Mbpsで、合
計 450 Mbpsです。この不均等な分割は、ECMPの不完全なロードバランシングが原因で
す。

• Core2から Edge2へ、または Core2から Edge3へのトラフィックはありません。
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Figure 31: [測定されたトラフィック（Measured traffic）]ビューと、デマンドに関連付けられたインターフェイス

デフォルトのオプションでデマンド推論を実行すると、[シミュレートされたトラフィック
（Simulated traffic）]ビューが表示されます。測定されたインターフェイストラフィック以外
に、デマンドトラフィックに関する他の情報はありません。そのため、デマンド推論では、ま

ず、470 Mbpsの測定されたトラフィック（Edge1から Core1へ）と 450 Mbpsの測定されたト
ラフィック（Core1から Core2へ）の差が分割され、460 Mbpsの推定総デマンドトラフィック
が得られます。他の情報がない場合は、この 460が均等に分割され、各デマンドに 230 Mbps
のトラフィックが割り当てられます（Figure 32:デマンドトラフィックを示す [シミュレーショ
ン（Simulated）]ビュー, on page 125）。[インターフェイス（Interfaces）]テーブルの [シミュ
レートされたトラフィック（Traff sim）]列に値が表示され、ネットワークプロットには、デ
マンドに関連付けられた5つのインターフェイスすべてに関するシミュレートされたトラフィッ
クのパーセンテージが表示されます。

• Edge1から Core1へのシミュレートされたトラフィックは 460 Mbpsです。

• Core1インターフェイスと Core2インターフェイスはどちらも 230 Mbpsです。

• Core2から Edge2へ、および Core2から Edge3へはどちらも 230 Mbpsです。

[インターフェイス（Interfaces）]テーブルの [測定差の絶対値（Absmeas diff）]列と [測定
差/キャパシティ（%）（Meas diff/cap (%)）]列には、測定された値とシミュレートされた
値の不一致が示されます。

• Edge1から Core1への差は 10 Mbps（1%）です。

• Core1から Core2への一方の差は 20 Mbps（2%）、もう一方の差は 10 Mbps（1%）です。
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• Core2からEdge2へのインターフェイスにもCore2からEdge3へのインターフェイスにも、
測定されたトラフィックがないため、値はありません。

Figure 32:デマンドトラフィックを示す [シミュレーション（Simulated）]ビュー

この同じ例で、Core2から Edge2へのインターフェイスに 50 Mbpsのトラフィックがあった場
合、結果は異なります。このインターフェイスは 1つのデマンドによってのみ使用されるた
め、50 Mbpsの測定されたトラフィックは、その 1つのデマンドだけの推定値として使用され
ます。前と同じロジックを使用すると、デマンドの合計は 460 Mbpsになるため、他のデマン
ドは、その差である 410 Mbpsに設定されます。
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第 7 章

what-If分析の実行

ここでは、次の内容について説明します。

•障害シナリオの調査, on page 127
•障害分析の実行, on page 127
•トポロジ変更の影響分析の実行, on page 130
•メトリック変更の影響分析の実行, on page 132

障害シナリオの調査
プランニングプロセスで頻繁に質問されるのは、大規模な変更の必要性なくす可能性のある小

さな変更の価値をテストする方法です。たとえば、プランナーは、大規模なアップグレードで

はなく、2つのサイト間に単一のリンクを追加することで、ネットワークの一部の輻輳を緩和
できるかどうかを検討できます。

Cisco Crosswork Planningでは、ネットワークモデルのいずれかの側面を変更した場合に何が起
こるのかを調べることができます。次に例を示します。

•リンクまたはノードに障害が発生する何が起こるのか。

•メトリックを変更すると何が起こるのか。

•トポロジを変更すると何が起こるのか。

•新しい顧客またはサービスが追加されると何が起こるのか。

障害分析の実行
Cisco Crosswork Planningの最も便利な機能の一つは、オブジェクトに障害が発生した場合の
ネットワークの動作を表示できることです。通常動作時にネットワークの使用率が 100%を十
分に下回っていたとしても、障害発生時には問題がある可能性があります。

Cisco Crosswork Planningでは、長期的なプランニングと短期的な準備に役立つ障害分析を実行
できます。個々の障害イベントでの再ルーティングとトラフィック使用率の変化がシミュレー
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トされます。Cisco Crosswork Planningで障害分析を実行する方法の例については、例：障害分
析, on page 128を参照してください。

オブジェクトを失敗または回復するには、次の手順に従います。

Procedure

ステップ 1 [アクション（Actions）]列で、[ ] > [機能不全（Fail）]オプションの順に選択します。

オブジェクトが機能不全になると、メニューオプションが [復旧（Recover）]に変わります。このオプショ
ンを使用して、障害が発生したオブジェクトを回復します。

ステップ 2 オブジェクトを機能不全または復旧するには、次の手順を実行します。

a) 必要なオブジェクトを選択します。
b) [詳細なアクション（More actions）]、 > [機能不全（Fail）]または [詳細なアクション（More

actions）]、 > [復旧（Recover）]の順に選択して、オブジェクトを機能不全にするか復旧します。

ステップ 3 トラフィック使用率の値の違いと、ネットワークプロットでデマンドがどのように再ルーティングされた
かを確認します。

例：障害分析

この例では、1つのインターフェイスに障害が発生した場合のネットワークへの影響を判断し
ます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ネットワークプロット（Figure33:インターフェイスに障害が発生する前, onpage129を参照）で、すべての
トラフィック使用率が 100%未満であることに注意してください。これは、赤色のインターフェイス（デ
フォルトで使用率が 100%を超えていることを示す）がないことで分かります。また、[インターフェイス
（Interfaces）]テーブルの [シミュレートされた使用率（Util sim）]列にも 100を超える値が表示されてい
ません。

ステップ 3 [インターフェイス（Interfaces）]テーブルで、cr1.lon-cr1.parインターフェイス（LON-PAR回線）を選択

し、 > [デマンドのフィルタ処理（Filter to demands）] > [すべてのインターフェイスを通過（Through all
interfaces）]の順に選択します。

ステップ 4 デマンドをクリックして、そのルートを表示します。紫色の実線の矢印は、デマンドパスを示します。
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Figure 33:インターフェイスに障害が発生する前

ステップ 5 [インターフェイス（Interfaces）]テーブルで、cr1.lon-cr1.parインターフェイスを選択し、[アクション
（Actions）]列で >[障害（Fail）]オプションの順に選択します。[詳細なアクション（Moreactions）]、>
[機能不全（Fail）]を使用することもできます。

ステップ 6 デマンドがどのように再ルーティングされたかに注意してください（Figure34:インターフェイスに障害が
発生する後, on page 130を参照）。点線は、障害が発生している現在のデマンドパスを示しています。

リンク上の赤色のバツ印は、障害を示します。

ステップ 7 [デマンド（Demands）]テーブルのフィルタをクリアし、プロットにおけるトラフィック使用率の色の違
いを確認します。たとえば、AMS-FRA回線（cr1.ams-cr2.fraインターフェイス）は輻輳しており、赤色で
示されます。
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Figure 34:インターフェイスに障害が発生する後

ステップ 8 障害が発生した回線/インターフェイスを復元するには、[アクション（Actions）]列で >[回復（Recover）]
オプションの順に選択します。[詳細なアクション（More actions）]、 > [復旧（Recover）]を使用するこ
ともできます。

トポロジ変更の影響分析の実行
プランニングプロセスで頻繁に出る質問は、大規模な変更の必要性をなくす可能性のある小さ

な変更の価値をテストする方法です。たとえば、プランナーは、大規模なアップグレードでは

なく、2つのサイト間に単一のリンクを追加することで、ネットワークの一部の輻輳を緩和で
きるかどうかを検討できます。

これらの変更の影響をエミュレートして予測できるため、サービスレベル契約（SLA）の遵守
とスタッフの効率化が促進されます。トポロジを変更すると、トラフィックフロー、輻輳、お

よび遅延に影響を与える可能性があります。そのため、そのような変更がもたらす影響を知る

ことは、オペレータ、プランナー、および設計者にとって同様に価値があり、顧客の SLAに
ペナルティ条項がある場合には非常に重要です。
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Cisco Crosswork Planningでは、ネットワークトポロジを編集して、オブジェクトを追加、編
集、および削除できます。トポロジが変更されると、デマンドが再ルーティングされ、新しい

ネットワークで結果として生じる使用率の変化が表示されます。2つのサイト間に回線を追加
することが輻輳の緩和にどのように役立つかの例については、例：トポロジ変更の影響分析,
on page 131を参照してください。

例：トポロジ変更の影響分析

この例は、2つのサイト（「wdc」と「nyc」）の間に回線を追加すると輻輳の緩和にどのよう
に役立つのかを示しています。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 サイト「wdc」とサイト「nyc」の間のリンクが輻輳している（赤色のインターフェイスで示されています）
ことを確認します。

Figure 35:回路を追加する前

ステップ 3 「wdc」と「nyc」の間に回線を追加します。

a) ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [回線（Circuit）]の順に選択します。

または

[回線（Circuits）]テーブルに移動し、 をクリックします。[回線（Circuits）]タブが表示されていな

い場合は、[テーブルの表示/非表示（Show/hidetables）]アイコン（ ）をクリックし、[回線（Circuits）]
チェックボックスをオンにして、[適用（Apply）]をクリックします。

b) [回線の追加（Add Circuit）]ウィンドウで、次の詳細情報を入力します。

• [回線名（Circuit name）]：回線の名前を入力します。
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• [キャパシティ（Capacity）]：この回線が伝送できるトラフィックの総量を入力します。ドロップ
ダウンリストには、最も広く使用されるキャパシティが選択肢として表示されます。

• [インターフェイスA（Interface A）]パネルと [インターフェイスB（Interface B）]パネル：回線に
よって接続される 2つのインターフェイスを指定します。この場合、インターフェイス Aには、
サイト「wdc」に属するインターフェイスを選択します。インターフェイス Bには、「nyc」に属
するインターフェイスを選択します。

c) [追加（Add）]をクリックします。

ステップ 4 「wdc」と「nyc」の間のリンクにおけるトラフィック使用率の色の違いを確認します。濃い緑色は、輻輳
が緩和されたことを示します。点線は、複数の回線が存在することを示します。

Figure 36:回路を追加した後

輻輳が緩和されていない場合は、UIで単純に回線のプロパティを変更するだけで、より大き
な回線または別のメトリックを分析できます。

メトリック変更の影響分析の実行
Cisco Crosswork Planningではメトリックを更新でき、ネットワークへの影響を分析するために
役立ちます。インターフェイスの IGPメトリックの変更が使用率に与える影響の例について
は、例：メトリック変更の影響分析, on page 133を参照してください。

複数のインターフェイスのメトリックを最適化するには、メトリック最適化ツールおよび戦術

的メトリック最適化ツールを使用します。詳細については、「ネットワークコアのメトリック

の最適化, on page 245」を参照してください。
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例：メトリック変更の影響分析

この例では、インターフェイス（「kcy」サイトと「hst」サイトの間）の [IGPメトリック（IGP
metric）]の値を変更するとトラフィック使用率がどのように変化するかを確認します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 「kcy」サイトと「hst」サイトの間にあるリンクの色が濃い緑色であることに注意してください。これは、
トラフィック使用率が 0～ 30%であることを示しています。

Figure 37: IGPメトリックの変更による影響

ステップ 3 このリンクを選択します。[インターフェイス（Interfaces）]テーブルで、この回線に属するインターフェ
イスが選択されます。
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ステップ 4 [ ]をクリックします。

ステップ 5 [IGPメトリック（IGP metric）]フィールドで、値を 63から 2に変更します。

ステップ 6 「kcy」と「hst」の間にあるリンクの色の違いに注意してください。青色は、これらのインターフェイスの
トラフィック使用率が増加したことを示しています。
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第 8 章

ワーストケースの障害による影響の評価

シミュレーション分析ツールでは、多数の障害シナリオのシミュレーション結果が組み合わさ

れます。これらの結果は、障害発生時の輻輳や高遅延に対してネットワークがどの程度脆弱で

あるかを判断するのに役立ち、そのため、特定の障害シナリオに対して十分なキャパシティを

プランニングすることができます。

シミュレーション分析は、選択されたオブジェクト（回線など）とトラフィックレベルを含む

一連の障害シナリオにわたって実行されます。Cisco Crosswork Planningは、すべてのサービス
クラスにわたって、これらの障害シナリオを計算します。各シナリオがシミュレートされ、次

のような分析結果が得られます。これらは、ネットワークに QoSパラメータがあるかどうか
や、シミュレーションの実行時に選択されたオプションによって異なります。

•ワーストケースのトラフィック使用率 （136ページ）（サービスクラスごとにインター
フェイスにおいて）

•（オプション）VPNのワーストケースの使用率と遅延

•（オプション）ワーストケースのデマンド遅延 （140ページ）

•障害影響ビュー（154ページ）（障害が発生した各オブジェクトがネットワーク全体のイ
ンターフェイス使用率に与える影響を分析）

完了すると、レポートウィンドウが開き、各分析のサマリーと、実行されたシミュレーション

のリストが表示されます。シミュレーションを実行するたびに、この情報が更新（置換）され

ます。

シミュレーション分析は、障害後のネットワーク回復のどの段階を調査するかに応じて、さま

ざまなシミュレーションコンバージェンスモード（高速再ルーティング、IGPおよび LSP再
コンバージェンス、自動帯域幅コンバージェンス、および自動帯域幅コンバージェンス（障害

を含む））で実行できます。デフォルトのシミュレーションモードは IGPおよび LSP再コン
バージェンスであり、特に明記されていない限り、このシミュレーションモードについて説明

します。

ここでは、次の内容について説明します。

•ワーストケースのトラフィック使用率 , on page 136
•ワーストケースのデマンド遅延 , on page 140
•シミュレーション分析の実行, on page 142
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•シミュレーション分析レポートの分析, on page 152
•障害影響ビュー, on page 154
•並列化（155ページ）

ワーストケースのトラフィック使用率
「ワーストケース」は、選択したすべての障害セットおよびトラフィックレベルで特定のイン

ターフェイスにおいて発生する使用率の最大値です。Cisco Crosswork Planningは、このワース
トケースの使用率を引き起こす障害の組み合わせを決定します。

デフォルトの分析では、ネットワークに含まれる各インターフェイスでのワーストケースの使

用率について、最大 10個の障害が特定されます。または、ワーストケースの使用率の指定さ
れたパーセンテージ以内の使用率を引き起こした障害を記録できます。障害シナリオを調査す

るときに Cisco Crosswork Planningが並行して処理するスレッドの数を制御するには、[スレッ
ドの最大数（Maximumnumber ofthreads）]フィールドを設定します。シミュレーション分析の
実行方法の詳細については、シミュレーション分析の実行, on page 142を参照してください。

分析が完了すると、Cisco Crosswork Planningは、[ワーストケースのトラフィック（Worst-Case
traffic）]ビューに切り替え、プロットを更新して、すべてのインターフェイスでのワースト
ケースの使用率を同時に表示します。

Figure 38:すべてのインターフェイスでのワーストケーストラフィック使用率

プロットビューの変更に加えて、シミュレーション分析の完了時には [インターフェイス
（Interfaces）]テーブルと [回線（Circuits）]テーブルの次の列も更新されます。

• [ワーストケースの使用率（WCutil）]：そのインターフェイスでのワーストケースの使用
率。回線のワーストケースは、2つの構成インターフェイスでのワーストケースのうち、
使用率が大きくなる方として定義されます。そのため、回線の場合、この値は、回線に含

まれる 2つのインターフェイスに関する [ワーストケースの使用率（WC util）]の値の大
きい方になります。
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• [ワーストケースのトラフィック（WC traffic）]：ワーストケースのシナリオでインター
フェイスを通過する実際のトラフィック（Mbps）。

• [ワーストケースのトラフィックレベル（WC traff level）]：このワーストケースのシナリ
オを引き起こすトラフィックレベル。

• [ワーストケースの障害（WCfailure）]：回線のワーストケースの障害を引き起こす1つ以
上の障害のリスト。このリストを簡単に確認するには、インターフェイスを選択し、

> [ワーストケースを引き起こす障害（Fail to WC）]を使用します。

ワーストケースの特定パーセンテージ以内の使用率を引き起こした障害を記録する場合、

この列には、QoS違反がパーセンテージとして表示されます。（ワーストケース QoS違
反, onpage137を参照。）数値が正の場合、割り当てられたキャパシティを超えています。
負の場合は、キャパシティを超えていません。たとえば、回線のキャパシティが 10,000
Mbpsであり、3つの異なる障害の結果として回線上のトラフィック量が 11,000 Mbps、
8000 Mbps、および 4000 Mbpsになる場合、使用率はそれぞれ 10%、-20%、および -60%
になります（降順に表示）。

• [ワーストケースのサービスクラス（WC service class）]：このワーストケースのシナリオ
を引き起こすサービスクラス。

QoSを使用したシミュレーション分析の実行については、ワーストケース QoS違反, on page
137を参照してください。

VPNのワーストケースの計算については、VPNのシミュレーション, on page 215を参照してく
ださい。

ワーストケース QoS違反
Cisco Crosswork Planningには、ワーストケースの計算の一部として、QoS境界（使用可能な最
大キャパシティ）が含まれます。QoSパラメータが設定されていない場合、QoS境界は 100%
であり、使用率がその 100%を超えると違反が発生します。ただし、サービスクラスにワース
トケースポリシーが設定されている場合、またはインターフェイスキューのパラメータが設定

されている場合は、ワーストケースの QoS違反が計算されます。このような場合、Cisco
Crosswork Planningは、QoS違反のパーセンテージが最も高いインターフェイスを、ワースト
ケースの可能性として識別します。
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それに応じて、次の列が更新されます。

• [ワーストケースのQoS境界（WCQoS bound）]：これらのQoS要件に違反することなく使
用可能なワーストケースのインターフェイスキャパシティ。この値は、使用可能なキャパ

シティ、トラフィック使用率、サービスクラスに設定されたワーストケースポリシー、お

よびインターフェイスキューのパラメータに基づきます。

[ワーストケースのQoS境界（%）（WC QoS bound (%)）]列は、この同じ値を、合計キャ
パシティのパーセンテージとして識別します。

• [ワーストケースのQoS違反（WC QoS violation）]：ワーストケースのトラフィックから
ワーストケースの許容キャパシティを引いた値（[ワーストケースのQoS境界（WC QoS
bound）]）。サービスクラスのワーストケースポリシーによって割り当てられたQoSキャ
パシティを超えた場合、またはインターフェイスキューのパラメータによって割り当てら

れたQoSキャパシティを超えた場合、違反が発生します。[ワーストケースのQoS違反（WC
QoSviolation）]列に表示される数値が正の場合、割り当てられたキャパシティを超えてい
ます。負の場合は、キャパシティを超えていません。

[ワーストケースのQoS違反（%）（WCQoSviolation (%)）]列は、この同じ値を、合計キャ
パシティのパーセンテージとして識別します。

ワーストケースのQoS違反の原因を確認するには、回線を選択して、 > [ワーストケー
スを引き起こす障害（Fail to WC）]を使用します。表示されるページには、この回線の
ワーストケースの使用率とワーストケースの QoS違反について、そのすべての原因が一
覧表示されます。表示するワーストケースの障害を選択し、[送信（Submit）]をクリック
します。

• [ワーストケースのサービスクラス（WC service class）]：ワーストケースの QoS違反を引
き起こしたサービス。

参照先次の詳細情報

Quality of Service（QoS）のシミュレー
ション, on page 197

• QoSパラメータと QoS計算

•サービスクラスへのワーストケースポリシーの
設定

•インターフェイスキューのパラメータの設定

VPNのシミュレーション, on page 215VPNのワーストケースの QoS計算

ワーストケースの使用率を引き起こす回路の機能不全

シミュレーション分析を実行（シミュレーション分析の実行, onpage142を参照）した後、単一
のインターフェイスでワーストケースの使用率またはワーストケースの QoS違反を引き起こ
す各障害シナリオを選択的に表示するオプションがあります。

ワーストケースの障害に関して複数の可能性がある場合、またはワーストケースの障害のパー

センテージ（[ワーストケースの障害（WC failures）]列に示される）以内に障害の範囲がある
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場合、[ワーストケースを引き起こす障害（Fail toWC）]ページに、各障害、そのワーストケー
スの使用率（パーセンテージ）、およびその QoS違反（パーセンテージ）が一覧表示されま
す（Figure 39:ワーストケースを引き起こす 1つの回路の機能不全, on page 140を参照）。

インターフェイスを選択すると、実際には、関連する回線で、そのワーストケースを引き起こ

す障害が発生します。

Note

インターフェイス/回線で、ワーストケースを引き起こす障害を発生させるには、次の手順を
実行します。

1. [ワーストケースのトラフィック（Worst-case traffic）]ビューで、それぞれのテーブルから
目的のインターフェイスまたは回線を選択します。

2. [アクション（Actions）]列から、 > [ワーストケースを引き起こす障害（Fail to WC）]
の順に選択します。

[ワーストケースのインターフェイス（または回線）を引き起こす障害（Fail toWCInterface
(or Circuit)）]ページが表示されます。

3. 目的の障害シナリオを選択します（Figure 39:ワーストケースを引き起こす1つの回路の機
能不全, on page 140を参照）。

4. [送信（Submit）]をクリックします。

ネットワークプロットが変更され、この特定の障害シナリオが表示されます（Figure 39:ワー
ストケースを引き起こす 1つの回路の機能不全, on page 140を参照）。
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Figure 39:ワーストケースを引き起こす 1つの回路の機能不全

ワーストケースのデマンド遅延
シミュレーション分析を実行する場合（シミュレーション分析の実行, onpage142を参照）、プ
ランの各デマンドについてワーストケースの遅延をシミュレートするオプションがあります。

Cisco Crosswork Planningは、選択した障害シナリオでの各デマンドの最大遅延を計算します。
デマンドルーティングはそれらのプランから独立しているため、結果は、サービスクラスまた

はトラフィックレベルに依存しません。シミュレーションでは、この最大遅延を引き起こす障

害も記録されます。

[デマンド（Demands）]テーブルの次の列は、シミュレーション分析ツールの実行中に、[デマ
ンドのワーストケースの遅延を計算（Calculate demand worst-case latency）]チェックボックス
をオンにすると更新されます。

• [ワーストケースの遅延（WC latency）]：分析対象のすべての障害シナリオにおける最大
デマンド遅延。

• [ワーストケースの遅延の障害（WC latency failures）]：このワーストケースの遅延を引き
起こした障害。最大 10個の障害が特定されます。

Cisco Crosswork Planningは、次の 2つのオプションを使用して、シミュレーション分析に含ま
れる各障害ケースのデマンドごとの遅延をキャプチャします。

• [ワーストケースの__%以内のデマンド遅延を引き起こす障害を記録（Record failures causing
demand latencywithin __% of worst case）]：ワーストケース遅延の指定されたパーセンテー
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ジ範囲内のデマンド遅延を引き起こす障害を記録します。デフォルトは 0です。0を入力
すると、ワーストケースの遅延障害のみが記録されます。

• [デマンド遅延における__件までの障害シナリオを記録（Record up to __ failure scenarios on
demand latency）]：デマンドごとに記録される障害シナリオの最大数。デフォルトは 1で
す。

ワーストケースの特定割合内のデマンド遅延を引き起こす障害を記録した場合、[ワーストケー
スの遅延の障害（WC latency failures）]列には、障害シナリオとともにワーストケースの遅延
が表示されます。

ワーストケースの遅延を引き起こす機能不全デマンド

シミュレーション分析を実行して（シミュレーション分析の実行, onpage142を参照）デマンド
のワーストケースの遅延を計算した後、1つのデマンドに障害を発生させて、そのワーストケー
スの遅延を引き起こすことができます。

シミュレーション分析の実行中に [デマンドのワーストケースの遅延を計算（Calculate demand
worst-case latency）]チェックボックスをオンにしておらず、[プロットビュー（Plot view）]が
[ワーストケースのトラフィック（Worst-case traffic）]でない場合、デマンドに障害を発生させ
てそのワーストケースの遅延を引き起こすオプションは表示されません。

Note

ワーストケースの遅延を引き起こす障害シナリオは、[デマンド（Demands）]テーブルの [ワー
ストケースの遅延の障害（WC latency failures）]列に一覧表示されます。

デマンドに障害を発生させてワーストケースの遅延を引き起こすには、次の手順を実行しま

す。

1. [ワーストケースのトラフィック（Worst-case traffic）]ビューで、[デマンド（Demands）]
テーブルから目的のデマンドを選択します。

2. [アクション（Actions）]列から、 > [ワーストケースの遅延を引き起こす障害（Fail to
WC latency）]の順に選択します。

[ワーストケースの遅延デマンドを引き起こす障害（Fail toWCLatencyDemand）]ページが
表示されます。

3. 目的の障害シナリオを選択します（Figure 40:ワーストケースのデマンド遅延の例, on page
142を参照）。

4. [送信（Submit）]をクリックします。

ネットワークプロットが変更され、この特定の障害シナリオが表示されます（Figure 40:ワー
ストケースのデマンド遅延の例, on page 142を参照）。
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Figure 40:ワーストケースのデマンド遅延の例

シミュレーション分析の実行
シミュレーション分析ツールは、4つの障害分析オプション（インターフェイスでのワースト
ケースの使用率、ワーストケースの VPNの使用率と遅延、ワーストケースのデマンド遅延、
および障害の影響）の基礎となります。

ワーストケースのデマンド遅延または VPNのワーストケースの使用率を記録すると、ワース
トケースの分析の実行にかかる時間が長くなります。

Note

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [プリセットワークフロー（Preset workflows）] > [障害の影響の評価（Evaluate impact of failures）]

または

• [アクション（Actions）] > [ツール（Tools）] > [シミュレーション分析（Simulation analysis）]
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Figure 41:シミュレーション分析の設定

ステップ 3 [障害セット（Failure sets）]セクションで、1つ以上の障害セットを選択します。

ペアワイズ障害分析を実行するには、 [ペアワイズ障害セット（Pairwise failure sets）]オプションを選択
して、必要なオブジェクトを選択します。詳細は、ペアワイズ障害分析, onpage145を参照してください。

ステップ 4 [ワーストケースの__%以内の使用率を引き起こす障害を記録（Record failures causing utilizationswithin __%
of worst case）]フィールドで、0を入力して、ワーストケースの障害のみを記録するか、数値を入力し
て、ワーストケースの障害のパーセンテージ範囲内の使用率を引き起こすすべての障害を検索します。

ステップ 5 [インターフェイスごとに__件までの障害シナリオを記録（Record up to __ failure scenarios per interface）]
フィールドに、インターフェイスごとに記録する障害シナリオの最大数を入力します。デフォルトは 10
です。

例：ワーストケースの 10%以内の使用率を引き起こす障害を記録するときに、インターフェイスのワー
ストケースの使用率が 90%の場合、Cisco Crosswork Planningは、このインターフェイスで 81%（90 -
（90/10））以上の使用率を引き起こす障害を記録します。この同じシナリオで、インターフェイスごと
に 10個の障害シナリオを記録するときに、90%、85%、82%、および 76%のインターフェイス使用率を
引き起こす可能性のある障害がある場合、Cisco Crosswork Planningは、76%の使用率を引き起こす障害
を記録しません。

ステップ 6 [デマンドのワーストケースの遅延を計算（Calculate demandworst-case latency）]チェックボックスを使用
して、デマンドのワーストケース遅延の計算を記録するかどうかを選択します。

ステップ 7 [ワーストケースの__%以内のデマンド遅延を引き起こす障害を記録（Record failures causing demand latency
within __% of worst case）]フィールドで、0を入力して、ワーストケース遅延障害のみを記録するか、数
値を入力して、ワーストケースの遅延のパーセンテージ範囲内のデマンド遅延を引き起こすすべての障

害を検索します。

ステップ 8 [デマンド遅延における__件までの障害シナリオを記録（Record up to __ failure scenarios on demand latency）]
フィールドに、デマンドごとに記録される障害シナリオの最大数を入力します。デフォルトは 1です。
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例：ワーストケースの 10%以内のデマンド遅延を引き起こす障害を記録するときに、ワーストケースの
デマンドの遅延が 100ミリ秒である場合、Cisco Cisco Crosswork Planningは、このデマンドに対して 90
ミリ秒（100 -（100/10））以上の遅延を引き起こす障害シナリオを記録します。この同じシナリオで、
デマンド遅延ごとに 5つの障害シナリオを記録するときに、92ミリ秒、95ミリ秒、98ミリ秒、および
80ミリ秒のデマンド遅延を引き起こす可能性のある障害がある場合、CiscoCiscoCrosswork Planningは、
80ミリ秒のデマンド遅延を引き起こす障害を記録しません。

ステップ 9 [VPNのワーストケースの使用率と遅延を計算（Calculate VPN worst-case utilizations and latency）]チェッ
クボックスを使用して、VPNのワーストケースの使用率と遅延を記録するかどうかを選択します。詳細
については、VPNのシミュレーション, on page 215を参照してください。

ステップ 10 1つ以上のトラフィックレベルを選択します。

ステップ 11 [スレッドの最大数（Maximum number of threads）]フィールドにスレッドの最大数の値を入力します。

ステップ 12 [次へ（Next）]をクリックします。

ステップ 13 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 14 [送信（Submit）]をクリックします。

[ワーストケースのトラフィック（Worst-case traffic）]ビュー（[プロットビュー（Plot view）]
ドロップダウンから [ワーストケースのトラフィック（Worst-case traffic）]を選択）を使用し
て、ワーストケースのトラフィック使用率、ワーストケースのQoS違反、およびワーストケー
スの遅延情報を分析できるようになりました。ここでは、インターフェイスとノードに障害を
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発生させてワーストケースを引き起こし、デマンドに障害を発生させてワーストケースの遅延

を引き起こすこともできます。障害影響ビュー, on page 154ビューを使用して、ワーストケー
スのトラフィック輻輳の原因となっている回線を特定することも可能です。

ペアワイズ障害分析

障害セットを個別に選択することに加えて、シミュレーション分析ツールでは、障害セットの

ペアを選択することができます。これにより、2つの同時障害が大きな影響を引き起こす可能
性がある場合に、インスタンスのネットワークモデルを分析できます。ペアワイズ障害分析用

に最大2つの障害セットを選択し、ペアワイズ障害のいくつかのバリエーションから選択して
シミュレートできます。

ペアワイズ障害分析を実行するには、次の手順を実行します：

1. シミュレーション分析ツールで、[ペアワイズ障害セット（Pairwise failure set）]オプショ
ンを選択します。

2. 最大 2つの障害セットを選択します。

3. ドロップダウンリストから、4つのいずれかのオプションを選択します。

Figure 42:ペアワイズ障害セットオプション

• [個別セット（Distinct sets）]:このオプションは、個別の障害セットの要素を使用して
ペアワイズ障害を作成します。たとえば、障害セットとして回路とノードを選択した

場合、このオプションでは、ペアワイズ障害分析の個別のセット（回路、ノード）の

組み合わせが考慮されます。

• [すべてのセット（All set）]：このオプションを選択すると、障害セットの要素を使用
してペアワイズ障害が作成されます。これには、同じ障害セットの要素のペアも含ま

れます。たとえば、障害セットとして回路とノードを選択した場合、このオプション

では、障害分析のためにすべての組み合わせ（ノード、ノード）、（回路、回路）、

および（回路、ノード）が考慮されます。

• [個別セットおよび単一]:このオプションは、 [個別セット]に似ていますが、ペアワイ
ズ障害に加えて、障害セット内の個々の要素の障害をシミュレートします。たとえ

ば、回路とノードを障害セットとして選択した場合、このオプションでは、障害分析

のために個別のセットと個々の要素の組み合わせ、つまり、（回路）、（ノード）、

および（回路、ノード）を考慮します。
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•すべてのセットおよび単一：このオプションは、すべてのセットに似ていますが、ペ
アワイズ障害に加えて、障害セット内の個々の要素の障害をシミュレートします。た

とえば、回路とノードを障害セットとして選択した場合、このオプションでは、（回

路）、（ノード）、（ノード、ノード）、（回路、回路）、および（回路、ノード）

の障害分析用の障害セットと個々の要素のすべての組み合わせが考慮されます。

•ペアワイズ障害セットによって障害シナリオの数が大幅に増加する可能性があるため、シ
ミュレーション分析のメモリ消費とパフォーマンスが大きな影響を受ける可能性がありま

す。パフォーマンスを向上させるには、すべてのセットおよびすべてのセットと単一オプ

ションではなく、個別セットまたは個別セットと単一オプションを使用することをお勧め

します。

•ペアワイズ障害セットを使用する場合は、通常の障害セットと比較して、はるかに多くの
障害シナリオを実行するため注意が必要です。たとえば、100ノードのシナリオでは、通
常の障害セットでは100のシナリオが実行されますが、ペアワイズ障害セット（ノード、
ノード）では 9,900のシナリオが実行されます。

Important

生成されたレポートの [シミュレーション（Simulations）]タブには、障害分析で考慮される単
一またはペアオブジェクトのリストの詳細が提供されます。 Figure 43:ペアワイズ失敗セット
の選択と結果, on page 147は、上記のすべてのシナリオで考慮される障害セットの例を示して
います。
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Figure 43:ペアワイズ失敗セットの選択と結果

ペアワイズ障害分析例

この例は、障害セットとペアワイズ障害オプションの選択によって、シミュレーション分析

ツールが評価する障害シナリオを決定する方法を示しています。

ペアワイズ障害オプションがどのように機能するかを示すために、次のような単純なネット

ワークトポロジを考えてみましょう。

• 3つのノード：ノード 1、ノード 2、ノード 3

• 3つの回路（リンク）：回路 1、回路 2、回路 3
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図 44 :ネットワークトポロジの例

この項では、次の 2つの条件で生成される障害シナリオについて説明します。

•回路のみが障害セットとして選択されている場合

•回路とノードの両方が選択されている場合

シナリオ 1：「回路」のみが選択されたペアワイズ障害分析

障害セットとして「回路」のみが選択された場合、分析は回路 1、回路 2、および回路 3に関
連する障害にのみ焦点を当てます。

生成される障害シナリオ操作ペアワイズ障害オ

プション

（回路 1、回路 2）、（回路 1、回路
3）、（回路 2、回路 3）

2つの異なる回路での同時障害をシ
ミュレートします。

個別のセット

（回路 1、回路 2）、（回路 1、回路
3）、（回路 2、回路 3）

2つの回路での同時障害をシミュ
レートします。

（注）

結果は、[個別のセット]オプショ
ンと同じです。これは、1つの障害
セットのみが選択されているため

です。

すべてのセット

•単一障害：（回路 1）、（回路
2）、（回路 3）

•個別のペア：（回路 1、回路
2）、（回路 1、回路 3）、（回
路 2、回路 3）

個々の回路障害および 2つの異な
る回路の同時障害をシミュレート

します。

個別のセットおよ

び単一

Cisco Crosswork Planning Design 7.1ユーザーガイド
148

ネットワークのシミュレーション

ペアワイズ障害分析例



生成される障害シナリオ操作ペアワイズ障害オ

プション

•単一障害：（回路 1）、（回路
2）、（回路 3）

•個別のペア：（回路 1、回路
2）、（回路 1、回路 3）、（回
路 2、回路 3）

個々の回路障害および考えられる

すべての回路ペアの障害をシミュ

レートします。

（注）

障害セットが 1つだけ選択されて
いるため、結果は [個別セットお
よび単一]オプションと同じです。
をクリックします。

すべてのセットお

よび単一

図 45 :生成された障害シナリオの概要

シナリオ 2：「回路」と「ノード」が選択されたペアワイズ障害分析

「回路」（回路 1、回路 2、回路 3）と「ノード」（ノード 1、ノード 2、ノード 3）の両方を
障害セットとして選択すると、障害の組み合わせの数とタイプが大幅に増加します。

生成される障害シナリオ操作ペアワイズ障害オ

プション

（回路 1、ノード 3）、（回路 2、
ノード 2）、（回路 3、ノード 1）

個別の回路とノードのペアの同時障

害をシミュレートします。

図 44 :ネットワークトポロジの例
（148ページ）では、回路 1はノー
ド 3に接続されていません。同様
に、回路 2はノード 2に接続されて
おらず、回路 3はノード 1に接続さ
れていません。したがって、これら

のペアは、障害シナリオで個別のペ

アと見なされます。

個別のセット
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生成される障害シナリオ操作ペアワイズ障害オ

プション

•回路同士のペア：（回路 1、回
路 2）、（回路 2、回路 3）、
（回路 1、回路 3）

•ノード同士のペア：（ノード1、
ノード2）、（ノード2、ノード
3）、（ノード 1、ノード 3）

•個別の回路とノードのペア：
（回路 1、ノード 3）、（回路
2、ノード 2）、（回路 3、ノー
ド 1）

すべての回路とすべてのノードの組

み合わせセットから選択された 2つ
の要素の同時障害をシミュレートし

ます。次の作業が含まれます。

•回路のペア

•ノードのペア

•個別の回路とノードのペア

すべてのセット

•単一障害：（回路 1）、（回路
2）、（回路 3）、（ノード
1）、（ノード 2）、（ノード
3）

•個別の回路とノードのペア：
（回路 1、ノード 3）、（回路
2、ノード 2）、（回路 3、ノー
ド 1）

回路およびノードの個々の障害、お

よび個別の回路とノードのペアにお

ける同時障害をシミュレートしま

す。

個別のセットおよ

び単一

•単一障害：（回路 1）、（回路
2）、（回路 3）、（ノード
1）、（ノード 2）、（ノード
3）

•すべてのペア：（回路 1、回路
2）、（回路 2、回路 3）、（回
路 1、回路 3）、（ノード 1、
ノード2）、（ノード2、ノード
3）、（ノード 1、ノード 3）、
（回路 1、ノード 3）、（回路
2、ノード 2）、（回路 3、ノー
ド 1）

回路とノードの個別の障害、および

すべての回路とすべてのノードの組

み合わせセットからの任意の 2つの
要素の同時障害をシミュレートしま

す。

このオプションは、最大数のシナリ

オを生成します。

すべてのセットお

よび単一
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図 46 :生成された障害シナリオの概要

オブジェクトの保護

シミュレーション分析の実行時に失敗したオブジェクトのリストからオブジェクトを除外する

には、そのオブジェクトの [編集（Edit）]ウィンドウでそのオブジェクトを [保護（Protected）]
としてマークします。たとえば、コアノードでのみシミュレーション分析を実行する場合は、

最初にすべてのエッジノードを保護できます。

ノード、サイト、回線ポート、ポート回線、外部エンドポイントメンバー、および並列回線を

保護できます。

インターフェイスを選択すると、実際には、関連する回線が保護されます。Note

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 それぞれのテーブルから 1つ以上の類似オブジェクトを選択します。

ステップ 3 [ ]をクリックします。
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Note
単一のオブジェクトを編集している場合は、[アクション（Actions）]列の下にある > [編集（Edit）]オ
プションを使用することもできます。

ステップ 4 [状態（State）]フィールドで、[保護（Protected）]チェックボックスをオンにします。

ステップ 5 [保存（Save）]をクリックします。

シミュレーション分析レポートの分析
シミュレーション分析を実行するたびに、レポートが自動的に生成されます。この情報には、

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]
の順に選択し、右側のパネルで [シミュレーション分析（SimulationAnalysis）]リンクをクリッ
クすることで、いつでもアクセスできます。以前のレポートは新しいレポートに置き換わるこ

とに注意してください。

[オプション（Options）]タブには、シミュレーション分析に使用される入力パラメータが表示
されます。

[サマリー（Summary）]タブには、分析で使用されるオプションの詳細情報が表示され、特定
された最も重要な問題（QoS違反や遅延境界違反など）が要約されます。

[最大使用率（Max Utilization）]タブには、最大使用率に対する障害の影響が円グラフの形式
で表示されます。

[シミュレーション（Simulations）]テーブルには、シミュレーション分析で実行された各シミュ
レーションが一覧表示されます（Table 8:シミュレーション分析レポートの [シミュレーション
（Simulations）]テーブル, on page 152）。

Table 8:シミュレーション分析レポートの [シミュレーション（Simulations）]テーブル

[説明（Description）]シミュレーションデータポイン

ト

分析で使用された障害シナリオ。Failure

分析で使用されたサービスクラス。ServiceClass

分析で使用されたトラフィックレベル。TrafficLevel
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[説明（Description）]シミュレーションデータポイン

ト

このシミュレーションにおいて障害が原因でネットワークが

切断されているかどうかを識別します。複数のネットワーク

ブレークポイントが発生した場合は、最も重大なブレークポ

イントが示されます。

• [はい（合計）（Yes (Total)）]：ネットワークを 2つ以
上の切断されたセクションに完全に分割する切断が存在

します。

• [はい（AS）（Yes (AS)）]：ASを 2つ以上のセクショ
ンに完全に分割する切断が存在します。ただし、他の

ASを経由する ASのセクション間にはルートが存在し
ます。

• [はい（OSPFエリア0）（Yes (OSPFArea 0)）]：OSPFを
実行するASのエリア 0を完全に分割する切断が存在し
ます。OSPFでは、ASのゼロ以外のエリアを通過する
パスが使用可能であっても、トラフィックをパーティ

ション間でルーティングできません。

• [いいえ（No）]：ネットワークの切断はありません。

NetworkBreakpoint

ネットワークブレークポイントで特定された理由のいずれ

かにより、この障害下でルーティングできないデマンドの

数。

NumUnroutedDemands

ネットワークブレークポイントで特定されたいずれかの理

由により、この障害下でルーティングできないデマンドトラ

フィックの総量。

UnroutedTraffic

このシミュレーションに含まれるすべてのインターフェイス

にわたる最大使用率。使用率は、インターフェイスを通過す

るトラフィックを、インターフェイスのキャパシティのパー

センテージで表したものです。

MaxUtil

QoS境界に違反することなく使用可能なワーストケースの
キャパシティ。総キャパシティのパーセンテージとして表さ

れます。

MaxQoSboundpercent

QoS境界違反の回数。QoS境界は、サービスクラスポリシー
とインターフェイスキューパラメータによって設定されま

す。

NumQoSviolations

デマンドに指定された遅延境界を超える最大遅延を持つデマ

ンドの数。

LatencyBoundViolations
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[説明（Description）]シミュレーションデータポイン

ト

分析に含まれるルーティングされていない非高速再ルーティ

ング（FRR）LSPの数。
NumUnRoutedLSP

分析に含まれるルーティングされていない FRR LSPの数。NumUnroutedFRRLSPs

分析に含まれるルーティングされている FRR LSPの数。NumRoutedCSRSVPLSPs

分析に含まれるルーティングされていない CS-RSVPの数。NumUnroutedCSRSVPLSPs

分離違反のある CS-RSVP LSPの数。NumNonDisjointCSRSVPLSPs

ノードの分離からリンクの分離にフォールバックする

CS-RSVP LSPの数。
NumNodeToLinkDSJCSRSVPLSPs

障害影響ビュー
シミュレーション分析の実行時には、[障害影響（Failure impact）]ビューを使用できます（Figure
47:障害影響の例, on page 155）。このビューのプロットにより、ノードまたは回線に障害が発
生した場合にネットワーク内の他の場所で発生する最大使用率レベルに従って、ノードと回線

が色分けされます。この色は、結果として生じる使用率と輻輳のシビラティ（重大度）を示し

ます。

例：[障害影響（Failure impact）]ビューでは、sjc-lax回線の使用率は 90～ 100%であり、赤に
近いオレンジ色で表示されています。これは、sjc-laxに障害が発生した場合、1つ以上のイン
ターフェイスが 90%使用率レベルを超える反応を示し、それに対応してプロットで赤に近い
オレンジ色になることを意味します。

[ノード（Node）]、[インターフェイス（Interface）]、および [回線（Circuit）]テーブルには、
[障害影響（Failure impact）]列と [障害影響インターフェイス（Failure impact interface）]列が
含まれています。[インターフェイス（Interfaces）]テーブルの情報は、インターフェイスを含
む回線の障害の影響を示しています。

• [障害影響（Failure impact）]：各ノードまたは回線の障害の影響。たとえば、この値が80%
の場合は、このノードまたは回線に障害が発生したときに、1つ以上のインターフェイス
で結果として生じるトラフィック使用率が 80%を超えることを意味します。

• [障害影響インターフェイス（Failure impact interface）]：ノードまたは回線がダウンした結
果として使用率が最も高くなるインターフェイス。

形式 = if{Node|Interface}

例：if{cr2.sjc|to_cr1.kcy}は、回線がダウンした場合、cr2.sjcから cr1.kcyへのインターフェイス
に対するトラフィックの影響が最も大きいことを意味します。
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ネットワークプロットでは、サイトの境界線は、その中のノードに障害が発生した場合または

その中のサイト内回線に障害が発生した場合に、ネットワーク内の他の場所で発生する最大使

用率レベルを示します。

[障害影響（Failure impact）]ビューには、回線およびノードの障害の影響のみが表示されます。
他のオブジェクトの障害は表示されません。

Note

Figure 47:障害影響の例

並列化
シミュレーション分析ツールを使用すると、計算を並列化できるため、大規模なネットワーク

モデルでより迅速に結果を得られます。

たとえば、ネットワークモデルに10000の回線があり、10の異なるエンジンが使用可能である
場合、このツールを使用してネットワークモデルを10のパーティションに分割します。各パー
ティションでは 1000の障害シナリオが処理されます。これにより、10の異なる結果ファイル
が作成されます。これらの独立した各実行の結果はマージされ、最終結果が得られます。

並列化の実行：
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CLIツールを使用して並列化を実行します。詳細については、CLIを使用したツールまたはイ
ニシャライザの実行（433ページ）を参照してください。

1. メインメニューから [Job Manager]を選択します。

2. > [CLIの使用（Using CLI）]の順にクリックします。

3. [シミュレーション分析（Simulation analysis）]を選択し、[次へ（Next）]をクリックしま
す。

4. シミュレーション分析を実行するネットワークモデルを選択し、[次へ（Next）]をクリッ
クします。

5. [シミュレーション分析の入力オプション（Simulation Analysis input options）]フィールド
で、次のコマンド使用します。

-failure-sets <failure-sets> -num-partitions <number-of-partitions> -num-threads
<number-of-threads> -partition-index <partition-index> -result-file <result-filename>

ここで

• -num-partitions：障害シナリオのパーティションの数。各パーティションは、関連す
る一連の障害シナリオを持ち、0から、パーティション数から 1を引いた数までのイ
ンデックスによって識別されます。デフォルトは 1です。

• -partition-index：指定されたパーティションに属する一連の障害シナリオをシミュレー
トします。デフォルトは 0です。

• -result-file：指定した場合、シミュレーション分析レポートの結果がこのファイルに書
き込まれます。*.txtファイルまたは *.dbファイルを指定できます。

CLIを使用したツールとイニシャライザの実行の詳細については、CLIを使用したツールまた
はイニシャライザの実行（433ページ）を参照してください。

結果のマージ：

結果をマージするには、Pythonスクリプトを使用してmerge_sim_analysisCLIを呼び出します。
スクリプトの実行の詳細については、外部スクリプトの実行（435ページ）を参照してくださ
い。

サンプルスクリプト（run_cli_merge.py）：
import os
import sys

cmd = "merge_sim_analysis -plan-file {0} -partial-results {1} -out-file out-plan.txt
".format( sys.argv[1], sys.argv[2])
print(cmd)
os.system(cmd)

ここで

• -plan-file：入力プランファイル。

• -out-file：出力プランファイル。
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• -partial-results：各パーティションのシミュレーション分析結果を含むファイルのカンマ
区切りリスト。これらは、プランファイルか、シミュレーション分析CLIツールの実行中
に -result-fileオプションを使用して生成されたファイルである可能性があります。

• -partial-result-paths-file：各パーティションのシミュレーション分析結果を含むファイル
のリスト（1行に 1つずつ）を含むファイル。これらは、プランファイルか、シミュレー
ション分析CLIツールの実行中に -result-fileオプションを使用して生成されたファイルで
ある可能性があります。-partial-resultsオプションが指定されている場合、これは無視さ
れます。

Job Managerで、スクリプト（run_cli_merge.py）の実行時に次の引数を入力します。
run_cli_merge.py input_planfile.pln res_0.txt,res_1.txt,res_2.txt
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第 9 章

トラフィック増加の影響の評価

CiscoCrossworkPlanningのトラフィック予測ツール（[増加プランの作成（Creategrowthplans）]）
を使用すると、現在の測定されたトラフィックまたはシミュレートされたトラフィックの予測

される増加に基づいて、将来のトラフィックの推定値を含むプランを作成できます。これらの

新しいプランから、新しいトラフィックがネットワークに与える影響を判断し、アップグレー

ドをプランニングできます。このプロセスで使用されるトラフィック増加の推定値は、導入さ

れる新しいサービスの情報などに基づいて手動で入力できます。これらの増加プランを作成し

た後、シミュレーション分析を使用してキャパシティ要件を分析し、UIを使用してこれらの
要件を満たすようにネットワークをアップグレードできます。

増加プランツールの使用例の一つは、来年の各四半期に一定パーセンテージで増加するトラ

フィックの影響を予測することです。これらのトラフィック予測ごとに個別のプランを生成し

て、各四半期の予想される増加の影響を予測できます。

ここでは、次の内容について説明します。

•デマンドグループ化, on page 159
•増加プラン, on page 160

デマンドグループ化

デマンドグループ化の詳細情報は、それらの詳細情報がプランファイルにすでに存在する場

合にのみ表示できます。UIからデマンドグループ化を作成、編集、または削除することはで
きません。

Important

デマンドグループ化は、デマンドのグループを定義します。これらは、集約されたトラフィッ

クをプランで指定する便利な方法を提供します。これは、トラフィックレポートおよび増加プ

ランの基礎として使用できます。たとえば、デマンドグループ化を使用して次のものを表すこ

とができます。

• 1つの特定サイトから送信されたトラフィックの総量
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• 1つの特定サイトから別のサイトに送信されたVPNトラフィックの総量（または定義済み
のサービスクラス）

•特定 AS宛てのトラフィックの総量

増加プラン
増加プラン作成ツール（[アクション（Actions）] > [ツール（Tools）] > [増加プランの作成
（Create growth plans）]）を使用すると、現在のプランの増加予測に基づいて、将来のトラ
フィックの予測を含む新しいプランファイルを生成できます。トラフィックの増加予測は、次

の 3つの方法のいずれかで生成できます。

•デマンドグループ化トラフィック増加率を使用してデマンドグループ化ごとに（デマンド
グループ化からの増加プラン, on page 162を参照）

•デマンドトラフィック増加率を使用してデマンドごとに（デマンドの増加からの増加プラ
ンの作成, on page 163を参照）

•インターフェイストラフィック増加率を使用してインターフェイスごとに（インターフェ
イスの増加からの増加プランの作成, on page 163を参照）

どの方法でも、増加は、増加プラン作成ツールで特定される期間の増分ごとに複利方式で計算

されます。

増加期間ごとに一連のプランファイルが作成され、各プランには、その生成に使用された予測

プロセスに関するレポートが含まれます。新しく作成された各プランでは、デフォルトのトラ

フィック使用率の色を使用したプロットと、[デマンド（Demands）]テーブルの [トラフィッ
ク（Traffic）]列に、トラフィックの増加の影響が視覚的に示されます。新しいプランでシミュ
レーション分析を自動実行することにより、ワーストケースのパフォーマンスをプランニング

の決定に組み込むことができます。

増加プランの作成

増加プランを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [プリセットワークフロー（Preset workflows）] > [トラフィック増加の影響の評価（Evaluate impact of
traffic growth）]

または
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• [アクション（Actions）] > [ツール（Tools）] > [増加プランの作成（Create growth plans）]

Figure 48:増加プラン設定の作成

ステップ 3 次のいずれかの増加方式を指定します。

• [デマンドグループ化（Demandgrouping）]：固定、増分、またはパーセントに基づいてデマンドグルー
プ化増加を設定する方法については、デマンドグループ化からの増加プラン, onpage162を参照してく
ださい。

• [デマンド増加（%）（Demand growth (%)）]：デマンド増加を設定する方法については、デマンドの
増加からの増加プランの作成, on page 163を参照してください。

• [インターフェイス増加（%）（Interface growth (%)）]：インターフェイス増加を設定する方法につい
ては、インターフェイスの増加からの増加プランの作成, on page 163を参照してください。

• [デマンドグループ化トラフィックテーブル（Demand grouping traffic table）]：[デマンドグループ化ト
ラフィック（Demandgrouping traffic）]テーブルを含むファイルの名前を参照するか、名前を入力しま
す。

ステップ 4 次のフィールドに、作成するプランの数と、それらを作成する増分を入力します。手順 3で [デマンドグ
ループ化トラフィックテーブル（Demand grouping traffic table）]オプションを選択した場合、これらのオ
プションは適用されません。

• [期間増分（Period increment）]：期間ごとのパーセンテージ増分の数。たとえば、デマンドが 10%で
増加するように設定され、期間増分が 2の場合、最初の増加プランではデマンドが 21%増加します。

• [期間数（Number of periods）]：作成する増加プランファイルの数。

プランは、期間増分を使用して命名されます。たとえば、増分として 4を入力し、期間として 2を入力す
ると、Cisco Crosswork Planningは、ファイル名の末尾が「_4」と「_8」の 2つの増加プランファイルを生
成します。

ステップ 5 [次へ（Next）]をクリックします。

ステップ 6 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します。
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• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行され、
変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オプション
を使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[Job
Manager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニューから、
[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにインポート
して可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス, on page 432
を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 7 [送信（Submit）]をクリックします。

ステップ 8 生成された増加プランは、[ネットワークモデル（Network Models）] > [ユーザースペース（User space）] >
[その他のファイル（Other files）]に保存されます。詳細を表示するには、ファイル（.tarファイル）をダ
ウンロードして解凍し、更新されたプランファイルをユーザースペースにインポートします（詳細につい

ては、ローカルマシンからのプランファイルのインポート, on page 22を参照）。

デマンドグループ化からの増加プラン

UIからデマンドグループ化を作成、編集、または削除することはできません。デマンドグルー
プ化の詳細情報がプランファイルにすでに存在する場合のみ、UIでそれらの詳細情報を表示
できます。

Note

ネットワークトラフィック（トレンド分析や財務予測または販売予測によって生まれるものな

ど）の増加プランは、通常、トラフィック集約に関して作成されます。これらの集約増加予測

またはトレンド推定を、デマンドグループ化トラフィック増加情報として指定できます。増加

プラン作成ツールは、デマンドグループ化ごとに指定された集約トラフィック増加に一致する

ように、トラフィックをデマンドに割り当てます。2つのデマンドグループ化に共通のデマン
ドが含まれている場合（たとえば、あるサイトから送信されるデマンドのグループ化と、別の
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サイトを接続先とするデマンドのグループ化）、このデマンドトラフィックは、デマンドグ

ループ化トラフィック集約のそれぞれに一致するように、要件間で分散されます。

デマンドの増加からの増加プランの作成

この方式では、現在のネットワークモデルの [デマンド（Demands）]テーブルにある [増加
（%）（Growth (%)）]列で識別される値に基づいて、デマンドトラフィックが増加します。こ
のアプローチは、ネットワーク内のすべてのトラフィック、特定トラフィックレベル内のすべ

てのトラフィック、またはサービスクラス内のすべてのトラフィックが同じレートで増加する

と予測される場合に役立ちます。プランを生成する際、作成するプランの数を選択できます。

各プランでは、前のプランと比較して、指定した同じレートでの増加を示します。

[デマンド（Demands）]テーブルの [増加（%）（Growth (%)）]列に値を入力するには、次
の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [デマンド（Demands）]テーブルから 1つ以上のデマンドを選択します。

ステップ 3 をクリックします。

ステップ 4 [トラフィック（Traffic）]セクションの [増加 %（Growth %）]列に増加率を入力します。

ステップ 5 [保存（Save）]をクリックします。

例

デマンドでのトラフィックが 1000 Mbpsで、そのデマンドの増加率が 10%と定義され
ている場合、2つの増加プランを作成すると、同じデマンドについて最初のプランで
は 1100 Mbps、2つ目のプランでは 1210 Mbpsと表示され、期間ごとに 10%の増加が
示されます。

インターフェイスの増加からの増加プランの作成

この方式では、現在のネットワークモデルの [インターフェイス（Interfaces）]テーブルにある
[増加（%）（Growth (%)）]列に基づいて、測定されたトラフィックが増加します。デマンド
（シミュレートされたトラフィック）ではなく測定されたトラフィックが増加するため、デマ

ンドベースの増加方式とは異なります。これは、シミュレーションを必要とするワーストケー

スの障害状態ではなく、現在のネットワーク状態の基本的な予測に役立ちます。プランを生成

する際、作成するプランの数を選択できます。各プランでは、前のプランと比較して、指定し

た同じレートでの増加を示します。
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この方式をデマンド推論ツールと組み合わせて使用して、予測測定からデマンドを作成するこ

ともできます。

次の手順を使用して、[インターフェイス（Interfaces）]テーブルの [増加（%）（Growth (%)）]
列に値を入力できます。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、 [アクション（Actions）] > [編集（Edit）] > [トラフィック（Traffic）] > [測定されたト
ラフィック（Measured traffic）]の順に選択します。

[測定されたトラフィック（Measured traffic）]ページが開きます。

ステップ 3 該当する各インターフェイスについて、[編集（Edit）]ボタンをクリックし、[増加（%）（Growth (%)）]
列に、インターフェイストラフィックを増加させる割合を入力します。

ステップ 4 [保存（Save）]ボタンをクリックします。

例

インターフェイスでのトラフィックが525Mbpsで、そのインターフェイスの増加率が
5%と定義されている場合、増加プラン数を3と指定すると、同じインターフェイスに
ついて最初のプランでは 551.25 Mbps、2つ目のプランでは 578.81 Mbps、最後のプラ
ンでは 607.75 Mbpsと表示され、期間ごとに 5%の増加が示されます。
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第 10 章

キャパシティプランニングの実行

ネットワークのデマンドが増加するにつれて、追加のトラフィックと輻輳に対処する方法が必

要になります。輻輳を緩和するには、次の方法があります。

•既存の回線をキャパシティの追加によってアップグレードする

•これらの回線を関連するポート回線で拡張する

•既存の回線に並列回線を追加する

•最初に接続されていなかったノード間の新しい隣接関係を指定する

これらのプランニング最適化調査を実行するために、Cisco Crosswork Planningにはキャパシ
ティプランニング最適化ツールが含まれています。キャパシティプランニング最適化の目的

は、ネットワークに配備する必要がある追加のキャパシティを最小化することです。キャパシ

ティプランニングオプティマイザは、レイヤ 3ネットワーク要素に対してだけでなく、障害
セット全体に対しても動作するため、要素の組み合わせを階層的に使用して、最大使用率要件

を満たす許容可能なソリューションを実現できます。

ここでは、次の内容について説明します。

•キャパシティの最適化, on page 165
•最適化レポートの分析, on page 172

キャパシティの最適化
最適化パラメータを設定して、ネットワークの輻輳を緩和し、キャパシティを拡張することが

できます。まず、指定した一連のインターフェイスの最大使用率しきい値を定義し、次に、レ

イヤ 3および障害セット全体で動作する追加オプションを階層化します。

一部のオプティマイザオプションは相互に排他的です。たとえば、ポート回線を作成するよう

にオプティマイザに指示した場合、同時に並列回線を作成することはできません。その他のオ

プションは補完的です。たとえば、並列回線と新しい隣接関係の作成を一緒に指定できます。

Note
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [プリセットワークフロー（Presetworkflows）] > [キャパシティプランニングの実行（Perform capacity
planning）]

または

• [アクション（Actions）] > [ツール（Tools）] > [キャパシティプランニング最適化（Capacity planning
optimization）]

ステップ 3 [回線（Circuits）]パネルから、オプティマイザで考慮する回線を選択します。使用するレイヤ 3最適化
オプションを決定します。オプションについては、最適化のオプション, onpage169を参照してください。

既存のすべての回線またはそれらの回線のサブセットをアップグレードできます。特定の回線のみのアッ

プグレードを許可する場合は、それらの回線を変更するように指定します。これは、アップグレードを

ネットワーク内の特定の地理的位置に制限する場合に役立ちます。

新しいポート回線または並列回線を作成するには、次のいずれかのオプションを選択します。

• [新しいポート回線（LAG）の作成（Create new port circuits (LAGs)）]：この場合、オプティマイザ
は、関連付けられたポート回線（LAG）を持つ既存の回線を追加のポート回線で拡張します。オプ
ティマイザは、非 LAG回線を LAGに変換します。

• [新しい並列回線の作成（Createnewparallel circuits）]：この場合、オプティマイザは、既存の回線と
並列する新しい回線を作成します。

Note
LAG回線のキャパシティ増分と既存のキャパシティの両方を同時に指定できます。

Note
IGPメトリックは、新しい隣接関係に適用できますが、並列回線には適用できません。

ステップ 4 （オプション）アップグレードされた回線と新しいオブジェクトのタグ付け方法のデフォルトを上書き

します。

ステップ 5 [Next]をクリックします。

ステップ 6 （オプション）[最適化の目的（Optimization objective）]セクションで、追加のキャパシティプランニン
グを提供するオプションを選択します。設計のさまざまな要素のコストを説明します。[障害セット（Failure
sets）]セクションで、必要に応じて、障害セットを選択します。詳細については、最適化の高度なオプ
ション, on page 171を参照してください。

ステップ 7 （オプション）スレッドの最大数を指定します。デフォルトでは、オプティマイザは、使用可能なコア

に基づいて、この値を最適なスレッド数に設定しようとします。

ステップ 8 [Next]をクリックします。
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ステップ 9 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 10 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 11 [送信（Submit）]をクリックして、キャパシティプランニング最適化レポートを作成します。

Cisco Crosswork Planningは、トラフィックをルーティングし、使用率しきい値、および指定し
たその他の最適化パラメータを確認します。高度なオプションを指定した場合、オプティマイ

ザは、既存の回線をアップグレードすること、または新しい隣接関係をセットアップすること

が合理的かどうかを考慮し、キャパシティ増分、コストオプション、および実現可能性の制限

を考慮します。
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最適化を実行した後、サマリーレポートで、輻輳を解消するためにオプティマイザが実行した

内容を確認できます。確認する必要がある重要なメトリックは、[追加された総容量（Mb/s）
（Total CapacityAdded (Mb/s)）]です。詳細については、「最適化レポートの分析, on page 172」
を参照してください。

例

Figure 49:最適化前の設計, on page 168に、最適化前のネットワーク設計の例を示します。この
場合、ネットワークに追加のデマンドが発生していました。その結果、輻輳したインターフェ

イスが赤色で示されます。

Figure 49:最適化前の設計

Figure 50:最適化後の設計, on page 169に、次のパラメータを使用した最適化後の設計を示しま
す（残りのオプションについては、デフォルト値を使用）。

• [最大インターフェイス使用率（Maximum interface utilization）]：100%

• [キャパシティ増分（Capacity increment）]：2488 Mbps

• [回線（Circuits）]：すべての回線のアップグレードとポート回線（LAG）の作成

• [新しい隣接関係の作成（Create newadjacencies）]：すべてのノード間の新しい隣接関係を
制限します。

• [障害セット（Failure sets）]：回線

この場合、オプティマイザは、次の2つの新しい隣接関係をセットアップすることを提案しま
す。

•アトランタ（atl）とニューヨーク市（nyc）の間に 1つ

•ワシントン D.C.（wdc）とシカゴ（chi）の間に 1つ
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Figure 50:最適化後の設計

最適化のオプション

キャパシティプランニングには複数のレイヤ 3オプションがあります。これらのパラメータ
は、使用率のしきい値、キャパシティの増分、および既存の回線をアップグレードするか、

ノード間の新しい隣接関係を作成するか、ポート回線を作成するか、または並列回線を作成す

るかに関する設定をオプティマイザに伝えます。

Table 9:レイヤ 3最適化オプション

[説明（Description）]オプション

インターフェイスの使用率とキャパシティ

ネットワーク内のすべてのインターフェイスに使用する最大

使用率しきい値を定義します。デフォルトでは、キャパシ

ティプランニングオプティマイザは、しきい値を 100%の輻
輳に設定します。ただし、将来のプランニングのために、使

用率をより低い数値（90%など）に設定することもできま
す。

[最大インターフェイス使用率
（Maximum interface
utilization）]

帯域幅増分値（つまり、許容されるキャパシティの増分）を

定義します。この値は、ポートのキャパシティと考えること

ができます。デフォルトは 100000 Mb/sです。

[キャパシティ増分（Capacity
increment）]

[キャパシティ増分（Capacity increment）]を使用する代わり
に、既存の LAGメンバーですでに定義されているキャパシ
ティに基づいてキャパシティを拡張します。

[既存のLAGメンバーのキャパ
シティを使用（Use capacity of
existing LAG members）]

回線
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[説明（Description）]オプション

すべての回線をアップグレードすることも、回線のサブセッ

トのみをアップグレードして輻輳を緩和することもできま

す。特定回線のみのアップグレードを許可する場合は、変更

する回線を選択します。これは、アップグレードをネット

ワーク内の特定の地理的位置に制限する場合に役立ちます。

デフォルトでは、どの回線も選択されていません。

[回線のアップグレード
（Upgrade Circuits）]

•オプティマイザは、関連付けられたポート回線（LAG）
を持つ既存の回線を追加のポート回線で拡張します。オ

プティマイザは、非 LAG回線を LAGに変換します。

作成

• [ポート回線（LAG）（Port
circuits (LAGs)）]

• [並列回路（Parallel
circuits）]

•オプティマイザは、並列回線を作成して輻輳を緩和しま
す。並列回線を作成するようにオプティマイザに指示し

た場合、ポート回線を作成するようにオプティマイザに

指示することはできません。その逆も同様です。

隣接関係

デフォルトでは、オプティマイザは、新しい隣接関係を作成

しません。それに使用する一連の候補ノードを指定すると、

オプティマイザは新しい隣接関係を提案します。オプティマ

イザは、指定された候補ノード間の新しい隣接関係を制限し

ます。たとえば、コアノードのみを直接接続する必要がある

場合があります。その場合、候補ノードとしてコアノードの

みを指定します。

[ノード間の新しい隣接関係を
制限（Restrict new adjacencies
between nodes）]

候補ノード間に作成する隣接関係の最大数を指定します。デ

フォルトでは、これは無制限の数です。

[新しい隣接関係の最大数
（Maximum number of new
adjacencies）]

•新しい隣接関係に対応するインターフェイスの IGPメト
リックを、最短パスからメトリックオプションで指定さ

れた値を引いた値に設定します。これは、そのようなイ

ンターフェイスの IGPメトリックがデフォルトで設定さ
れる方法です。並列回線のアップグレードによる新しい

インターフェイスの IGPメトリックは、並列インター
フェイスのメトリックと同じです。

[新しいインターフェイスのIGP
メトリックを次に設定（SetIGP
metric of new interfaces to）]

• [最短IGPメトリックから減
分を引いた値（Shortest IGP
metric minus decrement）]

• [固定メトリック（Fixed
metric）] •新しいインターフェイスを作成するときに使用する固定

IGPメトリックを定義します。新しいインターフェイス
のメトリックは、このフィールドで指定された値と同じ

になります。このフィールドには、正の整数を値として

入力します。
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[説明（Description）]オプション

アップグレードされた回線のタグを定義します。デフォルト

では、オプティマイザは、アップグレードされた回線に

CapacityOpt::Upgradedというラベルでタグ付けします。

[アップグレードされた回線の
タグ付け（Tag upgraded circuits
with）]

オプティマイザが作成する新しいオブジェクトのタグを定義

します。デフォルトでは、オプティマイザは、アップグレー

ドされた回線に CapacityOpt::Newというラベルでタグ付けし
ます。

[新しいオブジェクトのタグを
付け（Tag new objects with）]

最適化の高度なオプション

高度な最適化オプションを使用すると、次のことができます。

•キャパシティとコストのどちらを最適化するかを選択します。

•考慮すべき障害シナリオを定義します。

オプティマイザを実行すると、全体的なコスト（追加されたポートのコストを含む）に関する

レポートが生成され、最もコスト効率に優れたソリューションが推奨されます。

Table 10:最適化の高度なオプション

[説明（Description）]オプション

最適化の目的

ネットワークに追加されるキャパシティを最小化します。こ

れがデフォルトのオプションです。

[キャパシティの最小化
（Minimize capacity）]

新しいキャパシティを追加する際の全体的なコストを削減す

る目的で最適化を実行するには、このオプションを選択しま

す。 をクリックして、キャパシティのコスト単位、L3
ポートコスト、および実現可能性の制限を手動で入力しま

す。または、 をクリックして、ファイルからコスト値を

インポートします。

[コストの最小化（Minimize
cost）]

オプティマイザで考慮するオプション（[回路（Circuits）]、
[ノード（Nodes）]、[サイト（Sites）]など）を選択します。
設計プランで使用できないエントリはグレー表示されます。

[障害セット（Failure sets）]

スレッドの最大数を指定します。デフォルトでは、オプティ

マイザは、使用可能なコアに基づいて、この値を最適なス

レッド数に設定しようとします。

[スレッドの最大数（Maximum
number of threads）]
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並列回路の設計例

Figure 51:キャパシティを増やすための並列回路の追加, on page 172に、キャパシティを増やす
ために追加された並列回線を使用した、この章の最初の設計を示します。この場合、オプティ

マイザは、点線で示されている 4セットの並列回線を提案します。

•アトランタ（atl）とワシントン D.C.（wdc）の間に 1つ

•ワシントン D.C.（wdc）とニューヨーク市（nyc）の間に 1つ

•ニューヨーク市（nyc）とシカゴ（chi）の間に 1つ

•ニューヨーク市（nyc）とボストン（bos）の間に 1つ

Figure 51:キャパシティを増やすための並列回路の追加

最適化レポートの分析
キャパシティプランニング最適化ツールを実行するたびに、レポートが自動的に生成されま

す。この情報には、[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート
（Generatedreports）]の順に選択し、右側のパネルで [キャパシティプランニング最適化（Capacity
Planning Optimization）]リンクをクリックすることで、いつでもアクセスできます。以前のレ
ポートは新しいレポートに置き換わることに注意してください。

[サマリー（Summary）]タブでは、有用なメトリックを一目で確認できます。次の項目に関す
る詳細情報が提供されます。

•最適化に使用される入力パラメータ

•最適化の結果として追加されたキャパシティの総量

•新しい隣接関係の数
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•アップグレードされた回線の数

•新しい回線の数

•新しいポートの数

•新しいポート回線の数

[キャパシティアップグレード（Capacity Upgrades）]タブには、オプティマイザが回線をアッ
プグレードした方法の詳細が表示されます。
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第 11 章

IGPルーティングプロトコルのシミュレー
ション

この章では、IGPをシミュレートするためのオプションについて説明します。Cisco Crosswork
Planningは、IS-IS、OSPF、および EIGRPをシミュレートできることに加えて、IS-ISおよび
OSPF IGPのマルチトポロジルーティングをサポートしています。

ここでは、次の内容について説明します。

• IGPプロセス ID, on page 175
• OSPFと IS-IS, on page 177
• EIGRP, on page 179
• IGPマルチパスのシミュレーション, on page 180
• ABRノードの除外（181ページ）
• IGPシミュレーションの構成, on page 181
•マルチトポロジルーティングのシミュレーション, on page 182

IGPプロセス ID
IGPプロセス IDは、ルータで実行されている同じ IGPの複数のインスタンスを区別するため
に使用されます。これにより、同じルータ内で異なる目的のために個別の IGP設定を持つこと
ができます。

Cisco Crosswork Planningでは、IGPプロトコルに IGPプロセス IDを指定できます。また、各
インターフェイスは IGPプロセス IDに関連付けることができます。

IGPプロセス IDの構成
IGPプロセス IDを作成、削除、または編集するには、次の手順を実行します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [編集（Edit）] > [IGPプロセスプロトコル（IGP process
protocols）]の順に選択します。

[IGPプロセスプロトコル（IGP process protocols）]ページが開きます。

ステップ 3 IGPプロセス IDの構成。

図 52 : IGPプロセス IDの構成

a) IGPプロセス IDを作成するには、 をクリックし、名前を入力して、必要な IGPプロトコルを選択
します。[保存（Save）]をクリックして IGPプロセス IDを保存します。

b) IGPプロセス IDを編集するには、編集する IGPプロセス IDの [編集（Edit）]ボタンをクリックしま
す。値を更新し、[保存（Save）]をクリックします。

c) IGPプロセス IDを削除するには、削除する IGPプロセス IDを選択して、 をクリックするか [削除
（Delete）]ボタンを使用します。

インターフェイスを IGPプロセス IDと関連付け
各インターフェイスを IGPプロセス IDに関連付けるには、次の手順を実行します。

手順

ステップ 1 [インターフェイス（Interfaces）]テーブルから、IGPプロセス IDを追加する 1つ以上のインターフェイス
を選択します。

ステップ 2 をクリックし、[詳細（Advanced）]タブをクリックします。

（注）

単一のインターフェイスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプション
を使用することもできます。
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ステップ 3 [IGP]パネルで、[IGPプロセスID（IGP process ID）]フィールドに値を入力します。

ステップ 4 [保存（Save）]をクリックします。

OSPFと IS-IS
OSPFと IS-ISのシミュレーションは、次の点を除いて同じです。

• OSPFルーティングは、OSPFエリアを使用します（指定されている場合）。デフォルト
では、すべてのインターフェイスにエリアゼロが割り当てられます。

• IS-ISルーティングは、IS-ISレベルを使用します（指定されている場合）。デフォルトで
は、すべてのインターフェイスがレベル2に設定されます。インターフェイスは、レベル
1、レベル2、またはその両方に属することができます。両方の場合は、レベル1の代替メ
トリックも指定できます。

OSPFエリアシミュレーション
OSPFエリアメンバーシップは、インターフェイスごとに指定できます。この説明については、
OSPFエリアメンバーシップの設定, on page 177を参照してください。

各回線の2つのインターフェイスは、同じエリアに属している必要があります。エリア名には
任意の文字列を使用できます。エリアゼロ（バックボーンエリア）は、「0」、「0.0.0.0」、ま
たは空の文字列で示す必要があります。Cisco Crosswork Planningは、エリアがバックボーンか
らリンクステートアドバタイズメント（LSA）をインポートする OSPFエリアルーティング
設定をシミュレートします。送信元ノードから異なるエリアの接続先ノードへのデマンドは、

送信元エリアを通過してエリアゼロに直接到達し、そこから接続先エリアに直接到達すること

ができる場合にのみルーティングされます。

デフォルトでは、1つのASに含まれるすべてのノードが、1つのOSPFエリアに属していると
見なされます。ノードは、次のようにエリアに割り当てられます。

• OSPFエリアがインターフェイスに定義されていない場合、すべてのノードが同じエリア
にあると見なされます。

•各インターフェイスは、1つの OSPFエリアにのみ割り当てることができます。各ノード
は、1つ以上のエリアに割り当てることができます。

•ノードのインターフェイスがOSPFエリア内にある場合、そのノードはそのエリアに割り
当てられます。

•エリア境界ルータ（ABR）は、エリアゼロと他の OSPFエリアの両方に属するノードで
す。

OSPFエリアメンバーシップの設定

OSPFエリアメンバーシップを指定するには、次の手順を実行します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイス（Interfaces）]テー
ブルから 1つ以上のインターフェイスを選択します。

ステップ 3 をクリックします。

Note
単一のインターフェイスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプション
を使用することもできます。

ステップ 4 [詳細（Advanced）]タブをクリックします。

ステップ 5 [IGP]パネルで、[OSPFエリア（OSPF area）]フィールドに必要な値を入力します。

ステップ 6 [保存（Save）]をクリックします。

IS-ISマルチレベルシミュレーション
デフォルトでは、IS-ISインターフェイスはレベル 2に割り当てられますが、それらをレベル
1に、またはレベル 1と 2の両方に割り当てることができます。この説明については、IS-ISマ
ルチレベルシミュレーションの設定, on page 179を参照してください。

• IGPメトリックにより、レベル 1、レベル 2、またはレベル 1とレベル 2の両方（これら
のメトリックが等しい場合）のインターフェイスについて、レベル1メトリックが定義さ
れます。ただし、レベル 1メトリックは変更できます。

•インターフェイスがレベル 1とレベル 2の両方に割り当てられており、それらのメトリッ
クが等しくない場合は、IGPメトリックによってレベル 2メトリックが定義され、レベル
1メトリックによってレベル 1メトリックが定義されます。

IS-ISレベルは [インターフェイス（Interfaces）]テーブルの [ISISレベル（ISIS level）]列に表
示され、レベル 1メトリックは [メトリックISISレベル1（Metric ISIS level 1）]列に表示されま
す。

デフォルトでは、1つの ASに含まれるすべてのノードは、1つの IS-ISレベルに属していると
見なされます。ノードは、次のようにレベルに割り当てられます。

•各ノードは、1つ以上のレベルに割り当てることができます。

• 2つのレベル 1ノード間のルート（通常動作時）がレベル 2ノードを通過する場合、それ
らのレベル 1ノードは異なるエリアに配置されます。

•レベル 2のインターフェイスが少なくとも 1つある場合、またはレベル 1とレベル 2の両
方がある場合、ノードは、単一のレベル 2エリアに割り当てられます。
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•いずれかのインターフェイスがレベル 1である場合、またはレベル 1とレベル 2の両方で
ある場合、ノードは、複数存在する可能性のあるレベル1エリアのいずれかに割り当てら
れます。

• ABRは、レベル 2エリアと別の IS-ISエリアの両方に属するノードです。

IS-ISマルチレベルシミュレーションの設定

IGPメトリック、IS-ISレベル、およびレベル1メトリックを設定するには、次の手順を実行し
ます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイス（Interfaces）]テー
ブルから 1つ以上のインターフェイスを選択します。

ステップ 3 をクリックします。

Note
単一のインターフェイスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプション
を使用することもできます。

ステップ 4 IGPメトリックを設定するために、[IGPメトリック（IGP metric）]フィールドにその値を入力します。

ステップ 5 IS-ISマルチレベルシミュレーションを設定するために、[詳細（Advanced）]タブをクリックします。

[IGP]パネルで、次の手順を実行します。

a) [IGPプロセスID（IGP process ID）]を入力します。
b) [IS-ISレベル（IS-IS level）]ドロップダウンリストからレベルを選択します。
c) [レベル1メトリック（Level 1 metric）]フィールドにメトリック値を入力します。

ステップ 6 [保存（Save）]をクリックします。

EIGRP
EIGRPルーティングが選択されている場合、各インターフェイスの IGPメトリック値は使用さ
れません。代わりに、EIGRPは、次の式を使用して、ノードから接続先サブネットまでの総
フィージブルディスタンス（総コスト）を導出します。

path metric to destination = (10,000/(bandwidth) + (delay) * 256
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•「bandwidth」は、パスに沿ったインターフェイスの最小 [キャパシティ（Capacity）]値で
す。これはMbps単位です。インターフェイスごとに、[キャパシティ（Capacity）]値がな
い場合は代わりに [シミュレートされたキャパシティ（CapacitySim）]値が使用されます。

•「delay」は、インターフェイス遅延の合計（10マイクロ秒単位）です。これは、EIGRP
遅延値の合計を 10で割ることによって計算されます。

この遅延は、インターフェイスの [編集（Edit）]ウィンドウの [EIGRP遅延（EIGRP delay）]
フィールドで設定できます。ここでの値はマイクロ秒単位です。

EIGRP遅延が設定されていない場合、Cisco Crosswork Planningは、前の計算で遅延として 10
を使用します。これは、「10マイクロ秒単位」の10を意味します。たとえば、8つのインター
フェイスがあり、それぞれのEIGRP遅延の値が15の場合、計算で使用される遅延は（8x15）/
10 = 120 / 10 = 12になります。

デマンドによって [パスメトリック（Pathmetric）]列に、そのデマンドが通過するパスのEIGRP
パスメトリックが表示されます。

IGPマルチパスのシミュレーション
デフォルトでは、デマンドは、等距離のルートから接続先までのすべてのパス間で均等に分割

され、ECMPの制限はありません。

ECMPパスの最大数を指定できます。この場合、ルータを通過するデマンドは、この最大ECMP
値まで、使用可能なパス全体に分散されます。パスは、最小ネクストホップ IPアドレスによっ
て選択されます。これは、IGPのインターフェイス IPアドレスまたは LSPの接続先 IPアドレ
スです。IPアドレスのないパスは最後に選択されます。

ECMPの構成には、次の作業を行います。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [プロトコル（Protocols）]タブをクリックします。

ステップ 4 [IGP]セクションで、[最大ECMPパス（Max ECMP paths）]フィールドに ECMPの最大数を入力します。0
（ゼロ）は、制限がないことを意味します。

ステップ 5 [保存（Save）]をクリックします。
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ABRノードの除外
ドメインに出入りするときにノードを除外するには、次の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、 [アクション（Actions）] > [編集（Edit）] > [ノード ABR除外（Node ABR exclusions）]
を選択します。

[ノードABR除外（Node ABR exclusions）]ページが開きます。[ノード（Node）]列には、Aおよび Zエン
ドが表示されます。[ノードの除外（Exclude node）]列には、除外されるノードが表示されます。

ステップ 3 除外する必要があるノードを追加するには、次の手順を実行します。

a) をクリックします。

b) [ノード（Node）]セクションと [ノードの除外（Exclude node）]セクションで、ノードの詳細情報と除
外する必要があるノードをそれぞれ指定します。

c) [保存（Save）]をクリックします。

ステップ 4 ABRノードを削除するには、次の手順を実行します。

a) 削除する行を選択します。

b) をクリックします。

IGPシミュレーションの構成
IGPシミュレーションの構成には、次の作業を行います。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [プロトコル（Protocols）]タブをクリックします。

ステップ 4 [IGP]セクションの [プロトコル（Protocol）]ドロップダウンリストで適切なプロトコルを選択します。
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ステップ 5 [Simulation]タブをクリックします。

ステップ 6 [IGPプロセス全体でルートを再配布（Redistribute routes across IGP process）]のオプションを選択します。

オプションは次のとおりです。

• [IGP再配布なし（No IGP redistribution）]

• [最短出口（Shortest exit）]

• [最短パス（Shortest path）]

ステップ 7 [複数のIGPABR（Multiple IGPABRs）]オプションは、デフォルトでは無効になっています。このオプショ
ンは、BGPID、IPアドレス、およびホスト名にそれぞれ基づいてECMPパスにタイブレーカーを適用する
場合に役立ちます。

ステップ 8 [保存（Save）]をクリックします。

マルチトポロジルーティングのシミュレーション
Cisco Crosswork Planningは、マルチトポロジルーティングのシミュレーションをサポートして
います。インターフェイスは、1つ以上の IGPに割り当てることができます。デマンドおよび
LSPは、特定の IGPに割り当てることができ、その IGPに属するインターフェイスを介しての
みルーティングされます。このマルチトポロジシミュレーションでは、次のルールが使用され

ます。

•あるインターフェイスが複数のトポロジに共通である場合、そのインターフェイスのすべ
ての IGPプロパティ（メトリックを含む）は、両方のトポロジで同じである必要がありま
す。

• IGPは、同じタイプ（OSPFや IS-ISなど）として定義する必要があります。これは、OSPF
トポロジまたは IS-ISトポロジのいずれかが複数のエリアを使用しない限り、実際には制
限ではありません。

•特定のトポロジを使用して定義されるデマンドおよびLSPは、そのトポロジに属する回線
を介してのみルーティングできます。あるトポロジに回線のいずれかのインターフェイス

が属する場合、回線はそのトポロジに属します。

•トポロジが定義されていないデマンドおよびLSPには、ルーティングに関する制限はあり
ません。これらは、すべてのインターフェイスが属するデフォルトのトポロジを使用して

ルーティングされます。

トポロジの構成

トポロジを作成、名前変更、または削除するには、次の手順を実行します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、 [アクション（Actions）] > [編集（Edit）] > [トポロジ（Topologies）]を選択します。[ト
ポロジ（Topologys）]ページが開きます。

ステップ 3 新しいトポロジを作成するには、次の手順を実行します。

a) をクリックします。

b) トポロジ名を入力します。
c) [保存（Save）]ボタンをクリックします。

ステップ 4 トポロジを削除するには、次の手順を実行します。

a) 削除するトポロジを含む行を選択します。

b) 選択した行の [削除（Delete）]ボタンをクリックするか、 をクリックします。

オブジェクトにトポロジを追加

デマンドまたはLSPをトポロジに関連付けるには、次の手順を実行します。トポロジを関連付
けたら、それぞれのテーブルで [トポロジ（Topology）]列を表示（[テーブル列の表示/非表示

（Show/hide table columns）]アイコン（ ）を使用）することで、それらを確認できます。

Before you begin

トポロジを作成します。詳細は、を参照してください。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、1つ以上のデマンドまたは LSPを、
それぞれのテーブルから選択します。

ステップ 3 をクリックします。

ステップ 4 次のようにして、目的の 1つまたは複数のトポロジを選択します。

a) [トポロジ（Topology）]ドロップダウンリストから、目的のトポロジを選択します。1つのトポロジを
各デマンドまたは LSPに関連付けることができます。

LSPの場合、このドロップダウンは [詳細（Advanced）]タブにあります。

b) [保存（Save）]をクリックします。
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LSPメッシュの作成時に、[トポロジ（Topology）]ドロップダウンリストから選択することで、LSPメッ
シュにトポロジを追加することもできます。
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第 12 章

BGPルーティングのシミュレーション

この章では、Cisco Crosswork Planningがマルチ ASネットワークをモデル化し、基本的な BGP
ルーティングをシミュレートする方法について説明します。Cisco Crosswork Planningは、BGP
ルーティング設定（ローカルプリファレンス、MEDなど）を直接エミュレートしません。代
わりに、サービスプロバイダー向けの標準的な顧客、中継、および決済不要の取り決めなど、

一般的なピアリングポリシーの大まかなモデリングを提供します。このモデルにより、ピアリ

ングのロケーションと基本的なポリシーのバリエーションの影響を迅速かつ簡単に評価できま

す。

さらに、「外部エンドポイント」をデマンドの送信元および接続先として使用して、これらの

大まかなモデルを、非常に複雑なポリシーベースのルーティング状況に拡張できます。デマン

ドと外部エンドポイントについては、デマンドを使用した送信元から接続先へのトラフィック

フローのシミュレーション（95ページ）および外部エンドポイントを使用した高度なルーティ
ングのシミュレーション（229ページ）を参照してください。

ここでは、次の内容について説明します。

•内部および外部 ASタイプ, on page 185
• ASの設定, on page 186
• AS間のデマンドのルーティング, on page 189
• BGPルーティングの詳細の把握, on page 193
• BGPルーティング, on page 195

内部および外部 ASタイプ
マルチ ASネットワークをモデル化するために、各ノードに ASが割り当てられ、各 ASは [内
部（internal）]または [外部（external）]として定義されます。Cisco Crosswork Planning内の一
般的なマルチ ASモデルは、次の要素で構成されています。

•ネットワークの完全なトポロジを表す単一の内部 AS。

•隣接する外部 ASの個々のピアリングノード。

•内部 ASを外部 ASのノードに接続するピアリング回線。
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一般に、ネットワークモデルには多数の外部 ASが含まれますが、通常、内部 ASは 1つまた
は少数のみです。外部 ASに含まれるすべてのノードは、一般に同じサイトに配置されます
が、任意のサイトに配置することが可能です。

ASNとそれらのタイプは [ASのプロパティ（ASProperties）]ウィンドウで定義され、[AS]テー
ブルに一覧表示されます。ノードは、[ノードのプロパティ（Node Properties）]ウィンドウで
ASに割り当てられます。

ASの設定

ASの作成
空の ASを作成するには、次の手順を実行します。ASを作成した後も、それにノードを関連
付け、この ASと他の ASの間の関係を作成する必要があります。ノードと ASの関連付け, on
page 187およびASルーティングポリシーの編集, on page 188を参照してください。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [AS]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[AS]タブの をクリックします。

[AS]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テーブルの表示/非表示

（Show/hide tables）]アイコン（ ）をクリックし、[AS]チェックボックスをオンにします。

ステップ 3 次の ASのプロパティを設定します。

• [ASN]：AS番号。番号または名前のテキスト文字列です。

• [名前（Name）]：AS名。

• [タイプ（Type）]：内部 ASには完全なトポロジがあります。外部 ASには、ボーダーノードと仮想
ノードだけのコラプストトポロジがあります。

• [外部メッシュ（Externalmesh）]：デマンドメッシュを作成する場合、このオプションはCiscoCrosswork
Planningに、外部メッシュを作成するかどうかを指示します。一方または両方の ASが [含める
（Include）]に設定されている場合、Cisco Crosswork Planningは、外部 AS間にメッシュを作成します
（デフォルト）。両方が [除外（Exclude）]に設定されている場合、デマンドは作成されません。

• [IGPプロトコル（IGP protocol）]：ドロップダウンから [OSPF]、[ISIS]、または [EIGRP]を選択しま
す。
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• [説明（Description）]：ASの説明のテキスト。

ステップ 4 [送信（Submit）]をクリックして ASを作成します。

ステップ 5 ルーティングポリシーを変更するには、ASを選択し、 をクリックして、[AS関係（ASRelationships）]
タブを選択します（ASルーティングポリシーの編集, on page 188を参照）。

ノードと ASの関連付け
ノードを ASに関連付けるには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[ノード（Nodes）]テーブルから 1つ
以上のノードを選択します。

ステップ 3 をクリックします。

Note
単一のノードを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使用する
こともできます。

ステップ 4 [AS]ドロップダウンリストから、ノードを割り当てる ASを選択します。
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ステップ 5 [保存（Save）]をクリックします。

ASルーティングポリシーの編集
AS関係を作成するには、ルーティングポリシーを設定します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（NetworkSummary）]パネルで、[AS]テーブルからASを選択します。

ステップ 3 をクリックするか、[アクション（Actions）]列の > [編集（Edit）]オプションを使用します。

ステップ 4 [AS関係（AS Relationships）]タブをクリックします。

Figure 53: AS関係の編集

ステップ 5 設定する ASペアを選択します。関係の各方向に個別の行があるため、それらを個別に設定できます。
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ステップ 6 アイコンをクリックし、[ルーティングポリシー（Routing policy）]を [MEDを保持（Respect MEDs）]
または [最短出口（Shortest Exit）]に設定します。詳細については、AS間のデマンドのルーティング, on
page 189を参照してください。

ステップ 7 [Submit]をクリックします。

AS間のデマンドのルーティング

内部 AS間のルートの決定
単一の AS内でルーティングされるデマンドには、トラフィックの発信元および終端先とな
る、指定された送信元ノードと接続先ノードがあります。接続している 2つの内部 AS間で
ルーティングされるデマンドは、同じ方法（最初の ASの送信元ノードと 2番目の ASの接続
先ノードを使用）で指定されます。

AS内のCiscoCrossworkPlanningのルート（境界出口ポイントを送信元または接続先とするルー
ト）は、IGPプロトコルによって決定されます。境界出口ポイントの選択は、ルーティングポ
リシーによってモデル化されます。ルーティングポリシーは、[最短出口（ShortestExit）]また
は [MEDを保持（RespectMEDs）]のいずれかに設定されます。このプロパティは、[AS関係の
編集（Edit AS Relationships）]ウィンドウで設定されます。このウィンドウには、[ASの編集
（Edit AS）]ウィンドウからアクセスできます。

• [最短出口（ShortestExit）]：送信元ASの IGP内で、送信元ノードに最も近い境界出口ノー
ドが選択されます。同じである場合は、最小のBGPIDを持つ出口ノードが使用されます。

• [MEDを保持（Respect MEDs）]：接続先 ASの IGP内で、接続先ノードに最も近い境界出
口ノードが選択されます。同じである場合は、最小の BGP IDを持つ出口ノードが選択さ
れます。
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外部 ASと内部 AS間のルートの決定
Table 11:一般的な ASルーティング設定, on page 190に、2つの AS間で双方向のトラフィック
にルーティングポリシーの異なる組み合わせを適用することによって構築できる一般的なルー

ティング設定を示します。

•ピア関係では、両方向のルーティングは最短出口です。つまり、それぞれが独自の境界出
口ポイントを制御します。

•顧客関係では、顧客が両方向のトラフィックの境界出口ポイントを決定します。

•中継関係では、中継 ASが内部 ASに有料の中継を提供するため、内部 ASがすべての境
界出口ポイントを決定します。

Table 11:一般的な ASルーティング設定

ポリシーの適用元ポリシーの適用先[タイプ（Type）]

[最短出口（Shortest Exit）][最短出口（Shortest Exit）]ピア

[最短出口（Shortest Exit）][MEDを保持（Respect
MEDs）]

顧客

[MEDを保持（RespectMEDs）][最短出口（Shortest Exit）]中継

AS内でルーティングされるトラフィックと同様に、AS間でルーティングされるトラフィック
はデマンドによって表されます。ただし、外部 ASとの間のデマンドの場合は、外部 ASがデ
マンドの送信元または接続先として定義されます。必要に応じて、内部 ASのトラフィックの
送信元または接続先となる、外部 ASの特定のノードも指定されます。

外部 AS内のノード間のフェールオーバーをモデル化できます。たとえば、トラフィックの送
信元が外部 ASである場合、通常動作時に内部 ASへのトラフィックの送信元となるピアリン
グ回線で障害が発生すると、トラフィックは、同じ外部 ASに含まれる別のインターフェイス
またはピアリングノードから内部ASに送信されます。[デマンド（Demands）]テーブルでは、
送信元と接続先が次のように表されます。

AS{<ASN>}:if{node_name|interface_name}

例：AS{33287}:if{cr01.newyork.ny|POS3/7/0/0}

デマンドの送信元と接続先の詳細については、デマンドを使用した送信元から接続先へのトラ

フィックフローのシミュレーション, on page 95を参照してください。

ルーティングを制御するASは、使用するピアリングノードを選択します。内部ASがルーティ
ングを制御する場合、内部 ASのトポロジが既知であるため、ピアリングノードへのルーティ
ングをシミュレートできます。ただし、外部 ASのトポロジに関して Cisco Crosswork Planning
が持つ情報は限られているため、外部 ASがルーティングを制御する場合、トラフィックが出
口ポイント間でどのように分散されるかは予測できません。
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ルーティングを制御する ASは、ASタイプ、デマンドの方向、およびルーティングポリシー
のプロパティによって決まります（Table 12:ルーティングを制御するASの決定, on page 191を
参照）。

Table 12:ルーティングを制御する ASの決定

ルーティングを制御するASルーティングポリシー方向

内線[MEDを保持（RespectMEDs）]外部ASから内部ASへ（入力）

外部[最短出口（Shortest Exit）]

外部[MEDを保持（RespectMEDs）]内部ASから外部ASへ（出力）

内線[最短出口（Shortest Exit）]

2つの ASは、各方向で 2つのルーティングポリシーのどちらを選択するかに応じて、4つの
異なるルーティング関係のいずれかになります（Table13:ルーティングポリシーとルーティン
グ制御の影響 , on page 192）。

•外部 ASが制御し、そのトポロジに関する情報がない場合に、トラフィックが外部 ASに
ルーティングされると、内部 ASの送信元から（または別の外部 ASから）一連のデマン
ドが作成され、それぞれの宛先が外部 ASに含まれるいずれかの境界ノードに設定されま
す。このようにして、出口ポイント間のトラフィックの分割をモデル化できます。

•内部 ASが制御する場合に、トラフィックが外部 ASにルーティングされると、送信元か
らAS自体への単一のデマンドが作成されます。CiscoCrossworkPlanningのシミュレーショ
ンでは、送信元に基づいて、この単一のデマンドの適切な出口ポイントが判定されます。

•外部 ASが制御する場合、トラフィックが外部 ASからルーティングされると、外部 AS
の各ノードから内部 ASの各ノードへのデマンドが作成されます。

•内部 ASが制御する場合、外部 ASからトラフィックがルーティングされると、外部 AS
を送信元として使用して内部 ASの各ノードへのデマンドが作成されます。デマンドは、
接続先ノードに到達するためのトポロジとメトリックコストに応じて、外部 ASの 1つ以
上のノードから発信されます。たとえば、外部 ASから特定のノードへの単一のデマンド
は、外部 ASに含まれる 2つの異なるノードから送信されます（それぞれがデマンドトラ
フィックの 50%を伝送）。
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Table 13:ルーティングポリシーとルーティング制御の影響

デマンド数リモート ASのデマンド送信
元または接続先エンドポイン

ト

ルーティングを制

御する AS
ルーティングポリシー方向

1つだけ外部 AS全体内線[MEDを保持（RespectMEDs）]外部 ASから内
部 ASへ（入
力） ノードごとに1つボーダーノード外部[最短出口（Shortest Exit）]

ノードごとに1つボーダーノード外部[MEDを保持（RespectMEDs）]内部 ASから外
部 ASへ（出
力） 1つだけ外部 AS全体内線[最短出口（Shortest Exit）]

外部メッシュの設定

外部メッシュは、[タイプ（Type）]プロパティが [外部（external）]である 2つ以上の外部 AS
で構成されます。内部ASは通常、一部の外部ASに対する BGPルートのアドバタイズメント
を他の外部 ASに制限します。たとえば、中継ネットワークを介して到達可能な接続先はピア
にアドバタイズされず、その逆も同様です。Cisco Crosswork Planningでは、これらの制限は、
2つの外部 AS間にデマンドがないことによって表されます。

各 ASには [外部メッシュ（External mesh）]と呼ばれるプロパティがあり、Cisco Crosswork
Planningは、デマンドメッシュをプランに挿入するときにこれを使用します。外部 ASのデマ
ンドは、一方または両方の ASに [含める（include）]に設定された [外部メッシュ（External
mesh）]がある場合にのみ作成されます。両方の ASが [除外（exclude）]に設定されている場
合、外部ASのデマンドは作成されません。たとえば、Figure54:外部メッシュ制御, onpage193
では、ピア ASと中継 ASの両方が [除外（Exclude）]に設定されるため、これらの AS間でデ
マンドは作成されません。他のすべての外部 ASデマンドは、デマンドメッシュに含まれま
す。Table 14:一般的な AS関係の外部メッシュ設定, on page 192は、一般的な AS関係の外部
メッシュ設定を示しています。

外部メッシュのプロパティは、[ASの編集（Edit AS）]ウィンドウで設定されます。

Table 14:一般的な AS関係の外部メッシュ設定

結果外部メッシュ設定関

係

顧客との間でのみ許可されるデマンド[除外（Exclude）]ピ

ア

すべての外部ASとの間で許可されるデマンド[含める（Include）]顧

客

顧客との間でのみ許可されるデマンド[除外（Exclude）]中

継
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内部ASの場合、[外部メッシュ（Externalmesh）]プロパティは無視されます。より複雑なルー
トアドバタイズメントポリシーは、これらの単純な外部メッシュ設定では表すことができま

せん。この場合、デマンドメッシュの作成は、複数の手順で（多くの場合、スクリプトを使用

して）実行する必要があります。

Figure 54:外部メッシュ制御

BGPルーティングの詳細の把握

BGPマルチホップ
CiscoCrosswork Planningでは、BGPマルチホップが検出されると、必要に応じてBGP疑似ノー
ドが自動的に構築されます。

Cisco Crosswork Planningは、たとえば eBGPを介して内部 ASのノードに直接接続されている
外部 ASのノードをモデル化します。1つの例外は、ノードの [タイプ（Type）]プロパティを
[psn]（疑似ノード）に設定（たとえば、ピアリング交換で発生する可能性がある）すること
で、BGPマルチホップをモデル化できることです。この疑似ノードで、複数の外部ASノード
を同じ内部 ASノードに接続するスイッチを表すことができます。この場合、複数の外部 AS
ノードが回線によってBGP擬似ノードに接続され、このノードは内部ASのノードに接続され
ます。

いずれの場合も、並列ボーダー回線をまたがる eBGPマルチパスが想定されます。Note
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BGPロードバランシング
外部 ASへの BGPロードバランシングは、eBGPマルチパスまたは eBGPマルチホップを使用
します。Cisco Crosswork Planningは、これらの 2つの eBGPロードバランシング設計を同じ方
法でモデル化しますが、UIではマルチパスとしてのみ識別されます。BGPマルチパスオプショ
ンは、デフォルトでは無効になっています。

BGPマルチパスオプションをグローバルに設定するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、 > [編集（Edit）]、 > [ネットワークオ
プション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [プロトコル（Protocols）]タブをクリックします。

ステップ 4 [BGP]セクションで、有効にする BGPマルチパスオプションごとに、ドロップダウンリストから [有効
（Enabled）]を選択します。デフォルトでは、これらのオプションはすべて無効になっています。

• EBGPマルチパス：内部 AS内の eBGPマルチパスをオンにします。内部 ASを介した外部 ASへのデ
マンドルーティングは、等コスト BGP出口ルートを持つ外部ルート間で分割されます。

• [eBGPマルチパス着信（EBGP multipath incoming）]：すべての外部 ASの eBGPマルチパスをオンにし
ます。外部 ASから内部 ASへのデマンドルーティングは、等コスト BGP出口ルートを持つ外部ルー
ト間で分割されます。

• IBGPマルチパス：内部AS内の iBGPマルチパスをオンにします。内部ASを介した外部ASへのデマ
ンドルーティングは、等コスト BGP出口ルートへの内部パス間で分割されます。

ステップ 5 [保存（Save）]をクリックします。

BGPネクストホップ
ネットワークには、パス選択で使用される BGPネクストホップ IGPメトリックに関する 2つ
の一般的な設定があります。一つは、iBGPピアでネクストホップセルフを設定することです
（ネクストホップセルフ =オン）。もう一つは、eBGPインターフェイスで IGPメトリックを
設定するとともに、インターフェイスをパッシブ IGPインターフェイスに設定することでイン
ターフェイスプレフィックスを IGPデータベースに挿入することです（ネクストホップセル
フ =オフ）。

Cisco Crosswork Planningには明示的なネクストホップセルフ設定がないため、ネクストホップ
セルフがオフであるかのようにパスをシミュレートします。つまり、出力ピアリングインター
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フェイスの IGPメトリックは、ピアリングルータまでの IGP距離に含まれ、iBGPパス選択で
使用されます。ただし、外部 ASへのネクストホップセルフは、その外部 ASへのすべての出
力インターフェイスのメトリックを 0に設定することで効果的にシミュレートできます。IGP
メトリックは、[インターフェイスの編集（Edit Interface）]ウィンドウまたは [回線の編集（Edit
Circuit）]ウィンドウで設定できます。

BGPルーティング
Cisco Crosswork Planningのすべてのシミュレーションと同様に、ASルーティングはデマンド
を使用します。特定の障害シナリオおよびトラフィックレベルの IPシミュレーションでは、
次の手順が実行されます。

Procedure

ステップ 1 デマンドが、確立された LSP（該当する場合）と、指定された障害シナリオを前提として指定された IGP
プロトコルを使用してルーティングされます。

ステップ 2 インターフェイス使用率が、指定されたトラフィックレベルを使用してデマンドトラフィックから計算さ
れます。

Cisco Crosswork Planningでは、デマンドが存在しない場合でも、選択したノード間でルートを計算できま
す。この場合、最初の手順のみが適用されます。

BGPデマンドは、外部 AS間でフェールオーバーしません。つまり、外部 ASとの間で送受信されるすべ
てのトラフィックは、外部 ASへのピアリングが失敗した場合でも同じように動作します。外部エンドポ
イントを使用してこのデフォルトの動作を変更することにより、トラフィックがネットワークに出入りす

る特定の外部ASノードをシミュレートしたり、1つのトラフィック送信元または接続先がダウンした場合
でも別の外部 ASノードからトラフィックが送信されたりトラフィックがそれらに配信されることを可能
にするために優先順位を設定することができます。
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第 13 章

Quality of Service（QoS）のシミュレーショ
ン

Quality of Service（QoS）は、重要なアプリケーションの高品質パフォーマンスを保証する手段
です。この概念は、一部のユーザーおよびサービスの要件が他のものよりも重要であるために

一部のトラフィックには優先的な処理が必要になるというものです。

CiscoCrosswork PlanningのQoS機能を使用すると、ネットワークを事後的に拡張したり、オー
バープロビジョニングすることなく、サービスレベルを確実に満たすことができます。QoS機
能は、区分されていないトラフィック、サービスクラス、およびインターフェイスキューに使

用できます。

•区分されていないトラフィック：インターフェイス上の集約トラフィック。

•サービスクラス：Cisco Crosswork Planningによって検出されないトラフィックのユーザー
定義の分類。たとえば、音声、ビデオ、データなどです。サービスクラスは、ネットワー

ク全体に適用されます。

•キュー：稼働中のネットワークでは、トラフィックは、概念回線（キュー）で待機し、
QoSパラメータに従ってキュー単位でインターフェイスを介して転送されます。同様に、
Cisco Crosswork Planningでは、各キューに一連のユーザー定義の QoSパラメータ（イン
ターフェイスキューのプロパティ）があり、これらのキューに優先順位を付ける方法と、

キューが伝送するトラフィックのパーセンテージが指定されます。インターフェイスに

は、Cisco Crosswork Planningによって検出可能なキューが 0個以上含まれています。手動
で作成および設定することもできます。キューごとのトラフィックも検出されます。

ここでは、次の内容について説明します。

• QoS要件, on page 198
• QoS境界値および QoS違反, on page 199
•キューおよびサービスクラス情報の表示, on page 206
• QoS境界値および QoS違反の表示, on page 207
•キューの作成（208ページ）
•サービスクラスの作成（209ページ）
•インターフェイスポリシーグループの作成, on page 211
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•サービスクラスポリシーの作成または編集（211ページ）
• QoS設定のグローバル適用（213ページ）

QoS要件
Cisco Crosswork Planningでは、QoS要件は、ポリシーとインターフェイスキュープロパティ
によって定義されます。

•ポリシー：サービスクラスまたは区分されていないトラフィックのいずれかで使用できる
トラフィックキャパシティの最大パーセンテージ。通常動作時用とワーストケースシナリ

オ用の2つのポリシーがあります。サービスクラスに設定されたポリシーは、他のサービ
スクラスの QoS要件には影響しません。また、このパラメータは、稼働中のネットワー
クの動作には影響しません。

•インターフェイスキュープロパティ：稼働中のネットワークでのルーティング動作に影
響を与える設定済みパラメータ。CiscoCrossworkPlanningでは、インターフェイスキュー
プロパティは、優先順位、重み、およびポリシング制限です。これらのプロパティを設定

するには、インターフェイスプロパティの編集, on page 209を参照してください。

• [優先順位（Priority）]は、キューの優先順位を識別します。たとえば、優先順位 1
キューのトラフィックは、優先順位2キューのトラフィックよりも先にルーティング
されます。優先順位が等しいキューは、加重ラウンドロビン（WRR）計算に基づいて
キャパシティを均等に共有します。この動作は、重みおよびポリシング制限パラメー

タを使用して変更できます。優先順位の数に制限はありませんが、ほとんどのネット

ワークで使用されるのは3つまでです。デフォルトでは、キューに優先順位はありま
せん。

• [重み（Weight）]は、優先順位レベルが等しいキューに与えられる優先度のパーセン
テージです。これにより、ネットワークは、使用可能なリソース間で負荷を公平に分

散できます。たとえば、10 Gbpsが 2つの優先順位 1キューの 10GbEインターフェイ
スを通過している場合、デフォルトでは 5 Gbpsが各キューを通過します。ただし、
一方のキューの重みを75%に設定し、もう一方のキューの重みを25%に設定すると、
分散はそれぞれ 7 Gbpsと 2.5 Gbpsになります。デフォルトでは、すべてのキューの
重みは 100%です。

• [ポリシング制限（Police limit）]は、特定の優先順位レベルのキューで許可される使
用可能なキャパシティの最大パーセンテージです。これにより、優先順位の高いキュー

からのトラフィックが優先順位の低いキューを枯渇させることを防ぎます。たとえ

ば、インターフェイスが 20GbEで、優先順位 1キューのポリシング制限が 40%の場
合、8 Gbpsのインターフェイストラフィックのみがこのキューを通過できます。デ
フォルトでは、すべてのキューのポリシング制限は 100%です。この「枯渇」の例を
確認するには、ポリシーと QoS境界値の計算, on page 200の例を参照してください。
ここでは、優先順位の設定により、優先順位の低いキューがゼロトラフィックを受信

したことが示されています。

Cisco Crosswork Planning Design 7.1ユーザーガイド
198

ネットワークのシミュレーション

QoS要件



Figure 55: Policiesパラメータと interface queueパラメータ

QoS境界値および QoS違反
Cisco Crosswork Planningでは、QoSのパラメータが基準を満たしているか上回っているかを特
定する方法として、QoS境界と QoS違反の概念を使用します。これにより、ネットワーク全
体のサービス要件をより適切にプランニングできます。ポリシーとキューのプロパティによっ

て、QoS境界の計算が決定されます。次に、この計算により、違反があるかどうかが判断され
ます。

• QoS境界：これらのQoS要件に違反することなく使用できるインターフェイスの最大キャ
パシティ。ポリシーとインターフェイスの両方のキュープロパティに対して、個別のQoS
境界が計算されます。

以下に基づく計算QoS境界値対象

インターフェイスキューのプロパティの組み合わせ。または、

稼働中のネットワークで、検出されるキャパシティのパーセン

テージ。

インターフェイスキュー

ポリシー[サービスクラス
（Service class）]

次の 2つの計算結果のうち、小さい方が使用されます。

•サービスクラスのポリシー

•キューのキュープロパティ

キューにマッピングされ

たサービスクラス
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以下に基づく計算QoS境界値対象

ポリシー区分されていないトラ

フィック

[ネットワークサマリー（Network Summary）]テーブルでは、QoS境界情報を示す列は、
[測定されたQoS境界（QoS bound meas）]、[測定されたQoS境界（%）（QoS bound meas
(%)）]、[シミュレートされたQoS境界（QoS bound sim）]、および [シミュレートされた
QoS境界（%）（QoS bound sim (%)）]です。

QoS境界計算とは、トラフィックをそれ以上増加させることができなくなるまでキューの
トラフィックを増加させる方法を決定するために行われる一連の決定です。このキャパシ

ティ（またはトラフィックをこれ以上増加させることができない理由）は、QoSパラメー
タとトラフィック量の両方によって定義されます。たとえば、トラフィックがキューXに
到着すると、Cisco Crosswork Planningは、他のすべてのキューでトラフィックを固定し、
他のトラフィックによってブロックされるまでキューXのトラフィックを増加させる方法
を決定します。

フルキャパシティに達していないキューの場合、未使用のキューキャパシティは、他の

キューで使用可能になります。

• QoS違反：トラフィックの合計から、キューに許可されているキャパシティ（QoS境界）
を引いた値。ポリシーとインターフェイスキューのプロパティによって割り当てられた最

大 QoSキャパシティを超えると、違反が発生します。[QoS違反（QoS violation）]列に表
示される数値が正の場合、割り当てられたキャパシティを超えています。数値が負の場

合、割り当てられたキャパシティに達していません。

ポリシーと QoS境界値の計算
[優先順位（Priority）]、[重み（Weight）]、および [ポリシング制限（Police limit）]のインター
フェイスキュープロパティを介して他の QoSパラメータが設定されていない場合、QoS境界
はポリシーセットと同等です。

Table 15:ポリシーと QoS境界値の計算例

QoS違反（正の数 =違反）QoS境界値設定例

–1000 Mbps（–10%）

この数値は負であるため、

キャパシティ違反はありませ

ん。

6000 Mbps（60%）インターフェイスキャパシ

ティ = 10,000 Mbps

区分されていないトラフィッ

ク = 5000 Mbps

通常動作ポリシー = 60%
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QoS違反（正の数 =違反）QoS境界値設定例

2000 Mbps（20%）

この数値は正であるため、

キャパシティ違反がありま

す。

6000 Mbps（60%）インターフェイスキャパシ

ティ = 10,000 Mbps

区分されていないトラフィッ

ク = 8000 Mbps

通常動作ポリシー = 60%

音声 = –3000 Mbps（30%）

ビデオ = –4000 Mbps（40%）

音声 = 9000 Mbps（90%）

ビデオ = 6000 Mbps（60%）

インターフェイスキャパシ

ティ = 10,000 Mbps

音声トラフィック=6000Mbps

ビデオトラフィック = 2000
Mbps

音声通常動作ポリシー = 90%

ビデオ通常動作ポリシー=60%

インターフェイスキューのプロパティと QoS境界の計算
CiscoCrosswork Planningは、インターフェイスでの各キューのQoS境界を同時に計算します。
その際、Cisco Crosswork Planningは、インターフェイスキューのパラメータ（[優先順位
（Priority）]、[重み（Weight）]、[ポリシング制限（Police limit）]）と、インターフェイスの
すべてのキューについて測定またはシミュレートされたトラフィックを使用します。優先順位

は、常に最初に考慮されます。優先順位が等しいキューがある場合は、次に重みが適用されま

す。

•優先順位1キューは、使用可能なすべてのインターフェイスキャパシティを共有します。
重みとポリシング制限により、各優先順位 1キューが使用できる量（QoS境界）がさらに
調整されます。各優先順位 1キューは、QoS境界の制限まで、他の優先順位 1キューから
使用可能なキャパシティを借用できます。

•優先順位2キューで使用可能なキャパシティは、インターフェイスの合計キャパシティか
ら、優先順位1キューで消費されるすべてのキャパシティを引いた値です。その後、すべ
ての優先順位2キューに対してプロセスが再開されます。重みとポリシングの制限によっ
てQoS境界が決定され、優先順位2キューは、QoS境界で設定された制限まで相互にキャ
パシティを借用できます。

•このプロセスは、以降の優先順位レベルごとに継続されます。QoS境界外のトラフィック
は、インターフェイス上のすべてのトラフィックの中で最も優先順位が低くなります。

測定されたトラフィックを持つ検出されたネットワークでは、Cisco Crosswork PlanningのQoS
パラメータが設定されていない場合、QoS境界は、稼働中のネットワークが各キューに対して
持つキャパシティパーセンテージに基づきます。
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[プライオリティ（Priority）]

QoS境界にさらに影響するポリシーが設定されていない場合、キューの QoS境界は次のよう
に計算されます。

•優先順位 1の QoS境界 =インターフェイスキャパシティの 100%。

•優先順位 2の QoS境界 =合計インターフェイスキャパシティ -優先順位 1キューで消費
されるトラフィックの量。

•優先順位 3の QoS境界 =合計インターフェイスキャパシティ -（優先順位 1キュー +優
先順位 2キュー）で消費されるトラフィックの量。

•後続の各優先順位の QoS境界は、優先順位の高いすべてのキューによって消費されるト
ラフィックが合計インターフェイスキャパシティから引かれるという同じパターンに従い

ます。

Table 16:優先順位 QoS境界値の計算例

QoS境界値の計算QoS違反（正の数 =違
反）

QoS境界値設定例

EF=合計インターフェ
イスキャパシティ（唯

一の優先順位 1キュー
であるため）

BE=20,000（インター
フェイスキャパシ

ティ）– 6000（優先順
位の高いキューによっ

て消費される）

EF = –14,000 Mbps

BE = –11,000 Mbps

EF = 20,000 Mbps

BE = 14,000 Mbps
インターフェイスキャ

パシティ = 20,000
Mbps

EFトラフィック =
6000 Mbps、優先順位
= 1

BEトラフィック =
3000 Mbps、優先順位
は設定されていない

EF=合計インターフェ
イスキャパシティ（唯

一の優先順位 1キュー
であるため）

BE=10,000（インター
フェイスキャパシ

ティ）– 6000（優先順
位の高いキューによっ

て消費される）

EF = –4000 Mbps

BE = 1000 Mbps

EF = 10,000 Mbps

BE = 4000 Mbps
インターフェイスキャ

パシティ = 10,000
Mbps

EFトラフィック =
6000 Mbps、優先順位
= 1

BEトラフィック =
5000 Mbps、優先順位
= 2

重み

重みは、優先順位が等しいキューの転送優先順位を特定します。同じ優先順位のキューの重み

が合計で 100%にならない場合、重みは、合計が 100%になるように比例変換されます。
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Table 17:重み付け QoS境界値計算の例

QoS境界値の計算QoS違反（正の数 =違
反）

QoS境界値設定例

AF1 =優先順位 1
キューのキャパシティ

の半分（両方のキュー

の重みが等しいため）

AF2 = 5000（キャパシ
ティの半分）+ 2000
（未使用のAF1キャパ
シティ）

AF1 = –2000 Mbps

AF2 = –1000 Mbps

AF1 = 5000 Mbps

AF2 = 7000 Mbps
インターフェイスキャ

パシティ = 10,000
Mbps

AF1トラフィック =
3000 Mbps、優先順位
= 1、重み = 100%

AF2トラフィック =
6000 Mbps、優先順位
= 1、重み = 100%

AF1 =すべての優先順
位 1キューのキャパシ
ティの 60%

AF2 = 10,000（イン
ターフェイスキャパシ

ティ）– 5000（AF1
キューで消費）

AF1 = –1000 Mbps

AF2 = 1000 Mbps

AF1 = 6000 Mbps

AF2 = 5000 Mbps
インターフェイスキャ

パシティ = 10,000
Mbps

AF1 = 5000 Mbps、優
先順位 = 1、重み =
60%

AF2トラフィック =
6000 Mbps、優先順位
= 1、重み = 40%

ポリシング制限

優先順位 1キューにはインターフェイストラフィックが 100%存在するため、残りのキューが
枯渇します。このキューの枯渇を防ぐには、ポリシング制限を使用して、特定の優先順位レベ

ルで使用可能な最大パーセンテージを設定します。
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Table 18:ポリシング制限 QoS境界値の計算例

QoS境界値の計算QoS違反（正の数 =違
反）

QoS境界値設定例

EF=合計インターフェ
イスキャパシティの
50%

BE=10,000（インター
フェイスキャパシ

ティ）– 1000（EFに
よって消費されるキャ

パシティ）

EF = –4000 Mbps

BE = –7000 Mbps

EF = 5000 Mbps

BE = 9000 Mbps
インターフェイスキャ

パシティ = 10,000
Mbps

EFトラフィック =
1000 Mbps、優先順位
= 1、ポリシング制限
= 50%

BEトラフィック =
2000 Mbps、優先順位
= 2

EF=合計インターフェ
イスキャパシティの
5%

BE=10,000（インター
フェイスキャパシ

ティ）– 500（EFに
よって消費されるキャ

パシティ）

EF = 500 Mbps

BE = –7500 Mbps

F = 500 Mbps

BE = 9500 Mbps
インターフェイスキャ

パシティ = 10,000
Mbps

EFトラフィック =
1000 Mbps、優先順位
= 1、ポリシング制限
= 5%

BEトラフィック =
2000 Mbps、優先順位
= 2

EF=合計インターフェ
イスキャパシティの
20%

AF1 =（10,000 [イン
ターフェイスキャパシ

ティ] – 2000 [EFに
よって消費されるキャ

パシティ]）の 75%

AF2 = 10,000（イン
ターフェイスキャパシ

ティ）– 2000（EFに
よって消費されるキャ

パシティ）– 4000
（AF1によって消費さ
れるキャパシティ）

EF = 1000 Mbps

AF1 = –2000 Mbps

AF2 = –1500 Mbps

EF = 2000 Mbps

AF1 = 6000 Mbps

AF2 = 4000 Mbps

インターフェイスキャ

パシティ = 10,000
Mbps

EF = 3000 Mbps、優先
順位 = 1、ポリシング
制限 = 20%

AF1トラフィック =
4000 Mbps、優先順位
= 2、ポリシング制限
= 75%

AF2トラフィック =
2500 Mbps、優先順位
= 2、ポリシング制限
= 25%
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複数の QoSパラメータを使用したインターフェイス QoS境界の計算
Cisco Crosswork Planningは、優先順位、重み、およびポリシング制限の 3つのパラメータがす
べて設定されている場合、それらのすべてに基づいてインターフェイスキューの QoS境界を
計算します。

Table 19:複数の QoSパラメータを使用したインターフェイス QoS境界の計算の例

QoS境界値の計算QoS違反（正の数 =違
反）

QoS境界値設定例

EF=合計インターフェ
イスキャパシティの
20%

AF1 =次の 2つの値の
最大値。

•（10,000 [イン
ターフェイス

キャパシティ] –
2000 [EFによって
消費されるキャパ

シティ]）の 75%

• 8000（使用可能な
キャパシティ）-
2500（AF2トラ
フィック）

AF2 =次の 2つの値の
最大値。

•（10,000 [イン
ターフェイス

キャパシティ] –
2000 [EFによって
消費されるキャパ

シティ]）の 25%

• 8000（使用可能な
キャパシティ）-
4000（AF1トラ
フィック）

EF = 1000 Mbps

AF1 = –2000 Mbps

AF2 = –1500 Mbps

EF = 2000 Mbps

AF1 = 6000 Mbps

AF2 = 4000 Mbps

インターフェイスキャ

パシティ = 10,000
Mbps

EF = 3000 Mbps、優先
順位 = 1、ポリシング
制限 = 20%

AF1トラフィック =
4000 Mbps、優先順位
= 2、重み = 75%

AF2トラフィック =
2500 Mbps、優先順位
= 2、重み = 25%
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複数の QoSパラメータを使用したサービスクラス QoS境界値の計算
サービスクラスにポリシーがあり、それらがキューにマッピングされている場合、Cisco
Crosswork Planningは、両方の QoS境界を計算します。その後、Cisco Crosswork Planningは、
可能な限り厳密な方法で制限を適用するために、2つの値のうち小さい方を使用します。

例：

インターフェイスキャパシティ = 10,000 Mbps

サービスクラスの QoS境界 = 50%、または 5000 Mbps（ポリシーに基づく）

EFキューの QoS境界 = 7500 Mbps（優先順位、重み、およびポリシング制限のパラメータの
組み合わせに基づく）

ポリシー QoS境界計算の方が小さいため、このサービスクラスの QoS境界は 5000 Mbpsにな
ります。

キューおよびサービスクラス情報の表示
Table 20:キューおよびサービスクラス情報

表示または選択表示する内容

インターフェイスキューテーブルを表示します。可視化

ツールバーの [QoS]ドロップダウンリストでキューを選択
します。ネットワークプロットと[トラフィック計測（Traff
meas）]列と [トラフィックシミュレーション（Traff sim）]
列の両方では、選択したキュータイプに固有のデータが表

示されます。

キュー情報

[QoS]ドロップダウンリストでキュを選択します。ネット
ワークプロットと [トラフィック計測（Traff meas）]列と
[トラフィックシミュレーション（Traff sim）]列の両方で
は、選択したキュータイプに固有のデータが表示されま

す。

[インターフェイス（Interfaces）]
テーブルのキューごとのトラ

フィック

[デマンド（Demands）]テーブルの [サービスクラス
（Service class）]列を表示します。

サービスクラスのデマンド

[QoS]ドロップダウンリストでサービスクラスを選択しま
す。[インターフェイス（Interfaces）]テーブルのネットワー
クプロットと [トラフィック計測（Traff meas）]列と [ト
ラフィックシミュレーション（Traff sim）]列の両方では、
選択したサービスクラスに固有のデータが表示されます。

サービスクラスごとのトラフィッ

ク
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QoS境界値および QoS違反の表示
Table 21: QoS境界値およびQoS違反 , on page 207に、QoS境界計算の数値を表示するために使
用可能な列オプションを示します。VPNに関連する QoS値については、VPNのシミュレー
ション, on page 215を参照してください。

Table 21: QoS境界値および QoS違反

[インターフェイス（Interfaces）]、[回線
（Circuits）]、または [インターフェイス
キュー（Interface queues）]テーブルに表示
される列

表示する内容

測定されたトラフィック

[測定されたQoS境界（QoS bound meas）]通常動作時に QoS境界に違反するまでの最大キャパシティ

[測定されたQoS境界（%）（QoSboundmeas
(%)）]

合計インターフェイスキャパシティのパーセンテージとしての QoS境
界

[測定されたQoS違反（QoS violation meas）]通常動作時の QoS違反（数値が正の場合、違反がある）

[測定されたQoS違反（%）（QoS violation
meas (%)）]

合計インターフェイスキャパシティのパーセンテージとしての QoS違
反

シミュレートされたトラフィック

[シミュレートされたQoS境界（QoS bound
sim）]

通常動作時に QoS境界に違反するまでの最大キャパシティ

[シミュレートされたQoS境界（%）（QoS
bound sim (%)）]

合計インターフェイスキャパシティのパーセンテージとしての QoS境
界

[シミュレートされたQoS違反（QoS violation
sim）]

通常動作時の QoS違反（数値が正の場合、違反がある）

[シミュレートされたQoS違反（%）（QoS
violation sim (%)）]

合計インターフェイスキャパシティのパーセンテージとしての QoS違
反

ワーストケースのトラフィック

[ワーストケースのQoS境界（WC QoS
bound）]

ワーストケースの動作時にQoS境界に違反するまでの最大キャパシティ

[ワーストケースのQoS境界（%）（WC QoS
bound (%)）]

合計インターフェイスキャパシティのパーセンテージとしてのワース

トケースの QoS境界
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[インターフェイス（Interfaces）]、[回線
（Circuits）]、または [インターフェイス
キュー（Interface queues）]テーブルに表示
される列

表示する内容

[ワーストケースの QoS違反（WC QoS
violation）]

ワーストケースの動作時の QoS違反（数値が正の場合、違反がある）

[ワーストケースのQoS違反（%）（WC QoS
violation (%)）]

合計インターフェイスキャパシティのパーセンテージとしてのワース

トケースの QoS違反

[ワーストケースのサービスクラス（WC
service class）]

ワーストケースの使用率を引き起こすサービスクラス

キューの作成
このトピックでは、新しいインターフェイスキューを作成する方法について説明します。

Cisco Crosswork Planningは、キューを検出します。ただし、それらを手動で追加することもで
きます。検出または作成されたキューは [インターフェイスキュー（Interface Queues）]テーブ
ルに表示されます。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [その他（Others）] > [インターフェイス
キュー（Interface Queues）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイスキュー（Interface

queues）]タブの をクリックします。

[インターフェイスキュー（Interface queues）]タブは、[詳細（More）]タブの下にあります。表示されてい

ない場合は、[テーブルを表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[インターフェ
イスキュー（Interface queues）]チェックボックスをオンにします。

ステップ 3 必要なインターフェイスを選択します。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 キュー名を入力します。
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ステップ 6 （オプション）優先順位、重み、およびポリシング制限のキュープロパティを入力します。これらのキュー
プロパティの動作については、インターフェイスキューのプロパティと QoS境界の計算（201ページ）を
参照してください。

ステップ 7 [送信（Submit）]をクリックします。

ステップ 8 （オプション）サービスクラスをキューにマッピングします。この説明については、サービスクラスと
キューのマッピング（210ページ）を参照してください。

新しいキューが、ツールバーの [QoS]ドロップダウンリストにオプションとして表示されま
す。

インターフェイスプロパティの編集

インターフェイスキューのプロパティを使用して QoSパラメータを編集するには、次の手順
を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイスキュー（Interface
queues）]テーブルからインターフェイスキューを選択します。

[インターフェイスキュー（Interfacequeues）]タブが表示されない場合は、[テーブルの表示/非表示（Show/hide

tables）]アイコン（ ）をクリックし、[インターフェイスキュー（Interface queues）]チェックボックス
をオンにして、[適用（Apply）]をクリックします。

ステップ 3 をクリックします。

ステップ 4 QoSの 1つ以上のフィールド（[優先順位（Priority）]、[重み（Weight）]、および [ポリシング制限（Police
limit）]）を更新して、必要な QoS要件を作成します。

ステップ 5 [保存（Save）]をクリックします。

サービスクラスの作成
このトピックでは、新しいサービスクラスの作成方法について説明します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [QoS]ドロップダウンリストで [QoSを管理（Manage QoS）]を選択するか、[アクション
（Actions）]、 > [編集（Edit）]、 > [QoSを管理（Manage QoS）]オプションを使用します。

ステップ 3 [サービスクラス（Service Classes）]セクションで、[ ]をクリックします。

空の行が表示されます。

ステップ 4 [名前（Name）]列に一意の名前を入力します。

ステップ 5 （オプション）キューが存在し、この新しいサービスクラスを 1つ以上のキューにマッピングするには、
リストからキューを選択します。

キューが存在しないが、必要な場合は、手動でキューを作成し、このダイアログボックスに戻ってキュー

を選択する必要があります。詳細については、「サービスクラスとキューのマッピング（210ページ）」
を参照してください。

ステップ 6 [保存（Save）]をクリックします。

新しく作成されたサービスクラスが、このセクションとツールバーの [QoS]ドロップダウンに
表示されます。

サービスクラスとキューのマッピング

このトピックでは、サービスクラスをキューにマッピングする方法について説明します。

始める前に

サービスクラスをキューにマッピングするには、Cisco Crosswork Planningが検出したか手動で
追加したキューがまず存在している必要があります。詳細については、「キューの作成（208
ページ）」を参照してください。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [QoS]ドロップダウンリストで [QoSを管理（Manage QoS）]を選択するか、[アクション
（Actions）]、 > [編集（Edit）]、 > [QoSを管理（Manage QoS）]オプションを使用します。

ステップ 3 [サービスクラス（Service Classes）]セクションで、サービスクラスを選択します。

ステップ 4 [編集（Edit）]をクリックします。
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ステップ 5 [キューにマッピング（Mapped to queues）]列で、1つまたは複数のキューを選択します。

ステップ 6 [保存（Save）]をクリックします。

ステップ 7 キューをマッピングするサービスクラスごとに繰り返します。

インターフェイスポリシーグループの作成
インターフェイスのポリシーグループを作成すると、[QoSを管理（ManageQoS）]ページでグ
ループのポリシーを設定できます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイス（Interfaces）]テー
ブルから 1つ以上のインターフェイスを選択します。

ステップ 3 をクリックします。

ステップ 4 [詳細（Advanced）]タブをクリックします。

ステップ 5 [QoS]パネルを展開します。

•このインターフェイスを既存のポリシーグループに追加するには、ドロップダウンリストでインター
フェイスを選択します。

•新しいポリシーグループを追加するには、ドロップダウンフィールドに新しいグループの名前を入力
し、「PoliyGroupName」を追加します。

ステップ 6 [保存（Save）]をクリックします。

ステップ 7 このポリシーグループにサービスクラスを割り当てるには、サービスクラスポリシーの設定時にこのポリ
シーグループを選択します。詳細については、「サービスクラスポリシーの作成または編集, on page 211」
を参照してください。

サービスクラスポリシーの作成または編集
このトピックでは、サービスクラスポリシーを作成または編集する方法について説明します。

区別されていないトラフィックのポリシーとサービスクラスのポリシーを設定できます。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [QoS]ドロップダウンリストで [QoSを管理（Manage QoS）]を選択するか、[アクション
（Actions）]、 > [編集（Edit）]、 > [QoSを管理（Manage QoS）]オプションを使用します。

ステップ 3 新しいサービスクラスポリシーをクリックする：

a) [サービスクラスポリシー（Service Class Policies）]セクションで、[ ]をクリックします。

[新しいサービスクラスポリシー（New Service Class Policy）]ページが開きます。

b) 区別されていないトラフィックのポリシーを作成する場合は、[区別されていないトラフィック
（UndifferentiatedTraffic）]を選択します。既存のサービスクラスのポリシーを作成する場合は、[サー
ビスクラス（Service Class）]を選択します。その後、[サービスクラス（Service Class）]ドロップダウ
ンリストからサービスクラスを選択します。

c) このサービスクラスマッピングをインターフェイスのグループに適用するには、[インターフェイスポ
リシーグループ（Interface policy group）]ドロップダウンリストで名前を選択するか入力します。存
在しない名前を入力でき、入力すると入力した名前でポリシーグループが作成されます。インターフェ

イスのポリシーグループの作成の詳細については、「インターフェイスポリシーグループの作成（211
ページ）」を参照してください。

d) [通常動作（%）（Normal operation (in %)）]フィールドに、通常条件下でこのトラフィックまたは
サービスクラスに対してこのインターフェイス（またはインターフェイスのグループ）に超過させた

くない帯域幅キャパシティのパーセンテージを入力します。

e) [ワーストケース（%）（Worst-case (in %)）]に、ワーストケースの動作条件下でこのトラフィックま
たはサービスに対してこのインターフェイス（またはインターフェイスのグループ）に超過させたく

ない帯域幅キャパシティのパーセンテージを入力します。

f) [送信 (Submit)]をクリックします。

ステップ 4 既存のサービスクラスポリシーを編集するには、次の手順を実行します。

a) [サービスクラスポリシー（Service Class Policies）]セクションで、編集するサービスクラスの行を選
択します。

b) [アクション（Action）]列で、[ ]、[編集（Edit）]の順に選択します。

[サービスクラスポリシーを編集（Edit Service Class Policy）]ページが開きます。

c) ステップ 3の説明に従って詳細を入力します。
d) [保存（Save）]をクリックします。
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QoS設定のグローバル適用
このトピックでは、開いたプランファイルに QoSパラメータをグローバルに適用する方法に
ついて説明します。

グローバルレベルでの QoS設定とトラフィックレベルの選択により、ネットワークサマリー
テーブルの計算とネットワークプロットに表示される内容が決まります。

Before you begin

必要なキューまたはサービスクラスが使用可能であることを確認します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーの [QoS]ドロップダウンリストで [QoSを管理（Manage QoS）]を選択するか、[アクション
（Actions）]、 > [編集（Edit）]、 > [QoSを管理（Manage QoS）]オプションを使用します。

ステップ 3 [QoS]ドロップダウンリストでサービスクラスまたはキューを選択します。

選択した QoS設定をネットワークプランにグローバル適用します。ネットワークプロットお
よびネットワークサマリーテーブルには、選択した QoSパラメータに基づいたデータが表示
されます。

トポロジでの QoS違反の表示方法

process_summary

Cisco Crosswork Planningは、ネットワークインターフェイスが QoS境界値を超えたときに視
覚的に通知します。この機能は、潜在的なパフォーマンスの問題を迅速に特定して対処するの

に役立ちます。

このプロセスに関与する主要なコンポーネントは次のとおりです。

•トポロジプロット：ネットワークインターフェイスとその現在の状態を表示します。

• QoS違反アイコン（ ）： QoSしきい値に違反するインターフェイスをマークします。

•シビラティ（重大度）テキスト：違反に関する詳細が提供されます。

process_workflow

このプロセスには、次の段階が含まれます。

1. システムは、インターフェイス使用率と QoSしきい値を監視します。
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2. インターフェイスがそのQoS境界値を超えると、トポロジプロットに違反アイコンが表示
されます。

3. シビラティ（重大度）テキストには、その違反の詳細が記載されます。

図 56 : QoS違反

CiscoCrosswork Planningは、インターフェイスが、ネットワークプロットのQoS境界値に違反
したことを示しますが、インターフェイスの QoS境界値は表示しません。

（注）
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第 14 章

VPNのシミュレーション

Cisco Crosswork Planningの仮想プライベートネットワーク（VPN）モデルは、ネットワークモ
デル内の仮想サブネットワークを表します。Cisco Crosswork Planning内で VPNを表示および
シミュレートすると、多くのネットワークタスクに役立ち、次のような質問に答えることがで

きます。

•ネットワーク上にある VPNはどれか。それらは、どこでどのように設定されているか。

•輻輳したインターフェイスを使用している VPNはどれか。

•特定のリストに含まれる障害シナリオのいずれかで輻輳が発生する VPNはどれか。

• VPNのワーストケースの輻輳または遅延を引き起こす障害シナリオはどれか。

VPNにはさまざまな種類があります。たとえば、レイヤ 2（L2）VPNとレイヤ 3（L3）VPN
があり、それぞれに含まれるカテゴリは異なっており、ベンダー固有のVPN実装があります。
各 VPNタイプには、固有の設定と用語があります。Cisco Crosswork Planningの VPNモデル
は、ルートターゲット接続またはフルメッシュ接続のいずれかに基づいて、これらの VPNタ
イプを多数サポートしています。

ここでは、次の内容について説明します。

• VPNモデル, on page 216
• VPN, on page 217
• VPNノード, on page 220
•レイヤ 3 VPNの例, on page 224
• VPNシミュレーション分析, on page 227
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VPNモデル

VPNオブジェクト
例[説明（Description）]オブジェク

ト

•レイヤ 2 VPN：VPNは、仮想スイッチイ
ンターフェイス（VSI）を含む個々の
VPLSを表します。

•レイヤ3VPN：VPNは、相互にトラフィッ
クを転送する一連のVPNノードに関連付
けられた一連のVRFを表します。多くの
場合、この一連のVRFは、単一の顧客ま
たはサービスを表します。

相互にデータを交換できる一連の

VPNノード。
VPN

•レイヤ 2 VPN：VPNノードは、各ルータ
で設定された VSIを表します。

•レイヤ 3 VPN：VPNノードは、各ルータ
で設定されたVRFインスタンスを表しま
す。

VPN内の接続ポイント。これら
は標準ノードに存在し、各ノード

には複数の VPNノードを含める
ことができます。1つのVPNノー
ドは 1つの VPNにのみ配置でき
ます。

VPNノード

VPNのトポロジと接続
Cisco Crosswork Planningの VPNトポロジルート接続は、ルートターゲット（RT）を介して、
または VPNノードのフルメッシュを介して確立されます。[接続（Connectivity）]プロパティ
は、[VPNの追加/編集（Add/Edit VPN）]ウィンドウで設定されます。

VPNのトポロジと接続を把握することで、Cisco Crosswork Planningは、特定の VPNのトラ
フィックを伝送するVPNノード間のデマンドを計算でき、そのため、そのVPNのトラフィッ
クを伝送するインターフェイスを計算できます。その後、Cisco Crosswork Planningは、特定の
障害および輻輳シナリオに対する VPNの脆弱性を計算できます。

次の条件が満たされている場合、デマンドはVPNに関連付けられます。つまり、そのVPNの
トラフィックを伝送します。
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• 2つの VPNノードが同じ VPN内にある。

•デマンドが VPNと同じサービスクラスにある。

• RT接続を持つ VPNの場合のみ、1つの VPNノードの [RTエクスポート（RT export）]プ
ロパティが別のVPNノードの [RTインポート（RT import）]プロパティと一致する必要が
ある。

デマンドが VPNに関連付けられると、この設定により、同じ LAN上にあるかのようにトラ
フィックを交換する関連付けられたアクセス回線がシミュレートされます。

VPNに関連付けられたデマンドには、その VPN向けの他のトラフィックを追加で含めること
ができることに注意してください。

[説明（Description）]接続

フルメッシュ接続は、VPN内の VPNノード間の接続の完全な
メッシュであるため、すべてが相互に通信できます。この接続

は、すべての VSIが共通の AGIに基づいて相互に識別される
VPLSにおいて一般的です。

フルメッシュ

ルートターゲットは、レイヤ 3 VPNで使用されるより複雑な接
続（ハブアンドスポークネットワークなど）をモデル化します。

ここで、VRFは、各 VPNノードに設定された [RTエクスポート
（RT export）]プロパティと [RTインポート（RT import）]プロ
パティの照合に基づいて、相互にデータを交換します。

インポート/エクスポートペアがあっても、双方向通信は作成さ
れません。むしろ、トラフィックフローは、ルーティングされ

るアドバタイズメントとは逆の方向になります。たとえば、ノー

ドAの RTインポートがノード Bの RTエクスポートと一致する
場合、ノード Aから Bへのトラフィックフローが可能になりま
す。

ノードBからノードAへのトラフィックフローを実現するには、
ノード Bに、ノード Aの RTエクスポートと一致する RTイン
ポートが必要です。一致するインポートされるRTとエクスポー
トされる RTのこの組み合わせにより、どの VPNノードがデー
タを交換できるかが定義されます。VPN名によりVPN自体が識
別されます。

ルートターゲット（RT）

VPN
各VPNは、そのVPN内でデータを交換できる一連のVPNノードで構成されます。VPNには、
VPNを一意に識別し、VPN内のトラフィックのルーティング方法を定義する次のキープロパ
ティがあります。

• [名前（Name）]：VPNの一意の名前。
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• [タイプ（Type）]：VPNのタイプ。オプション（VPWS、VPLS、または L3VPN）から選
択します。

• [接続（Connectivity）]：CiscoCrosswork PlanningがVPNの接続と関連するデマンドを計算
する方法を決定します。

• [フルメッシュ（FullMesh）]：VPN内のすべてのノード間に接続が存在します。Cisco
Crosswork Planningは、VPNノードの [RTインポート（RT Import）]プロパティと [RT
エクスポート（RT Export）]プロパティを無視します。

• [RT]：接続は、VPNノードの [RTインポート（RT Import）]プロパティと [RTエクス
ポート（RT Export）]プロパティに基づきます。

• [サービスクラス（Service class）]：この VPNに関連付けられたサービスクラス。

VPNが作成されると、VPNノードの [VPN]ドロップダウンリストに表示されます。

VPNの作成
新しい VPNを作成し、後で VPNノードを追加することができます（VPNへの VPNノードの
追加, on page 222を参照）。

新しい VPNの作成

新しい VPNを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [VPN（VPNs）] > [VPN]の順に選択しま
す。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[VPN（VPNs）]タブの をクリッ

クします。

[VPN（VPNs）]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テーブルの表

示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[VPN（VPNs）]チェックボックスをオンに
します。

ステップ 3 [Name]フィールドに、VPNの一意の名前を入力します。

ステップ 4 [タイプ（Type）]ドロップダウンリストから、VPNタイプを選択します。オプションは、[L3VPN]、[VPLS]、
および [VPWS]です。

ステップ 5 接続タイプとして [RT]または [フルメッシュ（Full Mesh）]を選択します。
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ステップ 6 VPNのサービスクラスを選択します。

ステップ 7 [追加（Add）]をクリックします。

ステップ 8 （オプション）新しく作成したVPNにVPNノードを追加します。詳細については、「VPNへのVPNノー
ドの追加, on page 222」を参照してください。

VPNテーブル
[VPN（VPNs）]テーブルには、VPNのプロパティ、関連するサービスクラス、トラフィック、
およびそのVPNに含まれるVPNノードの数が表示されます（Table 22:通常動作時のVPNテー
ブル列, on page 219）。QoS測定の詳細については、Quality of Service（QoS）のシミュレーショ
ン, on page 197を参照してください。ここに示されていない [ワーストケース（Worst-Case）]列
については、Table 24: VPNテーブルのシミュレーション分析の列, on page 228を参照してくだ
さい。

トラフィックおよびQoSの計算は、当該のVPNに指定されたサービスクラス用の、VPN内の
すべてのインターフェイスに基づいているため、プロットビューはテーブルと異なる場合があ

ります。たとえば、音声トラフィックを伝送する VPNが選択されているときに、プロット
ビューにインターネットトラフィックが表示される場合があります。

Note

すべてのトラフィックおよび QoS違反は、当該の VPNに定義されたサービスクラス用にその
VPNで使用されるすべてのインターフェイスで伝送されるトラフィックに基づきます。

Note

Table 22:通常動作時の VPNテーブル列

[説明（Description）]列

この VPNに関連付けられているサービスクラス。テーブル内のすべ
ての値は、このサービスクラスに関連付けられます。

[サービスクラス（Service class）]

この VPNに含まれる VPNノードの数。[ノード数（Num nodes）]

この VPNで使用されるすべてのインターフェイスの測定された最大
使用率。

[測定された使用率（Util meas）]

この VPNで使用されるすべてのインターフェイスのシミュレートさ
れた最大使用率。

[シミュレートされた使用率（Util sim）]

この VPNで測定された送信元トラフィックの総量。[測定された送信元トラフィックの総量（Total
src traff meas）]
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[説明（Description）]列

この VPNで測定された接続先トラフィックの総量。[測定された接続先トラフィックの総量（Total
dest traff meas）]

この VPNで使用されるすべてのインターフェイスに関する、シミュ
レートされたすべてのトラフィックの、通常動作時の最大QoS違反。
数値が正の場合、違反があります。

[シミュレートされたQoS違反（QoS violation
sim）]

シミュレートされた合計インターフェイスキャパシティのパーセン

テージとしての QoS違反。
[シミュレートされたQoS違反（%）（QoS
violation sim (%)）]

この VPNで使用されるすべてのインターフェイスに関する、測定さ
れたすべてのトラフィックの、通常動作時の最大 QoS違反。数値が
正の場合、違反があります。

[測定されたQoS違反（QoS violation meas）]

測定された合計インターフェイスキャパシティのパーセンテージとし

ての QoS違反。
[測定されたQoS違反（%）（QoS violationmeas
(%)）]

この VPNで使用されるすべてのデマンドの最大遅延。[遅延（Latency）]

VPNを簡単にグループ化できるユーザー定義の識別子。[タグ（Tags）]

ネットワークプロットから VPNを選択することはできません。VPNはテーブルを介してのみ
選択およびフィルタ処理できます。選択すると、VPNに含まれるすべてのVPNノードがプロッ
トで強調表示されます（Figure 57: VPN内の VPNノード, on page 224）。

VPNが使用するインターフェイスの識別
VPNに関連付けられているインターフェイスを表示するには、VPN、 、[インターフェイス
のフィルタ処理（Filter to interfaces）]の順に選択します。フィルタ処理されたこれらのイン
ターフェイスをすべて選択すると、ネットワークプロットに VPNの概要が表示されます。

[VPN]テーブルでは、その VPNに関連付けられたサービスクラスの測定値のみが計算される
ため、使用率の測定値はテーブル間で異なる場合があります。

Note

VPNノード
VPNノードは、ノードが属する VPNと、デマンドのルーティング方法を決定する、次のプロ
パティによって定義されます。

• [サイト（Site）]：VPNノードが存在するサイトの名前。
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• [ノード（Node）]：VPNノードが存在するノードの名前。このノード名は、[ノード
（Nodes）]テーブルでの名前に対応します。

• [タイプ（Type）]：VPNのタイプ。デフォルト（[VPWS]、[VPLS]、または [L3VPN]）か
ら選択するか、文字列値を入力して新しいタイプを作成することができます。入力する

と、新しいVPNタイプがドロップダウンリストに表示され、他のVPNノードおよびVPN
で使用可能になります。

• [名前（Name）]：VPNノードの名前。

• [VPN]：この VPNノードが存在する VPNの名前。ドロップダウンリストには、[タイプ
（Type）]フィールドで設定されたタイプの既存の VPNが表示されます。VPNを設定せ
ずにVPNノードを作成できますが、このVPNノードはVPNのメンバーとしてシミュレー
ションに含まれません。

RT接続をシミュレートするには、[VPN接続（VPN Connectivity）]プロパティを [RT]に
設定してから、そこに含まれる個別のVPNノードで [RTインポート（RT import）]プロパ
ティおよび [RTエクスポート（RT export）]プロパティを設定する必要があります。

• [説明（Description）]：VPNノードの説明。

• [RTインポート（RT import）]と [RTエクスポート（RT export）]：RT値のペアリングによ
り、相互に接続している VPNノードが識別されます。詳細については、VPNのトポロジ
と接続, on page 216を参照してください。

•（オプション）[RD]：ルート識別子（RD）は、VRF内のルートをある VPNまたは別の
VPNに属するものとして一意に識別します。これにより、重複ルートをグローバルルー
ティングテーブル内で一意にすることができます。

VPNノードの作成

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [VPN（VPNs）] > [VPNノード（VPN
node）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[VPNノード（VPN nodes）]タブの

をクリックします。

[VPNノード（VPN nodes）]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、

[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[VPNノード（VPNnodes）]
チェックボックスをオンにします。
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ステップ 3 をクリックします。

ステップ 4 [サイト（Site）]フィールドと [ノード（Node）]フィールドで、VPNノードが存在するサイトを選択し、
VPNノードが設定されているノードを選択します。

ステップ 5 [タイプ（Type）]ドロップダウンリストから、VPNタイプを選択します。オプションは、[L3VPN]、
[VPLS]、および [VPWS]です。

ステップ 6 [名前（Name）]フィールドに、VPNノードの名前を入力します。一意である必要はありません。

ステップ 7 [VPN]ドロップダウンリストから、この VPNノードを追加する VPNを選択します。表示されるはずの
VPNが表示されない場合は、[タイプ（Type）]ドロップダウンリストで正しいVPNタイプが選択されて
いるかどうかを確認してください。

ステップ 8 （オプション）VPNノードを識別する説明を入力します。たとえば、カスタマー名が役立つ場合があり
ます。

ステップ 9 VPNの接続が RTの場合は、[RTインポート（RT import）]フィールドと [RTエクスポート（RT export）]
フィールドに、該当するルートターゲットを入力します。別の VPNノードのエクスポート RTと同じイ
ンポート RTを持つすべての VPNノードは、その VPNノードからトラフィックを受信できます。別の
VPNノードのインポート RTと同じエクスポート RTを持つ VPNノードは、その VPNノードにトラ
フィックを送信できます。

ステップ 10 （オプション）[RD]フィールドに、ルート識別子を入力します。

ステップ 11 [追加（Add）]をクリックします。

VPNへの VPNノードの追加
VPNに VPNノードを追加するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[VPNノード（VPNNodes）]テーブル

の 1つ以上の VPNノードを選択し、 をクリックします。

Note
単一の VPNノードを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使
用することもできます。

ステップ 3 [VPN]ドロップダウンリストで、VPNノードを追加する VPNを選択します。表示されるはずの VPNが表
示されない場合は、[タイプ（Type）]ドロップダウンリストで正しいVPNタイプが選択されているかどう
かを確認してください。

ステップ 4 [保存（Save）]をクリックします。
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VPNノードテーブル
[VPNノード（VPN Nodes）]テーブルには、VPNノードのプロパティと、VPN内の VPNノー
ドの関係およびそのトラフィックを識別する列が表示されます。

Table 23: VPNノードテーブル

[説明（Description）]列

RTインポートと RTエクスポートのペアリングで定義された、この VPNノード
に接続されている VPNノードの数。これらは、同じ VPN内にある場合とない場
合があります。

[総接続数（Total connect）]

このVPNノードに接続され、[VPN]列で定義されているVPN内にあるVPNノー
ドの数。

[VPN接続数（VPN connect）]

[VPN]列で定義されている、この VPNノードが属する VPN内のノードの数。
VPNノードが VPNに属していない場合、この値は「na」になります。

[VPNノード数（Num VPN nodes）]

このノードで VPNに入る、測定されたトラフィックの総量（送信元トラフィッ
ク）。

[測定された送信元トラフィック
（Src traff meas）]

このノードでVPNから出る、測定されたトラフィックの総量（接続先トラフィッ
ク）。

[測定された接続先トラフィック
（Dest traff meas）]

VPNノードを単一のVPNに簡単にグループ化できるユーザー定義の識別子。VPN
ノードにタグを付けると、後で VPNを作成するときに、タグを使用して VPN
ノードを識別できます。

[タグ（Tags）]

ネットワークプロットから VPNノードを選択することはできません。それらはテーブルを介
してのみ選択およびフィルタ処理できます。

[VPNノード（VPN Nodes）]テーブルまたは [VPN（VPNs）]テーブルから選択すると、関連
付けられたサイトとそのサイト内のノードが緑色の円で示されます（Figure 57: VPN内の VPN
ノード, on page 224）。
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Figure 57: VPN内の VPNノード

レイヤ 3 VPNの例
この例は、Acme製造会社に 3つのオフィスがあるが、2つのブランチオフィス（er1.parおよ
びer1.fra）が本社（er1.lon）とのみデータを交換することを許可するシナリオを示しています。

さらに、本社は、Acme VPNにない SP VPNノード（er1.bur）と通信します。Figure 58: RT接
続とAcmeVPNフットプリントの例, on page 225は、AcmeVPNのフットプリントと、この例に
含まれるすべての VPNノードに設定された RTを示しています。

• VPNの名前は Acmeで、[接続（Connectivity）]は [RT]、[タイプ（Type）]は [L3VPN]に
設定されています。

•次に、各ブランチオフィスはAcmeVPNに設定されており、[タイプ（Type）]は [L3VPN]
です。
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• AcmeVPNに含まれる他の 2つのVPNノードとデータを交換するために、本社（er1.lon）
は、オフィスのエクスポートされたルートターゲット 2:1（er1.par）および 3:1（er1.fra）
をインポートします。

•次に、本社（er1.lon）は、ルートターゲット 1:1をエクスポートします。

これら 3つの他のVPNノード（両方のオフィスとSPVPNノード）はすべて、それをインポー
トします。

SP VPNノード（er1.bur）は Acme VPNに含まれていないため、er1.lonとの通信は、その VPN
のコンテキスト内にはありません。

Figure 58: RT接続と Acme VPNフットプリントの例, on page 225の VPNフットプリントは、
er1.fraと er1.bur間の回線で輻輳または障害が発生した場合に VPNが影響を受けることを示し
ています。ただし、2つのブランチオフィス間の回線の障害は、影響を受けません。この障害
は Figure 59: Acme VPNに含まれるブランチオフィス間の障害の例, on page 226に示されていま
す。これは、VPNに関連付けられたデマンドが再ルーティングされていないことを示していま
す。

Figure 58: RT接続と Acme VPNフットプリントの例
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Figure 59: Acme VPNに含まれるブランチオフィス間の障害の例

この例では、Figure 60: Acme VPNに属する VPNノードと、デマンドでフィルタ処理された
AcmeVPN, on page 227は、AcmeVPNに属するVPNノードと、関連するデマンドトラフィック
に関する Acme VPNのフィルタ処理を示しています。また、[VPNノード（VPN Nodes）]テー
ブルの [総接続数（Total connect）]列と [VPN接続数（VPN Connect）]列の計算も示していま
す。

•本社（er1.lon）に存在する VPNノードの総接続数は、そのノードが他の 3つの VPNノー
ドとデータを交換するため、最大です。

各オフィスとサービスプロバイダー VPNノードの [総接続数（Total connect）]列の値は 2
です。

•本社（er1.lon）に存在する VPNノードの VPN接続数は、そのノードが 2つのオフィスと
データを交換し、2つのオフィスと同じVPNに含まれるため、最大です。3つのVPNノー
ドはすべて、同じ VPN名を共有します。

各オフィスは同じ VPN内の 1つの VPNノードとのみ通信するため、各オフィスの [VPN接続
数（VPN connect）]列の値は 1です。

サービスプロバイダーVPNノード（er1.bur）は、定義されたVPNに存在しないため、[VPN接
続数（VPN connect）]列の値は 0です。
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Figure 60: Acme VPNに属する VPNノードと、デマンドでフィルタ処理された Acme VPN

VPNシミュレーション分析
シミュレーション分析ツール（ツールバーから、[アクション（Actions）]> [ツール（Tools）]>
[シミュレーション分析（Simulation analysis）]の順に選択）を実行すると、VPNのワースト
ケースの使用率および遅延を VPNテーブルに記録するオプションがあります。その後、 >
[ワーストケースを引き起こす障害（Fail to WC）]または [ワーストケースの遅延を引き起こす
障害（Fail to WC latency）]オプションをそれぞれ使用して、ワーストケースの使用率または
ワーストケースの遅延を引き起こす障害を発生させる VPNを選択できます。

すべての計算は、当該のVPNに定義されたサービスクラス用にそのVPNで使用されるすべて
のインターフェイスで伝送されるトラフィックに基づいて行われます。

Note

シミュレーション分析が終了すると、[VPN（VPNs）]テーブルで次の列が更新されます。
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Table 24: VPNテーブルのシミュレーション分析の列

[説明（Description）]列

すべての障害シナリオにおけるワーストケースの VPN使用率。[ワーストケースの使用率（WCutil）]

VPNのワーストケースの使用率を引き起こす障害。[ワーストケースの障害（WCfailures）]

[ワーストケースの使用率（WCutil）]列で特定されたインターフェイスの使用
率を引き起こすトラフィックレベル。

[ワーストケースのトラフィックレベ
ル（WC traffic level）]

この VPNで使用されるすべてのインターフェイスに関するワーストケースの
QoS違反の最大値。QoS違反は、ワーストケースのトラフィックから、許容さ
れるワーストケースのキャパシティ（ワーストケースの QoS境界）を引いた
値と等しくなります。

[ワーストケースのQoS違反（WCQoS
violation）]

総キャパシティのパーセンテージとして表される、この VPNに含まれるすべ
てのインターフェイスに関するワーストケースの QoS違反の最高値。

[ワーストケースのQoS違反（%）（WC
QoS violation (%)）]

考慮される障害シナリオにおける最大 VPN遅延。[ワーストケースの遅延（WClatency）]

ワーストケースの VPN遅延を引き起こす障害。[ワーストケースの遅延の障害（WC
latency failures）]
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第 15 章

外部エンドポイントを使用した高度なルー

ティングのシミュレーション

基本的な IGPルーティングをモデル化する場合、デマンドの送信元または接続先は、トポロジ
内のノードです。基本的な AS間ルーティングをモデル化する場合、送信元と接続先は、隣接
する外部 ASか、外部 ASとその AS内のピアリングノードの組み合わせです。ただし、より
複雑なルーティング状況では、「外部エンドポイント」を送信元または接続先として使用する

必要があります。外部エンドポイントには複数のメンバーノードおよび ASを含めることがで
き、トラフィックがそれらのそれぞれに出入りするタイミングを個別に指定できます。これに

より、複数のトラフィックの入口ポイントと出口ポイントが同時に使用されるAS内およびAS
間のルーティングをシミュレートできます。トラフィックが他のノードおよび ASにフェール
オーバーする場所に優先順位を付けることもできます。

IGPルーティングと AS間ルーティングの両方に多数のユースケースがあります。

•別のネットワーク内送信元によってバックアップされているデマンドのネットワーク内送
信元に関して、コンテンツキャッシングフェールオーバーをシミュレートします。最初

のものへの接続が失われた場合、トラフィックは 2つ目のものから送信されます。

•ネットワークエッジへの単一の入口ポイントと特定のフェールオーバーポイントを使用し
て、エッジルーティングをシミュレートします。または、複数のエントリポイントを、ど

れが接続先に最も近いかに応じてモデル化することもできます。

•中継プロバイダーからの複雑な BGPルーティングポリシーをシミュレートします。たと
えば、接続先ごとに中継入口場所とフェールオーバー場所を指定できます。

•ピアリング AS間でのフェールオーバー（たとえば、ある単一接続中継プロバイダーから
別の単一接続中継プロバイダーへ）をシミュレートします。

ここでは、次の内容について説明します。

•外部エンドポイントを使用したルーティング, on page 230
•外部エンドポイントとそれらのメンバーの作成, on page 230
•ルーティングのシミュレーション, on page 232
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外部エンドポイントを使用したルーティング
外部エンドポイントは、デマンドの特定の入口（送信元）または出口（接続先）ポイントを識

別するCiscoCrossworkPlanningのオブジェクトです。これらは、[外部エンドポイント（External
Endpoints）]テーブルで名前によって識別されます。

各外部エンドポイントは、ノード、外部 AS、または外部 ASと外部ノードの組み合わせとし
て定義された1つ以上のメンバーで構成されます。デマンドの送信元または接続先を外部エン
ドポイントに設定することで、複数の送信元から単一の接続先へのトラフィック、単一の送信

元から複数の接続先へのトラフィック、または複数の送信元から複数の接続先へのトラフィッ

クをシミュレートできます。この柔軟性により、障害発生時のセカンダリ入口ポイントおよび

出口ポイントを指定するために役立ちます。

外部エンドポイントとそれらのメンバーの作成
外部エンドポイントメンバー作成の推奨される方法は、次のように、関連付けられた外部エン

ドポイントの作成時に作成することです。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [デマンド（Demands）] >外部エンドポイ
ント（External endpoints）の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[外部エンドポイント（External

endpoints）]タブの をクリックします。

[外部エンドポイント（External endpoints）]タブは、[詳細（More）]タブの下にあります。表示されていな

い場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[外部エンドポイ
ント（External endpoints）]タブは、チェックボックスをオンにします。

ステップ 3 [Name]フィールドに一意の外部エンドポイント名を入力します。

ステップ 4 新しいメンバーを追加するには、 をクリックします。既存のメンバーを編集するには、[メンバー

（Members）]テーブルからメンバーを選択し、 をクリックします。

[外部エンドポイントメンバー（External Endpoint Member）]ウィンドウが開きます（Figure 61:外部エンド
ポイントメンバー, on page 231を参照）。外部エンドポイントメンバーの指定, on page 231の説明に従って
パラメータを指定し、[追加（Add）]をクリックします。
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ステップ 5 [外部エンドポイントの追加（Add External Endpoint）]ウィンドウで [追加（Add）]をクリックします。

外部エンドポイントメンバーの指定

各メンバーには、そのメンバーに出入りするトラフィックの優先順位、別のメンバーにフェー

ルオーバーする順序、および優先順位が等しいメンバーのトラフィックを分散する方法を指定

するプロパティが割り当てられます。これらのプロパティはメンバーの作成時に設定され、す

べてのメンバーが [外部エンドポイントメンバー（External endpointmembers）]テーブルに一覧
表示されます。外部エンドポイントメンバーの作成の詳細については、外部エンドポイントと

それらのメンバーの作成, on page 230を参照してください。

Figure 61:外部エンドポイントメンバー

• [メンバーエンドポイント（Member endpoint）]：メンバーがノード、AS、または ASを介
した外部ノードのいずれであるかを定義します。

•ノードの場合は、サイトおよびノード名を選択します。

•インターフェイスの場合は、サイト、ノード、およびインターフェイスを選択しま
す。インターフェイスを使用すると、デマンドトラフィックがノードに出入りする正

確なインターフェイスを指定できます。

• ASの場合は、AS名を選択し、[（なし）（(None)）]オプションまたは AS内のノー
ド名を選択します。[（なし）（(None)）]オプションの場合は、AS全体でトラフィッ
クが均等にルーティングされます。

• [優先順位（Priority）]：障害が発生した場合にシミュレーションで外部エンドポイントメ
ンバーを使用する順序。

• [優先順位の等しいルーティング（Equal priority routing）]：メンバーの優先順位が等しい
場合、このプロパティはトラフィックの分散方法を識別します。必要に応じて、次のオプ

ションから選択してください。

• [最短パス（Shortest Path）]：送信元と接続先間の最短パスを使用することになるメン
バーを使用します。
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優先順位が等しい外部エンドポイント内のメンバーは、すべてが

最短パスであるか、どれも最短パスでないかのいずれかである必

要があります。

Note

メンバーが最短パスを使用している場合、[トラフィックバランス（%）（Trafficbalance
(%)）]フィールドは無効と表示されます。

• [トラフィックの固定（Fix Traffic）]：[トラフィックバランス（%）（Traffic balance
(%)）]フィールドでの定義に従って、優先順位が等しいメンバー間のトラフィックを
設定します。

• [トラフィックの推論（DeduceTraffic）]：[トラフィックバランス（%）（Traffic balance
(%)）]フィールドでの定義に従って、優先順位が等しいメンバー間のトラフィックを
設定するという点で、[トラフィックの固定（FixTraffic）]と同じように動作します。
ただし、デマンド推論ツールを実行すると、ネットワークの測定されたトラフィック

に基づいて [トラフィックバランス（%）（Traffic balance (%)）]フィールドが更新さ
れます。デマンド推論は、現在の障害なしのシミュレーションで使用されている優先

順位を持つ外部エンドポイントのトラフィックバランスのみを推定することに注意し

てください。そのため、[トラフィックの推論（Deduce Traffic）]は通常、優先順位 1
に設定されます。

ルーティングのシミュレーション

ここでは、外部エンドポイントから送信されるデマンドについて説明しますが、デマンドの接

続先が外部エンドポイントの場合にも同じ方法論が当てはまります。

Note

デマンドの送信元が外部エンドポイントとして定義されている場合は、外部エンドポイントメ

ンバーが次のように選択されます。

Procedure

ステップ 1 優先順位が最も高い（番号が最も小さい）メンバーが、デマンドの送信元として使用されます。たとえば、
外部エンドポイントに優先順位が 1のメンバーが 2つある場合、それらが使用可能であれば、両方のメン
バーからデマンドが送信されます。

1つ以上のメンバーが使用できない場合、使用できないメンバーからのトラフィックは、他の最優先メン
バーに均等に再配布されます。

ステップ 2 トラフィックの送信元として使用できる最優先メンバーはないものの、次の優先順位のメンバーが使用可
能な場合は、次の優先順位の外部エンドポイントメンバーに対して手順 1が繰り返されます。同じ優先順
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位を持つすべてのメンバーで障害が発生した場合にのみ、トラフィックは、シーケンス内の次の優先順位

に従ってルーティングされます。

外部エンドポイントメンバーのトラフィック送受信機能に影響を与えない障害が発生した場合、トラフィッ

クは、追加メンバーを使用する必要なく、通常どおりに再ルーティングされることに注意してください。

外部エンドポイントメンバーが外部 ASである場合、ノードが指定されているかどうかにかかわらず、そ
のメンバーとの間のルーティングは、AS関係によって決定される BGPルーティングポリシーによって決
定されます。同じ優先順位を持つ外部エンドポイント間のトラフィックの分散は、ノードメンバーの場合

と同じです。

トラフィックの分散

これらのデマンドを介したトラフィックの分散は [優先順位の等しいルーティング（Equalpriority
routing）]プロパティに基づいて行われ、該当する場合は、[トラフィックバランス（%）（Traffic
balance (%)）]プロパティを使用して外部エンドポイントメンバーが定義されます。

•メンバーが 1つだけ存在し、それが [最短パス（Shortest Path）]として定義されている場
合、デマンドは、IGPメトリックで定義される最短パスを使用します。

ルーティング可能なデマンドのうち、[トラフィックバランス（%）（Traffic balance (%)）]の
値がすべて空の場合、そのトラフィックはルーティングされ、最短 IGPパスを使用してデマン
ド間で均等にロードバランシングされます。複数の内部 ASの場合、最短 IGPルートは、デマ
ンドが入る最初の ASの最短ルートであることに注意してください。

•同じ優先順位の複数のメンバーが [最短パス（Shortest Path）]に設定されている場合、デ
マンドは、最短 IGPパスを持つパスを使用します。送信元メンバーと接続先の間にあるす
べてのインターフェイスに同じ最短 IGPパスがある場合、トラフィックは、それらの間で
均等にロードバランシングされます。

•優先順位が等しい 1つ以上のメンバーの [優先順位の等しいルーティング（Equal priority
routing）]プロパティが [トラフィックの固定（Fix Traffic）]または [トラフィックの推論
（DeduceTraffic）]に設定されている場合、デマンドトラフィックは、各メンバーの [トラ
フィックバランス（%）（Traffic balance (%)）]の値に従って分割されます。

•優先順位が等しい送信元全体のトラフィックバランスパーセンテージの合計が 100%
未満である場合、全体的なデマンドトラフィックはそのパーセンテージまで減少しま

す。
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•優先順位が等しい外部エンドポイントメンバーに障害が発生すると、残りのメンバー
のトラフィックが比例して増加します。そのため、引き続き同じ量のトラフィックが

ルーティングされます。

例：ノード Aに障害が発生しました。ノード B、C、Dの優先順位はそれぞれ 2で、それぞれ
が [トラフィックの固定（FixTraffic）]タイプです。トラフィックバランスは、それぞれ20%、
20%、40%です。デマンドには 1000 Mbpsのトラフィックがあります。

•ノード Aに障害が発生したため、デマンドは、ノード Bを介して 200 Mbps、ノード Cを
介して 200 Mbps、ノード Dを介して 400 Mbpsのトラフィックをルーティングし、合計
800 Mbpsのトラフィックがルーティングされます。

•ノード Dに障害が発生すると、デマンドは、ノード Bを介して 400 Mbps、ノード Cを介
して 400 Mbpsのトラフィックをルーティングします。ノード Bにも障害が発生すると、
800 Mbps全体がノード Cを介してルーティングされます。

•優先順位 2の 3つのメンバーすべてに障害が発生した場合、1000 Mbpsのトラフィック
が、優先順位 3のメンバーであるノード Eを介してルーティングされます。
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第 16 章

マルチキャストのシミュレーション

Cisco Crosswork Planningは送信元特定マルチキャスト（SSM）をサポートしています。これ
は、受信者によって要求される指定された送信元アドレスからのみ、マルチキャストパケット

を受信者に配信する方法です。送信元を制限することで、SSMは、リソース要件を軽減し、セ
キュリティを向上させます。

ここでは、次の内容について説明します。

• SSMパラメータの表現 , on page 235
•検出されたマルチキャストフローとシミュレーションされたマルチキャストフロー, onpage
235

• global multicast simulationパラメータの設定, on page 236
•マルチキャストデマンド, on page 238
•マルチキャストフロー, on page 239

SSMパラメータの表現
SSMは、マルチキャストフローごとに（S,G）パラメータによって指定されます。（S,G）ペ
アは、IPアドレスと同様のドット区切り 10進表記を使用してラベル付けされます（1.1.1.1、
2.2.2.2など）。各（S,G）ペアはマルチキャストフローの名前であり、各フローは [マルチキャ
ストフロー（Multicast flows）]テーブルに一覧表示されます。

検出されたマルチキャストフローとシミュレーションさ

れたマルチキャストフロー
Cisco Crosswork Planning内のマルチキャストフローの操作方法は、マルチキャストフローが
Cisco Crosswork Planningによって検出されたかどうか、またはそれをシミュレートするかどう
かによって異なります（Table25:検出されたマルチキャストフローとシミュレーションされた
マルチキャストフロー , on page 236）。
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Table 25:検出されたマルチキャストフローとシミュレーションされたマルチキャストフロー

シミュレーションされたマルチキャストフロー検出されたマルチキャストフロー

最初に、送信元（S）と接続先（G）の両方を定義
して、マルチキャストフローを手動で作成します。

次に、送信元をこれらのマルチキャスト接続先に

リンクするデマンドを作成し、ネットワークを介

してルーティングをシミュレートできるようにし

ます。

Cisco Crosswork Planningはマルチキャストフロー
（（S,G）ペア）を検出し、マルチキャストトラフィッ
クは [マルチキャストフロートラフィック（Multicast
Flow Traffic）]テーブルから取得されます。

作成

デマンドを作成すると、使用するパスが決定され

ます。

検出される各マルチキャストフローには、マルチキャ

ストフローホップが含まれます。これは、マルチキャ

ストパスが通過するノードとインターフェイスの組

み合わせです。

ホップ

デマンドを作成すると、使用するパスが決定され

ますが、マルチキャスト外部フローホップは識別

されません。

Cisco Crosswork Planningは、プランファイルの外部
にあるインターフェイスでマルチキャストフローホッ

プを検出します。これらは、プランノードから外部

ノードへのインターフェイス、または外部ノードか

らプランノードへのインターフェイスです。

外部ホップ

マルチキャストフローを作成するときに、接続先

（ノード、インターフェイス、外部AS、または外
部エンドポイント）を指定します。マルチキャス

トデマンドを作成する場合は、これらをマルチキャ

スト接続先として指定します。

Cisco Crosswork Planningは、各フローのマルチキャ
スト接続先のリストを識別しません。

宛先

• [マルチキャストフロー（Multicast Flows）]

• [マルチキャストフローの接続先（Multicast
Flow Destinations）]

•デマンド

• [マルチキャストフロー（Multicast Flows）]

• [マルチキャストフローホップ（Multicast Flow
Hops）]

• [マルチキャストフローの外部ホップ（Multicast
Flow External Hops）]

該当する

テーブル

global multicast simulationパラメータの設定

フローホップ

プランファイルにマルチキャスト情報が含まれている場合は、マルチキャストフローで使用さ

れる現在のホップが含まれます。可能であれば Cisco Crosswork Planningのマルチキャストシ
ミュレーションでこれらのフローホップに従うように指定できます。これは、たとえば、現在

のネットワーク状態での増分ルーティング変更（障害によって発生するものなど）を計算する
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場合に役立ちます。プランニングのために、現在の状態が関係ない場合は、この動作を変更し

てマルチキャストフローホップを無視することができます。

CiscoCrossworkPlanningは、マルチキャストシミュレーションでそのネットワークの状態を使
用します。マルチキャストフローホップを考慮するようにシミュレーションを設定するには、

次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

ステップ 3 [Simulation]タブをクリックします。

ステップ 4 シミュレーションでマルチキャストフローホップを使用または無視するには、[マルチキャストフローホッ
プを使用（Use multicast flow hops）]をオンまたはオフにして、[保存（Save）]をクリックします。

シスコのネクストホップ

手動で挿入されたデマンドの場合、（S,G）ペア（マルチキャストフロー）のすべてのSSMデ
マンドトラフィックは、そのデマンドが通過する任意のインターフェイスを通過します。

ただし、マルチキャストフロー（S,G）の Sおよび Gのハッシュを使用して計算されるシスコ
のネクストホップを使用するようにCiscoCrossworkPlanningを設定できます。このハッシュ計
算は、IOSと IOS XRで異なります。デフォルトの動作は、IOSのものです。IOS XRハッシュ
は、OSフィールドが IOS XRで始まるすべてのノードで使用されます。

シスコのネクストホップを使用するように Cisco Crosswork Planningを設定するには、次の手
順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、 > [編集（Edit）]、 > [ネットワークオ
プション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [プロトコル（Protocols）]タブをクリックします。

ステップ 4 [マルチキャスト（Multicast）]セクションの [マルチパス（Multipath）]選択ドロップダウンリストから、
[CiscoNextHop]を選択します。
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ステップ 5 [保存（Save）]をクリックします。

マルチキャストデマンド
検出されたマルチキャストフローについては、デマンドを手動で挿入できます。詳細について

は、マルチキャストフローのデマンドの作成, on page 240を参照してください。

シミュレートされたマルチキャストフローの場合は、デマンドを手動で作成します。一般的な

デマンドの詳細については、デマンドを使用した送信元から接続先へのトラフィックフローの

シミュレーション, on page 95を参照してください。

シミュレーションされたマルチキャストデマンド

手動で挿入されたデマンドの場合、（S,G）ペア（マルチキャストフロー）のすべてのSSMデ
マンドトラフィックは、そのデマンドが通過する任意のインターフェイスを通過します。SSM
デマンドは、ユニキャストデマンドのように送信元から接続先へではなく、接続先から送信元

への最短パスでルーティングされます。デフォルトでは、マルチキャストマルチパスは無効で

す。送信元に戻るルート上のノードから等コストの2つのパスが出る場合、パスは次の基準に
基づいて選択されます。

•最も大きい IPアドレスを持つリモートインターフェイスが使用されます。

• IPアドレスが使用できない場合は、辞書的に最小の名前を持つルータ名が使用されます。

ただし、シスコのネクストホップマルチキャスト、マルチパス選択方式を使用するようにCisco
Crosswork Planningを設定できます。詳細については、シスコのネクストホップ, on page 237を
参照してください。

これらのマルチキャストデマンドの送信元になるのは、ノード、インターフェイス、外部AS、
または外部エンドポイントです。インターフェイスを使用すると、デマンドトラフィックが入

る正確なインターフェイスを指定できます。外部エンドポイントを使用すると、マルチキャス

ト送信元がプラン内のノードの外部にあり、プラン内のインターフェイスへのトラフィックフ

ローおよびそれらのインターフェイスを通過するトラフィックフローの可能なエントリポイン

トが複数存在する状況をモデル化できます。

この例では、選択されたデマンドには、AMSのノード送信元と、2つのノード（FRAとPAR）
を含むマルチキャスト接続先があります。送信元ノード（S）は Aでマークされ、受信者グ
ループ（G）の接続先は Zでマークされます。
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外部エンドポイントを使用して、計画外のソースをモデル化できます。この例では、デマンド

のソースは、メンバーとして AMSと LONを含む外部エンドポイントです。マルチキャスト
の宛先には FRAと PARの両方が含まれます。

マルチキャストフロー

マルチキャストフローの表示

マルチキャストフローの詳細情報がプランファイルにすでに存在する場合のみ、UIでそれら
の詳細情報を表示できます。UIからマルチキャストフローを作成、編集、または削除するこ
とはできません。

Note

検出されたマルチキャストフローおよびマルチキャストフローホップをプロットで強調表示す

るには、それらをそれぞれのテーブルから選択します。マルチキャストデマンドの送信元と接

続先を表示するには、そのテーブルからデマンドを選択します。プロットでは、送信元はAで
識別され、接続先は Zで識別されます。
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このテーブルを表示表示対象

[マルチキャストフロー（Multicast
Flows）]

送信元名と受信者名の両方を含む、マルチキャスト

フロー

[マルチキャストフローホップ
（Multicast Flow Hops）]

（S,G）名、ホップノード、ホップインターフェイ
スを含む、検出されたマルチキャストフローホップ

[マルチキャストフローの外部ホップ
（Multicast Flow External Hops）]

（S,G）名、アウトバウンドインターフェイスの方
向を含む、検出されたマルチキャストフローの外部

ホップ（プランの外部と推測される接続先）

[マルチキャストフローの接続先
（Multicast Flow Destinations）]

（S,G）名、接続先ノードを含む、ユーザーが作成
したマルチキャストフローの接続先

デマンドマルチキャストデマンド

マルチキャストフローのデマンドの作成

マルチキャストフローのデマンドを作成するには、次の手順を実行します。

Procedure

ステップ 1 マルチキャストの詳細情報を含むプランファイルを開きます（プランファイルを開く, onpage25を参照）。
プランファイルが [ネットワーク設計（Network Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [デマンド（Demands）] > [デマンド
（Demand）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルの [デマンド（Demands）]テーブルで、

> [デマンド（Demands）]の順にクリックします。

ステップ 3 [名前（Name）]フィールドに、デマンドの名前を入力します。

ステップ 4 [送信元（Source）]エリアで、マルチキャストフローの送信元（S）を定義します。

a) [タイプ（Type）]リストから、送信元をノード、インターフェイス、外部AS、または外部エンドポイ
ントとして選択します。

b) ノード送信元の場合は、サイトとノードの両方を選択します。

インターフェイス送信元の場合は、サイト、ノード、およびインターフェイスを選択します。

外部ASの場合は、外部ASと、この外部トラフィックが通過するプランファイル内のノードの両方を
選択します。

外部エンドポイントの場合は、その名前を選択します。

ステップ 5 [接続先（Destination）]エリアで、マルチキャストフローの受信者グループ（G）を定義します。
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a) [タイプ（Type）]リストから、[マルチキャスト接続先（Multicast destination）]を選択します。
b) [（G）受信者（(G) Receiver）]リストから、シミュレートされたマルチキャストフロー（S,G）を識別
する受信者を選択します。

ステップ 6 （オプション）必要に応じて他のすべてのフィールドに入力し、[追加（Add）]をクリックします。
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P A R T III
トラフィックエンジニアリングと最適化

•ネットワークコアのメトリックの最適化（245ページ）
• MPLSルーティングの設定（255ページ）
• LSPの最適化（273ページ）
• RSVP-TEルーティングの設定（293ページ）
• RSVP-TEルーティングの最適化（357ページ）
•明示的および戦術的な RSVP-TE最適化の実行（369ページ）
•セグメントルーティングの設定（381ページ）
•セグメントルーティングの最適化（399ページ）





第 17 章

ネットワークコアのメトリックの最適化

メトリック最適化ツールは、ネットワークコアのメトリックを最適化します。このツールは、

ネットワークプランのコアインターフェイスの IGPメトリックを、指定された一連の障害シナ
リオの下で、結果のルートによって達成可能なスループットを最大化するように選択された新

しいメトリックに置き換えます。

戦術的メトリック最適化ツールを使用すると、選択したインターフェイスで可能な限り少ない

変更を行い、使用率を特定レベル未満に低下させることで、ローカルの輻輳を迅速に修正でき

ます。

ネットワークのコアが接続されている必要があり、すべてのノードが 1つの ASに含まれてい
る必要があります。つまり、任意の 2つのコアノード間に、同じ AS内の他のコアノードのみ
を通過し、エッジノードを通過しないパスが必要です。そうでない場合は、メトリック最適化

によってエラーが通知されます。

（注）

ここでは、次の内容について説明します。

•コアとエッジ, on page 245
•メトリック最適化の実行, on page 246
•戦術的メトリックの最適化 , on page 251
•メトリック最適化レポート, on page 252

コアとエッジ
Cisco Crosswork Planningのネットワークモデルでは、ノードをコアノードまたはエッジノード
として定義できます。これらの定義は、明示的なルータ設定とは関係がないことに注意してく

ださい。回線の同様の分類は、接続するノードによって暗黙的に決定されます。回線が1つ以
上のエッジノードに接続されている場合、その回線はエッジ回線として定義されます。それ以

外の場合は、コア回線です。エッジメトリックとコアメトリックは、それぞれエッジ回線とコ

ア回線のメトリックを意味します。

このコアとエッジの区別は、Cisco Crosswork Planningのツールが従う特定のポリシーを定義す
るために役立ちます。メトリック最適化では、これらは次のようになります。
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•コアメトリックのみが変更されます。

•目的は、コアの使用率を最小化することです。エッジでの使用率は考慮されません。

•メトリックによって選択されるルートは、送信元と接続先の間のルートがコアに出入りす
る回数が最大で1回になるように、ツールによって制限されます。つまり、ルートの「エッ
ジリーク」が防止されます。

これらのポリシーの結果として、最適化されるプランファイル内のエッジメトリックが大きい

ほど、コアルートがより適切に最適化される可能性があります。指定されたエッジメトリック

が大きいほど、メトリック最適化ツールでは、ルートをエッジにリークすることなくコアメト

リックを設定する方法の柔軟性が向上します。

メトリック最適化の実行
メトリック最適化には多くのトレードオフがあります。主なトレードオフは、通常動作時のパ

フォーマンスと障害発生時のパフォーマンスとの間にあります。メトリックは、前者で適切に

機能し、後者を無視するように選択するか、2つのパフォーマンスのバランスを取るように選
択できます。

メトリック最適化では、区分されていないトラフィックが最適化されますが、サービスクラス

またはインターフェイスキューごとのトラフィックは最適化されません。区分されていないト

ラフィックにポリシーが設定されている場合、Cisco Crosswork Planningは、インターフェイス
使用率とポリシー違反の両方を最小化しようとします。

メトリック最適化ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。プランファイルが [ネットワー
ク設計（Network Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [メトリック最適化（Metric optimization）]
の順に選択します。
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Figure 62:メトリック最適化オプション

ステップ 3 [最適化するインターフェイス（Interfaces tooptimize）]パネルで、最適化する必要があるインターフェイ
スを選択します。ドロップダウンリストを使用してすべてのインターフェイスまたはコアインターフェ

イスを選択するか、[手動で選択（Select manually）]ボタンを使用して必要なインターフェイスを手動で
選択します。

ステップ 4 [通常（復元力なし）（Normal (Non-Resilient)）]セクションを展開し、使用する最適化オプションを選択
します。フィールドの説明については、Table 26:メトリック最適化オプション, on page 248を参照してく
ださい。

ステップ 5 [障害（復元力あり）（Failure (Resilient)）]セクションを展開し、使用するオプションを決定します。
フィールドの説明については、Table 26:メトリック最適化オプション, on page 248を参照してください。

プランニングを行う上で、メトリック最適化の最大の利点は、多数の障害シナリオでルーティングを最

適化できることです。この機能は、その最適化を制御するだけでなく、通常最適化と障害最適化の間の

トレードオフも制御します。

ステップ 6 残りのオプションを指定して最適化を微調整します。フィールドの説明については、Table 26:メトリッ
ク最適化オプション, on page 248を参照してください。

ステップ 7 [次へ（Next）]をクリックします。

ステップ 8 （オプション）スレッドの最大数を指定します。デフォルトでは、オプティマイザは、使用可能なコア

に基づいて、この値を最適なスレッド数に設定しようとします。

ステップ 9 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。
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• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 10 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 11 [送信（Submit）]をクリックします。

Table 26:メトリック最適化オプション

[説明（Description）]フィールド

最適化するインターフェイス

デフォルトでは、CiscoCrossworkPlanningはすべてのインター
フェイスを最適化します。このオプションを使用して、最適

化されたインターフェイスを制限できます。[インターフェイ
スでの使用率の最適化（Optimize utilization on interfaces）]の
値として [コア（Core）]を選択するか、[手動で選択（Select
manually）]を使用してインターフェイスを手動で選択しま
す。

[インターフェイスでの使用率
を最適化（Optimize utilization
on interfaces）]

通常（復元力なし）のオプション
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[説明（Description）]フィールド

通常、このデフォルトが主な目的であり、使用率が最も高い

インターフェイスの使用率を削減することに集中します。

[最大インターフェイス使用率
を最小化（Minimize maximum
interface utilization）]

多くの場合、少数のインターフェイスがネットワークのボト

ルネックとなっており、再ルーティングではそれらの使用率

を削減できません。ただし、依然として、使用率の低い他の

インターフェイスの使用率を削減することが望ましい場合が

あります。このオプションは、すべてのインターフェイスの

使用率を、指定された使用率レベル未満に削減しようとしま

す。また、これが不可能な場合は、このレベルを超えるイン

ターフェイスの数を最小化します。

[使用率が __ %を超えるイン
ターフェイスの数を最小化

（Minimize # of interfaces with
utilization > __ %）]

最適化の後に、メトリックの選択で柔軟性を使用できる場合、

Cisco Crosswork Planningは、この柔軟性を使用して、ネット
ワーク全体のルートの平均遅延を最小化します。ユーザーは

これを設定できず、常にオンになります。

[平均遅延を最小化（Minimize
average latency）]

オンにすると、各デマンドのパスの選択は、遅延が遅延境界

を下回るデマンドに制限されます（可能である場合）。

[遅延境界の適用（Enforce
latency bounds）]

障害（復元力あり）のオプション

オンにすると、CiscoCrossworkPlanningは、すべてのインター
フェイスおよびすべての障害シナリオで最大インターフェイ

ス使用率を最小化するメトリックを選択します。オフにする

と、通常動作のみが最適化され、障害セクションの残りの部

分は無視されます。

[最大インターフェイス使用率
を最小化（Minimize maximum
interface utilization）]

指定されたパーセンテージを超える使用率のインターフェイ

スの数（任意の障害シナリオでの）が最小化されます。

[使用率が__ %を超えるイン
ターフェイスの数を最小化

（Minimize # of interfaces with
utilization > __ %）]

オフにすると、通常動作時の使用率を考慮せずに障害発生時

の最大使用率が最小化されます。多くの場合、このオプショ

ンをオンにして、通常動作時の使用率境界を設定することが

有用です。その後、メトリック最適化でこれが満たされます

（可能な場合）。

[障害がない場合の使用率境界
を適用（Enforce no-failure
utilization bound）]

このオプションは、最適化を実行する障害シナリオを決定し

ます。障害の任意の組み合わせ（すべての保護されていない

回線、SRLG、ノード、サイト、ポート、ポート回線、並列回
線、および外部エンドポイントメンバー）を選択できます。

[障害セット（Failure sets）]

最適化タイプとトラフィックレベルのオプション
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[説明（Description）]フィールド

Cisco Crosswork Planningは、グローバルまたは増分メトリッ
ク最適化を実行できます。

• [グローバル（Global）]：最適なルートを最初から作成
し、その後に古いメトリックをターゲットにします。Cisco
Crosswork Planningはルートをグローバルに選択できるた
め、特定の状況、特にターゲットルートが適切に選択さ

れていない場合、このオプションによってパフォーマン

スが向上する傾向があります。ただし、グローバル最適

化は、通常、増分最適化よりも時間がかかります。

• [増分（Incremental）]：現在のルートを改善の基準として
使用します。ターゲットルートは、グローバル最適化を

使用する場合ほど根本的に変更されないため、メトリッ

クターゲットからのメトリック変更の数は、通常、増分

オプションを使用する場合の方がはるかに少なくなりま

す。

[最適化タイプ（Optimization
type）]

デフォルトでは、Cisco Crosswork Planningは、最適化の目標
を達成するために、ネットワークに含まれる任意のコアイン

ターフェイスのメトリックを設定または変更します。または、

このオプションによって提供されるように、メトリック最適

化で、メトリックの変更がすべてのインターフェイス、コア

インターフェイス、または手動で選択されたインターフェイ

スに制限されます。

[インターフェイスにメトリッ
クを設定（Set metrics on
interfaces）]

最適化が実行されるトラフィックレベル。トラフィックレベル

最適化されていないインターフェイスのオプション

最適化されていないインターフェイスについては、次のよう

に設定できます。

• [無視（Ignore）]

• [使用率が__ %を超えるインターフェイスの数を最小化
（Minimize number of interfaces with util > __ %）]

• [使用率が現在値+ __ %を超えるインターフェイスの数を
最小化（Minimize number of interfaces with util > current +
__ %）]

[最適化されていないインター
フェイス（Non-optimized
Interfaces）]

その他のオプション
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[説明（Description）]フィールド

同等のルートセットが生成されるメトリックセットは多数あ

ります（たとえば、すべてのメトリックを 2倍にしてもルー
トは変更されません）。CiscoCrossworkPlanningは、メトリッ
クのターゲット化によって、それらのメトリックセットから

選択します。メトリックは、ネットワーク内の現在のメトリッ

クに可能な限り一致するように選択できます。これにより、

あるメトリックセットから次のメトリックセットへの切り替

えが簡素化されます。

[現在のメトリックをターゲッ
ト化（Target to current
metrics）]

このオプションは、各回線の各インターフェイスの 2つのメ
トリックを互いに等しく設定します。この制約により、最適

化のパフォーマンスが低下する可能性があります。ただし、

A（送信元）からZ（接続先）へのデマンドとZからA（コア
内）へのデマンドが同じパスを使用するため、AとZ間のセッ
ションが障害によって中断される可能性が最小化されます。

[対称メトリックの適用
（Enforce symmetric metrics）]

このデフォルトオプションにより、Cisco Crosswork Planning
がデマンドルートを変更できる方法が制限されます。デマン

ドが、コアを介するだけのルーティング、またはエッジから

コアを介してエッジにルーティングすることによって開始さ

れる場合、このオプションにより、パスの途中でエッジを介

してルーティングされるようにルーティングが変更されるこ

とを防止します。これは通常、望ましいルーティングポリシー

制限です。

[エッジリークの防止（Prevent
edge leakage）]

このデフォルトオプションにより、メトリックの最適化後に

シミュレーション分析が実行されます。このシミュレーショ

ン分析では、たとえば、新しいメトリック設定によって引き

起こされる障害発生時の使用率を詳細に確認できます。

[最適化後のシミュレーション
（Simulate after optimization）]

What to do next

「メトリック最適化レポート, on page 252」を参照してください。

戦術的メトリックの最適化
戦術的メトリック最適化ツール（[アクション（Actions）] > [ツール（Tools）] > [戦術的メト
リック最適化（Tactical metric optimization）]）は、メトリック最適化ツールの縮小版であり、
変更の数を最小化し、より高速に実行されます。このツールのオプションは、メトリック最適

化ツールのオプションのサブセットです。

このツールは、可能な限り最適なソリューションを見つけようとします。一般に、実行時間が

長いほど、結果が向上します。[時間制限（Time limit）]オプションにより、指定された時間が
経過するとより良いソリューションの探索を停止し、それまでに見つかった最良のソリュー
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ションを使用するようにツールに指示できます。このオプションが設定されていない場合、

ツールは、探索するソリューションがなくなるまで実行されます。これには時間がかかる場合

があります。使用可能なすべてのソリューションを探索する必要がある場合は、メトリック最

適化ツールを使用してください。

メトリック最適化レポート
メトリック最適化を実行するたびに、メトリック最適化レポートが自動的に生成されます。こ

の情報には、[アクション（Actions）]> [レポート（Reports）]> [生成されたレポート（Generated
reports）]の順に選択し、右側のパネルで [設計履歴（Design History）]リンクをクリックする
ことで、いつでもアクセスできます。

レポートは、主に次のセクションに分類されます。

メトリック最適化レポート

[メトリック最適化レポート（Metric-Opt Report）]セクションには、次の情報が示されます。

• [オプション（Options）]：メトリック最適化を呼び出すために使用されたオプションを要
約します。これらのオプションの一部（[出力ファイル（Output File）]や [レポートファイ
ル（Report File）]など）は、CLIツールを使用する場合にのみ関連します。

• [デマンド数（Number of demands）]：プランに含まれるデマンドの総数。

• [目的（Objectives）]：最適化の目的を優先順位に従って要約します。

警告

メトリック最適化によって検出された警告は、誤解を招いたり、望ましくない結果につながる

可能性があります。次に、警告メッセージの例をいくつか示します。

• No Improvement in Optimization（最適化の改善なし）

No routing improvement found: metrics unchanged（ルーティングの改善が見つかりません
でした：メトリックは変更されていません）

メトリック最適化でネットワーク内のメトリックを改善できませんでした。増分オプショ

ンが指定され、遅延境界が適用された場合、これは、ターゲットメトリックが、増分最適

化では修正できない方法で遅延境界に違反したことが原因である可能性があります。

• Optimization Exit Diagnostics（最適化終了の診断）

Optimization performance may be limited by low edge metrics（最適化のパフォーマンスは、
エッジメトリックが低いために制限される場合があります）

最適化中に、特定のエッジメトリックによってエッジリークが発生していたため、いくつ

かの望ましいルートを選択できませんでした。

• Optimization Constraints Violated（最適化の制約に違反）
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<n> \{intra. inter\site core metrics exceed \crlf \{intra, inter\site-metric \{upper, lower\-bound
（<n> \{サイト内.サイト間\コアメトリックが \crlf \{サイト内,サイト間の\メトリックの
\{上,下\限を超えました）

1つ以上のサイト内またはサイト間コアメトリック境界に違反しました。

• Maximum normal utilization exceeds specified bound（最大通常使用率が指定された境界を超
えました）

元のプランの通常使用率が指定された境界を超えましたが、メトリック最適化で通常使用

率をこの境界未満に減らすことはできませんでした。この場合、メトリック最適化は、通

常使用率を可能な限り低く設定しようとします。通常のシナリオでの使用率削減が最も優

先されるため、ワーストケースの最適化は実行されません。

• <n> demands with non-zero bandwidth exceed latency bounds（帯域幅がゼロではない <n>
個のデマンドが遅延境界を超えました）

遅延境界の適用は最適化の優先順位が最も高いため、遅延境界がデマンドの可能な最短遅

延よりも小さい場合を除き、この状況は発生しません。

• <n> demands with zero bandwidth exceed latency bounds（帯域幅がゼロの <n>個のデマン
ドが遅延境界を超えました）

メトリック最適化では、帯域幅がゼロのデマンドに遅延境界が常に適用されるわけではあ

りません。これらの警告は、シグナリングされたデマンドの低遅延パスを見つけることが

できる場合でも、時折発生することがあります。

• Unrouted Demands（ルーティングされないデマンド）

<n> unroutable demands under normal operation（通常動作時にルーティングできないデ
マンドが <n>個あります）

障害なしのシナリオであっても送信元と接続先の間にルートが存在しないデマンドが<n>
個あります。

• <n> unroutable demands under <m> circuit failure scenarios（<m>個の回線障害シナリオで
ルーティングできないデマンドが <n>個あります）

<m>個の回線障害シナリオで送信元と接続先の間にルートが存在しないデマンドが <n>
個あります（異なる回線障害では異なるデマンドがルーティングできない場合がありま

す）。

• <n> unroutable demands under <m> SRLG failure scenarios（<m>個の SRLG障害シナリオ
でルーティングできないデマンドが <n>個あります）

<m>個の SRLG障害シナリオで送信元と接続先の間にルートが存在しないデマンドが <n>
個あります（異なるSRLG障害では異なるデマンドがルーティングできない場合がありま
す）。

• <n> unroutable demands under <m> source/dest node failure scenarios（<m>個の送信元/接
続先ノード障害シナリオでルーティングできないデマンドが <n>個あります）
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<m>個の障害シナリオで送信元ノードと接続先ノードのいずれかまたは両方に障害が発生
したデマンドが<n>個あります。このような状況では、それらのデマンドをルーティング
できないことは明らかです（異なるノード障害では異なるデマンドがルーティングできな

い場合があります）。

• <n> unroutable demands under <m> non-source/dest node failure scenarios（<m>個の非送
信元/接続先ノード障害シナリオでルーティングできないデマンドが <n>個あります）

<m>個のノード障害シナリオで送信元と接続先の間にルートが存在しないデマンドが<n>
個あります。これらのシナリオでは、障害が発生したノードはデマンドのパスに含まれる

中間ノードであり、デマンドの送信元/接続先ノードではありません（異なるノード障害
では異なるデマンドがルーティングされない場合があります）。

ルーティングサマリー

最適化前（カッコ内）と最適化後の両方で、ネットワーク内のルートのサマリー統計が表示さ

れます。

• [コア/エッジの最大使用率（Core/Edge Max Utilization）]：コアまたはエッジネットワーク
の任意のインターフェイスを介した最大パーセンテージ使用率。通常の使用率は、通常

（障害なし）シナリオのものであり、ワーストケースの使用率は、障害セットのすべての

障害シナリオ全体で最大化されます。

• [遅延（Latency）]：ルーティングされたすべてのデマンド全体での遅延の中央値と平均値
（どちらもミリ秒単位で、可能な最小遅延ルートの遅延に対するパーセンテージ）。

各デマンドのルーティングの遅延は、そのデマンドに関する可能な最短ルートの遅延の

パーセンテージとして、遅延ごとに計算されます。パーセンテージ列の下に、これらの

パーセンテージの中央値と平均値が表示されます。

• [最短パスから外れてルーティングされたデマンドの数（Num of demands routed away from
shortest path）]：遅延ごとの、最短パスをたどらないルートの数（ルーティングされたす
べてのデマンドのうち）。この統計は、最適化の主要な基準となる、使用率最小化によっ

てルートがどの程度影響を受けたかを示す指標です。

• [遅延境界を超えるデマンドルートの数（Numof demand routes exceeding latency bounds）]：
遅延境界を超えるルートの数（ルーティングされたすべてのデマンドのうち）。

メトリック

メトリックターゲットの選択内容が、ターゲットメトリックとは異なるメトリックの数ととも

に表示されます。メトリックがターゲットメトリックと異なるインターフェイスのリストが、

ターゲットメトリックと最適化されたメトリックの両方とともに表示されます。メトリック

は、サイト内インターフェイスとサイト間インターフェイスのメトリックに分けられます。
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第 18 章

MPLSルーティングの設定

この章では、Cisco Crosswork PlanningでMPLSルーティングを設定する方法について説明しま
す。SR（セグメントルーティングされる）LSP以外のすべての LSPは、RSVP LSPと同様に
ルーティングされます。これらのタイプの LSPに固有のMPLSシミュレーション情報につい
ては、RSVP-TEルーティングの設定（293ページ）およびセグメントルーティングの設定（381
ページ）を参照してください。

• LSPは通常動作時に確立されます。つまり、障害発生時のことは考慮されません。

•障害の影響を受ける LSPは再ルーティングされます。LSPパスの設定に応じて、再ルー
ティングには、セカンダリパスへの移行、LSPの動的な再ルーティング、またはセグメン
トリストに基づく再ルーティングが含まれる場合があります。

•デマンドは、指定された障害シナリオを前提として、指定された IGPプロトコルによって
確立された LSPを使用してルーティングされます。

• LSP使用率は、指定されたトラフィックレベルを使用してデマンドトラフィックから計算
されます。

ここでは、次の内容について説明します。

•サポートされている LSPの種類, on page 255
• LSPの作成および可視化, on page 256
• LSPパス, on page 257
• LSP経由のデマンドのルーティング, on page 260
•グローバルシミュレーションパラメータの設定, on page 268
• LSPシミュレーションのトラブルシューティング, on page 270

サポートされている LSPの種類
Cisco Crosswork Planningは、次の LSPタイプをサポートしています。

• SRLSP：ルーティングにRSVPを使用しないセグメントルーティングLSP。CiscoCrosswork
Planningの UIを使用して SR LSPを作成できます。これらは、[SR]の [タイプ（Type）]
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プロパティで識別されます。詳細については、セグメントルーティングの設定, onpage381
を参照してください。

• RSVP LSP：RSVPを介して確立される LSP。これらは一般に「MPLS TEトンネル」と呼
ばれます。Cisco Crosswork Planningは、RSVPLSPを検出します。Cisco Crosswork Planning
のUIを使用してそれらを作成することもできます。これらは、[RSVP]の [タイプ（Type）]
プロパティで識別されます。詳細については、RSVP-TEルーティングの設定, on page 293
を参照してください。

Cisco Crosswork Planningは、LDPトンネルを LSPとしてモデル化しません。Note

LSPの作成および可視化
ネットワーク内のMPLS LSPをシミュレートするには、まずルーティングされる LSPを設定
する必要があります。CiscoCrosswork PlanningUI内のLSPを作成して可視化するには、次の手
順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSP]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルの [LSP]タブで、 > [LSP]の順にクリッ
クします。

[LSP]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テーブルの表示/非表示

（Show/hide tables）]アイコン（ ）をクリックし、[LSP]チェックボックスをオンにします。

ステップ 3 [タイプ（Type）]を選択します。これにより、これがRSVP LSPまたは SR LSPのどちらであるかが決まり
ます。

ステップ 4 [名前（Name）]フィールドに、LSPの名前を入力します。

ステップ 5 [アクティブ（Active）]チェックボックスまたは [FRR対応（FRR enabled）]チェックボックスをオンにし
ます。

ステップ 6 [送信元と接続先（Source&destination）]パネルを展開します。適切な送信元/接続先サイトおよびノードの
詳細情報を選択します。

ステップ 7 （オプション）他のパネル（[ルーティング（Routing）]、[CSPF]、および [その他（Other）]）を展開し、
関連するパラメータを入力します。

ステップ 8 [保存（Save）]をクリックします。
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ステップ 9 ネットワークプロットで LSPを可視化するために、[LSP]テーブルから LSPを選択します。それらは、紫
の矢印としてプロットに表示されます。

Figure 63: LSP可視化

次のいずれかのオプションを使用して、選択したノード間にLSPのメッシュを追加することも
できます。

•ツールバーから、[アクション（Actions）]> [挿入（Insert）]> [LSP]> [LSPメッシュ（LSP
mesh）]の順に選択します。

•右側にある [ネットワークサマリー（Network Summary）]パネルの [LSP]タブで、 >
[LSPメッシュ（LSP mesh）]の順にクリックします。

関連するインターフェイス、送信元ノードと接続先ノード、デマンド、またはLSPパスなどの

関連情報でフィルタ処理することができます。これを実行するには、[LSP]、[ ]、該当する
オプションの順に選択します。

LSPパス
LSPには、1つ以上の LSPパスを割り当てることができます。LSPと同様に、LSPパスには、
パスがRSVPLSP用かSRLSP用かによって異なるプロパティがあります。これらのプロパティ
は、省略すると LSPから継承されます。これらのプロパティが LSPパスで設定されている場
合は、それらによってLSP設定が上書きされます。これらのプロパティについては、RSVP-TE
ルーティングの設定, on page 293およびセグメントルーティングの設定, on page 381を参照して
ください。

パスのオプションとアクティブパス

[LSPパスの追加/編集（Add/Edit LSP Path）]ウィンドウには各 LSPパスの [パスオプション
（Path option）]プロパティがあります。LSPは、正常に確立できる最初の LSPパスを使用し
てルーティングされます。LSPパスは、パスオプションの昇順で確立され、パスオプション 1
が最初に確立されます。
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また、[ルーティング（Routing）]セクション（[LSPの追加/編集（Add/Edit LSP）]ページ）の
[アクティブパス（Active path）]フィールドで、使用する LSPパスを入力することもできま
す。

LSPパスの作成
LSPパスを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[LSP]テーブルから、LSPパスを追加
する LSPを選択します。

ステップ 3 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSPパス（LSP Paths）]の順に選択

するか、[LSPパス（LSP Paths）]テーブルで をクリックします。

[LSPパスの挿入（Insert LSP Path）]ウィンドウが表示されます。

ステップ 4 手順 2で選択した LSPに問題がない場合は、[次へ（Next）]をクリックします。必要に応じて、選択内容
を変更してください。

ステップ 5 [パスオプション（Path option）]フィールドに、LSPパスをアクティブ化する順序を入力します。小さい数
値の方が大きい数値よりも優先されます。
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ステップ 6 SR LSPから LSPパスを作成する場合は、手順 7に進みます。これがRSVP LSPパスの場合は、必要に応じ
て次のプロパティを設定します。これらのプロパティについては、RSVP-TEルーティングの設定, on page
293を参照してください。

a) 帯域幅を設定するには、LSPパスの [セットアップ帯域幅（Setup Bandwidth）]を指定するか、LSPか
ら帯域幅を継承するように指定します。

b) 関連付けられた名前付きパスを作成するには、このオプションをオンにし、LSP名の場合は $1、パス
オプションの場合は $2を使用して名前を完成させます。

c) これがスタンバイ LSPパスの場合は、[スタンバイ（Standby）]をオンにします。これにより、パスが
常にアクティブになります。

ステップ 7 [次へ（Next）]をクリックします。

ステップ 8 [アフィニティ（Affinities）]ページで必要な変更を加えて LSPパスをアフィニティに関連付けます。

a. 各ルール（[含める（Include）]、[いずれかを含める（Include any）]、[除外（Exclude）]）について、
LSPパスが LSPアフィニティルールを継承するかどうか、またはこれらのオプションの下にあるテー
ブルで定義されているルールに基づくかどうかを選択します。

b. テーブルを使用する場合は、LSPパスに関連付ける各アフィニティのルールを選択します。

ステップ 9 [Submit]をクリックします。
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パス遅延の計算

Cisco Crosswork Planningでは、LSPおよびデマンドの最短遅延パスが次のように計算されま
す。

•デフォルトでは、Cisco Crosswork Planningは、送信元からLSPまたはデマンドの接続先へ
の最短パスを使用します。この場合、各インターフェイスの重みは、そのインターフェイ

スの遅延値です。

•いずれかのインターフェイスの遅延がゼロの場合（デフォルトの値）、代わりに短い
（0.00001ミリ秒の）遅延が使用されます。つまり、プランに含まれるインターフェイス
のすべての遅延がゼロの場合、ホップ数が最小のパスが選択されます。

• 2つのパスの遅延が同じである場合、ホップ数が少ないパスが優先されます。

LSP経由のデマンドのルーティング

エリア内 LSP経由のデマンドのルーティング
エリア内LSPは、IGPショートカットとしてモデル化されます。つまり、LSPを使用するデマ
ンドの送信元は、IGPへの入力ノード以外のノードにすることができ、LSPの接続先ノード
は、IGPからの出力ノード以外のノードにすることができます。エリア内LSPを介したデマン
ドでは、その LSPがフルデマンドパスを通過する必要がありません。

各エリア内LSPには、LSPを介してルーティングされるトラフィックを決定するために役立つ
メトリックがあります。デフォルトでは、自動ルートLSPには、送信元から接続先までの最短
IGP距離に等しいメトリックがあります。ただし、このデフォルトを上書きする、これらの
LSPの静的メトリックを設定できます。静的メトリックは、最短 IGP距離を基準として定義す
ることもできますが、これらの相対メトリックは現在CiscoCrossworkPlanningではサポートさ
れていません。

転送隣接 LSPには常にメトリックがあります。指定しない場合、デフォルトは 10です。転送
隣接LSPメトリックは IGPにインジェクトされるため、LSPの送信元ノード以外のノードは、
転送隣接 LSPを通過するパス長を認識し、それを最短パスの計算に使用します。

自動ルートおよび転送隣接（FA）の設定を編集するには、[LSP]テーブルから 1つ以上の LSP

を選択し、 をクリックして [編集（Edit）]ウィンドウを開き、[ルーティング（Routing）]
セクションの値を編集します。

エリア間 LSP
ISPエリア間ではメトリック距離を定義できないため、エリア間 LSPに適切に定義されたメト
リックはありません。そのため、Cisco Crosswork Planningでは、デマンドのエンドポイント
が、LSPの送信元および接続先に一致するノードであるか、これらのノード上のインターフェ
イスであるか、IGPを介した入力および出力ポイントがこれらのノードである外部 ASである
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場合にのみ、デマンドがエリア間 LSPを介してルーティングされます。この要件は、ネット
ワークオプションの設定に関係なく当てはまります。

ルーティングされるには、これらのデマンドがプライバシー要件にも一致する必要がありま

す。自動ルート、転送隣接関係（FA）のプロパティ、およびLSPメトリックは無視されます。
プライバシーについては、特定の LSP（プライベート LSP）経由のデマンドのルーティング,
on page 262を参照してください。

エリア間 LSPのルーティング

Cisco Crosswork Planningでは、単一の ASに含まれるすべてのノードが、単一の IGPに属して
いると見なされます。プランファイルに複数の ASが含まれている場合、これらの ASで定義
されているすべての IGPは同じタイプです。ノードをエリアまたはレベルに割り当てる方法に
ついては、デマンドを使用した送信元から接続先へのトラフィックフローのシミュレーション,
on page 95を参照してください。

エリア間 LSPは、送信元ノードと接続先ノードに共通のエリアがない LSPです。使用可能な
場合、エリア間LSPは、エリアを通過するルーティングの必要な順序に違反するかどうかに関
係なく、実際のパスに従います。たとえば、実際のパスに従う場合、エリア間は、OSPFエリ
ア 0に複数回出入りする可能性があります。

エリア間 LSPのルーティング方法を決定するその他の要因には、LSPタイプが RSVPと SRの
どちらであるか、ABRで明示的なホップを要求するように選択したかどうかなどがあります。
（明示的エリア間 LSPルーティングと動的エリア間 LSPルーティング, on page 261を参照。）

エリア間高速再ルーティング LSPおよびエリア間 IGPショートカット LSPはサポートされて
いません。高速ルーティングLSPの送信元ノードと接続先ノードが異なるエリアにある場合、
LSPはルーティングされません。

Note

エリア経由のルーティング順序

LSPタイプや、明示的なホップが必要かどうかに関係なく、エリア間LSPは、次のようにバッ
クボーンエリアを介してルーティングされます。ここで、「バックボーン」は、OSPFの場合
はエリア 0、IS-ISの場合はレベル 2エリアを意味します。

• 3つ以上のエリアがある場合、バックボーンエリアは、送信元ノードと接続先ノードの間
にある必要があります。通常、エリアは3つ以下であるため、バックボーンエリアは中間
にある必要があります。たとえば、OSPFエリア間 LSPは、エリア 1からエリア 0（バッ
クボーン）にルーティングされ、その後にエリア 2にルーティングされます。

•エリアが 2つしかない場合、バックボーンエリアは 1つしか存在せず、送信元ノードまた
は接続先ノードのいずれかがバックボーンエリアにある必要があります。

明示的エリア間 LSPルーティングと動的エリア間 LSPルーティング

OSPF ABRは、エリア 0と他の OSPFエリアの両方に属するノードです。IS-IS ABRは、レベ
ル 2エリアと別の IS-ISレベルの両方に属するノードです。
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エリア間 LSPのルーティングには 2つのモードがあります。一つは、ABRノードで明示的な
ホップを設定する必要があります。このモードでは、ABRの明示的なホップが必要な実際の
ルータの動作が正しくシミュレートされます。もう一つのモードでは、ABRノードでの明示
的なホップを必要とせず、複数のエリア間でLSPを完全に動的にルーティングできます。この
モードでは実際のルータの動作はシミュレートされませんが、エリア間LSPルートのプランニ
ングに役立ちます。これらのモードは、[ラベルスイッチドパス（Label switched paths）]セク
ションで [LSPルーティングにABRの明示的なホップが必要（LSP routing requires ABR explicit
hops）]というラベルの付いたネットワークオプションを使用して指定されます。

このオプションを選択すると、エリア間 LSPは、ABRノードに設定された明示的なホップに
基づいてルーティングされます。

•エリア間 RSVP LSPには名前付きパスが含まれている必要があり、その名前付きパスに
は、必要なエリア横断ごとに、ABRでの明示的なホップが含まれている必要があります。

•エリア間 SR LSPにはセグメントリストが含まれている必要があり、そのセグメントリス
トには、必要なエリア横断ごとに、ABRでの明示的なノードホップが含まれている必要
があります。

このオプションが選択されていない場合、エリア間 LSPは動的にルーティングされ、ABRで
の明示的なホップは必要ありません。あるエリアを出て別のエリアに入る場合、エリア間LSP
は、現在のエリア内にあり、入ろうとしているエリアに隣接してもいる、最も近いABRにルー
ティングされます。

特定の LSP（プライベート LSP）経由のデマンドのルーティング
Cisco Crosswork Planningは、選択されたトラフィックデマンドを、特定の LSPを介してルー
ティングする 2つの方法を提供します。1つの方法は、特定のデマンドのトラフィックをプラ
イベートLSP（これらのデマンドだけを伝送する特別なLSP）専用にすることです。このタイ
プの LSPは、MPLSレイヤ 2 VPNをモデル化し、関連するデマンドの排他的なルートを提供
します。LSPがダウンすると、そのLSPに関連付けられているすべてのトラフィックが中断さ
れます。

レイヤ 2 VPNをシミュレートする LSPを設定するには、次の 2つのツールのいずれかを使用
します。

• 1つのツールは、既存の LSPの専用デマンドを作成します。作成されたデマンドは、送信
元と接続先の LSPと一致します。詳細については、既存 LSPのプライベートデマンドの
作成, on page 263を参照してください。

• 1つのツールは、既存のデマンドからプライベート LSPを作成します。作成された LSP
は、送信元と接続先の既存のデマンドと一致します。詳細については、デマンドのプライ

ベート LSPの作成, on page 264を参照してください。

[LSP]テーブルでLSPの [プライベート（Private）]列が trueに設定され、[デマンド（Demands）]
テーブルの [プライベートLSP名（Private LSP Name）]列と [プライベートLSP送信元（Private
LSP Source）]列が設定されます。
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既存 LSPのプライベートデマンドの作成

Before you begin

LSPが現在ネットワークモデルに存在することを確認します。

既存の LSPのプライベートデマンドを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSPのデマンド（Demands for LSPs）]
の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルの [LSP]タブで、 > [LSPのデマンド
（Demands for LSPs）]の順にクリックします。

[LSP]タブは、[詳細（More）]タブの下にある場合があります。表示されていない場合は、[テーブルの表

示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[LSP]チェックボックスをオンにします。
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Figure 64: [LSPのデマンド作成（Create Demand for LSPs）]ページ

ステップ 3 LSPのリストから、デマンドを作成する LSPを選択します。

ステップ 4 これらの LSPが属するサービスクラスを選択します。

ステップ 5 デマンドトラフィックが [LSPセットアップ帯域幅（LSPSetupBW）]、[LSPトラフィック測定値（LSP traffic
measurements）]、または [ゼロ（Zero）]になるように設定します。

ステップ 6 [LSPをプライベートとしてマーク（Mark LSPs as private）]チェックボックスをオンにします。

ステップ 7 [送信（Submit）]をクリックします。新しく作成されたデマンドは、[デマンド（Demands）]テーブルで
強調表示されます。

デマンドのプライベート LSPの作成

Before you begin

プランファイルに現在デマンドが存在することを確認します。デマンドを使用した送信元から

接続先へのトラフィックフローのシミュレーション, on page 95を参照してください。

デマンドのプライベート LSPを作成するには、次の手順を実行します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [デマンドのLSP（LSPs for demands）]
の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルの [LSP]タブで、 > [デマンドのLSP
（LSPs for demands）]の順にクリックします。

[LSP]タブは、[詳細（More）]タブの下にある場合があります。表示されていない場合は、[テーブルの表

示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[LSP]チェックボックスをオンにします。

Figure 65: [デマンド選択（Demands selection）]ページ

ステップ 3 デマンドのリストで、LSPを作成するデマンドを選択します。

ステップ 4 帯域幅トラフィックを特定のデマンドトラフィックまたはゼロに設定します。

ステップ 5 [LSPをプライベートとしてマーク（Mark LSPs as private）]チェックボックスをオンにします。

ステップ 6 [送信（Submit）]をクリックします。新しく作成された LSPは、[LSP]テーブルで強調表示されます。
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プライベート LSP削除時のデマンドの削除

プライベートLSPを削除するときに、デマンドを削除することを選択できます。デフォルトで
は、プライベート LSPが削除されても、対応するデマンドは削除されません。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [Advanced]タブをクリックします。

ステップ 4 [デマンド（Demands）]セクションで、これらのチェックボックスがオンになっていることを確認します。

• [プライベートLSPがルーティングされない場合は、ルーティングされない（Unrouted if the private LSPs
are unrouted）]

• [プライベートLSPが削除される場合は、削除される（Removed if the private LSPs are removed）]

ステップ 5 [保存（Save）]をクリックします。

LSP間のロードシェアリング
同じ送信元と接続先（およびメトリックが定義されている場合はメトリック）を持つ2つ以上
のLSPは、それらの間でトラフィックをロードシェアリングします。LSP間でのロードシェア
リングの方法は、LSPの [ロードシェアリング（Loadshare）]プロパティによって決まります。
デフォルトでは、LSPの [ロードシェアリング（Loadshare）]プロパティが 1であるため、LSP
間でトラフィックが同じ割合でルーティングされます。[ロードシェアリング（Loadshare）]の
値を変更すると、LSPトラフィックとインターフェイストラフィックの分散が、これらの値に
比例して変更されます。

例：2つの LSPが並列で、一方の [ロードシェアリング（Loadshare）]プロパティが 2、もう一
方の [ロードシェアリング（Loadshare）]プロパティが 1の場合、それらの間で共有されるト
ラフィックの比率は 2対 1になります。Figure 66:均等ロードシェアリングと 2:1ロードシェア
リングが設定された 2つの並列 LSPの例, on page 268の上半分は、厳格な明示的パスを使用し
てルーティングされる 2つの並列 LSPの例を示しています。各 LSPの [ロードシェアリング
（Loadshare）]の値は 1です。これは、各 LSPがトラフィックの 50%を伝送するように、ト
ラフィックが 1:1のロードシェアリング率を使用してルーティングされることを意味します。
一方で、下半分は、2:1比率の同じ並列 LSPを示しています。つまり、一方の LSPの [ロード
シェアリング（Loadshare）]の値は 2で、もう一方の [ロードシェアリング（Loadshare）]プロ
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パティ値は 1です。[ロードシェアリング（Loadshare）]の値が 2のLSPはトラフィックの 66%
を伝送し、もう一方は 33%を伝送します。

各 LSPには、その LSPの Loadshare値の結果として LSPを通過するトラフィックのパーセン
テージを示すパスがあります。形式は、<path option>:<loadshare percentage>です。ロードシェ
アはパスオプション1にのみ適用されますが、LSP自身が別のパスに沿ってルーティングされ
る場合があります。

このパーセンテージは、LSPテーブルの Loadshare値と同じである場合と同じでない場合があ
ることに注意してください。これは、ロードシェア値がパラレルLSPの他のロードシェア値を
基準にするためです。このため、手動で Loadshareプロパティを編集する場合は、並列 LSPの
セット全体を考慮することを推奨します。また、LSPは複数のパラレルLSPセットに含まれる
可能性があるため、パスのパーセンテージが異なる場合があることに注意してください。

これらの [ロードシェアリング（Loadshare）]の値を最適化するには、LSPロードシェアリン
グ最適化ツールを使用します。詳細については、LSPロードシェアリングの最適化 , onpage281
を参照してください。
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Figure 66:均等ロードシェアリングと 2:1ロードシェアリングが設定された 2つの並列 LSPの例

グローバルシミュレーションパラメータの設定
Cisco Crosswork Planningでは、LSPのルーティングまたは再ルーティング方法に影響するグ
ローバルパラメータを設定できます。これらのオプションにアクセスするには、ツールバーで

[ ]をクリックするか、ツールバーで、[アクション（Actions）]、> [編集（Edit）]、> [ネッ
トワークオプション（Network options）]の順に選択します。その後、[シミュレーション
（Simulation）]タブをクリックします。
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デフォルトでは、Cisco Crosswork Planningは、障害に完全に対応した後のネットワークの状態
をシミュレートします。具体的には、これは、LSPが障害を回避する新しいルートを再確立
し、IGPが完全に再コンバージェンスした後のネットワークの状態です。これは、「IGPおよ
び LSP再コンバージェンス」シミュレーションモードと呼ばれます。

その他のシミュレーションモードには、高速再ルーティング（FRR）、自動帯域幅コンバー
ジェンス、自動帯域幅コンバージェンス（障害を含む）などがあります。詳細については、

RSVP-TEルーティングの設定, on page 293を参照してください。

最適化ツールは、IGPおよびLSP再コンバージェンスモードでのみ機能します。別のコンバー
ジェンスモードで実行しようとすると、続行するかどうかを尋ねるプロンプトが表示されま

す。続行すると、シミュレーションが IGPおよび LSP再コンバージェンスモードに変更され
ます。

LSP確立順序の設定
CiscoCrosswork Planningは、プランに表示される順序でLSPを確立します。特定のLSPのルー
ティングは、以前に確立されたLSPルートに依存する場合があります。ランダムシードを変更
することで、この順序を変更できます。その後、Cisco Crosswork Planningは、この番号によっ
て決定されるランダムな順序でLSPを確立します。番号に基づいて順序を予測することはでき
ませんが、同じ番号を複数回使用すると、Cisco Crosswork Planningは、毎回同じ順序でLSPを
確立します。LSP確立順序を変更すると、たとえば、特定の順序の場合に使用率が高くなるか
どうかを確認できます。

Procedure

ステップ 1 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 2 [シミュレーション（Simulation）]タブの下の[ラベルスイッチドパス（Label switched paths）]セクショ
ンで、[LSP確立順序シード（LSP establishment order seed）]フィールドに数値を入力します。デフォル
トは 0です。
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ステップ 3 [保存（Save）]をクリックします。

LSPシミュレーションのトラブルシューティング
RSVP LSPおよび LSPパスのシミュレーションのトラブルシューティングを支援するために、
Cisco Crosswork Planningは、シミュレーションルートを分析し、特定タイプのルーティング動
作の理由を提供します。シミュレーション診断ツールは、LSPがルーティングされない理由、
LSPが実際のパスを外れてルーティングされる理由、および LSPが最短 TEパスに従っていな
い理由を識別します。

これらのルーティング診断は、テスト対象の LSPを除き、他のすべての LSPがルーティング
されていることを前提としています。つまり、Cisco Crosswork Planningは、他のすべてのルー
ティングされたLSPで帯域幅が予約された後に、LSPが実際のパスでルーティングできるかど
うかを計算します。

レポートを実行すると、同じタイプの以前のレポートが上書きされることに注意してくださ

い。たとえば、LSP診断レポートにより、以前のLSPレポートは上書きされますが、LSPパス
診断レポートは上書きされません。

LSPシミュレーション診断の実行
LSPシミュレーション診断を実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [診断（Diagnostics）] > [LSPシミュレー
ション（LSP simulation）]または [LSPパスシミュレーション（LSP path simulation）]の順に選択します。

ステップ 3 最適化する LSPまたは LSPパスを選択します。

ステップ 4 [送信（Submit）]をクリックします。

診断レポートが自動的に生成されます。このレポートには、[アクション（Actions）]>[レポート（Reports）]
> [生成されたレポート（Generated reports）]の順に選択し、右側のパネルで [LSPルーティング診断（LSP
Routing Diagnostics）]または [LSPパスルーティング診断（LSP Path Routing Diagnostics）]リンクをクリッ
クすることで、いつでもアクセスできます。

What to do next

「シミュレーション診断を使用したトラブルシューティング, on page 271」を参照してくださ
い。
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シミュレーション診断を使用したトラブルシューティング

次の情報は、LSPおよび LSPパスの問題のトラブルシューティングに役立ちます。

[説明（Description）]理由

アフィニティの設定により、LSPまたは LSPパスがルーティ
ングされなくなります。

[アフィニティ（Affinities）]

LSPまたは LSPパスをルーティングするための帯域幅が不足
しています。

使用可能な帯域幅

ルートは、1つ以上の明示的なホップを含む名前付きパスに
よって決定されます。

明示的なホップ

ホップ制限が低すぎます。[ホップリミット（HopLimit）]

実際のパスが無効であり、LSPルートとして解釈できません。無効な実際のパス

LSPには実際のパスがありません。実際のパスなし

LSPパスは、スタンバイパスではなく、LSPの最小ルーティ
ング可能パスオプションでもないため、ルーティングされま

せん。

試行なし

接続先が定義されていません。収集されたネットワークには、

LSPの接続先ノードが含まれていない可能性があります。
宛先なし

実際のパスをたどるシミュレーションオプションが有効になっ

ていません。

シミュレーションオプション

LSPまたはLSPパスが通過するインターフェイスで、TEに対
応していないものがあります。

TE未対応

送信元と接続先が切断されています。トポロジ
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第 19 章

LSPの最適化

ここでは、次の内容について説明します。

•分離 LSPパスの最適化, on page 273
• LSPロードシェアリングの最適化 , on page 281
• LSPセットアップ帯域幅の最適化, on page 287

分離 LSPパスの最適化
LSPおよびLSPパスは、インターフェイスやノードなどの共通オブジェクトを介してルーティ
ングされない場合、「分離」されます。LSP分離パス最適化ツール（[アクション（Actions）]
> [ツール（Tools）] > [LSP最適化（LSP optimization）] > [LSP分離パス最適化（LSP disjoint path
optimization）]）は、RSVP LSPおよび SR LSPの分離 LSPパスを作成し、ユーザー指定の制約
に基づいてこれらのパスを最適化します。

LSP分離パス最適化ツールは、エリア間機能と AS間機能の両方をサポートしています。Note

この最適化の一般的なユースケースの一つは、分離LSPにより、ネットワーク障害が発生した
ときにサービスの復元力が高いことを保証できることです。たとえば、このツールを使用する

と、可能な限り最小の遅延メトリックを使用するように最適化された分離プライマリおよびセ

カンダリパスを持つように LSPをルーティングできます。

ルーティングの選択、パス要件、および制約によって定義された最適化を実現できない場合、

ツールは、可能な限り最適な分離パスと最適化を提供します。

完了すると、デフォルトでは Cisco Crosswork Planningは、LSPに「DSJOpt」というのタグを
付け、最適化の結果を含むレポートを作成します。

オプティマイザは RSVP LSPと SR LSPの両方に適用されますが、一度に最適化できるのは、
これらのタイプの LSPのいずれか 1つだけです。

Note

Cisco Crosswork Planning Design 7.1ユーザーガイド
273



最適化入力の指定

分離ルーティングの選択

Cisco Crosswork Planningでは、既存の LSPパスのみが再ルーティングされます。新しい LSP
パスは作成されません。

• RSVP LSPの場合は明示的なホップが変更または作成されます。

• SR LSPの場合はセグメントリストホップが変更または作成されます。最後のホップは、
リモートノードがLSPの接続先であるノードホップまたはインターフェイスのいずれかで
す。

セグメントリストはLSPパスに対してのみ作成され、LSPパスセグメントリストのみが更新さ
れます。セグメントリストがLSPに（LSPパスではなく）関連付けられている場合、そのLSP
セグメントリストは削除されます。

Figure 67:分離ルーティング選択オプション

ルーティングオプションには、次のものがあります。

• [LSPの分離プライマリおよびセカンダリパスを作成（Create disjoint primary and secondary
paths for LSPs）]：すべての LSPについて、分離グループに含まれているかどうかに関係
なく、すべての LSPパスがルーティングされ、その LSPに属する他のすべてのパスから
分離されます。この分離は、プライマリパスとセカンダリパスを超えて拡張され、他のす

べてのパスオプション（たとえば、ターシャリ）が含まれます。

• [分離グループの LSP間に分離パスを作成（Create disjoint paths between LSPs in disjoint
groups）]：分離グループに含まれるすべてのLSPについて、すべてのLSPパスがルーティ
ングされ、その分離グループに含まれる LSPに属する他のすべてのパスから分離されま
す。この分離は、プライマリパスとセカンダリパスを超えて拡張され、他のすべてのパス

オプション（たとえば、ターシャリ）が含まれます。

例：分離グループ Eastに含まれるすべての LSPは、相互に分離されるように再ルーティ
ングされます。分離グループ Southeastに含まれるすべての LSPは、相互に分離されるよ
うに再ルーティングされます。ただし、Eastグループの LSPパスは、Southeastグループ
の LSPパスから分離されるように再ルーティングされません。

• [分離グループのLSPの分離プライマリパスを作成（Create disjoint primary paths for LSPs in
disjoint groups）]：分離グループに含まれるすべての LSPについて、プライマリパスだけ
が再ルーティングされ、相互に分離されます。
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分離パスの要件

分離パスの要件は、パス全体で分離を作成するための優先順位を識別します。分離優先順位の

[1]、[2]、[3]、[無視（Ignore）]を、回線、SRLG、ノード、およびサイトに使用できます。こ
のツールは、[無視（Ignore）]以外の優先順位が設定されているすべてのオブジェクトに対し
て分離の作成を試みます。完全な分離を実現できない場合、ツールは、これらの値に基づいて

分離に優先順位を付けます。

Figure 68:分離パスの要件

たとえば、Figure 68:分離パスの要件, on page 275では、回線の優先順位は 1、SRLGの優先順
位は 2、その他のオブジェクトは無視されます。ツールが、回線と SRLGの両方で完全な分離
を実現できない場合、SRLGよりも回線の分離が優先されます。

例

この例は、プライマリおよびセカンダリ RSVP LSPパスに対して分離ルートを作成する方法
と、設定されたパス要件に応じてそれらのルートがどのように異なるのかを示しています。

LSPには、cr2.sjcから cr2.wdcへの同じルートを使用するプライマリ LSPパスとセカンダリ
LSPパスがあります。LSPは、分離グループのメンバーではありません。

Figure 69:分離回路要件に基づくプライマリパスとセカンダリパス, on page 276は、cr2.sjcから
cr2.wdcへの異なるルートを取得するように強制するセカンダリ LSPパスに設定された明示的
なインターフェイスホップを示しています。分離パスの要件は回線のみであるため、プライマ

リパスとセカンダリパスは、結果として生成されるレポートに示されているように、異なる回

線を介してルーティングされます。
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Figure 69:分離回路要件に基づくプライマリパスとセカンダリパス

制約

[制約（Constraints）]セクションには、次のオプションがあります。

• [パスメトリックの最小化（Minimize path metric）]：遅延、TE、または IGPメトリックに
関して、パスに沿ったメトリックの合計を最小化するようにパスが最適化されます。これ

らのプロパティはすべて、インターフェイスの [プロパティ（Properties）]ウィンドウから
設定でき、遅延は回線の [プロパティ（Properties）]ウィンドウで設定することもできま
す。

• [LSPパスを固定（Fix LSP Paths）]：選択またはタグ付けされた LSPパスは再ルーティン
グされません。この制約は、ネットワーク内の特定のLSPを以前に最適化しており、それ
らのルートを維持する必要がある場合に役立ちます。

• [要件に違反するLSPパスのみ更新（Only update LSP Paths that violate requirements）]：分離
パスの要件, on page 275ウィンドウのエリアで指定された要件に違反する場合にのみ、パ
スが変更されます。
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例

次に、同じ送信元（sjc）と接続先（kcy）を使用して、2つの SR LSPに関して分離ルートを最
適化する例を示します。

•両方の LSPが同じ分離グループに属し、両方の LSPに LSPパスがあります。

• sjcと kcyの間の回線には、他の回線よりも大幅に大きい遅延があります。

•選択される分離パス要件は、回線だけです。

• Figure 70: SR LSPのルーティングの例, on page 278には、次のことが示されています。

• LSP分離パス最適化ツールを使用する前は、両方のLSPパスが同じルートを使用しま
す。セグメントリストホップはありません。

•同じ分離グループ内のLSP間に分離パスを作成するオプションを選択し、最短パス計
算に TEメトリックを使用すると、2つの分離 LSPパスルートが作成されます。両方
とも、接続先ノードにセグメントリストノードホップ（ノードを囲むオレンジ色の

円で示される）があります。一方には、別のルートを強制するために seaに追加のセ
グメントリストノードホップがあります。

•同じ分離オプションを選択し、最短パス計算に遅延メトリックを使用すると、一方の
LSPが高遅延の sjc-kcy回線から移行します。これは、その回線を通過することが最
短遅延パスではないためです。
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Figure 70: SR LSPのルーティングの例

分離グループの作成

Before you begin

•ネットワークモデルには、プライマリLSPパスがすでに含まれている必要があります。分
離プライマリおよびセカンダリパスを作成するオプションを使用する場合は、少なくとも

セカンダリ LSPパスも含める必要があります。ただし、ターシャリなどの他のパスオプ
ションを含めることもできます。

•同じ分離グループ内の LSP間に分離パスを作成する場合は、最初に LSPを分離グループ
に追加する必要があります。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 右側にある [ネットワークサマリー（Network Summary）]パネルで、[LSP]テーブルから 1つ以上の LSPを
選択します。

ステップ 3 をクリックします。

ステップ 4 [詳細（Advanced）]タブをクリックします。

ステップ 5 [明示的ルート選択（Explicit route selection）]パネルを展開し、分離グループ名を入力します。

ステップ 6 必要に応じて、これらのグループ内のLSPに優先順位を割り当てます。優先順位のより高いLSPには、選
択したメトリックに基づいて、より短いルートが割り当てられます。数字が大きいほど、プライオリティ

は低くなります。
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例：同じ分離グループに、分離優先順位が異なる 2つの LSPがあります。LSP分離パス最適化ツールを実
行して、TEメトリックを制約として使用して同じ分離グループ内の LSPの分離パスを作成します。分離
優先順位が 1の LSPは、最も低い TEメトリックを使用してルーティングし、分離優先順位が 2の LSP
は、2番目に低い TEメトリックを使用してルーティングします。

ステップ 7 [保存（Save）]をクリックします。

LSP分離パス最適化ツールの実行

LSP分離パス最適化ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [LSP最適化（LSP optimization）] > [LSP分離パス最適
化（LSP disjoint path optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [LSP最適化（SRLSPOptimization）]を選択して、ドロップダウンリストか
ら [LSP分離パス最適化（LSP disjoint path optimization）]を選択してから、[起動（Launch）]をクリッ
クします。

ステップ 3 分離パスを最適化する LSPを選択します。

ステップ 4 [Next]をクリックします。

ステップ 5 [分離ルーティングの選択（Disjoint routing selection）]セクションで、分離パスのルーティング方法を選
択します。詳細については、分離ルーティングの選択, on page 274を参照してください。

ステップ 6 [分離パスの要件（Disjoint path requirements）]セクションで、分離パスの要件と優先順位を選択します。
詳細については、分離パスの要件, on page 275を参照してください。

ステップ 7 [制約（Constraints）]セクションで、制約を選択します。詳細については、制約, on page 276を参照して
ください。

ステップ 8 [次へ（Next）]をクリックします。

ステップ 9 （オプション）[実行設定（Run Settings）]ページの [更新されたLSPパスのタグ付け（Tag updated LSP
Paths with）]フィールドで、LSPパスのタグ付け方法のデフォルト（DSJopt）を上書きします。

ステップ 10 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。
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[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 11 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 12 [送信（Submit）]をクリックします。

What to do next

「分離レポート, on page 280」を参照してください。

分離レポート

最適化ツールを実行するたびに、レポートが自動的に生成されます。この情報には、[アクショ
ン（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]の順に選
択し、右側のパネルで [LSP分離パス最適化（LSP Disjoint Path Optimization）]リンクをクリッ
クすることで、いつでもアクセスできます。以前のレポートは新しいレポートに置き換わるこ

とに注意してください。
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結果として生成されるレポートには、LSPの数と更新されたLSPパスの数が要約されます。選
択した分離オプションに応じて、一意に区別できる属性（LSP名や分離グループ名など）がレ
ポートに要約されます。

[LSP分離（LSP Disjointness）]エリアと [パス分離（Path Disjointness）]エリアには、最適化前
後の共通オブジェクト（分離パス要件として選択された）の数と、それらの要件に基づく最適

化前後の分離違反がすべて一覧表示されます。

LSPロードシェアリングの最適化
LSPロードシェアリング最適化ツールは、トラフィックのバランスを取り、輻輳を回避するた
めに、並列LSP間で最も望ましいロードシェアリング率を見つけて設定するプロセスを自動化
します。このオプティマイザには、最適化で並列LSPを使用するインターフェイスのみが含ま
れます。並列LSPインターフェイスを、最大使用率を下げる必要があるインターフェイスだけ
にさらに制限することもできます。

完了すると、Cisco Crosswork Planningは、LSPに「LSPLoadshare」というタグを付けるととも
に、影響を受けたLSPとインターフェイスの数、使用されたビンの数、結果として生じた最大
インターフェイス使用率、および使用率が指定されたしきい値を超えたインターフェイスの数

（該当する場合）を示すレポートを生成します。

LSPロードシェアリング最適化の実行
LSPロードシェアリング最適化ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [LSP最適化（LSP optimization）] > [LSPロードシェア
リング最適化（LSP loadshare optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [LSP最適化（SRLSPOptimization）]を選択して、ドロップダウンリストか
ら [LSPロードシェアリング最適化（LSP loadshare optimization）]を選択してから、[起動（Launch）]
をクリックします。

ステップ 3 オプティマイザを実行する LSPを選択し、[次へ（Next）]をクリックします。

ネットワーク内の選択された並列 LSP間のロードシェア設定を指定します。並列 LSPは、同じ送信元
ノードと接続先ノードを持つ LSPです。デフォルトでは、どの LSPも選択されていません。ただし、
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ロードシェアリングの目的で最適化するために、LSPのサブセットまたはすべての LSPを選択すること
もできます。

オプティマイザは、LSPにロードシェアリング値 0を設定しません。

ステップ 4 使用率を下げるインターフェイスを選択し、[次へ（Next）]をクリックします。

•すべてのインターフェイスを選択すると、オプティマイザは、ネットワークモデル内のすべてのイ
ンターフェイスを使用します。

•最大使用率を下げるために関心を持っているインターフェイスのみを選択します。

ステップ 5 関連する最適化設定を指定します。フィールドの説明については、Table 27: LSPロードシェアリング最
適化の設定, on page 283を参照してください。

Figure 71: LSPロードシェアリング最適化のオプション

ステップ 6 最適化するトラフィックレベルを選択します。

ステップ 7 （オプション）[変更されたLSPのタグ付け（Tag changed LSPs）]フィールドで、LSPのタグ付け方法の
デフォルト（LSPLoadshare）を上書きします。

ステップ 8 [次へ（Next）]をクリックします。

ステップ 9 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。
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• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 10 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 11 [送信（Submit）]をクリックします。

Table 27: LSPロードシェアリング最適化の設定

[説明（Description）]フィールド

LSPルート上のすべてのインターフェイスにわたって最大イ
ンターフェイス使用率を最小化します。CiscoCrossworkPlanning
は、そのために必要なロードシェアリングパラメータの変更

回数を最小化しようとします。

[最大インターフェイス使用率
を最小化（Minimize max
interface util）]

使用率が指定された値を超えるインターフェイスの数を最小

化します。これは、最大インターフェイス使用率の最小化よ

りも緩い制約です。そのため、Cisco Crosswork Planningは、
可能な限り少ないロードシェアリング値を変更する機会を持

ち、必要な再設定の量が削減されます。

[使用率が ___%を超えるイン
ターフェイスの数を最小化

（Minimize number of interfaces
with util >___%）]
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[説明（Description）]フィールド

ルータは通常、並列 LSP間でフローを任意に分割できません
が、代わりに、ほぼ同じサイズの固定数の「ビン」にフロー

を割り当てることができます。その後、並列 LSP間でビンが
分割されます。このオプションでは、ビンの総数を指定でき

ます。これにより、トラフィック分割に制約が課されます。

[フロービンの数（Number of
flow bins）]

最適化で使用するトラフィックレベルを指定します。トラフィックレベル

変更された LSPのタグを指定します。デフォルトでは、オプ
ティマイザは、アップグレードされた回線に LSPLoadshareと
いうラベルでタグ付けします。

[変更されたLSPのタグ付け
（Tag changed LSPs）]

最小化の例

この例の基本プランであるAcme_Networkには2セットの並列LSPが含まれ、それぞれの [ロー
ドシェアリング（Loadshare）]の値は 1で、それぞれが接続先に到達するために名前付きパス
で厳格なホップを使用します。これらの LSPのすべてで、[シミュレートされたトラフィック
（Traff sim）]は 3000 Mbpsです。これらの LSPがフィルタ処理するインターフェイスのすべ
てで、[シミュレートされたトラフィック（Traff sim）]の値は 3000 Mbpsです。ただし、sjcと
okc間は例外で、そのシミュレートされたトラフィックは 6000Mbpsです（Figure 72: LSPロー
ドシェアリング最適化前の Acmeネットワークの例, on page 285）。

Acme_Networkプランファイルを使用して、すべての LSPにわたって最大インターフェイス使
用率を最小化すると、4つの [ロードシェアリング（Loadshare）]パラメータがすべて変更さ
れ、最大インターフェイス使用率は 40%になります（Figure 73:最大インターフェイス使用率
を最小化した後のAcmeネットワークの例, on page286）。デフォルトのLSPタグが使用される
ため、タグ名は「LSPLoadshare」になります。[新しいプランファイルで結果を表示（Display
results in a new plan file）]オプションを選択すると、新しいプランファイル「Plan-file-1.pln」が
デフォルトで作成されます。
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Figure 72: LSPロードシェアリング最適化前の Acmeネットワークの例
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Figure 73:最大インターフェイス使用率を最小化した後の Acmeネットワークの例

ビンの例

この例では、ノードは最大 32のビンを使用し、最適なトラフィック割り当ては、LSP Aを通
過するトラフィックの 45%、LSP Bを通過するトラフィックの 55%です。ただし、これら 2
つのLSPを送信するノードは、この正確な分割を実行できません。最適化により、トラフィッ
クは 32のビンに分割され、それぞれに同じ量のトラフィックが含まれます。そのため、各ビ
ンにはトラフィックの 3.125%（トラフィックの 100%を 32で割った値）が含まれます。最適
化により、ノードがトラフィックを分割する方法も決定されます。この場合、分割により、

43.75%（それぞれが 3.125%の 14のビン）が LSP Aに、56.25%（それぞれ 3.125%の 18のビ
ン）が LSP Bに割り当てられます。このようにして、トラフィックの 32（14+18）のビンが最
適化され、分散されます。これにより、32のビンを使用して、最適な 45%/55%の分割に可能
な限り近い状態になります。
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LSPセットアップ帯域幅の最適化
ネットワークオペレータは、ネットワーク内のトラフィックの変化に応じてLSPを定期的に更
新する必要がある場合があります。LSPの最大セットアップ帯域幅に関して、いくつかの固定
ルールがある場合があります。LSPごとのセットアップ帯域幅の制限は、ネットワーク内の
LSPの数に影響します。セットアップ帯域幅が増加すると、ネットワークで管理する必要があ
るLSPの数が減少します。ただし、特定のLSPをルーティングできないリスクも高まります。
セットアップ帯域幅が減少すると、より多くの代替パスが検出され、ロードバランシングが向

上します。これは、障害がない場合と障害がある場合の両方に当てはまります。

これらの LSPセットアップ帯域幅要件に対処するために、Cisco Crosswork Planningには LSP
セットアップ帯域幅最適化ツール（[アクション（Actions）] > [ツール（Tools）] > [RSVP LSP
最適化（RSVP LSP Optimization）] > [LSPセットアップ帯域幅最適化（LSP setup BW
optimization）]）が含まれています。

LSPセットアップ帯域幅最適化の実行
LSPセットアップ帯域幅最適化ツールを使用すると、指定した設定済み帯域幅要件に基づいて
LSPを追加または削除できます。オプティマイザで考慮するLSPを選択できます。オプティマ
イザは、これらのLSPを異なるグループに分割します。オプティマイザは、グループ内のLSP
が共通の送信元ノードおよび接続先ノードを共有するという事実に基づいてLSPグループを定
義します。また、追加のカスタムグループを指定して、セットアップ帯域幅をより細かく設定

することもできます。

オプティマイザでは、次を指定して LSPを作成できます。

• LSPグループごとに作成する LSPの数。

• LSPごとの最大セットアップ帯域幅。この場合、この要件を満たすために、各グループに
最小数の LSPが作成されます。

さらに、オプティマイザでは、次を指定して LSPを削除できます。

•グループごとに削除する LSPの数。

• LSPごとの最小セットアップ帯域幅。この場合、この要件を満たすために、各グループか
ら最小数の LSPが削除されます。

その後、各グループでさまざまな操作を実行して、さまざまな設計シナリオをテストできま

す。

グループごとのLSPのセットアップ帯域幅の合計は、LSPを追加または削除しても変更されま
せん。セットアップ帯域幅は、各 LSPグループ内の LSP間で均等に再配布されます。

Note
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [RSVP LSP最適化（RSVP LSP optimization）] > [LSP
セットアップ帯域幅最適化（LSP setup BW optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [RSVPLSP最適化（RSVPLSPOptimization）]を選択して、ドロップダウン
リストから [LSPセットアップ帯域幅最適化（LSP setup BW optimization）]を選択してから、[起動
（Launch）]をクリックします。

ステップ 3 オプティマイザで考慮する LSPを選択します。デフォルトでは、どの LSPも選択されていません。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 [LSPグループ（LSP groups）]セクションで、LSPを LSPグループに分ける方法を選択します。

Figure 74: LSPセットアップ帯域幅最適化のオプション

• [送信元/接続先ノード（Source/Destination nodes）]：共通の送信元と接続先を持つ LSPは、同じグ
ループに属します。

• [送信元/接続先ノードと既存のSetupBWOpt::Groupエントリ（Source/Destination nodes and existing
SetupBWOpt::Group entries）]：共通の送信元および接続先と共通のSetupBWOpt::Groupエントリを持
つ LSPは、同じグループに属します。このオプションは、異なるサービスクラスに基づいて LSPを
グループ化する場合に役立ちます。
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ステップ 6 [LSPグループごとに（For each LSP group）]セクションに、各 LSPグループのセットアップ帯域幅要件
を入力します。

• [x個のLSPを作成（Create xLSPs）]：正の整数を入力します。オプティマイザは、グループごとに特
定の数の LSPを作成します。たとえば、1を指定します。

• [セットアップ帯域幅がx Mbps以下になるようにLSPの最小数を作成（Create the minimum number of
LSPs so that setup BW <= x Mbps）]：セットアップ帯域幅ルールを満たす LSPの最小数を指定しま
す。たとえば、帯域幅ルールを 10000 Mbpsに設定できます。

• [x個のLSPを削除（Remove x LSPs）]：正の整数を入力します。オプティマイザは、グループごとに
特定の数の LSPを削除します。たとえば、1を指定します。

• [セットアップ帯域幅がx Mbps以上になるようにLSPの最小数を削除（Remove the minimum number of
LSPs so that setup BW >= x Mbps）]：セットアップ帯域幅ルールを満たす最小数の LSPの削除を指定
します。たとえば、10000 Mbpsを指定します。

ステップ 7 （オプション）[更新されたLSPのタグ付け（Tag updated LSPs with）]フィールドで、LSPのタグ付け方
法のデフォルト（SetupBWOpt）を上書きします。

ステップ 8 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 9 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。
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•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 10 [次へ（Next）]をクリックします。

What to do next

「LSPセットアップ帯域幅最適化レポート, on page 290」を参照してください。

LSPセットアップ帯域幅最適化レポート

LSPセットアップ帯域幅最適化ツールを実行するたびに、レポートが自動的に生成されます。
この情報には、[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート
（Generated reports）]の順に選択し、右側のパネルで [LSPセットアップ帯域幅最適化（LSP
Setup BW Optimization）]リンクをクリックすることで、いつでもアクセスできます。

レポートには、次の 2つのタブがあります。

[サマリー（Summary）]

レポートの [サマリー（Summary）]タブには、次の合計数が要約されます。

•選択した LSP。

•識別された LSPグループ。

•作成された LSP。

•削除された LSP。

LSPグループ

[LSPグループ（LSP Groups）]タブには、オプティマイザが LSPに関してどのように動作した
かの詳細が表示されます。

• [グループ（Group）]：SetupBWOpt::Groupによって指定されるLSPグループの名前。この
グループが指定されていない場合、[グループ（Group）]列は空になります。

• [LSP送信元（LSP Source）]：LSPグループの送信元ノード。

• [LSP接続先（LSP Destination）]：LSPグループの接続先ノード。

• [合計セットアップ帯域幅（Total SetupBW）]：LSPグループに含まれるLSPのセットアッ
プ帯域幅値の合計。
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• [最適化前のLSP数（LSP Number Before）]：最適化前の LSPグループに含まれる LSPの
数。

• [最適化後のLSP数（LSPNumberAfter）]：最適化後のLSPグループに含まれるLSPの数。

• [最適化前のLSPセットアップ帯域幅（LSP Setup BW Before）]：最適化前の LSPグループ
に含まれる平均セットアップ帯域幅。

• [最適化後のLSPセットアップ帯域幅（LSP Setup BWAfter）]：最適化後の LSPグループに
含まれるセットアップ帯域幅。
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第 20 章

RSVP-TEルーティングの設定

この章では、Cisco Crosswork Planningが RSVP-TEルーティングをシミュレートする方法につ
いて説明します。特に明記されていない限り、「LSP」は RSVP-TE LSPを指します。Cisco
Crosswork Planningでは LDPと RSVP-TE LSPが区別されないことに注意してください。

ここでは、次の内容について説明します。

•動的 LSPルーティングと CSPF, on page 293
• RSVP LSPパス , on page 299
•名前付きパスと明示的 LSPルーティング, on page 301
•実際のパス, on page 305
• [アフィニティ（Affinities）] , on page 306
•グローバルシミュレーションパラメータの設定, on page 313
•回路スタイル RSVP LSP, on page 326
•高度な RSVP-TE LSPシミュレーション, on page 343

動的 LSPルーティングと CSPF
RSVP LSPに LSPパス（「MPLS TEトンネルパス」とも呼ばれる）が含まれていない場合、
RSVPLSPは、制約付き最短パス優先（CSPF）を使用して動的にルーティングされます。CSPF
計算に使用される重みは、インターフェイスごとのTEメトリックです。TEメトリックがイン
ターフェイスに設定されていない場合は、IGPメトリックが使用されます。

等コストルートがある場合は、次の選択基準がこの順序で適用されます。

•使用可能帯域幅：予約可能帯域幅が最大のルートが選択されます。

•ホップ数：ホップ数が最も少ないルートが選択されます。

•ランダム：上記のいずれの基準も使用できない場合、ルートはランダムに選択されます。

CSPFプロパティは、[LSPの編集（Edit LSP）]ウィンドウで設定され、[LSP]テーブルで確認
できます。これらのプロパティは RSVP LSPでのみ使用できることに注意してください。
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• [セットアップ帯域幅（Setup bandwidth）]（[手動（Manual）]）：送信元ノードがこのLSP
に関して要求するトラフィックの量（Mbps単位）。要求された帯域幅は、パス内の各イ
ンターフェイスの予約可能帯域幅から使用できます。

• [セットアップ帯域幅（Setup bandwidth）]（[自動（Auto）]）：自動帯域幅コンバージェン
スモードを使用する場合、[シミュレートされたセットアップ帯域幅（Setup BW sim）]の
値が動的に更新されます。

• [セットアップ優先順位（Setuppriority）]：予約可能帯域幅を割り当てるための優先順位。
これは、LSPがシグナリングされる順序です。値が小さいほど、プライオリティが高くな
ります。

• [保持優先順位（Holdpriority）]：最短パス上にあるLSPをプリエンプトできる優先順位。
これは通常、特定のサービスまたはトラフィックタイプに関して設定されます。値が小さ

いほど、プライオリティが高くなります。

• [ホップ制限（Hop limit）]：LSPルートで許可されるホップの最大数。このホップ数以下
で使用可能なパスがない場合、LSPはルーティングされません。

• [TEメトリックを無効化（TE metric disabled）]：オンにすると、IGPメトリックを使用し
て LSPがルーティングされます。オフ（デフォルト）の場合、LSPは TEメトリックを使
用してルーティングされます。

インターフェイスMPLSプロパティの設定
MPLSのプロパティは、インターフェイスまたは回線のプロパティのウィンドウにある [MPLS]
タブで設定され、[インターフェイス（Interfaces）]または [回線（Circuits）]テーブルに表示さ
れます。

1. プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設
計（Network Design）]ページに表示されます。

2. それぞれのテーブルから 1つ以上のインターフェイスまたは回線を選択します。

3. をクリックします。
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単一のインターフェイスまたは回線を編集する場合は、[アクション（Actions）]列の下にある
> [編集（Edit）]オプションを使用することもできます。

Note

4. [MPLS]タブをクリックします。

Figure 75:インターフェイスMPLSプロパティ

必要に応じて、次のプロパティを設定します。

• [予約可能帯域幅（Reservable BW）]：インターフェイスを介してルーティングされるLSP
によって予約可能な帯域幅の量が表示されます。

• [予約可能帯域幅（%）（Reservable BW (%)）]：インターフェイスを介してルーティング
される LSPによって予約可能な帯域幅のパーセンテージが表示されます。

• [TEメトリック（TE metric）]：LSPが使用するパスが決定されます。

• [アフィニティ（Affinities）]：設定されているアフィニティが一覧表示されます。詳細に
ついては、[アフィニティ（Affinities）] , on page 306を参照してください。

• [フレキシブルアルゴリズムアフィニティ（Flex algo affinities）]：インターフェイス
（MPLS）に割り当てられたフレキシブルアルゴリズムアフィニティが一覧表示されま
す。

•状態：

• [TE対応（TE enabled）]：インターフェイスを介して LSPをルーティングできるかど
うかを識別します。オンにすると、値が Trueに設定され、LSPのルーティングに TE
メトリックが使用されます（LSPの [TEメトリックを無効化（TE metric disabled）]
フィールドがオフになっている場合）。

• [FRR対応（FRR enabled）]：FRR LSPによって回避される指定インターフェイス。こ
のプロパティが設定されたインターフェイスのみが、FRR LSPの作成時に FRR LSP
イニシャライザによって使用されます。このプロパティは、手動で作成された FRR
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LSPには影響しません。詳細については、高速再ルーティングシミュレーション, on
page 314を参照してください。

[インターフェイス（Interfaces）]または [回線（Circuits）]テーブルの次の列が更新されます。

• [シミュレートされたTEメトリック（TE metric sim）]：有効な TEメトリックを示す派生
列。[TEメトリック（TE Metric）]が空である場合は、これが IGPメトリックに設定され
ます。

• [シミュレートされた予約可能帯域幅（Resv BW sim）]：派生列。

• [予約可能帯域幅（Reservable BW）]の値を入力すると、その値が [シミュレートされ
た予約可能帯域幅（Resv BW sim）]列にコピーされます。

• [予約可能帯域幅（Reservable BW）]と [予約可能帯域幅（%）（Reservable BW (%)）]
が「na」である場合は、[シミュレートされた予約可能帯域幅（Resv BW sim）]が [シ
ミュレートされたキャパシティ（Capacity sim）]列からコピーされます。

• [予約可能帯域幅（Reservable BW）]が「na」であり、[予約可能帯域幅（%）
（Reservable BW (%)）]に値がある場合、[シミュレートされた予約可能帯域幅（Resv
BW sim）]の値は、次の式で導出されます。
Capacity sim * (Reservable BW (%) / 100)

必要に応じて、この動作を変更して、予約済み帯域幅の制約がシミュレーション中に

使用されないようにすることができます。これは、プランニングに役立つ場合があり

ます。詳細については、キャパシティプランニングの予約可能帯域幅を無視する, on
page 343を参照してください。

• LSPに含まれるインターフェイストラフィックの量を確認するには、次の列を [インター
フェイス（Interfaces）]テーブルで表示します。2つの合計は [シミュレートされたトラ
フィック（Traff sim）]と等しくなります。

• [シミュレートされたLSPトラフィック（Traff simLSP）]：インターフェイス上のLSP
トラフィックの合計量。

• [シミュレートされた非LSPのトラフィック（Traff sim non LSP）]：インターフェイス
上の非 LSPトラフィックの合計量。

LSPトラフィックを伝送するインターフェイスを判別するには、列をソートします。LSP
トラフィックがあるかどうかに基づいて、選択した1つ以上のインターフェイスに関連付

けられているデマンドを決定するには、それらを選択し、 > [デマンドのフィルタ処理
（Filter to demands）] > [すべてのインターフェイスを通過（Through all interfaces）]の順に

選択します。その後、 > [LSPのフィルタ処理（Filter to LSPs）]の順に選択します。

• [ロードシェアリング（Loadshare）]：この列が [LSP]テーブルに表示されます。これは、
並列である（同じ送信元と接続先を持つ）他のLSPと、この値の比率に基づいて、LSP間
でいずれかのトラフィックを再配布するための値を示します。
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LSP予約の表示

インターフェイスのLSP予約を表示するには、ツールバーの [プロットビュー（Plot view）]ド
ロップダウンリストから [LSP予約（LSPreservation）]を選択します。使用率の色は、[インター
フェイス（Interfaces）]テーブルの [LSP使用率（LSP util）]列に基づいています。[LSP使用率
（LSP util）]は、インターフェイスを介したすべての LSPの総セットアップ帯域幅であり、
[シミュレートされた予約可能帯域幅（Resv BW sim）]のパーセンテージとして表されます。

Figure 76:シミュレーションされたトラフィックと LSP予約, on page 297は、選択した [プロッ
トビュー（Plot view）]オプション（[シミュレートされたトラフィック（Simulated traffic）]ま
たは [LSP予約（LSP reservations）]）に基づいてネットワークプロットがどのように変化する
かを示しています。

Figure 76:シミュレーションされたトラフィックと LSP予約

LSPセットアップ帯域幅の計算
LSPセットアップ帯域幅イニシャライザは、既存の RSVP-TE LSPのセットアップ帯域幅を計
算します。セットアップ帯域幅は、選択したトラフィックレベルのLSPを通過するデマンドト
ラフィックの最大量に設定されます。

1つのトラフィックレベルのみを使用する場合のベストプラクティスは、[自動帯域幅コンバー

ジェンス（Autobandwidth convergence）]モード（[ ] > [シミュレーション（Simulation）]
> [シミュレーションコンバージェンスモード（Simulation Convergence mode）]）を使用する
ことです。詳細については、「自動帯域幅対応 LSPのシミュレーション, on page 322」を参照
してください。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。
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ステップ 2 ツールバーから、[アクション（Actions）] > [イニシャライザ（Initializers）] > [LSPセットアップ帯域幅
（LSP setup bandwidth）]の順に選択します。

ステップ 3 最適化する LSPを選択します。

ステップ 4 セットアップ帯域幅の値を、選択したトラフィックレベルで各トンネルを通過するトラフィックの最大量
と等しくなるように設定するかどうかを選択します。これには、[トラフィックレベルからセットアップ帯
域幅を初期化（Initialize setup bandwidth from traffic levels） ]チェックボックスを使用します。

ステップ 5 デマンドトラフィックに使用するトラフィックレベルを選択します。

ステップ 6 ロードシェアリングの値をセットアップ帯域幅と等しくなるように設定するかどうかを選択します。設定
するには、[セットアップ帯域幅からロードシェアリングを初期化（Initialize loadshare fromsetup bandwidth）]
チェックボックスをオンにします。

ステップ 7 [Submit]をクリックします。
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RSVP LSPパス
LSPと同様に、LSPパスには [セットアップ優先順位（Setup priority）]や [ホップ制限（Hop
limit）]などの CSPFプロパティがあります。LSPのプロパティの詳細については、動的 LSP
ルーティングと CSPF, on page 293を参照してください。

これらのプロパティは、省略すると LSPから継承されます。これらのプロパティが LSPパス
で設定されている場合は、それらによって LSP設定が上書きされます。

自動帯域幅コンバージェンスシミュレーションモードで動作しており、LSPの [セットアップ
帯域幅（Setup bandwidth）]が [自動（Auto）]に設定されている場合、LSPパスの [セットアッ
プ帯域幅（Setup BW）]プロパティ（LSPの [セットアップ帯域幅（Setup BW）]など）は無視
され、LSPの [シミュレートされたセットアップ帯域幅（Setup BW sim）]の値が計算され、使
用されます。

Note

LSPパスに名前付きパスが関連付けられていない場合、そのパスは動的にルーティングされま
す。ただし、名前付きパスを使用して、LSP送信元から送信元へのパスを完全にまたは部分的
に記述することができます。

この章では、関連付けられた名前付きパスにホップが定義されていないか、すべてのホップが

定義されているか、または一部のホップのみが定義されているかに応じて、LSPおよびLSPパ
スを「動的」、「明示的」、または「非厳格明示的」と呼びます。

Note

ホットスタンバイのパス

LSPパスは、「ホット」スタンバイパスとして定義できます。スタンバイパスは、関連付けら
れたLSPが異なるパスオプションを持つパスを使用してルーティングされる場合でも、常に確
立されます。RSVP LSPの場合は、それらのセットアップ帯域幅が予約されます（存在する場
合）。これらのスタンバイLSPパスは、現在ルーティングされているパスが使用できなくなっ
た場合にすぐに使用可能になります。
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障害対応の例

Figure 77: RSVP LSPおよび関連付けられた LSPパスの例, on page 300に、4つの LSPパスを使
用する RSVP LSP（cr1.lon_cr2.fra）を示します。cr1.lon_cr2.fra LSPには、プライマリおよびス
タンバイセカンダリパスオプション（100および 200）があり、それぞれのセットアップ帯域
幅は0です。どちらも、定義された名前付きパスを使用して確立されます。プライマリLSPパ
スとセカンダリ LSPパスの両方に、関連付けられた名前付きパスがあり、それらは [パス名
（Path name）]列に表示されます。他の 2つのパスには関連付けられた名前付きパスがないた
め、動的にルーティングされます。

Figure 77: RSVP LSPおよび関連付けられた LSPパスの例

この例の LSPは、障害に次のように対応します。

1. プライマリパス（cr1.lon_cr2.fra_100）に障害が発生すると、セカンダリパス
（cr1.lon_cr2.fra_200）が使用されます。
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2. 関連付けられた名前パスを持つ両方のパスに障害が発生した場合は、動的パスが、LSPか
ら継承された 125 Mbpsの予約済み帯域幅で確立されます。このパスは、スタンバイでは
ないため、最初はセットアップされません。

3. すべてのパスに障害が発生した場合、最終手段のパスは、帯域幅がゼロの動的パスです。
これにより、稼働状態のLSPが常に存在する状態が確保され、そのLSPに依存するサービ
スが常に使用可能になります。

4. LSPアクティブパスが設定されている場合は、シミュレーションが変化します。たとえ
ば、cr1.lon_cr2.fra_200がアクティブパスである場合（つまり、LSPの [アクティブパス
（Active path）]列に 200が表示されている場合）、Cisco Crosswork Planningは、最初に
cr1.lon_cr2.fra_200を使用し、次に前のシーケンスを実行します。

名前付きパスと明示的 LSPルーティング
名前付きパスは、隣接関係の順序付きリストを使用して、ネットワークを介したルートを指定

します。ルートは名前付きパスホップ（ノードまたはインターフェイス）によって定義され、

各ホップタイプはルートが厳格か、非厳格か、除外されているかを指定します。名前付きパス

ホップには、ノードまたはインターフェイスを指定できます。ホップタイプは、プロット上で

視覚的に識別され、[名前付きパスホップ（Named path hops）]テーブルの [タイプ（Type）]列
に一覧表示されます。

• [厳格（Strict）]：LSPは、中間インターフェイスを使用せずに、前の名前付きパスホップ
から名前付きパスホップに直接到達する必要があります。

• [非厳格（Loose）]：LSPは、CSPFを使用して前のホップからこのホップにルーティング
されます。中間インターフェイスを使用できます。

• [除外（Exclude）]：ノードまたはインターフェイスが LSPパスから除外されます。この
ホップタイプは、同じ名前付きパス内の厳格ホップまたは非厳格ホップと組み合わせるこ

とができません。

名前付きパスとそのホップは、[名前付きパス（Named paths）]テーブルと [名前付きパスホッ
プ（Named path hops）]テーブルに一覧表示され、それらから選択できます。個別のテーブル
を持つことの利点は、ホップが欠落している名前付きパスやホップが未解決の名前付きパスを

持てることです。また、Cisco Crosswork Planningのシミュレーションの一部でない場合でも、
パス名を予約できます。

名前付きパスホップの例

Figure 78:名前付きパスの例（cr1.lon_cr2.fra LSP）, on page 302は、前の例（Figure 77: RSVPLSP
および関連付けられた LSPパスの例, on page 300）を拡張したもので、cr1.lon_cr2.fra LSPの 2
つの名前付きパスを示しています。これは、最初の2つのLSPパスにそれぞれ名前付きパスが
あることを示しています。命名規則は「<LSP_Name>_<Path_Option>」です。この例では
cr1.lon_cr2.fra_100と cr1.lon_cr2.fra_200です。
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Figure 78:名前付きパスの例（cr1.lon_cr2.fra LSP）

各名前付きパスのホップは、[名前付きパスホップ（NamedPathHops）]と呼ばれる個別のテー
ブルで定義されます。Figure 79: cr1.lon_cr2.fra_100の名前付きパスホップの例, on page 302は、
名前付きパス cr1.lon_cr2.fra_100の名前付きパスホップを示しています。[手順（Step）]列に
ホップ順序が表示されます。

•最初のホップはインターフェイスホップです。つまり、cr1.parから cr2.parへのインター
フェイス上の厳格ホップです。

• 2つ目のホップはノードホップです。やはり、cr2.parへの厳格ホップです。

• 3つ目のホップはインターフェイスホップです。つまり、cr1.fraから cr2.fraへのインター
フェイス上の厳格ホップです。

cr1.lon_cr2.fra_200のホップも同様に定義されます。

Figure 79: cr1.lon_cr2.fra_100の名前付きパスホップの例

名前付きパスとそのホップの作成

名前付きパスとそのホップを作成するには、次の手順を実行します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 名前付きパスは、Cisco Crosswork Planning UIで次の 2つの方法を使用して作成できます。

• LSPパスを作成する場合は、[関連する名前付きパスの作成（Create associated named paths）]チェック
ボックスをオンにします。このオプションを使用しても、ホップは作成されません。

•ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [名前付きパス（Named path）]
の順に選択します。

•右側にある [ネットワークサマリー（Network Summary）]パネルで、[名前付きパス（Named paths）]

タブの をクリックします。

[名前付きパス（Named paths）]タブは、[詳細（More）]タブの下にあります。表示されていない場合

は、[テーブルの表示/非表示（Show/hidetables）]アイコン（ ）をクリックし、[名前付きパス（Named
paths）]チェックボックスをオンにします。

ステップ 3 名前付きパスのオプションについて、次の手順を実行します。

• [名前（Name）]フィールドに名前を入力します。

•送信元サイトまたは送信元ノードを変更するには、それらをドロップダウンリストから選択します。

•アクティブ化または非アクティブ化するには、[アクティブ（Active）]を切り替えます。

ステップ 4 ホップのオプションについて、次の手順を実行します。

•新しいホップを追加するには、 をクリックします。ステップ 5に進みます。
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•既存のホップを編集するには、それを [ホップ（Hops）]リストからホップを選択し、 をクリック

します。名前付きパスホップの [編集（Edit）]ウィンドウが開きます。ステップ 5に進みます。

•既存のホップを削除するには、それを [ホップ（Hops）]リストから選択し、 をクリックします。

ステップ 5 名前付きパスのホップの作成または編集を続行するには、次のオプションを使用します。

•必要に応じて、サイト、ノード、およびインターフェイスを選択します。ノードホップの場合は、イ
ンターフェイスを選択しないでください。

• [タイプ（Type）]で [非厳格（Loose）]、[厳格（Strict）]、または [除外（Exclude）]を選択します。説
明については、「名前付きパスと明示的 LSPルーティング, on page 301」を参照してください。

ステップ 6 [追加（Add）]をクリックします。

名前付きパスとそのホップの編集

名前付きパスが作成されると、その名前付きパスホップを作成、編集、または削除できます。

検出された名前付きパスには、「未解決」のホップが含まれている可能性があることに注意し

てください。これらは、プランファイルにないノードおよびインターフェイスです。名前付き

パスの解決については、未解決の LSP接続先とホップ, on page 354を参照してください。

名前付きパスホップタイプを編集する推奨される方法は、次の手順で説明するように、それら

に [名前付きパス（Named paths）]テーブルから直接アクセスすることです。これは、パス全
体を表示する最も効率的な方法です。

Procedure

ステップ 1 [名前付きパス（Named paths）]テーブルから 1つ以上の名前付きパスを選択します。

ステップ 2 をクリックします。

Note
単一の名前付きパスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使
用することもできます。

ステップ 3 必要に応じて、[ホップ（Hop）]セクションで、名前付きパスホップの詳細情報を編集します。参考とし
て、名前付きパスとそのホップの作成, on page 302を参照してください。

ステップ 4 [保存（Save）]をクリックします。
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実際のパス
Cisco Crosswork Planningでは、実際のパスは、ルーティングされたLSPパスが使用する実際の
ルートです。これらは、LSPパスごとに、稼働中のネットワークから読み取られます。RSVP-TE
ルーティングは、LSPがネットワーク上で確立され、帯域幅を予約する順序に依存するため、
常に完全に予測できるわけではありません。Cisco Crosswork Planningは、LSPルーティングシ
ミュレーションで実際のパスを使用して、ネットワークの現在のLSPルーティング状態を可能
な限り正確に照合します。

LSPパスがルーティングされる場合、実際のルートが最初に試行されます。このルーティング
が、予約可能帯域幅の不足やアフィニティの制限といった CSPFの制約が原因で失敗した場
合、Cisco Crosswork Planningは、標準の CSPFルーティングアルゴリズムに戻ります。

例：Cisco Crosswork Planningは、ネットワークから読み取られた実際のパスに従ってシミュ
レーション内のすべてのLSPをルーティングし、そのルーティングはネットワークと完全に一
致します。回線に障害が発生した場合、この回線を通過するLSPだけが再ルーティングされま
す。それらは実際のパスに沿って確立できないため、標準 CSPFが使用されます。その結果、
そのような障害が発生した場合に、現在のネットワークでルーティングの段階的な変更が発生

することが予測されます。

LSPまたはLSPパスには、対応する実際のパスがある場合があります。実際のパスを持たない
LSPパスは、その LSPの実際のパスを継承します（使用可能な場合）。

[LSP]テーブルおよび [LSPパス（LSP Paths）]テーブルの 2つの列が、LSPルーティングでの
実際のパスの結果を確認するために役立ちます。

[説明（Description）]列

シミュレーションでは、実際のパスが解決される場合、実際のパ

スのみを使用できます。ネットワーク検出が不完全な場合は、こ

れが不可能になることがあります。

• [true]=シミュレーションにより、実際のパスホップがLSPの
送信元から接続先への完全なパスに変換されています。

• [false] =シミュレーションにより、実際のパスホップが完全
なパスに変換されませんでした。

• [非適用（NA）] =適用されません。実際のパスは使用できま
せんでした。

[LSPパス（LSP Paths）]
テーブルの [実際
（Actual）]列

• [実際（Actual）] = LSPは実際のパスをたどります。

• [シミュレーション（Simulated）] = LSPは実際のパスをたど
りません。

• [非ルーティング（Unrouted）] =ルーティングできませんでし
た。

[LSP]テーブルの [ルー
ティング（Routed）]列
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シミュレーション向けの実際のパスの非アクティブ化

Cisco Crosswork Planningは、MPLSシミュレーションでネットワーク状態を使用し、可能な場
合は実際のパスでLSPをルーティングするとともに、LSPアクティブパス設定を使用します。
プランニングのために、状態が関係ない場合は、この動作を変更して実際のパスを無視するこ

とができます。

シミュレーションのために実際のパスを無視するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [Simulation]タブをクリックします。

ステップ 4 MPLSシミュレーションで実際のパスおよびアクティブパスを使用または無視するには、[LSPの実際のパ
ス、アクティブパスを使用（Use LSP actual paths, active paths）]チェックボックスをオンまたはオフにしま
す。

ステップ 5 [保存（Save）]をクリックします。

[アフィニティ（Affinities）]
アフィニティは、LSPパスの多様性を実装するためのメカニズムを提供します。アフィニティ
を物理回線に割り当て、LSPをアフィニティに関連付けることで、さまざまなルーティングポ
リシーを実装できます。たとえば、アフィニティを使用して、特定のトラフィックを特定のト

ポロジ領域に制限できます。または、プライマリ LSPパスとバックアップ LSPパスに同時に
障害が発生しないように、それらを異なるルートに強制することもできます。

CiscoCrossworkPlanningは、無制限の数の 64ビットアフィニティをサポートします。各アフィ
ニティは、番号とオプションの名前で定義されます。名前付きアフィニティは、「管理グルー

プ」または「リンクの色分け」と呼ばれることがあります。

デフォルトのネットワークモデルには、0から31までの、名前のない、未割り当てのアフィニ
ティがあります。

ワークフロー：

1. アフィニティの作成および編集, on page 307。

2. アフィニティをインターフェイスに割り当てる , on page 307。
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3. LSPとアフィニティの関連付け , on page 308。

アフィニティの作成および編集

アフィニティを作成または編集するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [編集（Edit）] > [管理グループ（Manage groups）]の順に選
択します。

[管理者グループ（Admin Groups）]ページが開きます。

ステップ 3 新しいアフィニティを作成するには、次の手順を実行します。

a) をクリックします。

b) [アフィニティ（Affinity）]フィールドと [名前（Name）]フィールドに、アフィニティ番号とアフィ
ニティ名を入力します。

アフィニティ番号は一意である必要があります。アフィニティ名はオプションであり、やはり一意で

ある必要があります。

c) [保存（Save）]をクリックします。

ステップ 4 既存のアフィニティを変更するには、次の手順を実行します。

a) 編集するアフィニティを選択します。

b) をクリックします。

c) [アフィニティ（Affinity）]フィールドと [名前（Name）]フィールドに、アフィニティ番号とアフィ
ニティ名を入力します。

アフィニティ番号は一意である必要があります。アフィニティ名はオプションであり、やはり一意で

ある必要があります。

d) [保存（Save）]をクリックします。

アフィニティをインターフェイスに割り当てる

アフィニティを使用するには、適切なルートを促し、他のルートを妨げる形で、アフィニティ

をインターフェイスに割り当てる必要があります。たとえば、大陸パスに1つのアフィニティ
があり、国際パスに別のアフィニティがある場合があります。
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インターフェイスにアフィニティを割り当てるには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [インターフェイス（Interfaces）]テーブルから、アフィニティを割り当てる 1つ以上のインターフェイス
を選択します。

ステップ 3 をクリックします。

Note
単一のインターフェイスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプション
を使用することもできます。

ステップ 4 [MPLS]タブをクリックします。

a) [アフィニティ（Affinities）]フィールドの横にある [編集（Edit）]ボタンをクリックします。
b) [含める（Include）]列で、選択されている回線に関連付けるアフィニティのチェックボックスをオン
にします。

c) [保存（Save）]をクリックします。

ステップ 5 [保存（Save）]をクリックします。

[回線の編集（Edit Circuit）]ウィンドウから、上記の手順に従ってインターフェイスにアフィ
ニティを割り当てることもできます。ただし、アフィニティを2回（インターフェイスごとに
1回）選択して割り当てる必要があります。

LSPとアフィニティの関連付け
アフィニティがLSPルーティングに影響を与えるには、ルーティングプロセスに含めるか除外
するインターフェイスに割り当てられたアフィニティに、LSPを関連付ける必要があります。
アフィニティが指定されていない場合、LSPは任意のパスを介してルーティングできます。明
示的なルートは、非厳格関係を持つホップのアフィニティを持つこともできます（名前付きパ

スと明示的 LSPルーティング, on page 301を参照）。
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包含ルールと除外ルール

LSPをアフィニティに関連付ける際に、次のいずれかのルールを選択できます。

• [含む（Include）]：すべてのアフィニティを含むインターフェイスのみを使用します。

• [いずれかを含む（Include any）]：少なくとも 1つのアフィニティを含むインターフェイ
スを使用します。

• [除外（Exclude）]：このアフィニティを持つインターフェイスを使用しません。

LSPパスは LSPアフィニティを継承します。ただし、LSPパスアフィニティを編集して、LSP
アフィニティよりも優先させることができます。

例

この例（Figure 80:アフィニティの例, on page 310）は、同じ送信元ノードと接続先ノードを持
つ 2つの LSPのルーティングにアフィニティがどのように影響するかを示しています。

• wdcと nyc間の to_cr1.nycインターフェイスは、アフィニティ 1（Silver）とアフィニティ
2（Bronze）の両方に割り当てられています。他のインターフェイスには、アフィニティ
が割り当てられていません。

• LSP Aは、アフィニティ 2に割り当てられたすべてのインターフェイスを除外するように
設定されています。これは、to_cr1.nycインターフェイスを使用して最短パスを取得でき
ませんが、それを回避してルーティングできます。

• LSP Bは、どのアフィニティにも関連付けられていません。その LSPパスは、アフィニ
ティ 1（Silver）に割り当てられたインターフェイスを含め、アフィニティ 2（Bronze）に
割り当てられたインターフェイスを除外するように設定されています。to_cr1.nycインター
フェイスはこれらのアフィニティの両方に割り当てられているため、LSP Bをルーティン
グできません。
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Figure 80:アフィニティの例

アフィニティへの LSPの割り当て

LSPをアフィニティに割り当てるには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [LSP]テーブルから、アフィニティを関連付ける 1つ以上の LSPを選択します。

ステップ 3 をクリックします。

Note
単一のLSPを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使用するこ
ともできます。

ステップ 4 [アフィニティ（Affinities）]タブをクリックします。
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Figure 81: LSPアフィニティ

ステップ 5 選択した LSPに関連付けるアフィニティの包含または除外ルール（[含む（Include）]、[いずれかを含む
（Include any）]、または [除外（Exclude）]）を選択します。

ステップ 6 [保存（Save）]をクリックします。

アフィニティへの LSPパスの割り当て

LSPパスをアフィニティに割り当てるには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 [LSPパス（LSP paths）]テーブルから、アフィニティを関連付ける 1つ以上の LSPパスを選択します。

ステップ 3 をクリックします。

Note
単一のLSPパスを編集する場合は、[アクション（Actions）]列の > [編集（Edit）]オプションを使用す
ることもできます。

ステップ 4 [アフィニティ（Affinities）]セクションの [編集（Edit）]ボタンをクリックします。

ステップ 5 選択した LSPパスに関連付けるアフィニティの包含または除外ルール（[含む（Include）]、[いずれかを含
む（Include any）]、または [除外（Exclude）]）を選択します。LSPアフィニティを継承する LSPパスを選
択するか、テーブルから値を選択することができます。選択したら、[保存（Save）]をクリックします。
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Figure 82: LSPパスのアフィニティ

ステップ 6 [編集（Edit）]ウィンドウで [保存（Save）]をクリックして保存し、終了します。

LSPメッシュ作成時のアフィニティの割り当て

新しい LSPメッシュを作成するときに、アフィニティを LSPに関連付けることができます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSPメッシュ（LSP mesh）]の順に
選択します。

または

右側にある [ネットワークサマリー（NetworkSummary）]パネルの [LSP]タブで、 > [LSPメッシュ（LSP
mesh）]の順にクリックします。

ステップ 3 必要なノードとオプションを選択した後、[アフィニティ（Affinities）]ページに移動します。

Cisco Crosswork Planning Design 7.1ユーザーガイド
312

トラフィックエンジニアリングと最適化

LSPメッシュ作成時のアフィニティの割り当て



Figure 83: [LSPメッシュの挿入（Insert LSP Mesh）]ウィンドウ

ステップ 4 [アフィニティ（Affinities）]セクションの [アフィニティの選択（Choose affinities）]をクリックします。

ステップ 5 メッシュに含まれるすべての LSPに関連付ける各アフィニティの包含ルールまたは除外ルールを選択し、
[追加（Add）]をクリックします。

ステップ 6 [送信（Submit）]をクリックして保存し、終了します。

グローバルシミュレーションパラメータの設定
Cisco Crosswork Planningでは、LSPのルーティングまたは再ルーティング方法に影響するグ
ローバルパラメータを設定できます。これらのオプションにアクセスするには、ツールバーで

[ ]をクリックするか、[アクション（Actions）]、 > [編集（Edit）]、 > [ネットワークオプ
ション（Network options）]の順に選択します。その後、[シミュレーション（Simulation）]タ
ブをクリックします。
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Cisco Crosswork Planningは、RSVP-TE LSPの 4つのシミュレーションモードをサポートしてい
ます。これらは、[シミュレーションコンバージェンスモード（Simulation convergencemode）]
セクションの [レイヤ3（Layer 3）]ドロップダウンリストにオプションとして表示されます。

• [自動帯域幅コンバージェンス（Autobandwidthconvergence）]：このモードでは、トラフィッ
ク（シミュレートされたトラフィック（Traff sim））が他の LSPに再ルーティングされた
後、[シミュレートされたセットアップ帯域幅（Setup BW sim）]の値がリセットされる前
に、ネットワークがシミュレートされます。自動帯域幅対応 LSPのシミュレーション, on
page 322を参照してください。

• [高速再ルーティング（Fast reroute）]：このモードでは、RSVP-TE LSPで使用される一般
的な障害復旧メカニズムである FRR LSPが使用されます。稼働中のネットワークでは、
FRRの復元は、通常、数ミリ秒で行われます。高速再ルーティングシミュレーション, on
page 314を参照してください。

• [IGPおよび LSP再コンバージェンス（IGP and LSP reconvergence）]：デフォルトでは、
Cisco Crosswork Planningは、障害に完全に対応した後のネットワークの状態をシミュレー
トします。具体的には、これは、LSPが障害を回避する新しいルートを再確立し、IGPが
完全に再コンバージェンスした後のネットワークの状態です。最適化ツールは、IGPおよ
び LSP再コンバージェンスモードでのみ機能します。

• [自動帯域幅コンバージェンス（障害を含む）（Autobandwidth convergence (including
failures)）]：このモードでは、[シミュレートされたセットアップ帯域幅（SetupBWsim）]
の値がリセットされた後にネットワークがシミュレートされます。「自動帯域幅対応LSP
のシミュレーション, on page 322」を参照してください。

高速再ルーティングシミュレーション

Cisco Crosswork Planningは、FRR LSPを使用して高速再ルーティングコンバージェンスモー
ドをシミュレートします。保護された RSVP-TE LSPのルートで障害が発生した場合、事前シ
グナリングされたFRRLSP（またはバイパストンネル）は、トラフィック（通常、障害発生直
前のノードからダウンストリームノードへの）を、障害点を回避してローカルに転送します。

この復元メカニズムにより、FRRLSPの送信元ノード（ヘッドエンド）に、障害を回避する代
替ルートを再確立する時間が与えられます。この期間は、ネットワークの「50ミリ秒」動作と
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呼ばれることがあります。これは、FRRの復元が、理想的には障害発生から約 50ミリ秒以内
に有効になるためです。

FRRシミュレーションは、フルコンバージェンスシミュレーションと比較して、LSPおよび
デマンドのルーティングが次のように異なります。

•保護されたLSPの送信元ノードは、トラフィックを再ルーティングしません。LSPパス内
のノードまたは回線（リンク）で障害が発生すると、次のルーティングが行われます。

•障害が発生したノードまたは回線を保護する FRR LSPが存在する場合、保護された
LSPは引き続きルーティングされますが、その新しいパスには、障害を回避してトラ
フィックをリダイレクトする FRR LSPルートが含まれます。このトラフィックは、
障害の直前はFRRLSPの送信元ノードに入り、障害後はFRRLSPの接続先ノードで、
保護された LSPパスに再参加します。

• LSPが FRR LSPによって保護されていない場合、LSPトラフィックはルーティング
されません。

• IGP再コンバージェンスがないため、ルーティングされていないLSPを介したデマンドは
ルーティングされません。さらに、これらのLSPの外部で発生した障害を介するデマンド
は、ルーティングされません。

FRRの基礎

ここでは、キープロパティと用語、および FRR LSPがネットワークプロットでどのように可
視化されるかについて簡単に説明します。これらの詳細については、以降のセクションを参照

してください。FRRLSPは通常のLSPと同じテーブルに表示され、[メトリックタイプ（Metric
type）]列で [FRR]として識別されることに注意してください。

オブジェクトとプロパティ

[説明（Description）]列[タイプ
（Type）]

オブジェクト

FRR LSPによって回避される指定イン
ターフェイス。

[FRRインターフェイ
ス（FRR interface）]

FRR LSPLSP

FRR保護のタイプ（[リンク（Link）]
または [ノード（Node）]）。

[FRRタイプ（FRR
type）]

FRR LSPによって保護されるように
LSPをマークします。

[FRR対応（FRR
enabled）]

自動ルート

Forwarding
Adjacency
（FA）
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[説明（Description）]列[タイプ
（Type）]

オブジェクト

FRR LSPによって保護されるようにイ
ンターフェイスをマークします。FRR
LSPイニシャライザの実行時にイン
ターフェイスを使用する場合は、この

プロパティが必要です。

[FRR対応（FRR
enabled）]

該当なし[インター
フェイス

（Interface）]

用語

•保護されたインターフェイス：FRR LSPの使用時に回避されるインターフェイス。

•保護された LSP：障害発生時に FRR LSPを介して再ルーティングされる LSP。Cisco
Crosswork Planningでは、これには高速再ルーティングシミュレーションモードが必要で
す。このモードをオンにするには、高速再ルーティングシミュレーションの実行, on page
322を参照してください。

•保護された SRLG：保護されたインターフェイスを含む SRLG。

可視化

未使用の FRR LSPパスは、[LSP]テーブルから選択されると紫色で強調表示されます。障害発
生時にルーティングされると、FRR LSPは、黒色の点線で表示されます。

FRR LSPルーティング

FRRLSPの送信元と接続先は任意のノードペアにできますが、実際には、送信元ノードと接続
先ノードは通常、1ホップ（リンク保護）または 2ホップ（ノード保護）離れています。FRR
LSPの送信元ノードには、高速再ルーティングシミュレーション中に回避されるように設定さ
れた指定インターフェイスがあります。これは「保護されたインターフェイス」です。

これは、FRRLSPを手動で作成するときに [LSPの編集（EditLSP）]ウィンドウで設定される、
またはFRRLSPイニシャライザの実行時に自動的に作成される、[FRRインターフェイス（FRR
interface）]プロパティを使用して設定されます。イニシャライザは、これをインターフェイス
の [FRR対応（FRR enabled）]プロパティから導出します。

例

この図は、sjcを送信元とし、miaを接続先とし、その保護されたインターフェイス（FRRイン
ターフェイス）が to_cr1.hstである FRR LSPを示しています。そのため、FRR LSPパスは okc
にルーティングされ、hstを回避します。代わりに、この FRRインターフェイスプロパティが
to_cr1.okcであった場合、FRR LSPパスは okcを回避して sjc-hst-miaをルーティングします。
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他の LSPと同様に、FRR LSPは実際のパスと名前付きパスを使用できます。他の LSPとは異
なり、ルーティング時にセットアップ帯域幅を使用せず、1つのLSPパスのみを使用します。

リンクおよびノード保護

Cisco Crosswork Planningは、リンク（回線）保護 FRR LSPとノード保護 FRR LSPの両方をサ
ポートしています。保護のタイプは、[LSP]テーブルの [FRRタイプ（FRR type）]列に表示さ
れます。

• [リンク保護LSP（Link-protectionLSPs）]：障害が発生した回線を回避するようにFRRLSP
をルーティングすることで、LSPが回線障害から保護されます。FRRLSPの送信元ノード
は、障害が発生した回線のローカルノードになり、正しく設定されている場合、FRRLSP
の接続先は、障害が発生した回線のリモートノードになります。

• [ノード保護LSP（Node-protection LSPs）]：保護された LSPパス内で障害が発生したノー
ドの 1ホップ前のノードから、障害が発生したノードの 1ホップ後のノードに FRR LSP
をルーティングすることで、LSPがノード障害から保護されます。

SRLG保護

ネットワークでは、複数のインターフェイスの送信元が同じノード（ルータ）であり、それら

のインターフェイスが SRLGとして設定されている場合、それらのインターフェイスの 1つを
保護する FRR LSPを、そのインターフェイスを回避して再ルーティングするように設定でき
ます。可能な場合、FRR LSPは、SRLGに含まれる他のすべてのインターフェイスを回避しま
す。Cisco Crosswork Planningでは、FRR LSPの送信元ノード上のインターフェイスだけでなく
SRLGで定義されているすべてのオブジェクトを回避するように FRR LSPを設定できます。

障害を回避するルーティング

Before you begin

• LSPは、FRRLSPによって保護されるように設定する必要があります。FRRLSPのセット
アップについては、高速再ルーティングシミュレーションのセットアップ, on page 318を
参照してください。

• FRRLSPパス上のすべてのインターフェイスを、FRRLSPによって保護されるように設定
する必要があります。インターフェイスの保護については、保護する LSPのマーク, on
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page 318またはFRR LSPイニシャライザ, on page 319（これらの設定プロセスを自動化）を
参照してください。

1つ以上の障害が発生した場合、次の決定によって、どのFRRLSPを使用するかが決定されま
す。

Procedure

ステップ 1 LSPパス上のこのようなインターフェイスごとに、Cisco Crosswork Planningは、接続先が LSPのパスのさ
らに下流にあるノードであるインターフェイスを保護する FRR LSPをチェックします。

ステップ 2 これらの FRR LSPが複数存在する場合、Cisco Crosswork Planningは、保護された LSPのパスの最下流にあ
るLSPを選択します。これにより、リンク保護よりもノード保護を優先する標準のFRR動作がシミュレー
トされます。

複数の適格な FRR LSPが、保護された LSPパスの最下流の同じ接続先を持つ場合、FRR LSPは、それら
の中から任意に選択されます。

ステップ 3 この接続先の後に、別の回線またはノードでさらに障害が発生した場合は、同じ方法で別の FRRLSPが選
択されます。

高速再ルーティングシミュレーションのセットアップ

FRRシミュレーションをセットアップするには、次の手順を実行します。

Procedure

ステップ 1 LSPに適切なプロパティを設定して、LSPを保護対象としてマークします。保護するLSPのマーク, on page
318を参照してください。

ステップ 2 SRLGを保護する場合は、ノードを SRLGに関連付けることで、その中で保護されたインターフェイスを
確立します。保護する SRLGの特定, on page 319を参照してください。

ステップ 3 イニシャライザを使用して FRR LSPを作成する場合は、保護するインターフェイスを特定します。FRR
LSPイニシャライザ, on page 319を参照してください。

ステップ 4 FRR LSPイニシャライザを使用するか手動で、FRR LSPを作成します。FRR LSPイニシャライザ, on page
319またはFRR LSPの手動作成, on page 321を参照してください。

保護する LSPのマーク

高速再ルーティング保護の対象となる LSPをマークするには、[LSPの編集（Edit LSP）]ウィ
ンドウで次のプロパティを設定する必要があります。
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• [LSPの詳細（LSPs details）]セクションで、[FRR対応（FRR enabled）]チェックボックス
をオンにします。これは、[LSP]テーブルの [FRR対応（FRR enabled）]列に「true」と表
示されます。これが「false」の場合、LSPは保護されません。

• [ルーティング（Routing）]セクションで、[ルーティングタイプ（Routing type）]を [自動
ルート（Autoroute）]または [FA]（転送隣接関係）に設定します。このタイプは、[LSP]
テーブルの [メトリックタイプ（Metric type）]列に「autoroute」または「FA」として表示
されます。

保護する SRLGの特定

ルータの「保護の除外」設定をシミュレートするには、保護された回線の送信元ノードをSRLG
に関連付けます。その回線に障害が発生すると、FRRLSPは、そのSRLGに含まれるすべての
回線を回避して再ルーティングされます。

Procedure

ステップ 1 保護する SRLG内の回線の送信元ノードを選択します。 をクリックするか、 > [編集（Edit）]の順
に選択します。

ステップ 2 [SRLG]タブをクリックします。

ステップ 3 このノードを関連付ける SRLGを 1つ以上選択し、[保存（Save）]をクリックします。

FRR LSPイニシャライザ

次の条件が満たされている場合、FRRLSPイニシャライザは、リンク保護FRRLSPまたはノー
ド保護 FRR LSPを自動的に作成します。

• 1つ以上の LSPに [FRR対応（FRR enabled）]プロパティが設定されている（保護する LSP
のマーク, on page 318を参照）。
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•これらの LSPのパス上にある 1つ以上のインターフェイスに [FRR対応（FRR enabled）]
プロパティが設定されている：これにより、FRR LSPイニシャライザに FRR LSPの作成
方法が通知され、障害が発生すると、LSPの再ルーティング時にインターフェイスが回避
されます。

•このプロパティは、[インターフェイスの編集（Edit Interface）]ウィンドウの [MPLS]
タブで設定されます。[インターフェイス（Interfaces）]テーブルの [FRR対応（FRR
enabled）]列には、インターフェイスが含まれている場合は「true」、含まれていない
場合は「false」と表示されます。

• FRRLSPが作成されると、インターフェイスは、[LSP]テーブルの [FRRインターフェ
イス（FRR interface）]列に一覧表示されます。

イニシャライザは、これらの [FRR対応（FRRenabled）]プロパティと、リンク保護またはノー
ド保護の作成が選択されているかどうかに基づいて、FRR LSPを作成します。

• [リンク保護（Link protection）]：CiscoCrossworkPlanningは、最初のホップの出力インター
フェイスに [FRR対応（FRR enabled）]プロパティが設定されている保護された LSPパス
内のネクストホップノードの各ペア（2つの接続されたノード）に対してFRRLSPを作成
します。

• [ノード保護（Node protection）]：Cisco Crosswork Planningは、最初のホップの出力イン
ターフェイスに [FRR対応（FRR enabled）]プロパティが設定されている保護された LSP
パス内の次のネクストホップノードの各セット（3つの接続されたノード）間に FRR LSP
を作成します。

これらの新しい FRR LSPは「FRR_<source> _<destination> _<postfix>」と命名されます。ここ
で、「postfix」はオプションであり、イニシャライザのウィンドウで設定されます。

FRR LSPイニシャライザの実行

FRR LSPイニシャライザを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [イニシャライザ（Initializers）] > [FRR LSP（FRR LSPs）]
の順に選択します。

ステップ 3 最適化するノードを選択します。ノードを選択しない場合、イニシャライザは、プランファイルに含まれ
るすべてのノードを使用します。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 リンク（回線）とノードのいずれかまたは両方を保護する FRR LSPを作成するかどうかを選択します。
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ステップ 6 （オプション）新しく作成された FRR LSPの名前の末尾に追加するポストフィックスを入力します。

ステップ 7 （オプション）既存の FRR LSPを保持する場合は、[現在のFRR LSPを削除（Delete current FRR LSPs）]
チェックボックスをオフにします。

ステップ 8 [Submit]をクリックします。

FRR LSPの手動作成

ここでは、FRRLSPに必要なプロパティについて説明します。LSPの作成時に使用可能なすべ
てのオプションについて説明するわけではありません。

Procedure

ステップ 1 [アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSP]の順に選択するか、[LSP]ページで > [LSP]
の順にクリックします。または、既存の LSPを選択して FRR LSPに変更することもできます。その場合

は、 をクリックするか、 > [編集（Edit）]の順に選択します。

ステップ 2 FRR LSPの送信元サイトおよびノードを選択します。

ステップ 3 接続先サイトおよびノードを選択するか、NetInt接続先 IPアドレスを入力します。NetInt接続先 IPアドレ
スの詳細については、未解決の LSP接続先とホップ, on page 354を参照してください。

ステップ 4 [ルーティング（Routing）]エリアで、[ルーティングタイプ（Routing type）]タイプとして [FRR]を選択し
ます。

ステップ 5 ルーティング時に回避するインターフェイスを指定します。[FRRインターフェイス（FRR interface）]ド
ロップダウンリストから選択するか、[NetInt FRRInterface]フィールドに IPアドレスを入力してください。

ステップ 6 [保存（Save）]をクリックします。
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高速再ルーティングシミュレーションの実行

FRR LSPは、高速再ルーティングシミュレーションモードで障害をシミュレートする場合に
のみルーティングされます。高速再ルーティングモードを有効にするには、次の手順を実行し

ます。

Procedure

ステップ 1 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、 > [編集（Edit）]、 > [ネットワークオ
プション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 2 [Simulation]タブをクリックします。

ステップ 3 [シミュレーションコンバージェンスモード（Simulation convergence mode）]セクションで、[レイヤ 3
（Layer 3）]ドロップダウンリストから [高速再ルーティング（Fast reroute）]を選択します。

ステップ 4 [保存（Save）]をクリックします。

自動帯域幅対応 LSPのシミュレーション
ネットワークでは、自動帯域幅対応LSPは、設定された自動帯域幅タイマーに基づいてセット
アップ帯域幅を定期的にリセットし、必要に応じて新しいルートを確立します。帯域幅に制約

があるネットワークでは、LSPルートの変更によって他のLSPがルーティングできなくなる可
能性があります。これにより、コンバージェンスされなくなり、各 LSPのトラフィック量、
セットアップ帯域幅設定、および得られるルートが影響を受ける可能性があります。

Cisco Crosswork Planningは、この不安定さをシミュレートしませんが、自動帯域幅対応LSPは
シミュレートします。このシミュレーションモードでは、内部的にCiscoCrossworkPlanningが
最初に自動帯域幅対応LSPをゼロのセットアップ帯域幅でルーティングします。その後、デマ
ンドがルーティングされ、各LSPを通過するシミュレートされたトラフィック（Traff Sim）が
決定されます。プランファイルおよび UIの結果として、自動帯域幅対応 LSPごとに [シミュ
レートされたトラフィック（TraffSim）]の値が [シミュレートされたセットアップ帯域幅（Setup
BW Sim）]にコピーされ、その後、それらの LSPが新しい [シミュレートされたセットアップ
帯域幅（Setup BW Sim）]の値を使用してルーティングされます。一部の LSPをルーティング
できない場合、このプロセスの結果として得られる [シミュレートされたトラフィック（Traff
Sim）]の値と [シミュレートされたセットアップ帯域幅（Setup BW Sim）]の値は、すべての
自動帯域幅対応 LSPに関して互いに一致しない可能性があることに注意してください。

2つの自動帯域幅シミュレーションモードを使用できます。障害をシミュレートする前、また
は自動帯域幅対応LSPに関するシミュレーション分析を実行する前に、シミュレートする必要
がある状態に応じて適切なモードを選択してください。

• [自動帯域幅コンバージェンス（Autobandwidth convergence）]モードでは、トラフィック
（シミュレートされたトラフィック（Traff Sim））が他の LSPに再ルーティングされた
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後、[シミュレートされたセットアップ帯域幅（Setup BW Sim）]の値がリセットされる前
に、ネットワークがシミュレートされます。これにより、障害に対する即時の最適ではな

い応答がシミュレートされます。

• [自動帯域幅コンバージェンス（障害を含む）（Autobandwidth convergence (including
failures)）]モードでは、[セットアップ帯域幅シミュレーション（Setup BWSim）]の値が
リセットされた後にネットワークがシミュレートされます。これにより、障害に対するよ

り長く、より適切な応答がシミュレートされます。

[自動帯域幅コンバージェンス（Autobandwidth convergence）]および [自動帯域幅コンバージェ
ンス（障害を含む）（Autobandwidth convergence (including failures)）]シミュレーションモード
は、単一のトラフィックレベルのプランファイルでのみ使用できます。

Note

これらの自動帯域幅シミュレーションでは、LSPの [自動帯域幅（Autobandwidth）]プロパティ
が trueに設定されていることと、[ネットワークオプション（Network options）]ページ（ツー

ルバーで、[ ]をクリックするか、[アクション（Actions）] > [編集（Edit）] > [ネットワー
クオプション（Network options）]の順に選択）から 2つの自動帯域幅モードのいずれかが選
択されていることが必要です。

障害がない場合とある場合の自動帯域幅コンバージェンスの例

この例のネットワークは、次のパラメータを持ちます。

• er1.chiから cr1.wdcへの 1つのデマンド。

• 2つの LSP：LSP-A（cr1.chiから cr1.wdcへ）と LSP-B（cr2.chiから cr1.wdcへ）。

•これらの LSPのどちらにもセットアップ BWはない。
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•キャパシティが 1000 Mbpsしかない回線が 1つある（cr2.chiと cr1.wdcの間）が、それ以
外の回線のキャパシティはすべて 10,000 Mbps。

• Figure 84: IGPおよび LSP再コンバージェンスと自動帯域幅コンバージェンスを使用した
LSPルーティングの例, on page 325は、IGPおよびLSP再コンバージェンスモードで、両方
の LSPの [シミュレートされたセットアップ帯域幅（Setup BW sim）]の値が 0であること
を示しています。

•自動帯域幅コンバージェンスモードでは、LSP-Aの [シミュレートされたセットアッ
プ帯域幅（Setup BW sim）]の値は、その [シミュレートされたトラフィック（Traff
sim）]の値（5000）からコピーされます。

•障害は発生しておらず、各LSPは両方のコンバージェンスモードで同じルートをたど
ります。

• Figure 85:障害発生時の自動帯域幅コンバージェンスの例, on page 326は、障害が発生して
いる場合の自動帯域幅コンバージェンスモードを示しています。

• cr1.chiと cr1.wdcの間の回線に障害が発生すると、LSP-Aは、cr2.chiを介して再ルー
ティングされます。

• cr1.chiを介した er1.chiからの最短パスは、cr2.chiを介した er1.chiからの最短パスよ
りも長くなっているため、デマンドは LSP-Bに移動します。これは、LSP-Aのトラ
フィック（シミュレートされたトラフィック）がLSP-Bに移動される [LSP]テーブル
に示されます。

• 2つの回線のうち小さい方の回線が輻輳しているため、LSP-Aは、トラフィックを伝
送するのに十分なキャパシティを持つ大きい方の回線を使用します。
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• LSP-Bは、キャパシティの小さい回線でルーティングを続行するため、輻輳が発生し
ます。

•自動帯域幅コンバージェンスモードでは、障害によるトラフィックシフトの結果とし
てセットアップ帯域幅が更新されないため、[シミュレートされたセットアップ帯域
幅（Setup BW sim）]の値はどちらの LSPでも更新されません。

• Figure86:障害を含む自動帯域幅コンバージェンスの例, onpage326は、自動帯域幅コンバー
ジェンス（障害を含む）モードでの同じ障害を示しています。

• LSP-Bの [シミュレートされたセットアップ帯域幅（Setup BW sim）]は [シミュレー
トされたトラフィック（Traff sim）]の値に更新され、接続先に到達するためにより
大きい回線を使用するように強制されます。プロットには、LSP-Bの正常（実線）
ルートと障害（点線）ルートの両方が表示されることに注意してください。これは、

障害発生時に、障害によってパスが中断されなかったにもかかわらず、再ルーティン

グされたことを示しています。

•デマンドは引き続きLSP-Bでルーティングされますが、十分なキャパシティを持つパ
スを LSPが検出したため、追加の輻輳は発生していません。

Figure 84: IGPおよび LSP再コンバージェンスと自動帯域幅コンバージェンスを使用した LSPルーティングの例
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Figure 85:障害発生時の自動帯域幅コンバージェンスの例

Figure 86:障害を含む自動帯域幅コンバージェンスの例

回路スタイル RSVP LSP
回線型 RSVP（CS-RSVP）LSPは、同じエンドポイントを持つ 2つの単方向 RSVP LSPをバン
ドルして双方向RSVPLSPを形成する論理エンティティです。これにより、トラフィックはエ
ンドポイント間で常に両方向に移動できます。 Cisco Crosswork Planningは、 CS-RSVP LSPの
作成と可視化をサポートしています。
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CS-RSVP LSPの主な機能
CS-RSVP LSPの主な機能は次のとおりです：

•永続的なエンドツーエンドのトラフィック設計されたパス：両方向で予測可能な同一の遅
延を提供します。

•厳密な帯域幅コミットメント：他のサービスからのネットワーク負荷の変化によって、
SLAに影響が及ばないようにする。

•エンドツーエンドの保護と復元メカニズム：は堅牢な保護と復元メカニズムを実装しま
す。

•パス整合性の監視とメンテナンス：はパスの完全性を継続的に監視して維持します。

•データプレーンの復元力：コントロールプレーンがダウンしている場合でも、データプ
レーンは動作を維持します。

CS-RSVP LSPパス
冗長性を向上させるために、CS-RSVPLSPには 4つのパス（Working（W）、Protect（P））、
および対応する復元パス（それぞれWRおよびPR）があります。パスは、LSPパスの表の「パ
スオプション」フィールドに従って、W、P、および復元パスとして分類されます。下位から
上位に、それぞれW、P、WR、および PRとして分類されます。

•動作中のパス（W）：パスオプション値が最も小さいパスです。

•保護パス（P）： 2番目にパスオプション値が小さいパスです。

•復元パス（WRおよび PR）：これらのパスは、対応するWまたは Pがダウンしていると
きに、分離制約を考慮して動的に計算されます。デフォルトでは、node-disjointが考慮さ
れます。ノードの分離が可能な場合は、自動的にリンクの分離にフォールバックします。

SRLG-disjointが指定されている場合は、ノードとリンクの分離よりも優先されます。シス
テムが分離された復元パスを見つけられない場合、対応する CS-RSVP LSPがバックアッ
プパス保護なしで動作を続けます。

復元パスは、LSPパスの [保護元（Protected by）]フィールドに基づいて計算されます。詳
細は、復元パスの計算, on page 327を参照してください。

Cisco Crosswork PlanningWパスと Pパスの両方に、名前付きパスで完全明示的なパスが定義さ
れていることを確認します。

復元パスの計算

復元パスの考え方は、トラフィックを伝送するパスを保護することです。これは、LSPパスの
[保護元（Protected by）]フィールドで定義されます。
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例

Figure 87:復元パスの計算例, on page 328に、CS-RSVP LSPに関連付けられた 4つの LSPパスの
パス構成を示します。パスオプション 1を LSP-1、パスオプション 2を LSP-2、パスオプショ
ン 3を LSP-3、パスオプション 4を LSP-4とする LSPパスを考えます。LSP-1と LSP-2の [ルー
テッド（Routed）]オプションが「true」、LSP-3とLSP-4のルーテッドオプションが「false」
であることを確認します。

復元パスは、次のように計算されます。

1. LSP-1に障害が発生すると、トラフィックは LSP-2にシフトされ、LSP-3が保護パスにな
ります。これは、LSP-1の [保護元（Protected by）]フィールドが 2, 4に設定されているた
め発生します。このため、LSP-1がダウンすると、LSP-2が現用パスになり、LSP-4が復元
パスになることを示します。LSP-2の [保護元（Protected by）]フィールドが 1, 3であり、
LSP-1がすでにダウンしているため、LSP-3が保護パスになります。

LSP-1の [ルーテッド（Routed）]列の値が「false」に変更され、LSP-2と LSP-3のこの値
が「true」になっていることに注意してください。

2. ここで、LSP-2がダウンすると、トラフィックは LSP-3にシフトされ、LSP-4が保護パス
になります。これは、LSP-2に [保護元（Protected by）]オプションとして 1, 3があるた
めに発生します。ステップ 1で示したように LSP-1がダウンしているため、LSP-3が動作
中のパスになります。LSP-3の [保護元（Protected by） ]フィールドが 4であるため、
LSP-4が保護パスになります。

LSP-2の [ルーテッド（Routed） ]列の値が「false」に変更され、LSP-3と LSP-4のこの値
が「true」になっていることを確認します。

Figure 87:復元パスの計算例

Cisco Crosswork Planning Design 7.1ユーザーガイド
328

トラフィックエンジニアリングと最適化

復元パスの計算



CS-RSVP LSPパスシミュレーション
Cisco Crosswork Planningは、次のチェックを実行して、パスがルーティング可能かどうかを判
断します。

•明示パスは、両方向で同じホップを通過します。このチェックは、ダイナミックにルー
ティングされた復元パスにのみ適用されます。

•明示パスは、両方向でエンドポイントに到達できます。構成チェックは実行されないこと
に注意してください。

•パスには、セットアップ帯域幅要件を満たすのに十分な帯域幅があります。非対称構成は
チェックされないことに注意してください。

• Wまたは Pがダウンしている場合、 Cisco Crosswork Planningは対応する復元パスを計算
します。[ネットワークオプション（Network options）]ページで [バイアスルーティング
（Biased routing）]オプションが有効になっている場合、復元パスは、既存の予約済みリ
ソースを再利用して計算されます。バイアスルーティングが無効になっている場合、復

元パスは定期的に計算されます。詳細については、「バイアスルーティング, onpage329」
を参照してください。

• LSPパスをルーティングする場合、ルートは名前付きパスで定義されたホップに従いま
す。WとPは、名前付きパスにリストされている完全明示的なパスがあります。名前付き
パスが明示的でない、またはルーティング不可能な場合、LSPパスはルーティング解除さ
れます。パスは、復元パスに対してのみ動的に見つかります。

•復元パスをルーティングする場合、トラフィックを伝送する既存のパスからのノードの分
離とリンクの分離がデフォルトで考慮されます。ノードの分離が不可能な場合は、リンク

の分離が考慮されます。SRLGの分離が LSPレベルで構成されている場合、SRLGの分離
が考慮されます。

バイアスルーティング

通常のルーティングでは、復元パスは対応するWまたは Pパスにできるだけ従う必要はあり
ません。復元パスは、分離の制約とともに定期的にルーティングされます。

バイアスルーティングでは、復元パス（WRおよび PR）は、復元パスの合計メトリックが最
大メトリックの制約を超えないようにしながら、対応するWパスと Pパスを可能な限り再利
用します。バイアスルーティングが無効になっている場合、復元パスは定期的に計算されま

す。

バイアスルーティングオプションを設定

次の手順に従って、バイアスルーティングオプションを設定します。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 3 [シミュレーション（Simulation）]タブの [メトリック制約（Metric Constraint）]セクションで、バイアス
ルーティングを有効にします。

a) [バイアス回送（Biased routing）]チェックボックスをオンにします。

b) [最大メトリック制限（Maximum metric restriction）]フィールドに、復元パスの最大許容メトリック
を入力します。この制約が不要な場合は、非常に大きな値に設定できます。

ステップ 4 [保存（Save）]をクリックします。

CS-RSVP LSPの作成
CS-RSVP LSPは、 Cisco Crosswork Planning Designアプリケーションで、手動または CS-RSVP
LSPオプティマイザツールを使用して作成できます。

ここでは、CS-RSVP LSPを手動で作成する方法について説明します。CS-RSVP LSPオプティ
マイザツールの使用方法の詳細については、オプティマイザツールを使用した CS-RSVP LSP
の作成, on page 331を参照してください。

Before you begin

CS-RSVP LSPに参加している 2つの RSVP LSPの [LSPの追加/編集（Add/Edit LSP）]ページ
で、次のことを確認します。

• [同時ルーティング（Co-routed）]オプションが有効になります。このオプションは、[LSP
の追加/編集（Add/Edit LSP）]ページの [CSPF]セクションで使用できます。

•これらは同じ関連付け IDを持ちます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）]> [挿入（Insert）]> [LSP]> [CS-RSVP LSP]の順に選択します。

または
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右側にある [ネットワークサマリー（Network Summary）]パネルで、[CS-RSVP LSP]タブの をクリッ

クします。

[CS-RSVP LSP]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テーブルの表

示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[CS-RSVP LSP]チェックボックスをオンに
します。

ステップ 3 [ノード A（ Node A）]セクションと [ノード B（Node B）]セクションで、CS-RSVP LSPのエンドポイン
トを選択します。

ステップ 4 フィールドに詳細を入力します。

• [関連付け ID（Association ID）]：このフィールドは、2つの RSVP LSPを関連付けするために使用さ
れます。これは必須フィールドです。

• [送信元アドレス（Source address）]：このフィールドは、双方向の関連付けの送信元アドレスを表し
ます。これはオプションのフィールドです。値を入力しない場合、デフォルトで空の値になります。

• [グローバルID（GlobalID）]：このフィールドは、関連付けのグローバル送信元のグローバル IDを指
定します。これはオプションのフィールドです。値を入力しない場合、デフォルトで空の値になりま

す。

• [ルーテッド（Routed）]：このフィールドは、CS-RSVPLSPがルーティング可能かどうかを示します。
特定の基準に基づいて値が抽出され、手動で設定することはできません。

ステップ 5 [追加（Add）]をクリックします。

CS-RSVP LSPオプティマイザ
CS-RSVP LSPオプティマイザーツールは、指定されたエンドポイントペア、アソシエーショ
ン ID、送信元アドレス、およびグローバル IDに基づいて CS-RSVP LSPを作成、検索、およ
び最適化するのに役立ちます。既存の CS-RSVP LSPと新規に作成した CS-RSVP LSPの両方を
一緒に最適化します。または、既存の LSPだけ、または新規に作成した LSPだけを最適化す
るように選択できます。

オプティマイザツールを使用した CS-RSVP LSPの作成

CS-RSVP LSPが存在しない場合、オプティマイザは指定された設定に基づいて対応する LSP
を作成します。設定プロセスでは、次の手順で説明するように、いくつかの重要なパラメータ

を指定します。

このツールは LSPごとにWと Pとして 2つの LSPパスを作成します。各パスのホップを、対
応する LSPパスの名前付きパスとして作成します。Wパスと Pパスに加えて、WRと PRの 2
つの追加パスも作成します。これらの追加パスは名前付きパスを持たず、それぞれのWパス
および Pパスに関連付けられます。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > > [ツール（Tools）] > > [CS-RSVP LSPオプティマイザ
（CS-RSVP LSP optimizer）]の順に選択します。

ステップ 3 （オプション）既存のCS-RSVPLSPを最適化する場合は、それらを選択して [次へ（Next）]をクリックし
ます。

ステップ 4 [新しいCS-RSVP LSPの作成（Create new CS-RSVP LSPs）]ページで [作成（Create）]をクリックします。

ステップ 5 必要なフィールドに詳細情報を入力します。 [LSPパス設定（LSP path configurations）]セクションで、4
つの LSPパス（W、P、WR、PR）の設定を定義します。フィールドの説明については、表 28 : CS-RSVP
LSP構成パラメータ, on page 336を参照してください。
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Figure 88:新しい CS-RSVP LSPページの作成

ステップ 6 [保存（Save）]をクリックします。次に、新しく作成した CS-RSVP LSPを選択し、 [次へ（Next）]をク
リックします。

追加の CS-RSVP LSPを作成するには、 をクリックします。

ステップ 7 CS-RSVP LSPのルート計算から除外するインターフェイスを選択します。

ステップ 8 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行され、
変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オプション
を使用して、後でいつでもレポートにアクセスできます。
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• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[Job
Manager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニューから、
[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにインポート
して可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス, on page 432
を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 9 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適用
されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示され
ます。必要に応じて、名前を更新します。

次のことを確認します。

•新しく作成された CS-RSVP LSPは、タグとして NewCSRSVPLSPを使用して [CS-RSVP
LSP]テーブルで使用できます。

•対応する LSPが [LSP]テーブルで利用できます。

•対応する LSPパスは、LSPパステーブルで使用できます。LSPパスは入力した [パス
（Path）]オプション値に基づいて作成され、 [保護元（Protected by）]フィールドが自動
的に計算されることに注意してください。

オプティマイザツールを使用した既存の CS-RSVP LSPを最適化

CS-RSVP LSPがすでに存在する場合、オプティマイザは現在の構成と要件に基づいてそれら
を最適化できます。CS-RSVP LSPオプティマイザツールを使用して既存の CS-RSVP LSPを
最適化するには、次の手順を実行します。
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Procedure

ステップ 1 CS-RSVP LSPでプランファイル（プランファイルを開く, on page 25を参照）を開きます。[ネットワーク
設計（Network Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > > [ツール（Tools）] > > [CS-RSVP LSPオプティマイザ
（CS-RSVP LSP optimizer）]の順に選択します。

ステップ 3 最適化する既存の CS-RSVP LSPを選択し、[次へ（Next）]をクリックします。

ステップ 4 （オプション）新しいCS-RSVPLSPを作成する場合は、 [作成（Create）]をクリックして必要なパラメー
タを設定します。詳細は、オプティマイザツールを使用した CS-RSVP LSPの作成, on page 331を参照して
ください。

ステップ 5 CS-RSVP LSPのルート計算から除外するインターフェイスを選択します。

ステップ 6 [次へ（Next）]をクリックします。

ステップ 7 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行され、
変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オプション
を使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[Job
Manager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニューから、
[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにインポート
して可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス, on page 432
を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 8 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。
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•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適用
されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示され
ます。必要に応じて、名前を更新します。

選択した CS-RSVP LSPが更新され、タグ UpdatedCSRSVPLSPsが付いたことを確認します。

CS-RSVP LSP構成パラメータ

次の表に、オプティマイザツールを使用してCS-RSVPLSPを作成する場合に構成するパラメー
タを示します。

表 28 : CS-RSVP LSP構成パラメータ

[説明（Description）]フィールド

これらのフィールドは、CS-RSVP LSPに対応する LSPのエンドポ
イントを示します。

ノード Aとノード B

このフィールドは、2つのRSVPLSPを関連付けるために使用され
ます。これは必須フィールドです。

アソシエーションID

このフィールドは、双方向の関連付けの送信元アドレスを表しま

す。これはオプションのフィールドです。値を入力しない場合、

デフォルトで空の値になります。

送信元アドレス

このフィールドは、関連付けのグローバル送信元のグローバル ID
を指定します。これはオプションのフィールドです。値を入力し

ない場合、デフォルトで空の値になります。

グローバル ID

このフィールドは、送信元ノードがこのCS-RSVPLSPに対して要
求するトラフィックの量をMbps単位で示します。これはオプショ
ンのフィールドです。

帯域幅の設定

このフィールドは、ルート計算のメトリックタイプを示します。

要件に従って、IGPまたは TEのいずれかを選択します。
メトリックタイプ

このフィールドは、考慮すべき分離タイプを示します。 SRLGを
選択して、デフォルトのノードとリンクの分離に加えて、SRLG
の分離を有効にします。

分離タイプ

LSPパス構成
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[説明（Description）]フィールド

このフィールドは、CS-RSVPLSPに対応するLSPパスのパスオプ
ションを指定します。パスのオプション値が最も小さいパスがW
パス、2番目に P、3番目の値がWR、4番目の値が PRとして割
り当てられます。各LSPパスに一意のパスオプション値があるこ
とを確認します。

たとえば、パスオプションが 1、2、3、4の場合、パスオプショ
ン 1の LSPパスはW、パスオプション 2は P、パスオプション 3
はWR、パスオプション 4は PRとして指定されます。

パスオプション

このチェックボックスは、このチェックボックスが有効になって

いる他の LSPパスとの分離のために、この LSPパスを考慮するか
どうかを示します。正確に 2つの LSPパスが分離として構成され
ていることを確認します。

分離

これはオプションのフィールドです。 [Choose affinitys]をクリッ
クして、LSPパスにアフィニティを割り当てます。

[アフィニティ
（Affinities）]

これはオプションのフィールドです。[名前付きパスの選択（Choose
Named Path）]をクリックして、名前付きパス構成を LSPパスに
割り当てます。

名前付きパスの構成

CS-RSVP LSPシミュレーション診断
Cisco Crosswork Planningの CS-RSVP LSPシミュレーション診断ツールは、CS-RSVP LSPの構
成および分離チェックを実行します。

構成チェック：

構成チェックでは、特定のCS-RSVPLSPの次のプロパティが、関連付けられているRSVPLSP
上で同一であることが保証されます：

•関連付け ID、送信元アドレス、およびグローバル ID

•帯域幅の設定

• LSPタイプ（LSP type）および LSPパス数（LSP path count）

•およびダイナミックフィールド構成によって保護されます

•確立優先順位と保持優先順位

•名前付きパス。動作パスと保護パスに名前付きパスがあることを確認します。

•送信元と宛先

• LSPパスのパスオプション
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分離チェック

分離チェックにより、ネットワークモデル内のすべての CS-RSVP LSPが分離していること、
つまり特定のリソースを共有していないことが保証されます。これにより、冗長性を維持し、

シングルポイント障害を回避できます。

このツールでは、次の 3つの違反が要約されます。

• SRLG分離違反（SRLG分離構成のある CS-RSVP LSPのみ）

•ノードの分離違反

•リンクの分離違反

•ノードからリンクへの分離フォールバック

CS-RSVP LSPシミュレーション診断ツールの実行

CS-RSVP LSPシミュレーション診断ツールを使用するには、次の手順を実行します。

Procedure

ステップ 1 CS-RSVP LSPでプランファイル（プランファイルを開く, on page 25を参照）を開きます。[ネットワーク
設計（Network Design）]ページに表示されます。

ステップ 2 ツールバーで、[アクション（Actions）]、 > [ツール（Tools）]、 > [診断（Diagnostics）]、 > [CS-RSVP
LSPシミュレーション（CS-RSVP LSP simulation）]の順に選択します。

ステップ 3 通知ダイアログボックスで [続行（Proceed）]をクリックします。

失敗の詳細を示すレポートが生成されます。

CS-RSVP LSPシミュレーション診断レポート

CS-RSVP LSPシミュレーション診断ツールを実行するたびに、レポートが自動的に生成され
ます。この情報にアクセスるには、[アクション（Actions）] > [レポート（Reports）] > [生成
されたレポート（Generated reports）]の順に選択し、右側のパネルで [CS-RSVP LSPシミュ
レーション（CS-RSVP LSP Simulation）]リンクをクリックします。以前のレポートは新しい
レポートに置き換わることに注意してください。

[サマリ（Summary）]タブには、失敗した CS-RSVP LSPの数に関する情報が表示されます。

[CS-RSVL LSPシミュレーション（CS-RSVL LSP simulation）]タブで、障害の詳細が表示さ
れます。 [FAILUREMESSAGE]列を展開して、失敗メッセージを表示します。

例

プランファイルに、関連する LSPのセットアップ優先順位、保持優先順位、セットアップ帯
域幅が異なるなどの構成上の問題がある CS-RSVP LSPがあります。CS-RSVP LSPシミュレー
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ション診断ツールを使用すると、生成されたレポートの [FAILUREMESSAGE]列に、この情
報が表示されます。

CS-RSVP LSPテーブルから LSPテーブルにフィルタ処理すると、これらのフィールドの値が
一致していないことがわかります。

図 89 : CS-RSVP LSPシミュレーション診断レポートと LSPの不一致

CS-RSVP LSPおよび関連する LSPと LSPパスを可視化する
CS-RSVP LSPは、LSPおよび LSPパスに関連付けられます。ここでは、可視化方法について
説明します。

• CS-RSVP LSP

• CS-RSVP LSPに関連付けられた LSP、および

• CS-RSVP LSPに関連付けられた LSPパス。

CS-RSVP LSPの可視化

このセクションでは、UIで CS-RSVP LSPを視覚化する方法について説明します。
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Procedure

ステップ 1 CS-RSVP LSPでプランファイル（プランファイルを開く, on page 25を参照）を開きます。[ネットワーク
設計（Network Design）]ページに表示されます。

ステップ 2 右側の [ネットワークサマリ（Network Summary）]パネルで、 [CS-RSVP LSP]タブに移動します。

[CS-RSVP LSP]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テーブルの表

示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[CS-RSVP LSP]チェックボックスをオンに
します。

Note
一度に 1つの CS-RSVP LSPのみを選択してネットワークプロットに表示できます。

ステップ 3 リストから必要な CS-RSVP LSPを選択します。

ステップ 4 左側のネットワークプロットでこれらを確認してください。

• CS-RSVP LSPに関連付けられた両方の LSPがプロットされます。紫の矢印は、LSPパスがアクティブ
である（トラフィックを伝送している）ことを示しています。パス上の番号（ここでは 1）は、パス
オプションです。たとえば、 Figure 90: CS-RSVP LSPパスの可視化, on page 341の最初の画像を参照し
てください。

淡い紫色の矢印は、スタンバイパスを示しています。スタンバイパスは、プライマリパスではなく、

スタンバイパスとして設定されている LSPパスです。スタンバイパスを表示するには、ネットワー
クプロットの [すべての LSPパス（All LSP paths）]チェックボックスをオンにします。たとえば、
Figure 90: CS-RSVP LSPパスの可視化, on page 341の 2番目の画像を参照してください。

•ネットワークプロットで [Bi-dir]チェックボックスをオンにすると、双方向 LSPがプロットされま
す。たとえば、Figure 90: CS-RSVPLSPパスの可視化, on page 341の 3番目の画像を参照してください。
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Figure 90: CS-RSVP LSPパスの可視化

CS-RSVP LSPに関連付けられた LSPを可視化する

このセクションでは、選択した CS-RSVP LSPに関連付けられている LSPを可視化する方法に
ついて説明します。

Procedure

ステップ 1 CS-RSVP LSPでプランファイル（プランファイルを開く, on page 25を参照）を開きます。[ネットワーク
設計（Network Design）]ページに表示されます。

ステップ 2 右側の [ネットワークサマリ（Network Summary）]パネルで、 [CS-RSVP LSPs]タブに移動し、リストか
ら必要な CS-RSVP LSPを選択します。
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Note
一度に選択できるのは 1行のみです。

ステップ 3 > [LSPのフィルタ処理（Filter to LSPs）]の順に選択します。LSPテーブルが開き、選択した CS-RSVP
LSPに関連付けられている LSPが表示されます。

ステップ 4 LSPを選択します。

Note
一度に最大 3つの LSPを選択できます。

ステップ 5 左側のネットワークプロット内にこれらを確認できます：

• LSPに属し、ルーティングされるすべての LSPパスがプロットされます。

•アクティブパスは、他の代替パスまたはスタンバイパスと区別できます。

•動作中（W）パスが失敗し、トラフィックが再ルーティングされた場合、失敗なしのパスと失敗（再
ルーティング）のパスの両方がプロットされます。

CS-RSVP LSPに関連付けられた LSPパスを可視化する

このセクションでは、選択した CS-RSVP LSPに関連付けられている LSPパスを可視化する方
法について説明します。

Procedure

ステップ 1 CS-RSVP LSPでプランファイル（プランファイルを開く, on page 25を参照）を開きます。[ネットワーク
設計（Network Design）]ページに表示されます。

ステップ 2 右側の [ネットワークサマリ（Network Summary）]パネルで、 [CS-RSVP LSPs]タブに移動し、リストか
ら必要な CS-RSVP LSPを選択します。

Note
一度に選択できるのは 1行のみです。

ステップ 3 LSPを選択し、 > [LSPパスのフィルタ処理（Filter to LSP paths）]の順に選択します。[LSPパス（LSP
Paths）]テーブルが開き、選択した CS-RSVP LSPに関連付けられている LSPパスが表示されます。

ステップ 4 ネットワークプロットで視覚化する LSPパスを選択します。

Note
一度に最大 3つの LSPパスを選択できます。
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高度な RSVP-TE LSPシミュレーション

キャパシティプランニングの予約可能帯域幅を無視する

キャパシティプランニングにCiscoCrossworkPlanningを使用する場合は、将来の日付で予想さ
れるレベルまでデマンドトラフィックを増やすことが一般的です。次に、障害やワーストケー

スの分析などのさまざまなシミュレーションを実行して、使用率が過剰になる可能性が高い回

線を判断します。

RSVP-TE LSPを使用するMPLSネットワークでは、LSPごとにセットアップ帯域幅が設定さ
れます。デマンドトラフィックが増加すると、通常、LSPセットアップ帯域幅もそれに応じて
増加します（たとえば、LSPセットアップ帯域幅イニシャライザの使用により）。これらの
LSPセットアップ帯域幅が大きくなりすぎると、一部のLSPをルーティングできなる可能性が
あり、そのために将来のネットワークのありそうもないビューが表示される場合があります。

この場合、将来のキャパシティ要件をより現実的に把握するために、予約可能帯域幅の制約を

一時的に削除するオプションがあります。これはルータに実際に存在するルーティング方法で

はありませんが、ネットワークのプランニングで役立つ便利な Cisco Crosswork Planningのシ
ミュレーションです。

このルーティングモードを有効にすると、Cisco Crosswork Planningは、次の手順で説明するよ
うに、プランファイルの [LSP]テーブルに表示される順序でLSPをルーティングします。プラ
ンファイルの [LSP]テーブルの静的な順序は、多くの場合、ユーザーの操作によって頻繁に変
更される GUIでの LSPの順序とは異なることに注意してください。

これは、自動帯域幅が有効になっていない LSPでのみ動作します。

Procedure

ステップ 1 LSPを通常どおりルーティングします（詳細については、動的 LSPルーティングと CSPF, on page 293を参
照）。

ステップ 2 LSPをルーティングできない場合（「LSP-A」と呼ぶ）、セットアップ帯域幅をゼロにしてルーティング
を試みます。

• LSP-Aをルーティングできない場合は、ルーティングされないままにして、[LSP]テーブルに含まれる
次の LSPのルーティングを試みます。この LSPをルーティングできない場合は、プランファイルの
[LSP]テーブルに一覧表示されている次の LSPのルーティングを試みます。

• LSP-Aをルーティングできる場合、そのルート上には、予約可能帯域幅を超えたインターフェイスが
1つ以上存在します。これらのインターフェイスは、後続のすべての LSPのシミュレーションにおい
て無制限の予約可能帯域幅を持つものとしてマークされます。そのため、LSP-A（および、そうでな
ければこれらのインターフェイスで予約可能帯域幅を超える他の LSP）のルーティングが可能になり
ます。[インターフェイス（Interfaces）]テーブルにおける実際の [予約可能帯域幅（Resv BW）]およ
び [シミュレートされた予約可能帯域幅（Resv BW Sim）]の値は変更されないことに注意してくださ
い。
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シミュレーションが完了すると、多数のインターフェイスの予約済み帯域幅が、設定された予約可能帯域

幅よりも大きくなります。これらのインターフェイスを含む回線は、キャパシティ拡張の候補です。

予約可能帯域幅の制約を無視する

ルーティングシミュレーションで予約可能帯域幅の制約を無視するには、次の手順を実行しま

す。

Procedure

ステップ 1 ツールバーで、[ ]をクリックするか、[アクション（Actions）]、[編集（Edit）]、[ネットワークオプ
ション（Network options）]の順に選択します。

[ネットワーク（Network）]オプションが開きます。

ステップ 2 [Simulation]タブをクリックします。

ステップ 3 [ラベルスイッチドパス（Label switched paths）]セクションで、[LSPキャパシティプランニングモード
（LSP capacity planning mode）]チェックボックスをオンにします。これにより、予約可能帯域幅の制約
が無視されます。

ステップ 4 [保存（Save）]をクリックします。

例

この例では、4つの LSPがあり、それぞれのセットアップ帯域幅（Setup BW）は 600 Mbpsで
す。すべてのインターフェイスの予約可能帯域幅（Resv BW）は 1000 Mbpsです。

• LSP

• LSP-1、LSP-2、および LSP-3は LONから FRAに移動します。

• LSP-4は LONから ROMに移動します。

• IGPメトリック

• PARと FRAの間のインターフェイスと、FRAと ROMの間のインターフェイスは、
IGPメトリックが 2です。

•他のすべてのインターフェイスは、IGPメトリックが 1です。

Figure 91:使用中の予約可能帯域幅と未使用の予約可能帯域幅, on page 345は、予約可能帯域幅
が観測される通常のモードと、それらが無視されるキャパシティプランニングバージョンの

モードの、両方のシミュレーションモードにおける、この単純なネットワークのLSP予約ビュー
を示しています。この後者のモードでは、2つの赤色の回線は、それらが過剰に使用されてお
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り、キャパシティを増やす必要がある可能性があることを示しています（LSP予約ビューにつ
いては、LSP予約の表示, on page 297を参照）。

Figure 91:使用中の予約可能帯域幅と未使用の予約可能帯域幅

Figure 92:予約可能帯域幅の制約を使用してシミュレーションされたルーティング, on page 346
は、予約可能帯域幅の制約が適用される（[LSPキャパシティプランニングモード（LSPcapacity
planning mode）]がオフ）ルーティングシミュレーションを示しています。これはデフォルト
の動作です。

• LSP-1は LON-AMS-FRAを介してルーティングされ、回線 LON-AMSと回線AMS-FRAの
使用可能帯域幅はそれぞれ 400 Mbpsのみのままになります。

• LSP-2は LON-PAR-FRAを介してルーティングされ、回線 LON-PARと回線 PAR-FRAの
使用可能帯域幅はそれぞれ 400 Mbpsのみのままになります。

• LON-AMSまたは LON-PARで使用可能帯域幅が不足しているため、LSP-3をルーティン
グできません。[LSP]テーブルの [シミュレートされたセットアップ帯域幅（Setup BW
sim）]の値は [該当なし（NA）]に設定され、[ルーティング（Routed）]列は [非ルーティ
ング（Unrouted）]に設定されます。

•やはり、使用可能帯域幅が不足しているため、LSP-4をルーティングできません。[LSP]
テーブルの [シミュレートされたセットアップ帯域幅（Setup BW Sim）]の値は [該当なし
（na）]に設定され、[ルーティング（Routed）]列は [非ルーティング（Unrouted）]に設定
されます。
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Figure 92:予約可能帯域幅の制約を使用してシミュレーションされたルーティング

Figure 93:予約可能帯域幅の制約を使用せずにシミュレーションされたルーティング, on page
347では、予約可能帯域幅の制約の使用が無効（[LSPキャパシティプランニングモード（LSP
capacity planningmode）]がオン）になっています。この場合、LSPルートは次のようになりま
す。

•デフォルトの動作と同様に、LSP-1は LON-AMS-FRAを介してルーティングされ、LSP-2
は LON-PAR-FRAを介してルーティングされます。

• LSP-3をルーティングするために十分な予約可能帯域幅がないと判断されると、最短パス
である LON-AMS-FRAが使用されます。LONと AMS間のインターフェイスおよび AMS
と FRA間のインターフェイスの予約可能帯域幅は、このシミュレーションの残りの部分
では無視されます。[LSP]テーブルでの LSP-3の [シミュレートされたセットアップ帯域
幅（Setup BW sim）]の値は 600に設定されます。

•これらの予約可能帯域幅の制約が削除されており、LON-AMS-FRA-ROMが使用可能な唯
一のルートであるため、LSP-4は、LON-AMS-FRA-ROMを介してルーティングされます。
LON-PAR-MAD-ROMは最短パスですが、LONと PAR間または PARと FRA間に十分な
予約可能帯域幅がありません。[LSP]テーブルでの LSP-4の [シミュレートされたセット
アップ帯域幅（Setup BW sim）]の値は 600に設定されます。

Cisco Crosswork Planning Design 7.1ユーザーガイド
346

トラフィックエンジニアリングと最適化

例



Figure 93:予約可能帯域幅の制約を使用せずにシミュレーションされたルーティング

ただし、LSP-4が LSP-3の前にルーティングされる場合には、LSP-4は、最短パスである
LON-PAR-MAD-ROMを介してルーティングされ、LONと PAR間のインターフェイスでは予
約可能帯域幅の制約が無視されます。このルーティングの場合でも、LSP-3は引き続き
LON-AMS-FRAを介してルーティングされ、LONと AMS間のインターフェイスおよび AMS
と FRA間のインターフェイスは、予約可能帯域幅の制約を削除するように設定されます。

P2MP LSP
ポイントツーマルチポイント（P2MP）LSPは、単一の送信元から複数の場所への複数のパス
をセットアップするために、IPマルチキャストに代わるMPLSを提供します。稼働中のネット
ワークでは、その信号はネットワーク全体に1回送信され、パケットは、関連する、または指
定された分岐MPLSノードでのみ複製されます。

P2MP LSPは、同じ送信元ノードを持つ 2つ以上のサブ LSPで構成されます。Cisco Crosswork
Planningのほとんどでは、サブ LSPが「LSP」と呼ばれ、この 2つは区別されません。

P2MP LSPまたは関連するサブ LSPを表示するには、[P2MP LSP（P2MP LSPs）]テーブルおよ
び [LSP]テーブルからそれらを選択します。LSPが P2MP LSPに属しているかどうかを判断す
るには、[LSP]テーブルの [P2MP LSP]列を表示します。

例：Figure 94: P2MP LSPおよび関連サブ LSP, on page 348には、2つの P2MP LSP（LSP_er12と
LSP_er13）があります。LSP_er12と LSP_er13には、送信元ノードとしてそれぞれ「er12」と
「er13」があります。[LSP]テーブルでは、最初の 3つの LSPが、送信元ノードとして er12を
持ち、LSP_er12 P2MP LSPのサブ LSPです（[P2MP LSP]列に示されています）。同様に、送
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信元ノードとして er13を持つLSPが、LSP_er13 P2MPLSPのサブLSPです。[P2MPLSP（P2MP
LSPs）]テーブルの [サブLSP数（Sub LSP count）]は、各 P2MP LSPのサブ LSPの数を示しま
す。

Figure 94: P2MP LSPおよび関連サブ LSP

P2MP LSP帯域幅

特定 P2MP LSP内のすべてのサブ LSPが帯域幅を共有するため、これらのサブ LSP間の共通
回線は、集約ではなく同じ帯域幅を持ちます。一般的な方法は、P2MP LSP内のすべてのサブ
LSPを同じ帯域幅に設定することです。それ以外の場合、共有回線の帯域幅は、設定された最
大帯域幅になります。

予約済み LSP帯域幅を確認するには、[インターフェイス（Interfaces）]テーブルの [LSP予約
（LSP Resv）]列を表示します。[可視化（Visualization）]ツールバーの [ネットワークプロッ
ト（NetworkPlot）]メニューで [LSP予約（LSPReservations）]を選択して、関連するトラフィッ
クを表示することもできます。詳細については、LSP予約の表示, on page297を参照してくださ
い。

例：A-C LSPと A-D LSPの帯域幅がそれぞれ 400 Mbpsの場合、A-B回線の総帯域幅は 800
Mbpsです（Figure 95: P2MP LSPがない場合の帯域幅の動作, on page 349）。ただし、A-Cと
A-Dが P2MP LSP内のサブ LSPである場合、A-B回線の帯域幅は 400 Mbpsです（Figure 96:
P2MP LSPがある場合の帯域幅の動作, on page 350）。
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Figure 95: P2MP LSPがない場合の帯域幅の動作
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Figure 96: P2MP LSPがある場合の帯域幅の動作

P2MP LSPデマンド

P2MP LSPを介してルーティングされるデマンドには、P2MP LSPと同じ送信元が必要です。
その後、デマンドは、各 P2MP LSP接続先で終了します。P2MP LSP用に作成されたデマンド
以外のデマンドは、P2MP LSPを通過できません。P2MP LSPに障害が発生すると、そのデマ
ンドをルーティングできません（これらのデマンドの作成については、P2MP LSPのデマンド
の作成, on page 352を参照）。

デマンドは P2MP LSPに対してプライベートである必要があります。このプライバシーは、
P2MP LSP用のデマンドを挿入すると自動的に作成されます。

P2MP LSPおよびサブ LSPの作成

ルールとガイドライン：

•特定のP2MPLSPに含まれるすべてのサブLSPは、同じ送信元サイトおよび送信元ノード
を持つ必要があります。

• P2MP LSPに含まれるサブ LSPはセットアップ帯域幅を共有するため、通常、各サブ LSP
の帯域幅は同じ値に設定されます。
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P2MP LSPの作成

P2MP LSPを作成するには、次の手順を実行します。

Procedure

ステップ 1 空の P2MP LSPを作成します。

a) ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [P2MP LSP]の順に選択するか、

[P2MP LSP（P2MP LSPs）]テーブルで をクリックします。

b) 一意の P2MP LSP名を入力します。
c) 送信元サイトおよびノードを選択します。この選択は、この P2MP LSPに含まれるすべてのサブ LSP
のルートになります。

d) （オプション）分離グループと分離優先順位を入力または選択します。

ステップ 2 まだ作成していない場合は、P2MP LSPのサブ LSPを作成します。詳細については、サブ LSPの作成, on
page 351を参照してください。

ステップ 3 サブ LSPを P2MP LSPに関連付けます。これらの手順を個別に実行することも、複数の LSPを選択してま
とめて編集することもできます。複数のサブLSPを編集する場合は、すべてのサブLSPの送信元サイトお
よびノードが P2MP LSPと同じであることを確認します。

a) [LSP]テーブルからサブ LSPを選択し、 をクリックします。

b) 下部にある [その他（Other）]セクションの [P2MP LSPのサブ LSP（Sub-LSP of P2MP LSP）]リスト
で、これらの LSPが属する P2MP LSPを選択します。

c) [保存（Save）]をクリックします。

サブ LSPの作成

サブ LSPを作成するには、次の手順を実行します。

Procedure

ステップ 1 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP（LSPs）] > [LSP]の順に選択するか、

[LSP]テーブルで > [LSP]の順にクリックします。

ステップ 2 P2MPLSPの送信元となるサイトおよびノードを選択します。P2MPLSPに含まれるすべてのサブLSPは、
同じ送信元サイトおよび送信元ノードを持つ必要があります。

ステップ 3 サブ LSPの最終的な接続先となるサイトおよびノードを選択します。

ステップ 4 必要に応じて、残りのオプションフィールドおよびタブに入力します。サブ LSPは帯域幅を共有するた
め、通常、P2MPLSPに含まれる各サブLSPの [CSPFセットアップ帯域幅（CSPFSetup bandwidth）]フィー
ルドは同じ値に設定されます。
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ステップ 5 このサブ LSPが属する P2MP LSPをすでに作成している場合は、[P2MP LSPのサブLSP（Sub-LSP of P2MP
LSP）]リスト（下部にある）から、その P2MP LSPを選択します。P2MP LSPの作成については、P2MP
LSPの作成, on page 351を参照してください。

ステップ 6 [保存（Save）]をクリックします。

サブ LSPのメッシュの作成

Procedure

ステップ 1 [ノード（Nodes）]テーブルで、P2MP LSPの送信元として指定するノードを選択します。P2MP LSPに含
まれるすべてのサブ LSPは、同じ送信元ノードを持つ必要があります。P2MP LSPは複数の送信元ノード
を持つことができません。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [LSPメッシュ（LSP mesh）]の順に

選択するか、[LSP]テーブルで > [LSPメッシュ（LSP mesh）]の順にクリックします。

ステップ 3 [接続先ノード（Destination nodes）]セクションで、次のチェックボックスをオフにして、[次へ（Next）]
をクリックします。

• [送信元と同じ接続先（Same destinations as sources）]

• [接続先から送信元へのLSPの作成（Create LSPs from destination to source）]

ステップ 4 必要に応じて残りのオプションフィールドに入力し、[次へ（Next）]をクリックします。

ステップ 5 このメッシュ内のすべてのサブLSPに同じ帯域幅を設定するには、[帯域幅（Bandwidth）]ドロップダウン
リストで [固定値（Fixed Value）]を選択します。[固定値（Fixed value）]フィールドにその値を入力しま
す（Mbps単位）。

自動帯域幅機能を使用して、これらの LSPの [シミュレートされたセットアップ帯域幅（Setup BW sim）]
の値が自動的に計算され、自動帯域幅シミュレーションで使用されるようにするには、[帯域幅（Bandwidth）]
ドロップダウンリストで [自動帯域幅（Auto Bandwidth）]を選択します。

ステップ 6 必要に応じて残りのオプションフィールドに入力し、[送信（Submit）]をクリックします。

P2MP LSPのデマンドの作成

P2MP LSPを介したトラフィックルーティングをシミュレートするには、そのデマンドを作成
します。

Procedure

ステップ 1 P2MP LSPのデマンドを作成する場合は、[P2MP LSP]テーブルから 1つ以上の P2MP LSPを選択します。
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ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [P2MP LSPのデマンド（Demands for

P2MPLSPs）]の順に選択するか、[LSP]テーブルで > [P2MPLSPのデマンド（Demands for P2MPLSPs）]
の順にクリックします。

ステップ 3 介してトラフィックをルーティングする P2MP LSPを選択します。

ステップ 4 （オプション）新しく作成されたデマンドのサービスクラスを選択します。

ステップ 5 目的の帯域幅（[最小サブLSPセットアップ帯域幅（Minimum sub-LSP Setup BW）]または [ゼロ（Zero）]）
を選択します。

ステップ 6 [Submit]をクリックします。

P2MP LSPおよびサブ LSPの削除

P2MP LSPを削除すると、シミュレーションが無効になり、その P2MP LSPをプライベート
LSPとして使用するすべてのデマンドが削除されます。すべてのサブLSPを削除するのでない
場合は、最初にそれらの関連付けを解除してください。

サブ LSPと P2MP LSPの関連付けの解除

Procedure

ステップ 1 [LSP]テーブルで、1つ以上のサブ LSPを選択します。

ステップ 2 をクリックします。
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Note
単一のサブ LSPを編集している場合は、[アクション（Actions）]列の下にある > [編集（Edit）]オプ
ションを使用することもできます。

ステップ 3 [P2MP LSPのサブLSP（Sub-LSP of P2MP LSP）]リストで、次のいずれかを実行します。

•空の行を選択してサブ LSPの関連付けを解除し、それを LSPに変更します。

•別の P2MP LSPを選択し、サブ LSPを別の P2MP LSPに関連付けます。

ステップ 4 [OK]をクリックします。

サブ LSPまたは P2MPの削除

P2MP LSPを削除サブ LSPを削除するが P2MP LSPは保持

1. [P2MP LSP（P2MP LSPs）]テーブルで 1
つ以上の P2MP LSPを選択します。

2. をクリックします。1つの P2MP LSP
を削除する場合は、[アクション
（Actions）]列の > [削除（Delete）]
オプションを使用することもできます。

3. 確認ダイアログボックスで [削除
（Delete）]をクリックして続行します。

1. [LSP]テーブルで 1つ以上のサブLSPを選
択します。

2. をクリックします。1つのサブ LSPを
削除する場合は、[アクション（Actions）]
列の > [削除（Delete）]オプションを
使用することもできます。

3. 確認ダイアログボックスで [削除
（Delete）]をクリックして続行します。

未解決の LSP接続先とホップ
RSVP-TE LSPの設定と状態は、SNMP、設定解析ツール、またはその他の方法を介して、LSP
の送信元ノードからネットワーク検出を使用して読み取られます。これらの設定は、プラン

ファイルに存在しないノードまたはインターフェイスを参照する可能性があるため、「未解

決」と呼ばれます。たとえば、送信元の設定から読み取られたLSP接続先ノードがプランファ
イルに含まれていない場合があります。これらの違いにはいくつかの理由があります。

•プランファイルが変更され、IGP内のノード数よりも少ないノードが含まれるようになっ
た。

• Cisco Crosswork Planningが、すべてのノードを読み取れないか、すべてのノードの IPア
ドレスを取得できない。

• LSP自体が正しく設定されていない。

解決されない可能性のある参照は、次のとおりです。

• LSPの接続先ノード。
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•送信元ノードで設定された名前付きパスのホップ。

•送信元ノードから読み取られた実際のパスのホップ。

Cisco Crosswork Planningは、これらの参照をできるだけ多く解決しようとします。テーブルと
列は次のように更新されます。

• LSP接続先が解決されると、[LSP]テーブルの [接続先（Destination）]列で更新されます。
解決されない場合、列は空のままになります。元の IPアドレスは、接続先が解決された
かどうかに関係なく、[NetInt接続先（NetInt Destination）]列に残ります。

•ホップが解決されると、[名前付きパスのホップ（Named Path Hops）]テーブルと [実際の
パスのホップ（Actual Path Hops）]テーブルの [ノード（Node）]列および [インターフェ
イス（Interface）]列で更新されます。解決されない場合、列は空のままになります。元の
IPアドレスは、接続先が解決されたかどうかに関係なく、[NetIntHop]列に残ります。

Cisco Crosswork Planningは、明示的に要求しない限り、これらの参照をさらに解決しようとは
しません。これが役に立つ特別な場合があります。たとえば、追加のノードが2回目のネット
ワーク検出手順でネットワークに追加され、元のネットワークのLSPにこれらのノードへの未
解決の参照がある場合は、LSPを再度解決することが有用です。
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第 21 章

RSVP-TEルーティングの最適化

RSVP-TE最適化ツールは、明示的にルーティングされたLSPパスを作成して、距離、TEメト
リック、使用率、分離などのルートプロパティを最適化します。ルーティングの決定がネット

ワーク内のヘッドエンドルータ全体に分散される従来のRSVP-TEルーティングとは対照的に、
ルーティングの決定がツール内で一元化されます。パラメータは少ないものの、このツール

は、明示的 LSP最適化ツールよりも高速で、実行時間を予測しやすく、明示的 RSVP-TE LSP
パス最適化に推奨される方法です。

最適化の主な目標は、輻輳を回避するために各インターフェイスに定義された帯域幅境界を超

えないようにしながら、パス距離を最小化することです（インターフェイス TEメトリック、
遅延、またはユーザー定義の値に基づくことが可能）。RSVP-TEとは異なり、LSPは、特定
インターフェイスの帯域幅境界の超過を回避できない場合でもルーティングされますが、これ

らの境界違反は最小化されます。さらに、このツールを使用して、ネットワーク障害やその後

のルート再コンバージェンスなどが発生した後に RSVP-TE LSPを再最適化および再設定でき
ます。

LSPごとに異なる処理を指定できます。つまり、LSPを、パス距離を短縮するために再ルー
ティングするか、輻輳緩和のために必要な場合にのみ再ルーティングするか、またはまったく

最適化しないかを指定できます。これらの 3つの LSPグループは、[最適化（Opt）]、[適合
（Fit）]、[固定（Fix）]と呼ばれます。これらの入力パラメータを使用すると、次のようなさ
まざまなユースケースが可能になります。

•グローバル最適化：指定されたインターフェイス帯域幅の制約に従って、すべてのLSPの
パス長を最小化します。

•新しいLSPの最適化：インターフェイスに指定された帯域幅境界を超えることなく、新し
く作成された LSPのパス長を最小化します。既存の LSPは現在のパスに保持され、新し
いLSPが帯域幅境界の制約に違反することを防ぐために必要な場合にのみ移動されます。

•戦術的輻輳緩和：すべてのインターフェイスの帯域幅が指定された帯域幅境界を下回るよ
うに、できるだけ少ない LSPのルーティングを変更します。

このようにして、このツールは、明示的にルーティングされた RSVP-TEネットワークのオフ
ラインでのプランニングと設定に役立ちます。また、Cisco Crosswork Planningプラットフォー
ムで実装できるような、一元化されたリアクティブネットワーク制御アプリケーションにルー

ティング決定を提供する場合にも役立ちます。
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RSVP-TE最適化ツールは、エリア間機能と AS間機能の両方をサポートしています。（注）

ここでは、次の内容について説明します。

•最適化の入力の指定, on page 358
• RSVP-TE最適化の実行, on page 365
•最適化出力の分析, on page 367

最適化の入力の指定
RSVP-TE最適化ツール（[アクション（Actions）] > [ツール（Tools）] > [RSVP LSP最適化
（RSVP LSP optimization）] > [RSVP-TE最適化（RSVP-TE optimization）]）は、Table 29:
RSVPTEOpt入力パラメータ, on page 360に示されている LSPおよびインターフェイス入力プロ
パティを使用して、最適化計算を実行します。これらのプロパティは、[LSP]テーブルと [イン
ターフェイス（Interfaces）]テーブルのユーザー列で指定されるもので、次の 2つの方法のい
ずれかで作成できます。

•プロパティが存在しない場合は、ツールを使用してプロパティを自動作成（初期化）しま
す。[LSPグループの指定（Specify LSP groups）]、[LSPパラメータ（LSP parameters）]、お
よび [インターフェイスパラメータ（Interface parameters）]エリアでの選択の内容が、入
力プロパティに入力されます。
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Figure 97: RSVP-TE最適化のオプション

例：最適化、適合、および固定する LSPを選択（[LSPグループの指定（Specify LSP
groups）]セクションで）すると、ツールは、[LSP]テーブルに [RSVPTEOpt::Group]列を
作成し、このプロパティを各 LSPに適した値（[最適化（Opt）]、[適合（Fit）]、[修正
（Fix）]）に設定します。プロパティがすでに存在する場合、変更されていると、新しい
値で更新されます。

例：[予約可能帯域幅（Resv BW）]プロパティに基づいてインターフェイス帯域幅境界を
設定することを選択（[インターフェイスパラメータ（Interface parameters）]セクション
で）すると、ツールは、[インターフェイス（Interfaces）]テーブルに
[RSVPTEOpt::BWBound]列を作成し、インターフェイスごとに [予約可能帯域幅（Resv
BW）]の値をコピーします。プロパティがすでに存在する場合、変更されていると、新し
い帯域幅境界値で更新されます。

•ツールを実行する前に、入力プロパティを、[LSP]テーブルおよび [インターフェイス
（Interfaces）]テーブルのユーザー列として手動で作成します。ツールを実行する場合は、
[既存のRSVPTEOpt::property_nameを使用（Use existing RSVPTEOpt::property_name）]オプ
ションをオンにする必要があります。これは、既存のプロパティと値を使用するのではな

く、特定の値を設定する場合に役立ちます。ユーザー定義の列の作成については、最適化

の入力の指定, on page 358を参照してください。
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結果として得られるネットワークモデルは、最適化への入力とし

て使用可能なプロパティをリセットする可能性があるため、まだ

最適化されていないプランファイルまたはLSPに対してのみ最適
化を実行することがベストプラクティスとなります。たとえば、

デフォルトでは Cisco Crosswork Planningは、LSPの最適化後に
[LSPセットアップ帯域幅（LSP setup BW）]プロパティを 0にリ
セットします。この同じプロパティは、他の最適化への入力とし

て使用される可能性があります。

Note

Table 29: RSVPTEOpt入力パラメータ

説明と、入力プロパティの作成に使用される値入力プロパティテーブ

ル

LSP最適化グループ。

入力プロパティは、既存の [RSVPTEOpt::Group]プロパティの使用を選択しない限り、
[LSPグループの指定（Specify LSP groups）]エリアのエントリに基づいて導出されま
す。値は、[最適化（Opt）]、[適合（Fit）]、または [固定（Fix）]です。値が定義さ
れていない場合は、[なし（None）]に設定されます。

詳細については、LSPグループの選択, on page 361を参照してください。

RSVPTEOpt::GroupLSP

最適化されている各 LSPに必要な帯域幅。

既存の [RSVPTEOpt::BWReq]の値を使用するように指定しない限り、入力プロパティ
は、[LSPプロパティ（LSP properties）]セクションの [セットアップ帯域幅（Setup
BW）]、[測定されたトラフィック（Traff meas）]、または [シミュレートされたトラ
フィック（Traff sim）]プロパティから導出されます。

詳細については、最適化パラメータの設定, on page 362を参照してください。

RSVPTEOpt::BWReq
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説明と、入力プロパティの作成に使用される値入力プロパティテーブ

ル

インターフェイスを介してルーティングされる LSP帯域幅の合計は、この値を超え
ることができません。

既存の [RSVPTEOpt::BWBound]の値を使用するように指定しない限り、入力プロパ
ティは、[インターフェイスプロパティ（Interface properties）]セクションの [予約可
能帯域幅（Resv BW）]、[キャパシティ（Capacity）]、または [シミュレートされた
キャパシティ（Capacity sim）]プロパティから導出されます。

詳細については、最適化パラメータの設定, on page 362を参照してください。

RSVPTEOpt::BWBoundイン

ター

フェイ

ス

最短パスの計算で使用されるメトリック値。

既存の [RSVPTEOpt::Metric]の値を使用するように指定しない限り、入力プロパティ
は、[インターフェイスプロパティ（Interface properties）]セクションの [TEメトリッ
ク（TE metric）]プロパティまたは [遅延（Delay）]プロパティのいずれかから導出
されます。

詳細については、「最適化パラメータの設定, on page 362」を参照してください。

RSVPTEOpt::Metric

LSPグループの選択
LSPを最適化する方法および最適化するかどうかを決定するには、[LSPグループの指定（Specify
LSP groups）]エリアからそれらを選択します。1つの LSPが複数のグループに属している場
合、それが存在する最初のグループが、その LSPの処理方法になります。

Figure 98: LSPグループの選択
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[RSVPTEOpt::Groupを選択内容で設定（Set RSVPTEOpt::Group with selections）]オプションボ
タンを選択し、必要に応じて次のプロパティを設定します。

• [最適化（Opt）]：これらの LSPを明示的にルーティングまたは再ルーティングして、イ
ンターフェイスに指定された帯域幅境界を保持しながら、パス長を最小化します。RSVP-TE
最適化ツールは、最適なルートを見つけるために必要なだけLSPパスを変更します。最初
は、LSPを最短パスに設定しようとします。これは、インターフェイスの [メトリック
（Metric）]パラメータで定義されます。LSPは、輻輳が原因で必要な場合にのみ、最短パ
スから移行されます。

すべての LSPをこのオプションに設定すると、すべての LSPでのグローバルな最適化の
実現を試みる場合に便利です。

• [適合（Fit）]：[最適化（Opt）]グループに対応しながら、インターフェイスで指定された
帯域幅境界を保持するために必要な場合にのみ、これらのLSPを再ルーティングします。
現在明示的なルートがない場合、またはルートが不完全な場合は、[最適化（Opt）] LSP
のように扱います。

このオプションは、既存の輻輳を削減するためにできるだけ少ないLSPを移行することが
望ましい場合に、戦術的な輻輳緩和を試みるときに役立ちます。

[最適化（Opt）]と [適合（Fit）]の組み合わせ、または [最適化（Opt）]と [固定（Fix）]
の組み合わせは、新しい LSPの最適化をターゲットとする場合に役立ちます。

• [固定（Fix）]：これらのLSPを再ルーティングしませんが、それらを最適化計算で考慮し
ます。

選択されていないLSPは無視されます。そのため、それらについては、元の設定が維持され、
最適化計算では考慮されません。これは、最適化を妨げないネットワークリージョンがある場

合に役立ちます。測定されたインターフェイストラフィックが最適化で使用される場合は、無

視されたLSPからこの測定されたトラフィックへのトラフィックの寄与が結果に影響する可能
性があることに注意してください。

[RSVPTEOpt::Groupを選択内容で設定（Set RSVPTEOpt::Group with selections selections）]をそ
れぞれ [なし（None）]、[すべて（All）]、または手動選択に設定できるため、最適化処理ごと
に特定の LSPを分離できます。

最適化パラメータの設定

最適化の計算は、LSPに必要な帯域幅、インターフェイスがこれらの LSPに使用できる帯域
幅、および最短パスに使用するメトリックを定義する2つのパラメータセットに基づいて行わ
れます。選択オプションについては、Table 29: RSVPTEOpt入力パラメータ, on page 360を参照
してください。
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[LSPパラメータ（LSP parameters）]パネルと [インターフェイスパラメータ（Interface
parameters）]パネルを展開して、次のオプションを指定します。

• [LSPパラメータ（LSP parameters）]：

• [必要な帯域幅（Required BW）]：プライマリ LSPパスに必要な帯域幅を決定する方
法を指定します。オプションは、[セットアップ帯域幅（SetupBW）]、[測定されたト
ラフィック（Traff meas）]、および [シミュレートされたトラフィック（Traff sim）]
です。

• [インターフェイスパラメータ（Interface parameters）]：

• [帯域幅境界（BWbound）]：インターフェイスがLSPを伝送するために使用できる帯
域幅の量を指定します。Cisco Crosswork Planningは、この境界を超えずにLSPをルー
ティングすることを試みますが、必要に応じて超えます。オプションは、[予約可能
帯域幅（ResvBW）]、[キャパシティ（Capacity）]、および [シミュレートされたキャ
パシティ（Capacity sim）]です。

• [メトリック（Metric）]：最短パス計算に使用するメトリックを指定します。オプショ
ンは、[TEメトリック（TE Metric）]と [遅延（Delay）]です。

分離グループの設定

[詳細（Advanced）]タブでは、次のように、分離パスを作成するか、既存の分離パスを使用す
ることができます。2つのLSPパスが共通オブジェクトを介してルーティングされない場合、
それらは「分離」されていることに注意してください。これらのオブジェクトは設定可能であ

り、回線、ノード、サイト、または SRLGです。
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Figure 99: RSVP-TE LSP最適化詳細オプション

• [分離ルーティングなし（Nodisjoint routing）]：分離セカンダリパスは作成されず、分離が
プライマリパスに適用されません。

• [LSPの分離セカンダリパスを作成（Create disjoint secondary path for LSPs）]：プライマリ
LSPパスから分離されたセカンダリ LSPパスが作成されます。

さらに、最適化にセカンダリパスを含めるかどうかを指定します。ゼロに設定すると、そ

れらの帯域幅が0に設定され、含まれません。それ以外の場合、必要な帯域幅はプライマ
リパスと同じになるように設定され、最適化に含まれます。

• [分離グループのLSP間に分離パスを作成（Create disjoint paths between LSPs in Disjoint
Groups）]：分離グループ内の LSP間に分離パスが作成されます。

回避制約の設定

[詳細（Advanced）]タブの [オブジェクトの回避（Avoid objects）]セクション（Figure 99:
RSVP-TELSP最適化詳細オプション（364ページ）を参照）では、LSPの最適化時に回避する
ノード、インターフェイス、および SRLGを選択できます。

• [ノード（Nodes）]：LSPは、選択されたノードを回避してルーティングするように作成さ
れます。デフォルトは [なし（None）]です。

• [インターフェイス（Interfaces）]：LSPは、選択されたインターフェイスを回避してルー
ティングするように作成されます。デフォルトは [なし（None）]です。
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• [SRLG]：LSPは、選択されたSRLGを回避してルーティングするように作成されます。デ
フォルトは [なし（None）]です。

最適化後パラメータの設定

[詳細（Advanced）]タブの [ポスト最適化（Post optimization）]セクション（Figure 99: RSVP-TE
LSP最適化詳細オプション, on page 364を参照）では、変更された LSPのセットアップ帯域幅
をリセットする方法を指定できます。使用できるオプションは、次のとおりです。

•セットアップ帯域幅を 0にリセットします。

•セットアップ帯域幅をリセットして、結果として生じる RSVPTEOpt::BWReqの値と同じ
にします。

•セットアップ帯域幅を変更せずに保持します。

RSVP-TE最適化の実行
RSVP-TE LSP最適化ツールを実行するには、次の手順を実行します。

Before you begin

•このツールを初めて使用する場合、事前設定された独自の [RSVPTEOpt]プロパティを使
用するときは、[LSP]テーブルおよび [インターフェイス（Interfaces）]テーブルを手動で
編集してそれらを作成する必要があります。

• LSPの RSVPTEOpt::Group：LSPを [最適化（Opt）]、[適合（Fit）]、または [固定
（Fix）]グループに配置します。残りの LSPは [無視（Ignore）]グループに配置され
ます。

• LSPの RSVPTEOpt::RequiredBW：インターフェイスを使用している LSP帯域幅の合
計の正確な量を定義します。

•インターフェイスの RSVPTEOpt::BWBound：インターフェイスが保持できる帯域幅
の正確な量を定義します。

•インターフェイスの RSVPTEOpt::Metric：最短パス計算で使用する正確な量を定義し
ます。

•同じ分離グループ内のLSP間に分離パスを作成する場合は、まず [LSPの編集（EditLSP）]
ウィンドウでLSPを分離グループに追加する必要があります。ここでは、これらのグルー
プ内の LSPに優先順位を割り当てることもできます。優先順位の高い LSPには、最短パ
ス計算に使用されるメトリックに基づいて、より短いルートが割り当てられます。数字が

大きいほど、プライオリティは低くなります。
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Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [RSVPLSP最適化（RSVPLSP optimization）] > [RSVP-TE
最適化（RSVP-TE optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [RSVPLSP最適化（RSVPLSPOptimization）]を選択して、ドロップダウンリ
ストから [RSVP-TE最適化（RSVP-TE optimization）]を選択してから、[起動（Launch）]をクリックし
ます。

ステップ 3 [LSPグループの指定（Specify LSP groups）]セクションで、[最適化（Opt）]、[適合（Fit）]、または [固定
（Fix）] LSPグループに基づいて、または [RSVPTEOpt::Group]プロパティで定義された値に基づいて、
LSPを最適化するための選択を行います。詳細については、LSPグループの選択, on page 361を参照してく
ださい。

ステップ 4 [LSPパラメータ（LSP parameters）]パネルを展開します。[必要な帯域幅（Required BW）]フィールドで、
プライマリLSPパスの帯域幅要件を設定します。詳細については、最適化パラメータの設定, on page 362を
参照してください。

ステップ 5 [インターフェイスパラメータ（Interface parameters）]パネルを展開します。[帯域幅境界（BW bound）]
フィールドで、インターフェイスが伝送できる帯域幅の量を設定します。[メトリック（Metric）]フィール
ドで、最短パスの基準となるプロパティを指定します。詳細については、最適化パラメータの設定, onpage
362を参照してください。

ステップ 6 [次へ（Next）]をクリックします。

ステップ 7 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行され、
変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オプション
を使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。
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ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[Job
Manager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニューから、
[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにインポート
して可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス, on page 432
を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 8 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適用
されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示され
ます。必要に応じて、名前を更新します。

ステップ 9 [送信（Submit）]をクリックします。

What to do next

「レポート, on page 368」を参照してください。

最適化出力の分析

作成されるプロパティ

入力パラメータ（Table 29: RSVPTEOpt入力パラメータ, on page 360を参照）の作成に加えて、
このツールでは、Table 30:作成される RSVPTEOptパラメータ, on page 368に示されているプロ
パティが生成されます。これらのプロパティにより、最適化に関する追加のインサイトが提供

されます。
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Table 30:作成される RSVPTEOptパラメータ

[説明（Description）]プロパティテーブル

LSPのパスが更新（最適化）されたかどうかを示します。RSVPTEOpt::ActionLSP

LSPパスのインターフェイスメトリックの合計。RSVPTEOpt::PathMetric

現在 LSPが最短パスを使用しているかどうかを示します。RSVPTEOpt::ShortestPath

最短 LSPパスのインターフェイスメトリックの合計。RSVPTEOpt::ShortestPathMetric

インターフェイスでルーティングされるすべての LSPに必要な帯域
幅の合計。

RSVPTEOpt::BWTotalインターフェ

イス

インターフェイスの帯域幅境界を超えたかどうかを示します。RSVPTEOpt::BWBoundExceeded

レポート

オプティマイザを実行するたびに、レポートが自動的に生成されます。この情報には、[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]の順
に選択することで、いつでもアクセスできます。以前のレポートは新しいレポートに置き換わ

ることに注意してください。

レポートには、最適化の結果が要約されます。たとえば、最適化されたLSPの数に対するLSP
の総数や、それらが最適化された方法などです。また、分離優先順位が処理された方法や、イ

ンターフェイスの帯域幅制限を超えたパスの数も要約されます。

最適化された LSPの再設定
最適化された LSPは、次のパラメータを使用して再設定されます。

•メトリックタイプ：自動ルート

•メトリックおよびホップ制限：NA

•セットアップ帯域幅：0（[詳細（Advanced）]タブの [ポスト最適化（Post Optimization）]
オプションの設定方法に応じて、結果のRSVPTEOpt::BWReqと同じ値、または変更なし）

•プライマリパスのスタンバイ：T（true）

•ステータス：アクティブ

• FRR対応：T（true）

• [実際のパス（Actual paths）]テーブルの LSPエントリは削除される
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第 22 章

明示的および戦術的なRSVP-TE最適化の実
行

明示的 RSVP-TE LSP最適化ツールは、選択した RSVP LSPのプライマリパスとセカンダリパ
スの配置を最適化することで、輻輳を最小化します。デフォルトでは、CiscoCrossworkPlanning
は、通常動作時のプライマリパス間の使用率を最小化し、分離セカンダリパスを作成するた

め、1つの障害が発生しても両方のパスを同時に中断することはありません。

また、デフォルトでは、それらのインターフェイス上のすべてのRSVPLSPを使用して、すべ
てのインターフェイスの使用率が最適化されます。もう一つのデフォルトは、アフィニティや

ホップ制限などの CSPF制約を削除することです。たとえば、Cisco Crosswork Planningはセッ
トアップ帯域幅を0に設定するため、これらの明示パスを設定する際に最大限の柔軟性が提供
されます。

完了すると、Cisco Crosswork Planningは、最適化の結果を含むレポートを作成します。後でこ
の情報にアクセスするには、[アクション（Actions）] > [レポート（Reports）] > [生成されたレ
ポート（Generated reports）]を選択します。

ここでは、次の内容について説明します。

•明示的 RSVP-TE LSP最適化の実行, on page 369
•戦術的な明示的 RSVP-TE LSP最適化の実行, on page 380

明示的 RSVP-TE LSP最適化の実行
明示的 RSVP-TE LSP最適化ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。
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• [アクション（Actions）] > [ツール（Tools）] > [RSVP LSP最適化（RSVP LSP optimization）] > [明示
的最適化（Explicit optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [RSVPLSP最適化（RSVPLSPOptimization）]を選択して、ドロップダウン
リストから [明示的最適化（Explicit optimization）]を選択してから、[起動（Launch）]をクリックし
ます。

ステップ 3 最適化するインターフェイスを選択し、[次へ（Next）]をクリックします。

デフォルトでは、どのインターフェイスも選択されていません。ただし、限られた数のインターフェイ

スを最適化したり、事前に選択することで一連の RSVP LSPを指定することができます。

ステップ 4 最適化する RSVP LSPを選択し、[次へ（Next）]をクリックします。

ステップ 5 プライマリ、セカンダリ、およびターシャリパスの目的を指定します。フィールドの説明については、

Table 31:明示的 RSVP-TE LSP最適化オプション , on page 371を参照してください。

Figure 100:明示的 RSVP-TE LSP最適化オプション

ステップ 6 （オプション）必要な詳細設定を指定します。フィールドの説明については、Table 31:明示的 RSVP-TE
LSP最適化オプション , on page 371を参照してください。

ステップ 7 [次へ（Next）]をクリックします。

ステップ 8 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。
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• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 9 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 10 [Submit]をクリックします。

最適化のオプション

次の表では、明示的 RSVP-TE LSP最適化ツールおよび戦術的な明示的 RSVP-TE LSP最適化
ツール（[アクション（Actions）] > [ツール（Tools）] > [RSVP LSP最適化（RSVP LSP
Optimization）]> [明示的最適化（Explicit optimization）]または [戦術的な明示的最適化（Tactical
explicit optimization）]）の実行中に使用可能なオプションについて説明します。

Table 31:明示的 RSVP-TE LSP最適化オプション

[説明（Description）]フィールド

プライマリパスオプション
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[説明（Description）]フィールド

プライマリ RSVP LSPパスを再ルーティングするか
どうかを定義します。

• [最適化（Optimized）]：選択した目標に基づい
て、最適化された明示的なプライマリパスを作

成します。

• [保持（Keep）]：既存のプライマリパスに沿って
RSVP LSPをルーティングします。

プライマリパスは、次の 3つの目標を優先順位
に従って使用して、最適化されます。最初の 2
つの目標は、RSVPLSPを最短遅延パスから遠ざ
け、ネットワーク内で最も使用率の高いインター

フェイスの使用率を低下させようとします。

[プライマリパス（Primary paths）]

パーセンテージを指定し、通常動作時にそのパーセ

ンテージを超える使用率を持つ選択されたインター

フェイスの数を最小化します（デフォルト）。

[使用率が ___%を超えるインターフェ
イスの数を最小化（Minimize # of
interfaces with utilization > ___ %）]

選択したすべてのインターフェイスにわたる最大イ

ンターフェイス使用率が通常動作時に最小化される

ように、プライマリパスをルーティングします。

[最大インターフェイス使用率を最小化
（Minimize maximum interface
utilization）]

使用率の低いインターフェイス間で使用率を調整し

ます。たとえば、2つのインターフェイスの遅延が同
じである場合に、この 2つのノード間にある並列イ
ンターフェイスの使用率を調整するときに、このオ

プションを使用します。

• [使用率しきい値（Utilization threshold）]：プライ
マリパスの遅延を大幅に増加させることなく、

使用率がこの値を超えるインターフェイスの数

を可能な限り少なくします。

• [遅延許容度（Latency tolerance）]：このパーセン
テージの追加遅延を許可します。

[等遅延パス間で調整（Balance across
equal latency paths）]

プランファイルに含まれる一部またはすべてのデマ

ンドに指定できる遅延境界を適用します。オンにす

ると、このオプションは前述のすべての目標よりも

優先されます。

[遅延境界の適用（Enforce latency
bounds）]

セカンダリパスオプション
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[説明（Description）]フィールド

セカンダリパスをルーティングするかどうかと、ルー

ティング方法を定義します。オプションは次のとお

りです。

• [最適化（Optimized）]：選択した目標に基づい
て、最適化された明示的なセカンダリパスを作

成します。

• [動的（Dynamic）]：セカンダリパスを動的にルー
ティングします。このパスに対して明示的なホッ

プは作成されません。

• [なし（None）]：セカンダリパスは作成されませ
ん。既存のパスは削除されます。

最適化されたセカンダリパスの場合、目的は、一覧

表示されている優先順位に従って使用されます。

[セカンダリパス（Secondary paths）]

セカンダリパスを「ホット」スタンバイに設定しま

す。つまり、プライマリパスで障害が発生した後で

はなく、プライマリパスと同時に確立されます。

[ホットスタンバイ（Hot standby）]
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[説明（Description）]フィールド

選択内容に応じて、回線、SRLG、およびノードに関
して分離されている各 RSVP LSPのプライマリパス
とセカンダリパスを定義します。

• [回線（Circuits）]：プライマリパスとセカンダリ
パスの両方で回線が使用されません（デフォル

ト = 1）。

• [SRLG]：プライマリパスとセカンダリパスの両
方で SRLGが使用されません（デフォルト =
2）。

• [ノード（Nodes）]：プライマリパスとセカンダ
リパスの両方でノードが使用されません（デフォ

ルト = 3）。

• [トラフィック分離のみ（Traffic disjointness
only）]：障害発生時に RSVP LSPを介してトラ
フィックがルーティングされない限り、他のパ

スと同様の回線、SRLG、またはノードを使用す
るパスでも許容されます。

プライマリパスとセカンダリパスの分離度を指

定できます。数値が小さいほど、分離優先順位

が高くなります。たとえば、パスがノード分離

であることが重要であり、SRLG分離がそれほど
重要でない場合は、設定を回線 1、ノード 2、
SRLG 3に変更できます。

ネットワークトポロジによっては、選択された

すべての分離要件を満たすことができない場合

があることに注意してください。この場合、最

大限に分離されたパスが選択されます。つまり、

可能な限り多くの回線、SRLG、およびノードに
対して分離されます。

[1.次の点に関して、プライマリ/セカン
ダリパス分離を最大化：（1. Maximize
primary/secondary path disjointness with
respect to:）]
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[説明（Description）]フィールド

オプション 2とオプション 3はどちらも、3に一覧表
示される [考慮すべき障害（Failures to consider）]オ
プションに示される選択された障害シナリオ（回線、

SRLG、およびノード）で動作します。これらの選択
肢は、最適化の最後にシミュレーションが実行され

る障害シナリオです。この障害シナリオの選択は、

分離目的 1に対して選択された障害シナリオとは異
なることに注意してください。

選択されたすべての障害シナリオで、指定されたパー

センテージを超える使用率を持つインターフェイス

の数を最小化するには、オプション2を使用します。

[2.使用率が ___ %を超えるインター
フェイスの数を最小化（2. Minimize #
of interfaces with utilization > ___ %）]

すべてのインターフェイスおよび選択されたすべて

の障害シナリオで最大インターフェイス使用率を最

小化するには、オプション 3を使用します。

[3.最大インターフェイス使用率を最小
化（3. Minimize maximum interface
utilization）]

考慮するオブジェクトを選択します。[考慮すべき障害（Failures to consider）]

ターシャリパスオプション

ターシャリパスを作成するかどうかを定義します。

• [動的（Dynamic）]：動的ターシャリパスを作成
します。

• [なし（None）]：ターシャリパスは作成されませ
ん。

[ターシャリパス（Tertiary paths）]

ターシャリパスをホットスタンバイパスに設定しま

す。つまり、プライマリパスで障害が発生した後で

はなく、プライマリパスとともに起動することを意

味します。

[ホットスタンバイ（Hot standby）]
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Table 32:明示的 RSVP-TE LSP最適化の高度なオプション

[説明（Description）]フィールド

[最適化されていないイン
ターフェイス

（Non-optimized interfaces）]
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[説明（Description）]フィールド

最適化されていないインターフェイスを無視するかどうかを指

定したり、それらの使用率の許容レベルを設定することができ

ます。

許容可能な使用率レベルが設定され、両方のオプションが選択

されている場合、CiscoCrosswork Planningは、2つのうち高い方
を使用します。これらの設定は、インターフェイスごとに計算

されます。

• [最適化されたインターフェイスの許容使用率：___%
（Acceptable utilization of optimized interfaces: ___%）]：この
値は、[プライマリパス（Primary path）]エリアで設定され
る使用率しきい値（[使用率が ___%を超えるインターフェ
イスの数を最小化（Minimize # of interfaces with utilization >
___%）]、デフォルトは 80）と同じです。この値を変更す
るには、[プライマリパス（Primary path）]エリアで変更す
る必要があります。

戦術的な明示的RSVP-TELSP最適化ツールを使用している
場合、このフィールドは、[許容使用率___%（Acceptable
utilization___%）]フィールドと同等であるため、そのフィー
ルドでのみ変更できます。

• [現在の使用率+ ___%（Current utilization + ___%）]：最適化
されていないインターフェイスの現在の使用率に、追加さ

れるパーセンテージを加えた値。

例：2つの最適化されていないインターフェイスがあります。
cr1.chi_cr1.miaの使用率は 60%で、cr2.sjc_cr2.okcの使用率は
78%です。

最適化されていないインターフェイスの許容可能な使用率の設

定は、次のとおりです。

•プライマリパスの使用率しきい値は 80%です。

•現在の使用率に 5%が追加されます。
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[説明（Description）]フィールド

結果：各インターフェイスの最大使用率が個別に計算されます。

cr1.chi_cr1.miaの使用率の許容レベルは 80%で、cr2.sjc_cr2.okc
の使用率の許容レベルは 83%（78 + 5）です。
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[説明（Description）]フィールド

デフォルトでは、Cisco Crosswork Planningは、最適化の目的を
達成するために再ルーティングが必要な場合に、選択された

RSVPLSP全体にわたる名前付きパスを作成します。たとえば、
選択された動的にルーティングされる RSVP LSPに許容可能な
ルートがある場合、Cisco Crosswork Planningは、そのルートの
名前付きパスを作成しません。

このデフォルトを変更するには、[選択されたすべてのLSP（All
selectedLSPs）]をクリックします。CiscoCrosswork Planningは、
選択されたすべての RSVP LSPの完全に明示的な名前付きパス
を作成してルーティングします。

LSP設定

デフォルトでは、Cisco Crosswork Planningは、[セットアップ帯
域幅（Setup BW）]をゼロに設定し、明示的なルートを作成す
るときに最大限の柔軟性を提供します。また、すべてのアフィ

ニティおよびホップ制限が削除され、セットアップと保持の優

先順位が 7に設定されます。これらの変更は、明示的な名前付
きパスが新しく作成または変更された RSVP LSPにのみ適用さ
れます。

これらのデフォルトはオフにできます。また、[LSPパスの編集
（Edit LSP Path）]ウィンドウを使用して、最適化の実行後に個
別に設定することもできます。これらのデフォルトをオフにす

ると、元のパラメータが保持されます。
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[説明（Description）]フィールド

使用率の計算と最適化で使用されるトラフィックレベル。トラ

フィックレベルについては、デマンドを使用した送信元から接

続先へのトラフィックフローのシミュレーション, on page 95を
参照してください。

トラフィックレベル

デフォルトでは、再ルーティングする RSVP LSPの設定は、ト
ラフィック量に基づいていません。[高トラフィック
（high-traffic）]オプションまたは [低トラフィック（low-traffic）]
オプションを選択して、トラフィックの多いまたは少ないRSVP
LSPに順番に優先順位を付けることができます。

再ルーティング設定

戦術的な明示的 RSVP-TE LSP最適化の実行
[戦術的な明示的最適化（Tactical explicit optimization）]ツールは、明示的RSVP-TE LSP最適化
ツールの縮小版です。このツールは、使用率を許容レベル未満にするために必要な最小回数の

パス変更を使用して、プライマリパスのみを最適化します。これは、限られた回数の RSVP
LSP再設定でネットワークの特定エリアの輻輳を軽減する必要がある場合に役立ちます。

最適化を問題のあるエリアに限定するために、特定のインターフェイスまたは RSVP LSPを
ターゲットにする必要がある場合は、最初にそれらのインターフェイスまたはRSVPLSPを選
択します。その後、ツールバーから次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [RSVPLSP最適化（RSVPLSP optimization）]
> [戦術的な明示的最適化（Tactical explicit optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の
順に選択し、最適化タイプとして [RSVP LSP最適化（RSVP LSP Optimization）]を選択し
て、ドロップダウンリストから [戦術的な明示的最適化（Tactical explicit optimization）]を
選択してから、[起動（Launch）]をクリックします。
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第 23 章

セグメントルーティングの設定

デフォルトでは、Cisco Crosswork Planningは、RSVP LSPを作成してルーティングします。た
だし、LSPの [タイプ（Type）]プロパティを [SR]に変更することで、セグメントルーティン
グ（SR）LSPを作成できます。これらのSRLSPは、RSVPLSPと同様に、自動ルーティング、
転送隣接関係、およびクラスベース転送を使用します。パケットがトンネルに入ると、さまざ

まなルーティングメカニズムによってパスが決定されます。RSVP LSPは、最初にパスに沿っ
て確立され、そのパス上の各ノードは、予約要求を受け入れ、予約状態を維持します。対照的

に、SR LSPは、LSPの送信元ノード（ヘッドエンド）で作成されたセグメントリストに依存
します。このセグメントリストは、パケット（デマンド）に保存され、一連の設定済みノード

セグメントおよびインターフェイスセグメントを介してトラフィックを転送します。SR LSP
は、セグメント間で IPルーティング（そのため、場合によっては ECMP）を使用します。

Cisco Crosswork Planningでは、「セグメントリスト」（「セグメントリストホップ」を含む）
を使用する「SRLSP」という用語を使用します。シスコのルーティング用語では、これらの用
語は、「セグメント ID（SID）リスト」（「SID」を含む）を使用する「SRトンネル」です。

（注）

ここでは、次の内容について説明します。

• SR LSPセグメントタイプ, on page 381
• SR LSPパス, on page 386
• SR LSPルーティング, on page 387
• SR LSPとそれらの LSPパス, on page 389
•フレキシブルアルゴリズム（389ページ）
•セグメントリストの作成, on page 390
• SIDの作成（392ページ）
• SR-TEの保護, on page 396

SR LSPセグメントタイプ
SRLSPのセグメントリストには、1つ以上のセグメントリストホップが含まれます。これは、
ノード、インターフェイス、SR LSP、またはエニーキャストグループです。
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セグメントリストを表示するには、SRLSPパスを選択し、 >[セグメントリストのフィルタ
処理（Filter to segment lists）]の順に選択します。

セグメントリストとそのホップの作成の詳細については、セグメントリストの作成, onpage390
を参照してください。

セグメントリストとそのセグメントリストホップを作成および最適化するプロセスは、SR-TE
最適化ツールを使用して自動化できます。詳細については、SR-TEの最適化, on page399を参照
してください。帯域幅を最適化することによって SR LSPとそのホップを作成することもでき
ます。詳細については、「SR-TE帯域幅の最適化と分析, on page 404」を参照してください。

Note

ノードセグメントリストホップ

ノードセグメントリストホップを使用する場合、SRLSPは、指定されたノードへの最短パス
を使用します。Figure 101:ノードセグメントリストホップの例, on page 382は、1つのノード
セグメントリストホップ（ノードを囲むオレンジ色の円で示される cr2.okc）を使用した、
cr2.kcyノードから cr2.miaノードへの SR LSPの例を示しています。IGPメトリックが等しい
ため、トラフィックは、ECMPを使用してルーティングされ、okcに到達します。

Figure 101:ノードセグメントリストホップの例

インターフェイスセグメントリストホップ

ルータでは、前のセグメントリストホップが、インターフェイスを含むノードである場合、ま

たはインターフェイスが、送信元ノードの出力である場合にのみ、インターフェイスをセグメ

ントリストで使用できます。Cisco Crosswork Planningでは、インターフェイスセグメントリ
ストホップがローカルであるという制限はありません。セグメントリストに、インターフェイ

スを含むノードの先行セグメントが含まれている必要はありません。
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Figure 102:インターフェイスセグメントリストホップの例, on page 383に、cr2.chiから cr2.wdc
へのインターフェイスセグメントリストホップの例を示します。パスがcr2.chi（このインター
フェイスセグメントリストホップを使用するためにパケットが到達する必要があるノード）

に到達するようにするには、まず chiに到達するようにノードセグメントリストホップを設
定します。この図は、ノードに障害が発生した場合に SR LSPを介したデマンドがどのように
再ルーティングされるかも示しています。デマンドは、IGPを使用して、障害を回避してルー
ティングし、可能な場合はセグメントに戻します。

Figure 102:インターフェイスセグメントリストホップの例

LSPセグメントリストホップ
SR LSPは他の SR LSPをセグメントリストホップとして使用でき、さらに、これらの SR LSP
セグメントリストホップに他の SR LSPをセグメントリストホップとして含めることができま
す。次の 2つのルールが適用されます。

• LSPセグメントリストホップは、RSVP LSPではなく、SR LSPである必要があります。

• LSPセグメントリストホップは、それを直接または間接的に参照する別の SR LSPを参照
できません。たとえば、SR LSP Aのセグメントに SR LSP Bがセグメントリストホップと
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して含まれている場合、SR LSP Aを SR LSP Bにセグメントリストホップとして含めるこ
とはできません。

Figure 103: LSPセグメントリストホップの例, on page 384は、LSP A（er1.laxから er1.nycへ）
にLSPBセグメントリストホップが含まれている（送信元ノードは cr1.lax）ことを示していま
す。LSP Aの選択を解除してから LSP Bを選択すると、LSP Bにも LSPセグメントリストホッ
プが含まれている（送信元ノードが cr1.atlである LSP C）ことがわかります。

LSPセグメントリストホップを表示するには、次の手順を実行します。

1. LSPを選択し、 > [LSPパスのフィルタ処理（Filter to LSP paths）]の順に選択します。
[LSPパス（LSP Paths）]ページが表示されます。

2. LSPパスを選択し、 > [セグメントリストのフィルタ処理（Filter to segment lists）]の順
に選択します。[セグメントリスト（Segment Lists）]ページが表示されます。

3. セグメントリストを選択し、 をクリックして、関連するセグメントリストホップを表

示します。

Figure 103: LSPセグメントリストホップの例

エニーキャストグループセグメントリストホップ

SR LSPは、SR LSPへの最短パスを持つエニーキャストグループセグメントリストホップ内
のノードを介してルーティングされます。エニーキャストグループ内の複数のノードが等距離

の場合、ECMPが適用されます。このメカニズムにより、潜在的な中間セグメントの接続先に
関してルーティング制限を適用できます。また、SR LSPが、可能なネクストホップ（ネクス
トセグメントリストホップ）の中から選択できるようになるため、遅延が減少し、ロードバ

ランシングが改善される可能性があります。

Figure 104:エニーキャストグループセグメントリストホップの例, on page 385に、エニーキャ
ストグループノード cr2.chiおよび cr1.chiの例を示します。1つのインスタンスでは、それら
のノードへの IGPメトリックが等しい IGPメトリックを持つため、SR LSPは、ECMPを使用
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し、それらの両方を介してルーティングされます。IGPメトリックが cr2.laxから cr1.chiに増
加すると、cr2.chiが最短パスを持つため、SR LSPは cr2.chiを介してのみルーティングされま
す。ただし、Figure 105:障害発生時に再ルーティングするエニーキャストグループの例, on page
386に示すように、障害が原因で最短パスを使用できない場合でも、SRLSPは、次に高いコス
トパスを使用して、エニーキャストグループを介してルーティング可能です。

Figure 104:エニーキャストグループセグメントリストホップの例
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Figure 105:障害発生時に再ルーティングするエニーキャストグループの例

SR LSPパス
SR LSPは複数の LSPパスを持つことができます（各 LSPパスは独自のセグメントリストを持
ちます）。SR LSPのスタンバイ LSPパスと非スタンバイ LSPパスは区別されません。

SR LSPとその SR LSPパスの両方にセグメントがある場合、LSPパス上のセグメントによって
SR LSP上のセグメントが上書きされます。

Note

Figure 106: SR LSPの例, on page 387は、プライマリパスとセカンダリパスがある kcyから mia
への SR LSPが示されています。プライマリパスは、chiのノードのセグメントリストホップ
と、chiと wdc間のインターフェイスのセグメントリストホップで設定されており、セカンダ
リパスは、okcのノードのセグメントリストホップで設定されています。これは、LSPパステー
ブルから LSPパスを個別に選択することで確認できます。

Cisco Crosswork Planning Design 7.1ユーザーガイド
386

トラフィックエンジニアリングと最適化

SR LSPパス



Figure 106: SR LSPの例

SR LSPルーティング
自動ルートや転送隣接関係などの一般的な LSPメカニズムによって、デマンドが SR LSPに入
ると判断された場合、LSPトラフィックは、次のようにルーティングされます。接続先ノード
またはセグメントリストホップに到達できない場合、SR LSPは確立されません。

最終セグメントリストホップを作成するプロセスは、デマンドを使用した送信元から接続先へ

のトラフィックフローのシミュレーション, on page 95のツールを使用して自動化できます。
Note

• SR LSPにセグメントリストがない場合、デマンドは、IGPを介して接続先ノードにルー
ティングされます。

SR LSPにセグメントリストがある場合、デマンドは、セグメントリスト内のセグメント
リストホップを使用して、出現順にルーティングされます。

•ノードセグメントリストホップを使用している場合、デマンドは、そのノードへの最短
パスを使用します。

インターフェイスセグメントリストホップを使用している場合、デマンドは、そのイン

ターフェイスの送信元ノードの最短パスを使用し、その後、インターフェイスの接続先

ノードにルーティングされます。

エニーキャストグループセグメントリストホップを使用している場合、デマンドは、最

短パスを持つノードを介してルーティングされます。エニーキャストグループ内の複数の

ノード間で同じである場合、SR LSPは、ECMPを使用してルーティングします。

•セグメントリストホップの作成時に、ノードとそのノードを含むエニーキャストグループ
の両方を選択した場合は、ノードセグメントが優先されます。
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• SRLSPにLSPパスが含まれている場合、デマンドは、送信元から接続先にデマンドをルー
ティングできる最小パスオプションを使用してLSPパスでルーティングされます。SRLSP
パスのデマンドは、前述の SR LSPと同じ方法でルーティングされます。

• SRLSPに複数のSR候補パスが含まれている場合、デマンドは、送信元から接続先にデマ
ンドをルーティングできる最高優先順位オプションを使用してLSPパスでルーティングさ
れます。SRLSPパスのデマンドは、前述の SRLSPと同じ方法でルーティングされます。

• SR LSPパスが「動的」として設定されている場合、LSPパスは指定された「メトリック
タイプ」に基づいてシミュレートされます。これは、IGP、TE、および遅延メトリックタ
イプに適用されます。パス上では ECMPが許可されないため、最小 IPアドレスを持つイ
ンターフェイスが優先されます。セグメントリストが設定されている場合、LSPパスは、
動的に割り当てられません。

• SR LSPまたはその LSPパスで定義されたセグメントでデマンドをルーティングできない
場合（たとえば、ノードセグメントリストホップでの障害のため）、デマンドは、IGP
最短パスを使用して接続先にルーティングされます。

•ホップ（ノード、インターフェイス、LSP、またはエニーキャストグループ）にセグメン
ト ID（SID）が含まれている場合、セグメントリストホップは、そのSIDを継承します。

AS間 LSPルーティング
異なる ASに送信元ノードと接続先ノードがある SR LSPは、次のホップ設定が存在する場合
にルーティングできます。

• LSPが出る ASの境界にノードセグメントリストホップが存在します。このノードは出
口ノードです。

•次のいずれかのホップが存在します。

•別の ASで最初に通過するノードにノードセグメントリストホップが存在します。
このノードは入口ノードです。複数のピアリングインターフェイスがある場合、それ

らのメトリックによって、LSPが使用するものが決まります。

•インターフェイスセグメントリストホップは、ある ASの出口ノードを別の ASの
入口ノードに接続します。

AS間 SR LSPでデマンドを使用するには、次の 2つの条件を満たす必要があります。

•デマンドは SR LSPに対してプライベートである必要があります。プライベート LSPの作
成については、MPLSルーティングの設定, on page 255を参照してください。

•デマンドには、SR LSPと同じ送信元および接続先が必要です。
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SR LSPとそれらの LSPパス
SR LSPおよびメッシュ SR LSPは、RSVP-TE LSPと同じ方法で作成されます。違いは、[タイ
プ（Type）]プロパティを [SR]に設定する必要があることです。詳細については、LSPの作成
および可視化, on page 256を参照してください。

SRLSPには、32ビットの数値である [色（Color）]プロパティがあります。作成したら、次の
手順は、セグメントリストを作成するか、LSPパスとそのセグメントリストを作成することで
す。

同様に、SR LSPパスは、RSVP-TE LSPパスと同じ方法で作成されます（LSPパスの作成, on
page 258を参照）。SR LSPパスを作成したら、[プロトコルの発信元（Protocol origin）]（[LSP
パスの編集（Edit LSP Path）]ウィンドウ）を設定して、SR LSPパスの発信元となるコンポー
ネントまたはプロトコルを特定できます。[ローカル（Local）]、[PCE開始（PCE initiated）]、
および [BGP開始（BGP initiated）]から選択します。

LSPパス重み付けセグメントリストテーブルには、SR LSPに関連付けられたセグメントリス
トの詳細が表示され、[SLName]列でセグメントリスト名が指定されます。

LSPおよびLSPパスの詳細については、MPLSルーティングの設定, on page 255を参照してくだ
さい。

フレキシブルアルゴリズム
Flexible Algorithm（Flex Algo）を使用すると、オペレータは、ニーズと制約（特定のメトリッ
クとリンクプロパティ）に従って IGP最短パスをカスタマイズおよび計算できます。ネット
ワーク上のパスを計算するために、考えられる多くの制約が使用される可能性があります。た

とえば、フレキシブルアルゴリズムでは、複数の論理プレーンを持つネットワークに対する特

定のプレーンへのパスを制限できます。アルゴリズムの意味が標準規格によってではなく、

ユーザーによって定義されるため、フレキシブルアルゴリズムと呼ばれます。

アプリケーション固有リンク属性（ASLA）
アプリケーション固有リンク属性（ASLA）は、Flexible Algorithmルーティングで使用される
リンク属性で、

•アルゴリズムパス計算で使用する TEメトリックや遅延メトリックなど、アプリケーショ
ン固有のリンクメトリックをアドバタイズし、

•詳細なリンクメトリックと制約を伝送することにより、正確で柔軟性のあるトラフィック
エンジニアリングを可能にし、

•インターフェイスの Flexible Algorithmメトリックに対応します。
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Cisco Crosswork Planningでサポートされる ASLAメトリック

Cisco Crosswork Planningは、Flexible Algorithm計算で ASLA遅延および ASLA TEメトリック
をサポートしています。これらのメトリックは、FlexibleAlgorithmの使用時に、ルート計算中
に標準の遅延メトリックとTEメトリックを置き換えます。これらのメトリックがインターフェ
イスで使用できない場合、FlexibleAlgorithmはそのインターフェイスを計算から除外します。

これらの ASLA属性は、[インターフェイスの追加または編集（Add or Edit Interface）]ページ
で使用できます。これらは、[詳細（Advanced）]タブの [ASLA]セクションで確認できます。

• ASLA遅延：Flexible Algorithmパス計算で使用される一方向の送信遅延を表すリンク属
性。この属性は、インターフェイスの Flex-Algoメトリックの最小遅延に対応します。

• ASLATEメトリック：FlexibleAlgorithmルーティングのパス選択に使用されるトラフィッ
クエンジニアリングメトリックを表すリンク属性。この属性は、インターフェイスの

Flex-algoメトリック TEに対応します。

• SRv6 ASLA遅延：SRv6インターフェイスの ASLA遅延。

• SRv6 ASLA TEメトリック：SRv6インターフェイスの ASLA TEメトリック。

セグメントリストの作成
セグメントリストを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [LSP] > [セグメントリスト（Segment list）]
の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[セグメントリスト（Segment lists）]

ページの をクリックします。

[セグメントリスト（Segment lists）]タブは、[詳細（More）]タブの下にあります。表示されていない場合

は、[テーブルの表示/非表示（Show/hidetables）]アイコン（ ）をクリックし、[セグメントリスト（Segment
lists）]チェックボックスをオンにします。

ステップ 3 [名前（Name）]フィールドに、セグメントリストの名前を入力します。

ステップ 4 [サイト（Site）]および [ノード（Node）]ドロップダウンリストから、関連するサイトとノードを選択し
ます。

ステップ 5 [ホップ（Hops）]セクションで、セグメントリストホップを追加し、それらを、従う必要がある順序に並
べ替えます。 をクリックし、エントリをドラッグして順序を変更してください。
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•新しいセグメントリストホップを追加するには、 をクリックし、詳細情報を入力します。

•既存のセグメントリストホップを編集するには、それをリストから選択し、 をクリックします。

•既存のセグメントリストホップを削除するには、それをリストから選択し、 をクリックします。

ステップ 6 セグメントの作成または編集を続行するには、次のオプションを使用し、[追加（Add）]をクリックしま
す。必要に応じて、サイト、ノード、インターフェイス、またはエニーキャストグループを選択します。

Note
インターフェイスセグメントリストホップは、ノードセグメントリストホップの出力インターフェイス

である必要があります。

•ノードまたは送信元ノード（インターフェイスおよび LSP用）がサイト内にある場合は、最初にサイ
トを選択します。

•ノードセグメントリストホップの場合は、インターフェイスを選択しないでください。

•インターフェイスおよび LSPセグメントリストホップの場合は、最初に送信元ノードを選択します。

•エニーキャストグループセグメントリストホップの場合は、サイト、ノード、またはインターフェ
イスを選択しないでください。

セグメントリストを作成した後、セグメントを管理するもう一つの方法は、[セグメントリストホップ
（Segment List Hops）]テーブルからセグメントをダブルクリックすることです。そこから、サイト、ノー
ド、およびインターフェイスを変更できますが、順序は変更できません。

エニーキャストグループの作成

エニーキャストグループを作成するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [その他（Others）] > [エニーキャストグルー
プ（Anycast group）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[エニーキャストグループ（Anycast

groups）]タブの をクリックします。
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[エニーキャストグループ（Anycast groups）]タブは、[詳細（More）]タブの下にあります。表示されてい

ない場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[エニーキャス
トグループ（Anycast groups）]チェックボックスをオンにします。

ステップ 3 [グループ名（Group name）]フィールドに、エニーキャストグループを識別するための一意の名前を入力
します。

ステップ 4 エニーキャストグループに含めるノードごとに、[含める（Included）]列のチェックボックスをオンにしま
す。

ステップ 5 [追加（Add）]をクリックします。

SIDの作成
新しい SIDを作成するには、次の手順を実行します。

ノード SIDの作成
ノード SIDを作成するには、次の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [SID（SIDs）] > [ノードSID（Node SID）]
の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[ノードSID（Node SIDs）]テーブル

の をクリックします。

[ノードSID（Node SIDs）]タブは、[詳細（More）]タブの下にあります。表示されていない場合は、[テー

ブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[ノードSID（Node SIDs）]チェッ
クボックスをオンにします。

ステップ 3 [サイト（Site）]、[ノード（Node）]、および [タイプ（Type）]フィールドの値を選択します。

ステップ 4 [SID]および [SRアルゴリズム（SR algorithm）]の値を入力します。

ステップ 5 必要に応じて、チェックボックスを使用して [保護（Protected）]または [IPv6]を選択します。

ステップ 6 [保存（Save）]をクリックします。
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SRv6ノード SIDの作成
SRv6ノード SIDを作成するには、次の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [SID（SIDs）] > [SRv6ノードSID（SRv6 node
SID）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[SRv6ノードSID（SRv6 node SIDs）]

テーブルの をクリックします。

[SRv6ノードSID（SRv6 node SIDs）]タブは、[詳細（More）]タブの下にあります。表示されていない場合

は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[SRv6ノードSID（SRv6
node SIDs）]チェックボックスをオンにします。

ステップ 3 ドロップダウンから [サイト（Site）]と [ノード（Node）]の値を選択します。

ステップ 4 [SID]および [SRアルゴリズム（SR algorithm）]の値を入力します。

ステップ 5 必要に応じて、チェックボックスを使用して [保護（Protected）]を選択します。

ステップ 6 [保存（Save）]をクリックします。

インターフェイス SIDの作成
インターフェイス SIDを作成するには、次の手順を実行します。

手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [SID（SIDs）] > [インターフェイスSID
（Interface SID）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[インターフェイス SID（Interface

SIDs）]テーブルの をクリックします。
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[インターフェイスSID（Interface SIDs）]タブは、[詳細（More）]タブの下にあります。表示されていない

場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[インターフェイス
SID（Interface SIDs）]チェックボックスをオンにします。

ステップ 3 [サイト（Site）]、[ノード（Node）]、[インターフェイス（Interface）]、および [タイプ（Type）]フィール
ドの値を選択します。

ステップ 4 [SID]の値を入力します。

ステップ 5 必要に応じて、チェックボックスを使用して [保護（Protected）]または [IPv6]を選択します。

ステップ 6 [保存（Save）]をクリックします。

SRv6インターフェイス SIDの作成
SRv6インターフェイス SIDを作成するには、次の手順を実行します。

手順

ステップ 1 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [SID（SIDs）] > [SRv6インターフェイスSID
（SRv6 interface SID）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[SRv6インターフェイスSID（SRv6

interface SIDs）]テーブルの をクリックします。

[SRv6インターフェイスSID（SRv6 interface SIDs）]タブは、[詳細（More）]タブの下にあります。表示さ

れていない場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[SRv6イ
ンターフェイスSID（SRv6 interface SIDs）]チェックボックスをオンにします。

ステップ 2 [サイト（Site）]、[ノード（Node）]、および [インターフェイス（Interface）]フィールドの値を選択しま
す。

ステップ 3 [SID]および [SRアルゴリズム（SR algorithm）]の値を入力します。

ステップ 4 必要に応じて、チェックボックスを使用して [保護（Protected）]を選択します。

ステップ 5 [保存（Save）]をクリックします。

Flex Algorithmの作成
フレキシブルアルゴリズムを作成するには、次の手順を実行します。
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手順

ステップ 1 プランファイルを開きます（プランファイルを開く（25ページ）を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、[アクション（Actions）] > [挿入（Insert）] > [SID（SIDs）] > [フレキシブルアルゴリズム
（Flex algorithm）]の順に選択します。

または

右側にある [ネットワークサマリー（Network Summary）]パネルで、[フレキシブルアルゴリズム（Flex

algorithms）]テーブルの をクリックします。

[フレキシブルアルゴリズム（Flex algorithms）]タブは、[詳細（More）]タブの下にあります。表示されて

いない場合は、[テーブルの表示/非表示（Show/hide tables）]アイコン（ ）をクリックし、[フレキシブ
ルアルゴリズム（Flex algorithms）]チェックボックスをオンにします。

図 107 : Flex Algorithmウィンドウの追加

ステップ 3 [基本（Basic）]タブで、[SRアルゴリズム（SR algorithm）]の値を入力します。

ステップ 4 [IGPプロセスID（IGP process ID）]、[OSPFエリア（OSPF area）]、[ISISレベル（ISIS level）]、および [メ
トリックタイプ（Metric type）]の値を選択します。

ステップ 5 [フレキシブルアルゴリズムアフィニティ（Flex AlgoAffinities）]タブをクリックし、各アフィニティの包
含ルールまたは除外ルールを選択します。

ステップ 6 [Submit]をクリックします。

Cisco Crosswork Planning Design 7.1ユーザーガイド
395

トラフィックエンジニアリングと最適化

Flex Algorithmの作成



SR-TEの保護
設定可能な、トポロジに依存しないループフリー代替（TI-LFA）がネットワークに含まれてい
る場合は、コンバージェンスの前後に SR-TEトンネルをシミュレートできます。

コンバージェンス前のシミュレーションを表示するには、[高速再ルーティング（Fastreroute）]

モードである必要があります（[ ]をクリックするか [アクション（Actions）]> [編集（Edit）]
> [ネットワークオプション（Network options）]の順に選択し、[シミュレーションコンバー
ジェンスモード（Simulation convergence mode）]セクションで [高速再ルーティング（Fast
reroute）]を選択）。IGPおよび LSP再コンバージェンスモードでは、コンバージェンス後の
ルートのみが表示されます。

Note

コンバージェンス前の SR-TEトンネルのシミュレーション
ネットワークモデル内の各 SRトンネル、およびパス内の各 SIDについて、Cisco Crosswork
Planningは、障害の発生していないルートを決定します。

「通常パス状態」では、Cisco Crosswork Planningによって、セグメントリストホップからセグ
メントリストホップへの障害の発生していないルートが決定されます。セグメントリストホッ

プ間では、Cisco Crosswork Planningは、ネクストセグメントリストホップへの IGP最短パス
を使用します。パス上の各インターフェイスでは、接続された回線がダウンしている場合、

Cisco Crosswork Planningによって、ネクストセグメントリストホップがインターフェイスま
たはノードのどちらであるかと、SRトンネルがルーティング可能かどうかが決定されます。

• [インターフェイス（Interfaces）]テーブルのインターフェイスに対して SR FRRが有効に
なっている場合、Cisco Crosswork Planningは、「保護パス状態」を設定します。

• Cisco Crosswork Planningは、対象回線をトポロジから削除して、ローカルノードから
ネクスト SIDホップへのコンバージェンス後のパスを導出します。

•ネクスト SIDホップは、SIDホップのタイプによって異なります。インターフェイス
SIDの場合、ネクストホップは、そのインターフェイスのリモートノードです。ノー
ド SIDの場合、ネクストホップはそのノードです。

• Cisco Crosswork Planningは、ネクスト SIDホップに到達するまで、導出されたコン
バージェンス後のパスをホップごとにたどります（途中で障害が発生した場合、SR
FRRおよび SR LSPはルーティングされません）。

• Cisco Crosswork Planningは、ネクスト SIDホップに到達すると、通常パス状態に戻
り、SIDホップへの障害が発生していないパスをたどることを再開します。

• [インターフェイス（Interfaces）]テーブルのインターフェイスに対して SR FRRが有効に
なっていない場合、SRトンネルはルーティングされません。
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コンバージェンス後の SR-TEトンネルのシミュレーション
Cisco Crosswork Planningは、すべての障害条件下で、IGP最短パスを介して各セグメントリス
トホップにルーティングします。

SR LSPは、コンバージェンスの前は TI-LFAを介してルーティングできる可能性があります
が、コンバージェンスの後はルーティングできません。

Note

制約

• [インターフェイス（Interfaces）]テーブルで、特定のインターフェイスの [SR FRR対応
（SR FRR enabled）]列に「true」と表示されている場合、ノードまたはインターフェイス
SIDをネクストホップとして持つすべての SR LSPがそのインターフェイス上で保護され
ます。[SRRFRR対応（SRRFRRenabled）]列に「false」と表示されている場合は、すべて
の SR LSP SIDがそのインターフェイス上で保護されていません。

•保護された隣接関係SIDと保護されていない隣接関係SIDはサポートされていません。す
べての隣接関係 SIDは保護されていると見なされます。

• CiscoCrosswork Planningでは、TI-LFAパスのラベルスタックの深さに制限がありません。

• Cisco Crosswork Planningは、Pノードと Qノードを明示的に導出しませんが、代わりに、
PLRから次のセグメントリストホップへの、コンバージェンス後の最短パスと一致する保
護パスを導出します。

•次のセグメントリストホップに到達する前に TI-LFAパスのいずれかの部分で障害が発生
した場合、TI-LFAパスに障害が発生し、SR LSPはルーティングされません。
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第 24 章

セグメントルーティングの最適化

SR-TE最適化ツールでは、セグメントリストを作成または更新することで、可能な限り最小数
のセグメントリストホップを使用して、選択されたSRLSP（AS間LSPを含む）のユーザー指
定メトリックの合計を最小化できます。このツールは、トラフィックエンジニアリング基準に

基づいてルートを設定し、SR LSPパスが従うノードまたは隣接関係ホップのシーケンスを最
適化します。詳細については、SR-TEの最適化（399ページ）を参照してください。

SR-TE帯域幅最適化ツールを使用すると、選択したインターフェイスのトラフィック使用率
を、指定されたしきい値未満に減らすことができます。輻輳を緩和するこの機能は、トラフィッ

クの増加をプランニングする場合や、輻輳が発生したときにサービスレベル契約を満たすこと

ができるかどうかを判断する場合に役立ちます。さらに、このツールを使用して、ネットワー

ク障害やその後のルート再コンバージェンスなどが発生した後に帯域幅を再最適化できます。

詳細については、SR-TE帯域幅の最適化と分析（404ページ）を参照してください。

ここでは、次の内容について説明します。

• SR-TEの最適化, on page 399
• SR-TE帯域幅の最適化と分析, on page 404

SR-TEの最適化
SR-TE最適化ツール（[アクション（Actions）] > [ツール（Tools）] > [SR LSP最適化（SR LSP
optimization）] > [SR-TE最適化（SR-TE optimization）]）を使用して、次の目的を満たすように
ネットワークを設計、キャパシティプランニング、および手動設定できます。このツールは、

エリア間機能と AS間機能の両方をサポートしています。

• [TEメトリックまたは遅延の最小化（TE Metric or Delay Minimization）]：IGPメトリック
以外のメトリックに関して、ホップ間の距離を最小化します。これらは、インターフェイ

スで設定されたTEメトリック（回線遅延に比例して設定可能）または各回線の遅延（ディ
レイ）のいずれかです。アプリケーションの例としては、遅延の影響を受けやすいネット

ワークトラフィックが最短遅延パスでルーティングされる一方で大部分のトラフィックが

コスト最適化パスでルーティングされる差別化サービスがあります。

• [回避（Avoidance）]：指定されたオブジェクト（ノード、インターフェイス、または
SRLG）を介したルーティングを回避するように、セグメントリストを作成または最適化
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します。アプリケーションの例としては、それぞれがデュアルプレーンネットワーク内の

異なるプレーンを介するLSPのルーティングペアがあります。同じトラフィックが両方の
LSPで同時にルーティングされるため、可用性が向上します。

ホップの最大数を指定するオプションがありますが、これを使用すると、可能な限り低い

遅延が達成されない可能性があります。この場合、達成可能な最適ソリューションが提供

されます。

さらに、最短パスを最適化する必要があるパス長とマージンに制限（境界）を指定するこ

とにより、不要な LSPチャーンを回避することもできます。

「TE」または「IGP」で修飾されていない限り、この章の「メト
リック」という用語は、IGPメトリック、TEメトリック、または
遅延に適用されます。

Note

SR-TE最適化の入力の指定

パスメトリックの最適化

[パスメトリックの最小化（Minimize path metric）]セクションでは、インターフェイス IGPメ
トリック、インターフェイス TEメトリック、または回線遅延に基づいて SR LSPを最適化す
るかどうかを定義します。この最小化は、パスに沿ったメトリックの合計に対するものです。

AS間 SR LSPの場合、これらのメトリックは、ASごとではなく LSPのエンドツーエンドで計
算されることに注意してください。これらのプロパティは [インターフェイスの編集（Edit
Interface）]ウィンドウから設定でき、遅延は [回線の編集（Edit Circuit）]ウィンドウで設定す
ることもできます。

Figure 108:パスメトリックオプションの最小化

境界値とマージン

境界とマージンにより、最適化するパスと、特定のパスの最適化を停止するタイミングが識別

されます。複数の制限の値を入力すると、Cisco Crosswork Planningは、最も厳しい制限を最適
化ターゲットとして使用します。境界またはマージンが指定されていない場合、CiscoCrosswork
Planningは、可能な限り最良のソリューション（LSPパスの総メトリックが最小）になるよう
に LSPパスを最適化します。
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Figure 109: [境界値（Bound）]パネルと [マージン（Margin）]パネル

境界値：許容される最大パス長

[パス長の境界（Bound on path length）]セクションの [固定（Fixed）]境界エントリでは、許容
可能な最大パスメトリックを設定できます。Cisco Crosswork Planningは、この境界を超えるメ
トリックを持つLSPパスを最適化しようとします。この境界に準拠するソリューションが見つ
からない場合は、可能な限り最良のソリューションが提供され、境界違反がレポートに一覧表

示されます。この境界以下の LSPパスは最適化されません。

例：TEメトリックに基づいて LSPパスを最適化することを選択し、入力した値が 50で、LSP
パスの TEメトリックの合計が 51の場合、その LSPパスは最適化されます。

選択したパスメトリックに基づいて数値を入力します。TEメトリックは、LSPパスの合計を
超えることができないプロパティ値です。遅延もプロパティ値ですが、ミリ秒（ms）単位で
す。「50」と入力し、最適化するメトリックとして遅延を選択した場合、これは、LSPパスの
許容される最大遅延として 50 msを表します。

マージン：最短パスを上回る最大許容メトリック

[マージン（Margin）]のエントリを使用すると、達成可能な最短パスメトリックを超える許容
偏差を特定できます。最短パスメトリックにマージンを加えた値以下のメトリックを持つ既存

の LSPパスは、最適化されません。

• [固定（Fixed）]：メトリックが最適化される前に上回る必要がある量。

例：SR LSPルートの遅延が 110で、固定マージンが 10に設定されており、達成可能な最
短遅延パスが 100である場合、現在の SR LSPはマージン内であり、更新されません。固
定マージンが 9に設定されている場合は、SR LSPが最適化されます。

100（最短パス）+ 10（固定マージン）= 110であるため、110を超えるすべてのパスが最
適化されます。

• [パーセンテージ（Percentage）]：最適化される前に、最短パスのパーセンテージで表され
る、メトリックを上回る必要がある量。
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例：既存の SR LSPルートの TEメトリックが 210で、パーセンテージマージンが 10%に
設定されており、達成可能な最短の TEメトリックパスが 200である場合、現在の SR LSP
はマージン内であり、更新されません。現在のSRLSPのメトリックが225である場合は、
最適化されます。

200（最短パス）x 0.10（パーセンテージマージン）= 20であるため、220を超えるすべて
のパスが最適化される必要があります。

例：SR LSPルートの遅延が 110で、固定境界が 120に設定され、固定マージンが 15に設
定され、パーセンテージマージンが 5%に設定されており、達成可能な最短遅延パスが
100である場合、これらの制限の中でもっとも厳しいものが優先され、SRLSPが最適化さ
れます。

固定境界 = 120

100（最短パス）+ 15（固定マージン）= 115

100（最短パス）x 0.05（パーセンテージマージン）= 5であるため、105を超えるすべて
のパスが最適化されます（これが最も厳しいマージンであるため）。

制約

制約を使用すると、最適化の制限を指定できます。

• [SR LSPごとの最大セグメントリストホップ（Maximum segment list hops per SR LSP）]：
最適化後に任意のセグメントリストに含めることができるセグメントリストホップの最大

数。値が指定されていない場合、Cisco Crosswork Planningは、SR LSPを最適化するため
に必要な数のホップを作成します。

• [回避（Avoid）]：選択したオブジェクト（ノード、インターフェイス、またはSRLG）を
介した最適化セグメントリストのルーティングを許可しません。この制約は、分離LSPを
ルーティングするデュアルプレーントポロジをモデル化する場合に役立ちます。

• [セグメントノードをコアノードに制限（Restrict segment node to core nodes）]：セグメント
リストノードホップはコアノード（[機能（Function）]プロパティが [コア（core）]に設
定されているノード）である必要があり、セグメントリストインターフェイスホップの

ローカルノードはコアノードである必要があります。SR LSPは、引き続きエッジノード
を使用してルーティングできます（それらのエッジノードがホップとして使用されていな

い場合）。

SR-TE最適化の実行
SR-TE最適化ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

Cisco Crosswork Planning Design 7.1ユーザーガイド
402

トラフィックエンジニアリングと最適化

制約



ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [SR LSP最適化（SR LSP optimization）] > [SR-TE最適
化（SR-TE optimization）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [SR LSP最適化（SR LSP Optimization）]を選択して、ドロップダウンリス
トから [SR-TE最適化（SR-TEoptimization）]を選択してから、[起動（Launch）]をクリックします。

ステップ 3 オプティマイザで考慮する LSPを選択します。

ステップ 4 [Next]をクリックします。

ステップ 5 [パスメトリックの最小化（Minimize pathmetric）]セクションで、インターフェイス IGPメトリック、イ
ンターフェイス TEメトリック、または回線遅延に基づいて SR LSPを最適化するかどうかを選択しま
す。詳細については、パスメトリックの最適化, on page 400を参照してください。

ステップ 6 [パス長の境界（Bound on path length）]セクションと [最短パスを上回るマージン（Margin above shortest
path）]セクションで、要件に応じて値を指定します。詳細については、境界値とマージン, on page400を
参照してください。

ステップ 7 [制約（Constraints）]セクションで、最適化の制限を指定します。詳細については、制約, on page 402を参
照してください。

ステップ 8 [次へ（Next）]をクリックします。

ステップ 9 （オプション）[更新されたLSPのタグ付け（Tag updated LSPs with）]フィールドで、LSPのタグ付け方
法のデフォルト（SROpt）を上書きします。

ステップ 10 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。
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Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 11 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 12 [Submit]をクリックします。

最適化レポート

最適化が完了すると、Cisco Crosswork Planningは、最適化の結果と、ノードを回避し、指定さ
れた境界を満たすための基準をその結果が満たしていることの検証を含むレポートを作成しま

す。後でこの情報にアクセスするには、[アクション（Actions）] > [レポート（Reports）] > [生
成されたレポート（Generated reports）]の順に選択し、右側のパネルで [セグメントルート TE
最適化（Segment Route TE Optimization）]レポートリンクをクリックします。

SR-TE帯域幅の最適化と分析
トラフィックを削減する際の目標は、再ルーティングするデマンドをできるだけ少なくするこ

とです。これは、デマンドのプライベート SR LSPを作成することで実現されます。SR-TE帯
域幅最適化ツールは、可能な限り少ないノードまたはインターフェイスセグメントリストホッ

プ（最大 3ホップ）による LSPパスとそれらの LSPパスのセグメントリストも作成します。
最後のホップは、リモートノードがLSPの接続先であるノードホップまたはインターフェイス
のいずれかです。

SR-TE帯域幅最適化ツールは、どのパスを選択するか、デマンドと LSPを再ルーティングで
きるかどうか、およびデマンド遅延境界を超えることができるかどうかを決定する一連の制約

に基づいて動作します。これらの制約を考慮してトラフィックをしきい値未満に削除できない

場合でも、やはりプライベート SR LSPが作成され、輻輳を可能な限り緩和するためにデマン
ドがルーティングされます。インターフェイスの使用率が最適化の前にしきい値を超える場

合、それ以上にはなりません。輻輳していないインターフェイスの使用率は増加する可能性が

ありますが、それらはしきい値を超えません。
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ツールは、既存のSRLSPがデマンドに対してプライベートである場合にのみ、それらを再ルー
ティングします。

SR-TE帯域幅最適化ツールは、エリア間機能をサポートしています。Note

SR-TE帯域幅最適化の動作モードの選択
SR-TE帯域幅最適化ツールは、次の2つのモードで実行できます。

• [分析（Analysis）]：SR-TE帯域幅最適化分析ツールは、指定された障害セット内の障害
シナリオごとに 1つずつ、複数の最適化を実行します。これらの最適化の結果は、1つの
レポートに集約されます。このツールの実行方法の詳細については、さまざまな障害セッ

トにおける輻輳の分析, on page 411を参照してください。

• [操作（Operation）]：SR-TE帯域幅最適化操作ツールは、指定された一連の制約を使用し
て最適化を実行します。このツールの実行方法の詳細については、帯域幅の最適化, onpage
410を参照してください。

最適化の結果を含む出力プランファイルが生成されます。ネットワークの単一の状態のみが考

慮されます。たとえば、入力プランファイルに障害が発生したオブジェクトがない場合、通常

の動作に関して最適化が実行されます。入力プランファイルで回線に障害が発生している場

合、この特定の障害シナリオを考慮して最適化が実行されます。

SR-TE帯域幅最適化の入力指定

インターフェイス使用率しきい値

SR-TE帯域幅最適化ツールを使用して、インターフェイスの使用率しきい値を指定できます。
インターフェイスの使用率がこのしきい値より大きい場合、そのインターフェイスは輻輳して

いると見なされ、ツールはリンク上のトラフィックを削減します。

図 110 :インターフェイス使用率しきい値パネル
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• [グローバル使用率しきい値（Global usage threshold）]：ネットワーク上のすべてのイン
ターフェイスに適用されるグローバルしきい値を指定するには、このフィールドを使用し

ます。

• [使用率しきい値テーブルファイル（Utilization threshold tables file）]：使用率しきい値テー
ブルファイル（.txtファイル）をアップロードするには、このオプションを使用します。
このファイルには、特定のインターフェイスのしきい値が含まれています。

ファイルには、しきい値が定義され、タブで区切られた <InterfaceThresholds>というテー
ブルが含まれています。テーブルには、[ノード（Node）]、[インターフェイス
（Interface）]、および [しきい値（Threshold）]の 3つの列があります。

次にテーブルの例を示します。

<InterfaceThresholds>
Node Interface Threshold
cr1.nyc to_cr2.wdc 70

上記のテーブルの例は、cr1.nycから cr2.wdcへのインターフェイスの使用率が 70%未満で
ある必要があることを指定しています。

使用率しきい値テーブルファイルをアップロードするには、[参照（Browse）]ボタンを使
用します。

このファイルのアップロードはオプションです。ただし、このファイルを使用してイン

ターフェイスしきい値が指定されている場合、ツールは、このリンクの使用率を指定され

たしきい値まで下げることを目指します。

デマンドの再ルーティング

分析モードと動作モードの両方で、次のオプションを使用してデマンドを再ルーティングしま

す。

Figure 111: [デマンドの再ルーティング（Rerouting demands）]パネル

• [トラフィックステアリングモード（Traffic steering mode）]：[個別デマンド（Individual
Demands）]を選択した場合、各デマンドは、プライベート LSPによって個別に伝送され
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ます。[自動ルート（Autoroute）]を選択した場合は、非プライベート自動ルートLSPで複
数のデマンドを伝送できます。

• [最大デマンドの分割（Maximum demands split）]：デマンドをより小さなデマンドに分割
するには、このオプションを使用します。入力した値が nの場合、デマンドは「n+1」個
のより小さいデマンドに分割されます。デフォルト値は 0です

• [デマンドの固定（Fix demands）]：選択されたデマンドまたはタグ付きデマンドが再ルー
ティングされなくなります。この制約は、たとえば、ネットワーク内の特定のLSPを以前
に最適化しており、1つ以上の既存デマンドのルートを維持する必要がある場合に役立ち
ます。

• [境界遅延の適用（Enforce latency bounds）]：オンにすると、デマンドは、設定された遅延
境界を超えることはできません。このプロパティは、[デマンドの編集（Edit Demand）]
ウィンドウで設定されます。再ルーティングされたデマンドの遅延が、設定された境界を

超えた場合、ツールは、輻輳したインターフェイスでデマンドを再ルーティングしませ

ん。

制約

分析モードと動作モードの両方で、次のオプションを使用して帯域幅の制約を指定します。
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Figure 112:制約セクション

• [パス選択（Path Selection）]：デマンドルートを選択する場合、SR-TE帯域幅最適化ツー
ルは、次のいずれかの基準を使用します。

• [使用可能帯域幅の最大化（Maximize available BW）]：インターフェイスで最大の使
用可能帯域幅を実現するようにパスが最適化されます（[シミュレートされたキャパ
シティ（Capacity Sim）] - [シミュレートされたトラフィック（Traff Sim）]）。

• [メトリックの最小化（Minimize metric）]：遅延、TEメトリック、または IGPメト
リックに関して、パスに沿ったメトリックの合計を最小化するようにパスが最適化さ

れます。これらのプロパティはインターフェイスの [プロパティ（Properties）]ウィン
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ドウから設定でき、遅延は回線の [プロパティ（Properties）]ウィンドウで設定するこ
ともできます。

• [インターフェイスセグメントホップの作成（Create interface segment hops）]：オンに
すると、ツールは、使用率を下げようとするときにインターフェイスホップを考慮し

ます。

• [SID深度を適用（EnforceSIDdepth）]：オンにすると、最適化セグメントリストのホッ
プ数は、リストの送信元で定義された最大 SID深度によって制限されます。

• [LSP]：

• [新しい LSPの作成（Create new LSPs）]：オンにすると、ルーティングが最適化され
た新しいプライベート SR LSPを作成できます。オフにすると、新しい LSPは作成さ
れません。

• [ミッドポイント動作モード（Midpoint operation mode）]：次のいずれかを選択し
ます。

• [無効（Disabled）]：新しい SR LSP送信元/接続先ノードがデマンド送信元/
接続先ノードと一致する必要があることを示すデフォルトのモード。

• [デマンドエンドポイントプロキシミティ（Demand endpoint proxy）]：新し
いSRLSP送信元/接続先ノードがデマンド送信元/接続先ノードと異なる場合
があることを指定します。デマンドエンドポイントに近い送信元/接続先ノー
ドが選択されます。

• [輻輳プロキシミティ（Congestion proximity）]：新しい SR LSP送信元/接続
先ノードがデマンド送信元/接続先ノードと異なる場合があることを指定しま
す。輻輳ポイントに近い送信元/接続先ノードが選択されます。

• [エンドノードの除外（Exclude end node）]：選択したノードは、SR LSPの送信
元/接続先ノードとして考慮されません。デフォルトは [なし（None）]です。こ
こで選択したノードは、[ミッドポイント動作モード（Midpoint operation mode）]
が [無効（Disabled）]に設定されていると無視されます。

• [LSPメトリック（LSPmetric）]：指定すると、ツールによって作成されたLSPの
メトリック値が、指定された値に設定されます。

• [除外されたエンドノードを回避（Avoid excluded end nodes）]：このオプションを
オンにした場合、指定したノードを新しく作成されたLSPに含めることはできま
せん。

• [LSPの再ルーティング（Rerouting LSPs）]

• [LSPを固定（FixLSPs）]：LSPルートを変更できるかどうかを制御します。この
制約は、輻輳を緩和するために既存のLSPを再ルーティングする場合に役立ちま
す。
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帯域幅の最適化

SR-TE帯域幅最適化操作ツールを実行するには、次の手順を実行します。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [SR LSP最適化（SR LSP optimization）] > [SR-TE帯域
幅最適化操作（SR-TE BW optimization operation）]の順に選択します。

または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [SR LSP最適化（SR LSP Optimization）]を選択して、ドロップダウンリス
トから [SR-TE帯域幅最適化操作（SR-TE BW optimization operation）]を選択してから、[起動
（Launch）]をクリックします。

ステップ 3 すべてのインターフェイスまたは選択したインターフェイスの帯域幅を最適化するかどうかを選択しま

す。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 インターフェイスの使用率しきい値とルーティングデマンドオプションを指定します。詳細について

は、「インターフェイス使用率しきい値, on page 405」および「デマンドの再ルーティング, on page 406」
を参照してください。

ステップ 6 （オプション）[更新されたLSPのタグ付け（Tag updated LSPs with）]フィールドで、LSPのタグ付け方
法のデフォルト（SRBWOpt）を上書きします。

ステップ 7 [次へ（Next）]をクリックします。

ステップ 8 制約を指定します。制約, on page 402を参照してください。

ステップ 9 [次へ（Next）]をクリックします。

ステップ 10 [ノードセグメントホップ（Node segment hop）]ドロップダウンリストと [インターフェイスセグメント
ホップ（Interface segment hop）]ドロップダウンリストから必要なセグメントホップ制約を選択し、[次
へ（Next）]をクリックします。

ステップ 11 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールす
るかを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行さ
れ、変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。

[アクション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オ
プションを使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。

Cisco Crosswork Planning Design 7.1ユーザーガイド
410

トラフィックエンジニアリングと最適化

帯域幅の最適化



• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engineprofiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。

[JobManager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニュー
から、[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにイ
ンポートして可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス,
on page 432を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュー

ルされたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 12 （オプション）新しいプランファイルに結果を表示する場合は、[結果の表示（Display results）]セクショ
ンで新しいプランファイルの名前を指定します。

前の手順での選択により、次のようになります。

•タスクをすぐに実行することを選択した場合、デフォルトでは、変更が最新のプランファイルに適
用されます。結果を新しいファイルに表示する場合は、[新しいプランファイルで結果を表示（Display
results in a new plan file）]チェックボックスをオンにして、新しいプランファイルの名前を入力しま
す。

•後で実行するようにタスクをスケジュールした場合、デフォルトでは、結果は Plan-file-1に表示さ
れます。必要に応じて、名前を更新します。

ステップ 13 [Submit]をクリックします。

さまざまな障害セットにおける輻輳の分析

指定された障害セット内の障害シナリオごとに1つずつ、複数の最適化を実行できます。これ
らの最適化の結果は、1つのレポートに集約されます。このようにして、さまざまな障害シナ
リオで輻輳を緩和するオプティマイザの機能を評価できます。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーから、次のいずれかのオプションを選択します。

• [アクション（Actions）] > [ツール（Tools）] > [SR LSP最適化（SR LSP optimization）] > [SR-TE帯域幅
最適化分析（SR-TE BW optimization analysis）]の順に選択します。
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または

• [プリセットワークフロー（Preset workflows）] > [最適化の実行（Perform optimization）]の順に選択
し、最適化タイプとして [SR LSP最適化（SR LSP Optimization）]を選択して、ドロップダウンリスト
から [SR-TE帯域幅最適化分析（SR-TE BW optimization analysis）]を選択してから、[起動（Launch）]
をクリックします。

ステップ 3 デフォルトでは、分析ツールに帯域幅最適化オプションが表示されます。必要に応じて、これらのオプショ
ンを設定します。詳細については、帯域幅の最適化, on page 410を参照してください。

ステップ 4 [次へ（Next）]をクリックして [詳細設定（Advanced Setting）]ページに移動します。[障害セット（Failure
set）]パネルをクリックします。

ステップ 5 オプティマイザで考慮する障害セット（回線、ノード、サイトなど）を選択します。

設計プランで使用できないエントリはグレー表示されます。

Figure 113: [障害セット（Failure Sets）]パネル

ステップ 6 （オプション）スレッドの最大数を指定します。

デフォルトでは、オプティマイザは、使用可能なコアに基づいて、この値を最適なスレッド数に設定しよ

うとします。

ステップ 7 [ノードセグメントホップ（Node segment hop）]ドロップダウンリストと [インターフェイスセグメント
ホップ（Interface segment hop）]ドロップダウンリストから必要なセグメントホップ制約を選択し、[次へ
（Next）]をクリックします。

ステップ 8 [実行設定（Run Settings）]ページで、タスクを今すぐ実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します。

• [今すぐ（Now）]：ジョブをすぐに実行するには、このオプションを選択します。ツールが実行され、
変更がネットワークモデルにすぐに適用されます。また、サマリーレポートが表示されます。[アク
ション（Actions）] > [レポート（Reports）] > [生成されたレポート（Generated reports）]オプション
を使用して、後でいつでもレポートにアクセスできます。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。次のオプションを設定します。
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• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。

ツールは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[Job
Manager]ウィンドウを使用して、いつでもジョブのステータスを追跡できます（メインメニューから、
[Job Manager]を選択）。ジョブが完了したら、出力プランファイルをユーザースペースにインポート
して可視化します。詳細については、JobManagerからの出力プランファイルへのアクセス, on page 432
を参照してください。

Note
ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

ステップ 9 [送信（Submit）]をクリックします。

これにより、シミュレーション分析が実行され、最適化レポートが作成されます。

帯域幅最適化レポート

基本的な最適化が完了すると、SR-TE帯域幅最適化ツールは、最適化による重要な変更を特定
するためのサマリーレポートを生成します。ツールは、LSPに「SRBWopt」のタグを付け、
「-SRBWopt」サフィックスを持つ新しいプランファイルを生成します。このプランファイル
が開き、これらの再ルーティングされた（および新しくタグ付けされた）LSPが表示されるよ
うにフィルタ処理された [LSP]テーブルが表示されます。このプランファイルを保存すると、
ネットワーク内で再設定するLSPを特定するプロセスが簡素化されます。タグと新しいプラン
ファイル名は、どちらも編集できます。

帯域幅最適化の実行後、オプティマイザは、次のサマリーレポートを作成します。

•使用率を超えたインターフェイスの数（最適化前と最適化後の両方）。

•最大使用率（最適化前と最適化後の両方）。

•再ルーティングされたデマンドの数。

•作成および再ルーティングされた LSPの数。

•平均セグメントリスト長。

•遅延境界違反の数（最適化前と最適化後の両方）。
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P A R T IV
レポート、ジョブ、アドオン、パッチファ

イル、および切り替えツールへのアクセス
•レポートへのアクセス（417ページ）
• View Jobs（429ページ）
•ファイル間での設定の更新（439ページ）
•パッチファイルの作成および使用（443ページ）
•ルートのエクスポート（447ページ）





第 25 章

レポートへのアクセス

Cisco Crosswork Planningでは、IP/MPLSトポロジおよび設定情報、デマンドルーティング、
LSPルーティング、または 2つのプランファイル間のトラフィックを比較するレポートを生成
できます。これらのレポートを使用して、次のことができます。

•アップグレードのプランニング：現在のネットワークに対してトポロジおよび設定の変更
を加える前後のプランファイルを比較します。たとえば、元のプランファイルを、回線や

ノードが追加またはアップグレードされた、提案された新しいプランと比較できます。

•輻輳の緩和：障害または計画的なメンテナンスによる輻輳を緩和するために設定に変更
（メトリックの変更、LSPの追加と再ルーティングなど）を加える前後のプランを比較し
ます。

•シミュレーションの検証：シミュレーションの精度を検証するために、あるプランでの障
害発生時のシミュレートされたトラフィックと、別のプランでの障害発生後の測定された

トラフィックを比較します。

•プランの監査：2つのプランファイル間の変更を確認します。

•デマンドとLSPの再ルーティングの特定：プランを比較して、インターフェイスメトリッ
クの変更やキャパシティのアップグレードなどの結果としてルーティングが変更されたデ

マンドまたは LSPを特定します。

プランファイルを比較すると、結果のレポートが自動的に開きます。後でこのレポートにアク

セスするには、[アクション（Actions）] > [レポート（Reports）]を選択します。

ここでは、次の内容について説明します。

•プラン比較レポート, on page 417
•トラフィック比較レポート, on page 426
•レポートの表示, on page 428

プラン比較レポート
比較レポートを使用すると、2つのプランファイル間でオブジェクトを比較して、次のことを
確認できます。
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•一方のプランに存在するが、もう一方のプランには存在しないオブジェクト。

•両方のプランに存在するオブジェクトと、異なるプロパティを持つオブジェクト（存在す
る場合）。

次の 4種類のプラン比較レポートを実行できます。

• IP/MPLSトポロジおよび設定：トポロジを記述するオブジェクト（ノード、回線、イン
ターフェイスなど）、設定されたオブジェクト（LSP、LSPパスなど）、および関連プロ
パティ（IGPメトリック、キャパシティなど）。比較されるプロパティの完全なリストに
ついては、Table 33:プラン比較レポート：IP/MPLSトポロジおよび設定 , on page 420を参
照してください。

•デマンドルーティング：デマンドパスと、ルーティングの変更を示すプロパティ（パス
長、最大遅延など）。比較されるプロパティの完全なリストについては、Table 34:プラン
比較レポート：デマンドルーティング , on page 424を参照してください。

• LSPルーティング：ルーティングの変更を示す LSPのプロパティ（TEパスメトリック、
シミュレートされたアクティブパスなど）。

•完全なプラン比較：内部シミュレーションキャッシングテーブルを除き、テーブルスキー
マに含まれるすべてのテーブルが比較されます。

プランファイル比較レポートの作成

プランファイル比較レポートを作成するには、次の手順を実行します。

Cisco Crosswork Planning Design 7.1ユーザーガイド
418

レポート、ジョブ、アドオン、パッチファイル、および切り替えツールへのアクセス

プランファイル比較レポートの作成



Procedure

ステップ 1 比較する 2つのプランファイルを開きます。詳細については、プランファイルを開く, on page 25を参照し
てください。

ステップ 2 これら2つのプランファイルのいずれかで、ツールバーから [アクション（Actions）]>[レポート（Reports）]
> [プランの比較（Compare plans）]の順に選択します。

ステップ 3 開いたプランと比較するプランファイルを選択します。

ステップ 4 生成する比較のタイプを選択します。

• [IP/MPLSトポロジおよび設定（IP/MPLS topology and configuration）]

• [デマンドルーティング（Demand routings）]

• [LSPルーティング（LSP routing）]

• [完全なプランファイル（Complete plan files）]

ステップ 5 差異のあるプロパティのみを表示するか、比較したすべてのプロパティを表示するかを選択します。

ステップ 6 [比較（Compare）]をクリックします。

レポート列

各CiscoCrossworkPlanningテーブルには、オブジェクトを一意に識別するキー列があります。
たとえば、[インターフェイス（Interfaces）]テーブルのキー列は [ノード（Node）]列と [イン
ターフェイス（Interface）]列であり、これらには、インターフェイスを含むノードの名前とイ
ンターフェイス自体の名前が示されます。プラン比較レポートでは、2つのオブジェクトのキー
列が一致する場合にのみ、あるプランのオブジェクトと別のプランのオブジェクトが特定され

ます。つまり、キー列は、オブジェクトが両方のプランに存在するか一方のプランにのみ存在

するかを決定します。

プラン比較レポートには、他に 3つのタイプの列が表示されます。Table 33:プラン比較レポー
ト：IP/MPLSトポロジおよび設定 , on page 420、Table 34:プラン比較レポート：デマンドルー
ティング , on page 424、およびTable 35:プラン比較レポート：LSPルーティング , on page 424に、
レポートされるプロパティとそれらに関連付けられた列タイプを示します。

•情報のみ（Info）：比較は行われません。レポートを実行しているプランファイル（プラ
ン 1）に関する情報がレポートされます。

•差異（Diff）：特定のプロパティが、2つのプランファイル間で一致するキー列を持つオ
ブジェクトごとに比較されます。オブジェクトは、プラン1（レポートを実行しているファ
イル）のみ、プラン 2（比較するプランファイル）のみ、またはプラン 1とプラン 2の両
方に属するものとして識別されます。オブジェクトが両方のプランファイルに存在するも

のの、異なるプロパティがある場合、[差異（Diff）]列に、差異があるときはT（true）、
差異がないときは F（false）と表示されます。
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差異は、開いているプランファイルの現在の状態に基づいています。たとえば、回線に障

害が発生した場合、デマンドルーティングは障害を回避してルーティングされるように変

更されます。

•サマリーの差異（Summ Diff）：これらは Cisco Crosswork Planningのテーブル内の列では
ありません。これらは、テーブル列に表されないテーブルオブジェクトの差異に応じて、

T（true）またはF（false）の値になります。たとえば、共通のLSPパスの設定がプラン間
で異なる場合、この差異は、[LSP]セクションにあるサマリーの差異の列に表示されます。
デマンドルーティングが異なる場合は、[デマンド（Demands）]セクションにあるサマリー
の差異の列に表示されます。

簡単に参照できるように、次の表では、タイプの順（[キー
（Key）]、[情報（Info）]、[差異（Diff）]、[サマリーの差異
（Summ Diff）]）を最優先に列を一覧表示しています。各列タイ
プ内のプロパティは、アルファベット順です。

Note

Table 33:プラン比較レポート：IP/MPLSトポロジおよび設定

サマリーの差異の説

明

比較列タイプ比較される列比較されるテー

ブル

キー[名前（Name）][インターフェ
イス

（Interfaces）]

キー[ノード（Node）]

情報（info）[リモートノード（Remote Node）]

差異（Diff）[アフィニティ（Affinities）]

差異（Diff）[領域（Area）]

差異（Diff）[容量（Capacity）]

差異（Diff）[回路（Circuit）]

差異（Diff）[説明（Description）]

差異（Diff）[FRR保護（FRR Protect）]

差異（Diff）[IGPメトリック（IGP Metric）]

差異（Diff）[IPアドレス（IP Address）]

差異（Diff）[PC最小帯域幅（PC Min BW）]

差異（Diff）[PC最小リンク（PC Min Links）]
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サマリーの差異の説

明

比較列タイプ比較される列比較されるテー

ブル

差異（Diff）[予約可能帯域幅（Resv BW）]

差異（Diff）[TEメトリック（TE Metric）]

キー[InterfaceA][回線
（Circuits）]

キー[InterfaceB]

キー[NodeA]

キー[NodeB]

情報（info）[名前（Name）]

差異（Diff）[アクティブ（Active）]

差異（Diff）[容量（Capacity）]

差異（Diff）[遅延（Delay）]

キー[名前（Name）][ノード
（Nodes）]

差異（Diff）[アクティブ（Active）]

差異（Diff）[AS]

差異（Diff）[BGP ID]

差異（Diff）[ECMP最大（ECMP Max）]

差異（Diff）[IPアドレス（IP Address）]

差異（Diff）[IP管理（IP Manage）]

差異（Diff）[モデル（Model）]

差異（Diff）[OS]

差異（Diff）[ベンダー（Vendor）]

キー[ノード（Node）]LSP

キー[ソース（Source）]

差異（Diff）[アクティブ（Active）]

差異（Diff）[接続先（Destination）]
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サマリーの差異の説

明

比較列タイプ比較される列比較されるテー

ブル

差異（Diff）[除外（Exclude）]

差異（Diff）[FRRリンク保護（FRR Link Protect）]

差異（Diff）[保持優先順位（Hold Pri）]

差異（Diff）[ホップリミット（Hop Limit）]

差異（Diff）[含める（Include）]

差異（Diff）[いずれかを含める（Include Any）]

差異（Diff）[ロードシェアリング（Load Share）]

差異（Diff）[メトリック（Metric）]

差異（Diff）[メトリックタイプ（Metric Type）]

差異（Diff）[セットアップ帯域幅（Setup BW）]

差異（Diff）[セットアップ優先順位（Setup Pri）]

差異（Diff）[未解決の接続先（Unresolved Destination）]

この LSPの [LSPパス
（LSPPaths）]テーブ
ルに差異がある場合

は T（true）。2つの
LSPの名前付きパス
ホップまたは LSPパ
スに差異がある場

合、これらの差異

は、この列に伝達さ

れます。

[サマリーの差異（SummDiff）][LSPパスの差異（LSPs Path Diff）]

キー[ノード（Node）][LSPパス（LSP
Paths）]

キー[パスオプション（Path Option）]

キー[ソース（Source）]

差異（Diff）[除外（Exclude）]

差異（Diff）[保持優先順位（Hold Pri）]

差異（Diff）[ホップリミット（Hop Limit）]
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サマリーの差異の説

明

比較列タイプ比較される列比較されるテー

ブル

差異（Diff）[含める（Include）]

差異（Diff）[いずれかを含める（Include Any）]

差異（Diff）[パス名（Path Name）]

差異（Diff）[セットアップ帯域幅（Setup BW）]

差異（Diff）[セットアップ優先順位（Setup Pri）]

差異（Diff）[スタンバイ（Standby）]

このLSPパスの [名前
付きパス（Named
Paths）]テーブルに差
異がある場合は T
（true）。

[サマリーの差異（SummDiff）][名前付きパスの差異（Named Path Diff）]

キー[アクティブ（Active）][名前付きパス
（Named
Paths）]

キー[名前（Name）]

キー[ソース（Source）]

この名前付き LSPパ
スの [名前付きパス
ホップ（Named Path
Hops）]テーブルに差
異がある場合は T
（true）。

[サマリーの差異（SummDiff）][名前付きパスホップの差異（NamedPathHops
Diff）]

キー[名前（Name）]名前付きパス

ホップ名前付き

パスホップ

（Named Path
Hops）]

キー[ソース（Source）]

キー[ステップ（Step）]

差異（Diff）[インターフェイス（Interface）]

差異（Diff）[IPアドレス（IP Address）]
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サマリーの差異の説

明

比較列タイプ比較される列比較されるテー

ブル

差異（Diff）[ノード（Node）]

差異（Diff）[タイプ（Type）]

差異（Diff）[未解決のホップ（Unresolved Hop）]

Table 34:プラン比較レポート：デマンドルーティング

サマリーの差異の説明比較列タイプ比較される列比較されるテーブ

ル

キー[接続先（Destination）]デマンド

キー[名前（Name）]

キー[サービスクラス（ServiceClass）]

キー[ソース（Source）]

情報（info）[接続先サイト（DestinationSite）]

情報（info）[送信元サイト（Source Site）]

差異（Diff）[アクティブ（Active）]

差異（Diff）[ECMP最小 %（ECMP Min %）]

差異（Diff）[最大遅延（Max Latency）]

差異（Diff）[パスメトリック（Path Metric）]

デマンドのルーティングに差

異がある場合は T（true）。
[サマリーの差異（SummDiff）][パスの差異（Path Diff）]

Table 35:プラン比較レポート：LSPルーティング

サマリーの差異の説明比較列タイプ比較される列比較される

テーブル

キー[名前（Name）]LSP

キー[ソース（Source）]

差異（Diff）[アクティブパスシミュレーション（Active
Path Sim）]

差異（Diff）[接続先（Destination）]
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サマリーの差異の説明比較列タイプ比較される列比較される

テーブル

差異（Diff）[ルーテッド（Routed）]

差異（Diff）[最短TEパス（Shortest TE Path）]

差異（Diff）[TEパスメトリック（TE Path Metric）]

実際の LSPパスのルーティ
ングに差異がある場合は T
（true）。

[サマリーの差異（Summ
Diff）]

[実際のパスの差異（Actual Path Diff）]

LSPのルーティングに差異が
ある場合は T（true）。

[サマリーの差異（Summ
Diff）]

[シミュレートされたパスの差異（Simulated
Path Diff）]

レポートセクション

[サマリー（Summary）]セクションには、各プランファイルのオブジェクトの数、両方のプラ
ンファイルのオブジェクトの数、およびプロパティに違いがあるオブジェクトの数が表示され

ます（Figure 114:プラン比較レポートサマリーの例, on page 426）。

例：ノードA、B、Cはプラン 1に、ノードB、C、Dはプラン 2にそれぞれ含まれます。ノー
ド Bとノード Cには一致するキー列があります。それらのノード Bのプロパティは同じです
が、それらのノード Cの IPアドレスは異なります。そのため、[サマリー（Summary）]セク
ションでは、[両方のプラン（InBothPlans）]列には2と表示され、[異なるプロパティ（Different
Properties）]列には 1と表示されます。

1つのプランファイルにのみ表示されるオブジェクトごとに個別のセクションが生成され、プ
ロパティ間に違いがある場合は、それらの違いを示すセクションが生成されます。そのため、

比較テーブルごとに 1～ 3つのセクションが生成される可能性があります。1つはプラン 1に
のみ表示されるオブジェクトのもの、1つはプラン 2にのみ表示されるオブジェクトのもの、
1つは両方のプランファイルに存在するオブジェクトを一覧表示する（それらの違いが [true]
または [false]で示される）ものです。
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Figure 114:プラン比較レポートサマリーの例

[サマリー（Summary）]以外に表示されるレポートのセクションと列（プロパティ）は、レ
ポート生成時に選択したオプションによって異なります。

•違いがあるプロパティのみの表示を選択した場合は、プロパティに違いがある列のみがレ
ポートに表示されます。1つの値だけが異なる場合は、すべてのオブジェクト（プロパティ
が異なるオブジェクトだけでなく）が一覧表示されます。

•比較されたすべてのプロパティの表示を選択した場合は、2つのプランファイルに違いが
あるかどうかに関係なく、比較されたすべてのプロパティがレポートに表示されます。

トラフィック比較レポート
トラフィック比較レポートは、1つのプラン内、または 2つのプランファイル間のトラフィッ
ク値を比較します。一度に 1つのオブジェクト（ノード、インターフェイス、回線、デマン
ド、LSP、マルチキャストフロー、およびフロー）のトラフィックを比較できます。各オブジェ
クトには、選択できるさまざまな比較セットがあります。たとえば、インターフェイストラ

フィックとキャパシティを比較したり、LSPトラフィックとセットアップ帯域幅を比較するこ
とができます。もう1つの例は、障害が発生する前にプランファイルでシミュレートされたイ
ンターフェイストラフィックを、障害が発生したプランファイルの測定されたインターフェイ

ストラフィックと比較することです。このような比較により、どのインターフェイスが最も大

きな違いを示しているかを判断できます。
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比較されるプランファイルごとに、現在のトラフィックレベルと、選択されたサービスクラス

またはキューのいずれかが使用されます。それらはプランごとに異なる場合があります。

[サマリー（Summary）]セクションには、比較対象の大まかなサマリーが表示されます。さら
に、選択されたオブジェクトおよびトラフィックの列に差異のセクションが生成され、それに

応じた名前が付けられます。

トラフィック比較レポートの作成

トラフィック比較レポートを作成するには、次の手順を実行します。

Procedure

ステップ 1 開いているプランファイルのトラフィックを別のプランファイルと比較するには、別のプランファイルを
開きます。
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ステップ 2 ツールバーから、[アクション（Actions）] > [レポート（Reports）] > [トラフィックの比較（Compare traffic）]
の順に選択します。現在開いているプランファイルは、表示される [トラフィックの比較（CompareTraffic）]
ウィンドウで [プラン 1（Plan 1）]として識別されます。

ステップ 3 [トラフィックの比較対象（Compare traffic on）]ドロップダウンリストから、トラフィックを比較するオブ
ジェクトタイプ（インターフェイス、回線、ノードなど）を選択します。

ステップ 4 比較する現在のプランのトラフィック列を選択します。

ステップ 5 プランファイル 2を変更するには、[プランファイル2（Plan file 2）]ドロップダウンから別のプランファイ
ルを選択します。

ステップ 6 プラン 2の比較するトラフィック列を選択します。

ステップ 7 [比較（Compare）]をクリックします。

レポートの表示
レポートは、生成されると自動的に開きます。そこから、レポートのさまざまなセクションを

確認できます。

レポートを閉じた後に表示するには、ツールバーから [アクション（Actions）] > [レポート
（Reports）] > [生成されたレポート（Generated reports）]の順に選択します。そのネットワー
クモデルで生成されたすべてのレポートが表示され、1つのレポートウィンドウから選択でき
ます。

後で使用するためにこれらのレポートを保存する場合は、ネットワークモデルを保存する必要

があります（[アクション（Actions）] > [ファイル（File）] > [保存（Save）]または [名前を付
けて保存（Save as）]を使用）。ただし、レポートを再実行すると、レポートが上書きされま
す。
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第 26 章

View Jobs

ここでは、次の内容について説明します。

• Job Manager, on page 429
•ジョブ詳細の表示, on page 430
• Job Managerからの出力プランファイルへのアクセス, on page 432
• CLIを使用したツールまたはイニシャライザの実行, on page 433
•外部スクリプトの実行, on page 435

Job Manager
Cisco Crosswork Planningでは、ツールおよびイニシャライザを、バックグラウンドジョブ（非
同期ジョブとも呼ばれる）として動作するようにスケジュールできます。これらのジョブは、

展開時に設定された設計エンジンインスタンス上で、バックグラウンドで実行されます。[Job
Manager]ページには、これらのジョブの詳細情報が表示されます。

バックグラウンドジョブを使用すると、次のことができます。

•優先順位を送信前に設定する

•必要な時間に動作するようにスケジュールする

• [実行中（Running）]状態に移行する前にキャンセルする

[Job Manager]ページには、CLIおよびカスタムスクリプトを使用してジョブを実行するオプ
ションもあります。詳細については、CLIを使用したツールまたはイニシャライザの実行, on
page 433および外部スクリプトの実行, on page 435を参照してください。

Job Managerのユーザーロール権限
[Job Manager]ページでは、次の操作を実行できます。

•すべてのユーザーが、他のユーザーが送信したジョブを表示できます。

•すべてのユーザーが、他のユーザーが送信したジョブの結果を表示できます。

•すべてのユーザーが、自分が送信したジョブのみをキャンセル（中断）できます。
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•管理者ユーザーのみが、任意のユーザーが送信したジョブをキャンセル（中断）できま
す。

ジョブ詳細の表示
送信されたバックグラウンドジョブの詳細を表示するには、次の手順を実行します。

Procedure

ステップ 1 メインメニューから [Job Manager]を選択します。

[Job Manager]ページが開き、バックグラウンドジョブとして送信されたすべてのジョブのリストが表示さ
れます。

Figure 115: [Job Manager]ページ

ジョブは作成時刻の降順で表示され、最新のジョブが最初に表示されます。テーブル内のデータをソート

するには、列の見出しをクリックします。もう一度列の見出しをクリックすると、ソートの昇順と降順が

切り替わります。

列を表示したり非表示にするには、 をクリックします。表示する列のチェックボックスをオンにし、非

表示にするオブジェクトのチェックボックスをオフにします。

各列の上部にあるフローティングフィルタの表示を切り替えるには、 を使用します。このフィルタを使

用すると、テーブル内の 1つ以上の列にフィルタ条件を設定できます。すべてのフィルタをクリアするに
は、テーブルの上に表示される [フィルタ（Filters）]フィールドの [X]アイコンをクリックします。

ステップ 2 [ステータス（Status）]列に、状態のタイプ（[完了（Completed）]、[スケジュール済み（Scheduled）]、
[キュー済み（Queued）]、[実行中（Running）]、[失敗（Failed）]、[中断（Aborted）]）が表示されます。
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失敗したジョブの場合に詳細を確認するには、エラーの横にある をクリックします。すべての列の詳

細については、Table 36: Job Manager列の詳細, on page 431を参照してください。

ステップ 3 [出力ファイル（Output file）]列に、ジョブが正常に完了した後に生成される tarファイルが一覧されま
す。出力ファイルの名前をクリックして、出力プランファイルの詳細を表示します。このプランファイル

をダウンロードするか、ユーザースペースにインポートできます。詳細については、「JobManagerからの
出力プランファイルへのアクセス, on page 432」を参照してください。

ステップ 4 [アクション（Actions）]列で > [詳細の表示（View details）]の順にクリックして、送信されたジョブ
の詳細の包括的サマリーを表示します。

ジョブの状態が [スケジュール済み（Scheduled）]、[キュー済み（Queued）]、または [実行中（Running）]
の場合は、[アクション（Actions）]の > [キャンセル（Cancel）]を使用してジョブを中断できます。

Table 36: Job Manager列の詳細

[説明（Description）]列

送信されたバックグラウンドジョブのステータスを示します。表示

されるステータスタイプは、[完了（Completed）]、[スケジュール
済み（Scheduled）]、[キュー済み（Queued）]、[実行中
（Running）]、[失敗（Failed）]、および [中断（Aborted）]です。

[ステータス（Status）]

ジョブのタイプを示します。

ジョブの送信元によって、表示が異なります。

• [ネットワーク設計（Network Design）]ページのツールまたは
イニシャライザの場合は、[ジョブ（Job）]列に「Design:
Tool/initializer name」と表示されます。

•アドオンを追加すると、[ジョブ（Job）]列に「アドオン：ア
ドオン名」が表示されます

• [JobManager]ページの[CLIの使用（UsingCLI）]オプションの
場合は、[ジョブ（Job）]列に「Cli: Tool/initializer name」と表
示されます。

• [Job Manager]ページの [スクリプトの使用（Using Script）]オ
プションの場合は、[ジョブ（Job）]列に「User-Script」と表示
されます。

[ジョブ（Job）]

ジョブ IDを示します。ジョブをバックグラウンドジョブとして送
信する場合、ジョブ IDが作成され、それがこの列に表示されます。

[ID]

ジョブが送信されたネットワークモデルを示します。[ネットワークモデル
（Network model）]
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[説明（Description）]列

ジョブの優先順位を示します。ジョブをバックグラウンドジョブと

して送信する場合、優先順位を割り当てることができ、それがこの

列に表示されます。使用可能なオプションは、[高（High）]、[中
（Medium）]、および [低（Low）]です。

[プライオリティ
（Priority）]

ジョブの送信中に使用される設定オプションを示します。このカラ

ムは、デフォルトではオフになっています。

[オプション（Options）]

ジョブが正常に完了した後に生成されるファイルを示します。更新

されたネットワークモデルにアクセスするには、このファイルをク

リックします。

[出力ファイル（Output
file）]

ジョブが送信されたタイムスタンプを示します。[送信時刻（Submission
time）]

ジョブの実行が開始されたタイムスタンプを示します。[開始時刻（Start time）]

ジョブの実行が正常に完了したタイムスタンプを示します。[終了時間（End time）]

ジョブの実行に使用されるエンジンの名前を示します。[エンジンホスト名
（Engine host name）]

ジョブを開始するようにスケジュールされたタイムスタンプを示し

ます。このカラムは、デフォルトではオフになっています。

[スケジュール
（Schedule）]

ジョブを送信したシステムまたはユーザーの名前を示します。スケ

ジュールされたジョブの場合、ジョブはスケジュールされた時刻に

システムによって送信されるため、この列には「system」と表示さ
れます。他のすべてのジョブについては、[送信者（Submittedby）]
列と [作成者（Created by）]列に同じ情報が表示されます。このカ
ラムは、デフォルトではオフになっています。

[送信者（Submitted by）]

ジョブを送信したユーザーを示します。このカラムは、デフォルト

ではオフになっています。

[作成者（Created by）]

この列の > [詳細の表示（View details）]オプションを使用する
と、送信されたジョブの包括的サマリーが表示されます。ジョブの

状態が [スケジュール済み（Scheduled）]、[キュー済み（Queued）]、
または [実行中（Running）]の場合は、 > [キャンセル（Cancel）]
を使用してジョブを中断することもできます。

[アクション（Actions）]

Job Managerからの出力プランファイルへのアクセス
[Job Manager]ページから出力プランファイルにアクセスするには、次の手順を実行します。
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Procedure

ステップ 1 メインメニューから [Job Manager]を選択します。

[JobManager]ページを開くと、すべてのバックグラウンドジョブが表示されます。[出力ファイル（Output
file）]列に、ジョブが正常に完了した後に生成される .tarファイルが一覧されます。

ステップ 2 完全な出力結果をダウンロードするには、[ ]、[アクション（Actions）]列の [ダウンロード（Download）]
の順に選択します。

tarファイルが、ローカルのマシンにダウンロードされます。ファイルを抽出し、必要なプランファイルを
ユーザースペースにインポートします。詳細については、「ローカルマシンからのプランファイルのイン

ポート, on page 22」を参照してください。

ステップ 3 出力プランファイルをユーザースペースにインポートする：

a) 出力ファイル名をクリックします。

[抽出された結果（Extracted result）]ページが開き、すべての出力ファイルとログが表示されます。

b) 出力プランファイルを見つけて、[ ] > [ユーザースペースにエクスポート（Export to userspace）]の
順に選択します。

プランファイルがユーザースペースにインポートされ、可視化されます。

ステップ 4 ローカルのマシンにファイルをダウンロードする：

a) 出力ファイル名をクリックします。

[抽出された結果（Extracted result）]ページが開き、すべての出力ファイルとログが表示されます。

b) 必要なファイル名を探し、[ ]、[ダウンロード（Download）]の順に選択します。
選択したファイルが、ローカルのマシンにダウンロードされます。

CLIを使用したツールまたはイニシャライザの実行
[ネットワーク設計（NetworkDesign）]ページからのツールとイニシャライザの実行に加えて、
Cisco Crosswork Planningでは、CLIを使用してそれらを実行できます。

CLIを使用してツールまたはイニシャライザを実行するには、次の手順を実行します。

Procedure

ステップ 1 メインメニューから [Job Manager]を選択します。

[Job Manager]ページが開き、バックグラウンドジョブとして送信されたすべてのジョブのリストが表示さ
れます。
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ステップ 2 > [CLIの使用（Using CLI）]の順にクリックします。

使用可能なすべてのツールおよびイニシャライザのリストが表示されます。

ステップ 3 必要なツールまたはイニシャライザを選択し、[次へ（Next）]をクリックします。

使用可能なすべてのネットワークモデルのリストが表示されます。

ステップ 4 ツールまたはイニシャライザを実行するネットワークモデルを選択し、[次へ（Next）]をクリックします。

選択できるネットワークモデルの数は、前の手順で選択したツールまたはイニシャライザによって異なり

ます。許容数を超えると、上部にエラーメッセージが表示されます。

ステップ 5 テキストフィールドに入力設定オプションを入力し、[次へ（Next）]をクリックします。

これに関するヘルプについては、[使用方法のヘルプ（Usage Help）]をクリックします。[使用方法のヘル
プ（Usage Help）]ページには、特定のツールまたはイニシャライザで使用できる設定パラメータの詳細情
報が表示されます。また、構文、必須の設定オプション、任意の設定オプション、およびコマンドの例も

示されます。

Note
任意のオプションのみを入力できます。ツール名と必須のオプションを入力する必要はありません。

このページでは、ツールまたはイニシャライザや、出力ファイルの名前を更新することもできます。

•ツールまたはイニシャライザを変更するには、すでに選択したツール名の横にある [編集（Edit）]を
クリックします。

•出力ファイルの名前を更新するには、[出力ファイル（Output file）]フィールドに新しい名前を入力し
ます。デフォルトでは、「tool_out.txt」がファイル名として使用されます。

ステップ 6 [実行設定（Run Settings）]ページで、タスクをすぐに実行するか、後で実行するようにスケジュールする
かを選択します。次の [実行（Execute）]オプションから選択します：

• [今すぐ（Now）]：ツール/イニシャライザをすぐに実行するには、選択したエンジンプロファイルを
使用してこのオプションを選択します。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。ツールは、スケジュールされた時刻に、選択したエンジンプロ

ファイルを使用して実行されます。
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選択内容に基づいて、次のオプションを設定します：

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。この
セクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。このオプションは、スケジュー
ルされた仕事のみに利用可能です。

ステップ 7 [JobManager]ページでジョブのステータスを追跡します。[ジョブ（Job）]列では、ジョブ名の前に「Cli:」
が付きます。ジョブが完了したら、出力プランファイルをユーザースペースにインポートして可視化しま

す。詳細については、Job Managerからの出力プランファイルへのアクセス, on page 432を参照してくださ
い。

外部スクリプトの実行
Cisco Crosswork Planningでは、OPM Pythonライブラリ（以前の OPM API）と設計 RPC Python
ライブラリ（以前の設計 RPC API）がスクリプトによってサポートされています。これらの
APIを使用して作成された、カスタマイズされたスクリプトをアップロードできます。スクリ
プトを使用して CLIツールを実行することもできます。

OPM Pythonライブラリは、ネットワークモデルを操作するための強力な Python APIを提供し
ます。これにより、デバイス固有のプロパティを気にすることなくネットワーク上で操作でき

ます。基になるルータが別のベンダーのルータに置き換えられても、API呼び出しはまったく
同じままです。

Pythonスクリプトのサンプルについては、例：外部スクリプトの実行, on page436を参照してく
ださい。

外部スクリプトを実行するには、次の手順を実行します。

Procedure

ステップ 1 メインメニューから [Job Manager]を選択します。

[Job Manager]ページが開き、バックグラウンドジョブとして送信されたすべてのジョブのリストが表示さ
れます。

ステップ 2 > [スクリプトの使用（Using script）]の順にクリックします。

ユーザースペースで使用可能なスクリプトのリストが表示されます。

ステップ 3 必要なスクリプトを選択し、[次へ（Next）]をクリックして続行します。
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必要なスクリプトがリストにない場合は、[スクリプトのアップロード（Upload script）]オプションを使用
してスクリプトをアップロードします。スクリプト名が [使用可能なスクリプト（Available Scripts）]の下
に表示されます。スクリプトファイルは、[ネットワークモデル（NetworkModels）] > [マイユーザースペー
ス（My user space）] > [すべてのファイル（All files）]セクションでも確認できます。

ステップ 4 スクリプトを実行するネットワークモデルを選択し、[次へ（Next）]をクリックします。

ステップ 5 次の形式を使用してテキストフィールドに入力設定オプションを入力し、[次へ（Next）]をクリックしま
す。

script_name arg1 arg2

必要に応じて、[編集（Edit）]ボタンを使用してスクリプトファイルを変更します。

ステップ 6 [実行設定（Run Settings）]ページで、タスクをすぐに実行するか、後で実行するようにスケジュールする
かを選択します。ジョブの優先順位を設定することもできます。次の [実行（Execute）]オプションから選
択します。

• [今すぐ（Now）]：スクリプトを今すぐ実行するには、このオプションを選択します。

• [スケジュールされたジョブとして（As a scheduled job）]：タスクを非同期ジョブとして実行するに
は、このオプションを選択します。このオプションを選択した場合は、スクリプトを実行する時間を

設定します。スクリプトは、スケジュールされた時間に実行されます。

ステップ 7 [Job Manager]ページでジョブのステータスを追跡します。[ジョブ（Job）]列には、スクリプトジョブの
「ユーザースクリプト」が表示されます。ジョブが完了したら、出力プランファイルをユーザースペース

にインポートして可視化します。詳細については、Job Managerからの出力プランファイルへのアクセス,
on page 432を参照してください。

例：外部スクリプトの実行

この例では、Cisco Crosswork Planningで外部スクリプトを使用する方法について説明します。
サンプルのPythonスクリプト（ext_exe_eg.py）は、ネットワーク内のすべてのインターフェイ
スに「私の IGPメトリックは<value>（My IGPmetric is <value>）」という説明を付加します。

ext_exe_eg.pyの内容：
import sys
from com.cisco.wae.opm.network import Network

src = sys.argv[1]
dest = sys.argv[2]

srcNet = Network(src)

for node in srcNet.model.nodes:
cnt = 1
for iface in node.interfaces:

iface.description = 'My IGP metric is ' + str(iface.igp_metric)
cnt = cnt + 1

srcNet.write(dest)
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このスクリプトをアップロードし、外部スクリプトの実行（435ページ）に記載され
ている手順でそれを Job Managerから実行します。次のコマンドを使用します。
ext_exe_eg.py input-plan.pln out-plan.pln

ジョブが正常に完了したら、[JobManager]ページから出力ファイル（.tarファイル）を
ダウンロードして解凍し、更新されたプランファイルをユーザースペースにインポー

トしてアクセスします。
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第 27 章

ファイル間での設定の更新

Cisco Crosswork Planningでは、現在動作中のネットワークのトポロジ、ルーティング、および
使用率をモデル化できます。また、そのネットワークに対する変更を調査することもできま

す。たとえば、インターフェイスメトリックが変更されたり、新しいルーティング設定を取得

するために明示的な LSPルーティングが変更されたりする場合ができます。

切り替えツールを使用すると、ネットワークを初期設定から事前に指定された最終設定に安全

に移行させるために、ルーティング設定の変更を段階的に実行できます。Cisco Crosswork
Planningは、これらの変更の順序を選択して、中間設定中にネットワーク内の輻輳ができるだ
け少なくなるようにします。これにより、この輻輳が続く中間手順が可能な限り削減されま

す。

初期プランと最終プランの間では、次の特定の設定変更のみが許可されます。

•インターフェイスメトリックの変更

• LSP設定の変更

•アクティブ状態から非アクティブ状態へ（およびその逆）の回線とノードの変更

切り替えシーケンスの個々の手順は、次のいずれかで構成されます。

•特定のインターフェイスでの単一のメトリック変更

•特定のノードを送信元とするすべての LSPでの LSP設定の変更

•特定の回線またはノードのアクティブ化または非アクティブ化

ここでは、次の内容について説明します。

•切り替えツールの実行, on page 439
•レポートの分析, on page 441

切り替えツールの実行
切り替えツールを実行するには、次の手順を実行します。
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Procedure

ステップ 1 初期プランファイルと最終プランファイルの両方を開き（プランファイルを開く, on page 25を参照）、表
示する目的のプランを選択します。

ステップ 2 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [切り替え（Changeover）]の順に選択しま
す。

Figure 116:切り替えオプション

ステップ 3 使用する切り替えオプションを決定します。フィールドの説明については、Table 37:切り替えオプション
, on page 441を参照してください。

ステップ 4 [次へ（Next）]をクリックします。

ステップ 5 [実行設定（Run Settings）]ページの [実行（Execute）]で、次のいずれかのオプションを選択します。

• [今すぐ（Now）]：ツールをすぐに実行するには、このオプションを選択します。完了すると、結果の
レポートが自動的に開きます。

• [スケジュールされたジョブとして（As a scheduled job）]：スケジュールされた時刻にツールを実行す
るには、このオプションを選択します。次のオプションを設定します。

• [優先順位（Priority）]：タスクの優先順位を選択します。

• [エンジンプロファイル（Engine profiles）]：要件に応じてエンジンプロファイルを選択します。
このセクションは、全ての利用可能な非同期エンジンプロファイルを表示します。

• [スケジュール（Schedule）]：ツールを実行したい時間に設定します。このオプションは、スケ
ジュールされた仕事のみに利用可能です。

ジョブは、スケジュールされた時刻に、選択したエンジンプロファイルを使用して実行されます。[ジョ
ブマネージャ（Job Manager）]ページ（メインメニューから [ジョブマネージャ（Job Manager）]を
選択）からジョブのステータスを追跡できます。

Note
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ジョブをスケジュールする前に、必ず、プランファイルを保存してください。ツールをスケジュール

されたジョブとして実行する場合、プランファイルの保存されていない変更は考慮されません。

Table 37:切り替えオプション

[説明（Description）]フィールド

開いているプランファイルから選択された初期プランの名前。[初期プラン（Initial plan）]

開いているプランファイルから選択された最終プランの名前。[最終プラン（Final plan）]

切り替えツールは、シーケンス内のすべてのステップについて、最大インター

フェイス使用率レベルをモニターします。使用率は、このトラフィックレベル

を使用して計算されます。

トラフィックレベル

切り替えシーケンス中の任意のステップにおける任意のインターフェイスでの

最大許容使用率のパーセンテージ。切り替えツールは、使用率をこのレベル未

満に維持しようとしますが、常に可能であるとは限りません。たとえば、新し

いECMPパスを配置する必要がある場合、シーケンスの最後の数ステップで使
用率が急増することがよくあります。Cisco Crosswork Planningは、使用率の高
いステップの数を最小化しようとします。

[許容使用率（%）（Acceptable
utilization (%)）]

切り替えツールを使用すると、インターフェイスメトリックの変更をステップ

にグループ化できます。次のオプションの中から選択できます。

• [なし（None）]：各インターフェイスメトリックの変更が 1つのステップ
として扱われます。

• [並列（Parallel）]：並列インターフェイスが 1つのステップにグループ化
されます。

• [送信元ノード（Source Node）]：最大使用率に影響がない場合、同じノー
ドから送信されるインターフェイスが 1つのステップにグループ化されま
す。

[インターフェイスメトリックステッ
プのグループ化（Group interface
metric steps）]

LSPステップを送信元ノード別にグループ化するかどうかを指定します。[送信元ノード別のLSPステップのグ
ループ化（Group LSP steps by source
node）]

レポートの分析
切り替えによって作成されたレポートにアクセスするには、[アクション（Actions）] > [レポー
ト（Reports）] > [生成されたレポート（Generated reports）]の順に選択し、右側のパネルから
[切り替え（Changeover）]リンクをクリックします。
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切り替えにより、次のセクションを含むレポートが作成されます。

• [サマリー（Summary）]：このタブには、切り替えの実行に使用されるオプションのリス
トが含まれています。また、初期プランと最終プランの違い、実行された手順の数、およ

び使用率が許容可能な使用率を超える中間設定になった手順の数のサマリーも含まれま

す。

• [手順（Steps）]：このタブには、切り替えツールの実行中に各手順で実行されるアクショ
ンの詳細情報が含まれます。

• [使用率（Utilizations）]：このタブには、切り替えシーケンスの各手順について、ネット
ワークに含まれるすべてのインターフェイスに関するすべての使用率が含まれます。
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第 28 章

パッチファイルの作成および使用

パッチファイルは、プランファイル間の差異をコンパクトに表す方法です。これらの差異

（「パッチ」）は、他のプランファイルに適用したり、ネットワークに展開することができま

す。

パッチを作成、適用、表示、および編集するには、ツールバーから、[アクション（Actions）]
> [ツール（Tools）] > [パッチ（Patches）]の順に選択します。

Cisco Crosswork Planningの一般的なユースケースは、展開用のプランファイルを作成すること
です。これを行うための、考えられる 1つのワークフローは、次のとおりです。

1. CiscoCrosswork PlanningのUIからプランファイルを開きます（プランファイルを開く（25
ページ）を参照）。

2. > [コピーの作成（Makea copy）]オプションを使用してプランファイルを複製します。

3. 複製されたプランファイルで、必要に応じて LSPに変更を加えます。

4. 両方のプランファイルを開き、パッチファイルを作成します（[アクション（Actions）] >
[ツール（Tools）] > [パッチ（Patches）] > [パッチの作成（Create patch）]）。

5. パッチファイルをネットワークに展開します（[アクション（Actions）]> [ツール（Tools）]
> [パッチ（Patches）] > [パッチの適用（Apply patch）]）。

ここでは、次の内容について説明します。

•パッチファイルの作成, on page 443
•パッチファイルの適用, on page 445
•パッチファイルの表示または編集, on page 445

パッチファイルの作成
作成されたパッチは、[適用前ファイル（From file）]フィールドで特定されるプランファイル
から [適用後ファイル（To file）]フィールドで特定されるプランファイルへの変更方法を特定
します。これらのパッチファイルには、Cisco Crosswork Planning YANGモデルでサポートされ
ている新しいオブジェクト、変更されたオブジェクト、および削除されたオブジェクトの差異

のみが含まれます。
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例：

•適用前ファイル iosnet.txtに 33の LSPが含まれており、適用後ファイル atlantic.txtに 23の
LSPが含まれている場合、パッチファイルは、プラン atlantic.txtを作成するためにプラン
iosnet.txtから削除する 10の LSPを特定します。

•適用前ファイル iosnet.txtに 10の LSPが含まれており、適用後ファイル atlantic.txtに 15の
LSPが含まれている場合、パッチファイルは、プラン atlantic.txtを作成するためにプラン
iosnet.txtに追加する 5つの LSPを特定します。

•両方のプランファイルに同じ LSPが含まれているものの、適用前ファイル iosnet.txtでは
LSPの SetupBWプロパティが 100であるのに対し、適用後ファイル atlantic.txtでは設定さ
れていない場合、パッチファイルは、プラン atlantic.txtと一致するようにプラン iosnet.txt
でこの LSPの SetupBWプロパティを変更する必要性を特定します。

Procedure

ステップ 1 パッチファイルの作成に使用する 2つのプランファイルを開きます。詳細については、プランファイルを
開く, on page 25を参照してください。

ステップ 2 適用後ファイルとして使用されるプランファイル（パッチファイルを使用して実現するプランファイル）
で、ツールバーから [アクション（Actions）] > [ツール（Tools）] > [パッチ（Patches）] > [パッチの作成
（Create patch）]の順に選択します。

ステップ 3 [適用前ファイル（From file）]ドロップダウンリストから、[適用後ファイル（To File）]フィールドで指定
されたプランファイルを実現するために必要な変更を決定するプランファイルを選択します。

ステップ 4 デフォルトのパッチファイル名は、適用前プランファイルの名前と適用後プランファイルの名前を組み合
わせたものです。必要に応じて、ファイル名を変更してください。拡張子は .plpである必要があります。
パッチファイルを上書きする場合を除き、パッチファイル名は、そのロケーションで一意である必要があ

ります。

ステップ 5 [作成（Create）]をクリックします。
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パッチファイルが正常に作成されます。パッチファイルを編集するには、[パッチの編集（Edit patch）]ボ
タンを使用します。ローカルマシンにファイルをダウンロードするには、[ダウンロード（Download）]ボ
タンを使用します。

生成されたパッチファイルは、[ネットワークモデル（NetworkModels）]> [ユーザースペース（User space）]
> [その他のファイル（Other files）]に保存されます。パッチファイルを表示、ダウンロード、または削除
したり、その詳細を確認するには、[アクション（Actions）]列の下にある ボタンを使用します。

パッチファイルの適用
プランファイルにパッチファイルを適用するには、次の手順を実行します。

Procedure

ステップ 1 [ネットワーク設計（NetworkDesign）]ページでプランファイルを開きます。詳細については、プランファ
イルを開く, on page 25を参照してください。

ステップ 2 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [パッチ（Patches）] > [パッチの適用（Apply
patch）]の順に選択します。

ステップ 3 [参照（Browse）]をクリックして、パッチファイルが存在する場所を参照します。次のオプションから選
択します。

• [ユーザースペースから（From user space）]：ユーザースペースに保存されているパッチファイルを選
択するには、このオプションを選択します。

• [ローカルから（From local）]：ローカルシステムに保存されているパッチファイルを選択するには、
このオプションを選択します。[参照（Browse）]をクリックし、ローカルシステムにあるパッチファ
イルを選択して、[インポート（Import）]をクリックします。

パッチファイルはユーザースペースにもインポートされることに注意してください。

ステップ 4 エラーが発生した場合に停止するか続行するかを指定します。

ステップ 5 （オプション）適用する前にパッチファイルの内容を確認するには、[詳細の表示（View details）]リンク
をクリックします。パッチを確認したら、[閉じる（Close）]をクリックします。パッチファイルを編集す
るには、[パッチの編集（Edit patch）]ボタンを使用します。

ステップ 6 [パッチの適用（Apply Patch）]ページで [実行（Run）]をクリックします。

パッチファイルの表示または編集
パッチファイルを表示すると、それらを適用または展開する前に、ニーズを満たしていること

を確認できます。
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パッチファイルが [ネットワークモデル（NetworkModels）] > [ユーザースペース（User space）]
> [その他のファイル（Other files）]に表示されない場合は、 > [開く（Open）]オプション
を使用してパッチファイルの詳細を表示します。

次の手順を使用してパッチファイルを表示することもできます。

Procedure

ステップ 1 [ネットワーク設計（NetworkDesign）]ページでプランファイルを開きます。詳細については、プランファ
イルを開く, on page 25を参照してください。

ステップ 2 ツールバーから、[アクション（Actions）] > [ツール（Tools）] > [パッチ（Patches）] > [パッチの表示（View
patch）]の順に選択します。

ステップ 3 パッチファイルが存在する場所を参照します。次のオプションから選択します。

• [ユーザースペースから（From user space）]：ユーザースペースに保存されているパッチファイルを一
覧表示します。必要なパッチファイルを選択します。

• [ローカルから（From local）]：[参照（Browse）]をクリックし、ローカルシステムにあるパッチファ
イルを選択します。その後、[インポート（Import）]をクリックします。

ステップ 4 [詳細の表示（View details）]リンクをクリックします。

ステップ 5 パッチを確認し、次のいずれかをクリックします。

• [パッチの編集（Edit patch）]：パッチファイルを編集するには、このオプションを使用します。ファ
イルが編集可能になり、パッチの内容が XMLテキストとして表示されます。パッチテキストの編集
内容を保存または破棄できます。無効な XML構文を保存しようとすると、警告が表示されます。そ
の他の標準的なテキスト編集（切り取り、コピー、貼り付けなど）もサポートされています。

• [ダウンロード（Download）]：パッチファイルをローカルシステムにダウンロードするには、このオ
プションを使用します。

• [閉じる（Close）]：パッチを展開せずにウィンドウを閉じるには、このオプションを使用します。
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第 29 章

ルートのエクスポート

ルートをエクスポートできるため、テキストの編集が可能な形式で情報を交換できます。ま

た、ルートおよびプランファイルオブジェクトの分析を補足します。たとえば、リンクを使用

してデマンドルートをエクスポートし、デマンドで使用するリンクを決定することができま

す。障害状態が原因で変更されたルートをエクスポートできるため、障害がネットワークにど

のように影響するかについての分析を微調整できます。

ここでは、次の内容について説明します。

•ルートテーブル, on page 447
•出力テーブル列の詳細, on page 448
•ルートのエクスポート, on page 449

ルートテーブル
Cisco Crosswork Planning UIを使用するか、または Job Managerの CLIジョブとして、ルートを
エクスポートできます。

このツールは、エクスポート対象に応じて、これらのテーブルのいずれかを作成します。生成

されたテーブルは、このテーブルのみを含む .txtファイルで出力されます。このエクスポート
されたルートファイルは、[マイユーザースペース（My user space）] > [すべてのファイル（All
files）]の順に選択してアクセスします。

• <DemandHops>

• <LSPHops>

• <LSPPathHops>

• <ShortestIGPPathHops>

• <ShortestLatencyPathHops>

• <ShortestTEPathHops>

• <CircuitStyleLSPPathHops>
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必要に応じて、ルートをエクスポートする前にオブジェクトを機能不全にし、機能不全状態が

原因で変更されたルートのみをエクスポートできます。

出力テーブル列の詳細
エクスポートされたテーブルの主要列は、そのオブジェクトタイプで識別される主要列と [ス
テップ（Step）]列の組み合わせです。[ステップ（Step）]列は、ルートパスでのこのホップの
シーケンスを識別する整数です。たとえば、<Demands>テーブルには、[名前（Name）]、[送
信元（Source）]、[接続先（Destination）]、および [ServiceClass]の主要列があります。したがっ
て、<DemandHops>テーブルには、デマンドを一意に識別するためのこれらの 4列と、ホップ
シーケンスを識別するための [ステップ（Step）]列があります。

エクスポートされた各ホップテーブルには、ホップの詳細と、ルート内の他のホップに対する

その位置を指定するためのこれらの列が含まれます。

• UnresolvedHop：ホップタイプと完全な定義を識別します。たとえば、if{cr1.atl|to_cr1.hst}
は、このホップが送信元ノード cr1.atlと出力インターフェイス to_cr1.hstを持つインター
フェイスであることを意味します。

• PreviousStep：前のステップまたはルート内のステップを識別します。そのため、ルート内
の前のホップを識別します。たとえば、ステップ 4に対応する行にいて、PreviousStepが
2の場合、前のホップはステップ 2に対応する行に含まれます。[PreviousStep]列が空の場
合、これはルートの最初のホップです。

• NextStep：そのテーブル内の次のステップを示します。そのため、これによりルート内の
ネクストホップが識別されます。[NextStep]列が空の場合、これはルートの最後のホップ
です。

• TrafficProportion：ルート内の他のホップと比較したこのホップのトラフィックの割合を識
別します。通常、この値は 1ですが、ECMPルーティングの場合、1未満になることがあ
ります。

デマンドのルートは、ECMPルーティングまたはマルチキャストを考慮して分割される場合が
あります。したがって、ルートとトラフィックが 2つに分割されると、ホップの後に 2つのネ
クストホップが続く可能性があるため、デマンドホップが順番にリストされない場合がありま

す。

Note

例：ルートテーブルのエクスポート

は、アクティブな LSPとインターフェイスホップを使用して作成された <LSPHops>テーブル
例です。cr2.par_cr1.fra LSPには、そのルートにインターフェイスはありません。テーブルで
は、ステップは 1つだけで、前後のステップはありません。cr1.ams_cr1.par LSPには、送信元
（cr1.ams）と接続先（cr1.par）の間に3つのインターフェイスホップ（ステップ1、2、および
3）があります。

Cisco Crosswork Planning Design 7.1ユーザーガイド
448

レポート、ジョブ、アドオン、パッチファイル、および切り替えツールへのアクセス

出力テーブル列の詳細



Table 38: Example <LSPHops>テーブル

トラフィックの

割合

次のス

テップ

前の手

順

UnresolvedHop[ス
テッ

プ

（Step）]

[接続先
（Destination）]

[ソー
ス

（Source）]

[名前
（Name）]

1if{cr2.par|{to_cr1.fra}}1cr1.fracr2.parcr2.par_cr1.fra

12if{cr1.ams |
to_cr2.lon}}

1cr1.parcr1.amscr1.ams_cr1.par

131if{cr2.lon|{to_cr1.lon}}2cr1.parcr1.amscr1.ams_cr1.par

12if{cr1.lon|{to_cr1.par}}3cr1.parcr1.amscr1.ams_cr1.par

ルートのエクスポート
ホップテーブルは、[ルートをエクスポート（Export Routes）]ページで選択したオブジェクト
に対して作成されます。たとえば、[デマンド（Demands）]を選択すると、Cisco Crosswork
Planningは、プランファイルのすべてのデマンドを含む <DemandHops>テーブルを作成障害ま
す。

障害状態が原因でルートが変更されたオブジェクトのルートのみをエクスポートする場合は、

ルートをエクスポートする前にすべての関連オブジェクトを機能不全にし、[障害状態によっ
て変更されたルートのみをエクスポート（Only export routes changed by failure state）]オプ
ションを選択します。または、シミュレーション分析ツールを実行し、1つ以上のオブジェク
トをワーストケースの障害にすることができます。詳細については、ワーストケースの障害に

よる影響の評価, on page 135を参照してください。

Export routes CLIツールを使用して、ルートをホップテーブルにエクスポートすることもでき
ます。CLIツールの使用方法の詳細については、「CLIを使用したツールまたはイニシャライ
ザの実行, on page 433」を参照してください。

Procedure

ステップ 1 プランファイルを開きます（プランファイルを開く, on page 25を参照）。[ネットワーク設計（Network
Design）]ページに表示されます。

ステップ 2 ツールバーで、[アクション（Actions）]、 > [ファイル（File）]、 > [エクスポート（Export）]、 > [ルート
（Routes）]の順に選択します。

[ルートをエクスポート（Export Routes）]ページが開きます。

ステップ 3 [オブジェクト（Object）]ドロップダウンリストで、ルートをエクスポートするオブジェクトを選択しま
す。

ステップ 4 [ホップタイプ（Hop type）]ドロップダウンリストで、エクスポートするホップタイプを選択します。
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ステップ 5 障害が原因で変更されたルートだけをエクスポートする場合は、[障害状態によって変更されたルートのみ
をエクスポート（Only export routes changed by failure state）]オプションを選択します。

ステップ 6 [ファイル名（File Name）]フィールドに、出力ファイルのファイル名を入力します。デフォルトでは、
planfile.object形式がファイル名として使用されます。

ステップ 7 [送信 (Submit)]をクリックします。

エクスポートしたファイルは、[ネットワーク設計]、 > [マイユーザースペース（My user space）]、 > [す
べてのファイル（All files）]の順に選択して保存します。

•エクスポートしたファイルの名前をクリックするか、

• [アクション（Actions）]列で、[ ] > [ダウンロード（Download）]オプションの順に選択します。
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付録 A
クロステーブルフィルタ

ここでは、次の内容について説明します。

•サポートされているクロステーブルフィルタ（451ページ）

サポートされているクロステーブルフィルタ
表 39 : Cisco Crosswork Planningのクロステーブルフィルタ（451ページ）は、Cisco Crosswork
Planningでサポートされているすべてのクロステーブルフィルタを一覧します。クロステー
ブルフィルタにアクセスするには、対応するネットワークサマリーテーブルからオブジェク

トを選択し、[フィルタオプション（Filter options）]アイコン（ ）をクリックします。

表 39 : Cisco Crosswork Planningのクロステーブルフィルタ

導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.0回路のフィルタ処理インターフェイス

7.0ノードのフィルタ処理 >ローカル

7.0ノードのフィルタ処理 >リモート

7.0ノードのフィルタ処理 >両方

7.0ポートのフィルタ処理

7.0デマンドのフィルタ処理 >すべてのインター
フェイス経由

7.0LSPのフィルタ処理

7.1インターフェイスキューのフィルタ処理

7.1CS-RSVP LSPのフィルタ処理

7.2VPNのフィルタ処理

Cisco Crosswork Planning Design 7.1ユーザーガイド
451



導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.0デマンドのフィルタ処理 >選択されたノード
間

[ノード（Nodes）]

7.0デマンドのフィルタ処理 >選択されたすべて
のノード経由

7.2デマンドのフィルタ処理 >送信元として選択
されたノード

7.2デマンドのフィルタ処理 >接続先として選択
されたノード

7.2デマンドのフィルタ処理 >選択されたノード
経由

7.0LSPのフィルタ処理 >選択されたノード間

7.0LSPのフィルタ処理 >選択されたノード経由

7.2LSPのフィルタ処理 >送信元として選択され
たノード

7.2LSPのフィルタ処理 >接続先として選択され
たノード

7.1フレックスアルゴリズムのフィルタ処理

7.1ノード SIDのフィルタ処理

7.1SRv6ノードSIDのフィルタ処理

7.1CS-RSVP LSPのフィルタ処理

7.2拠点のフィルタ処理

7.2インターフェイスのフィルタ処理 > From

7.2インターフェイスのフィルタ処理 > To

7.2インターフェイスのフィルタ処理>Fromまた
は To

7.2インターフェイスのフィルタ処理>Fromおよ
び To

7.2ポートのフィルタ処理
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導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.0ノードのフィルタ処理 >送信元デマンド

7.0ノードのフィルタ処理 >接続先

7.0ノードのフィルタ処理 >両方

7.0LSPのフィルタ処理

7.0インターフェイスのフィルタ処理

7.1CS-RSVP LSPのフィルタ処理

7.2VPNのフィルタ処理

7.2外部エンドポイントのフィルタ処理 >送信元

7.2外部エンドポイントのフィルタ処理 >接続先

7.2外部エンドポイントのフィルタ処理 >両方

7.0インターフェイスのフィルタ処理回線

7.2ノードのフィルタ処理

7.2SRLGのフィルタ処理

7.0デマンドのフィルタ処理LSP

7.0ノードのフィルタ処理 >送信元

7.0ノードのフィルタ処理 >接続先

7.0ノードのフィルタ処理 >両方

7.0LSPパスのフィルタ処理

7.0インターフェイスのフィルタ処理

7.0実際のパスホップのフィルタ処理

7.1CS-RSVP LSPのフィルタ処理
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導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.0LSPのフィルタ処理LSPパス

7.0名前付きパスのフィルタ処理

7.0セグメントリストのフィルタ処理

7.0インターフェイスのフィルタ処理

7.1CS-RSVP LSPのフィルタ処理

7.2フレックスアルゴリズムのフィルタ処理

7.0ポート回路のフィルタ処理ポート

7.0インターフェイスのフィルタ処理

7.1回路のフィルタ処理ポート回線

7.1ポートのフィルタ処理

7.0ノードのフィルタ処理SRLG

7.0インターフェイスのフィルタ処理

7.2ポートのフィルタ処理

7.2ポート回路のフィルタ処理

7.2回路のフィルタ処理

7.2構成済みのノードのフィルタ処理

7.1デマンドのフィルタ処理 >送信元外部エンドポイント

7.1接続先のフィルタ処理

7.1外部エンドポイントメンバーのフィルタ処理

7.0ノードのフィルタ処理外部エンドポイントメ

ンバー
7.0インターフェイスのフィルタ処理

7.1ASのフィルタ処理

7.1VPNノードのフィルタ処理VPN

7.0インターフェイスのフィルタ処理

7.0デマンドのフィルタ処理
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導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.1VPNのフィルタ処理VPNノード

7.1ノードのフィルタ処理

7.2デマンドのフィルタ処理 > From

7.2デマンドのフィルタ処理 > To

7.2デマンドのフィルタ処理 >間

7.1含まれているノードのフィルタ処理 >直接サイト

7.1含まれているノードのフィルタ処理 >すべて

7.1インターフェイスのフィルタ処理 > In

7.1インターフェイスのフィルタ処理 > From

7.1インターフェイスのフィルタ処理 > To

7.1インターフェイスのフィルタ処理>Fromまた
は To

7.1インターフェイスのフィルタ処理>Fromおよ
び To

7.1インターフェイスのフィルタ処理インターフェイス

キュー

7.0LSPパスのフィルタ処理セグメントリスト

7.1セグメントリストホップのフィルタ処理

7.1ノード SIDのフィルタ処理セグメントリストホッ

プ
7.1インターフェイス SIDのフィルタ処理

7.1SRv6ノードSIDのフィルタ処理

7.1SRv6インターフェイス SIDのフィルタ処理

7.1セグメントリストのフィルタ処理

7.1名前付きパスホップ数のフィルタ処理名前付きパス

7.1インターフェイスのフィルタ処理名前付きパスホップ

7.1ノードのフィルタ処理
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導入されたバージョンクロステーブルフィルタオプションネットワークサマリー

テーブル

7.1ノードのフィルタ処理Flex Algorithm

7.1インターフェイスのフィルタ処理

7.1ノード SIDのフィルタ処理

7.1SRv6ノードSIDのフィルタ処理

7.2LSPパスのフィルタ処理

7.1ノードのフィルタ処理ノード SID

7.1セグメントリストホップのフィルタ処理

7.1フレックスアルゴリズムのフィルタ処理

7.1ノードプレフィックスループバックのフィル

タ処理

7.1ノードのフィルタ処理SRv6ノード SID

7.1セグメントリストホップのフィルタ処理

7.1フレックスアルゴリズムのフィルタ処理

7.1ノードプレフィックスループバックのフィル

タ処理

7.1インターフェイスのフィルタ処理インターフェイス SID

7.1セグメントリストホップのフィルタ処理

7.1インターフェイスのフィルタ処理SRv6インターフェイス
SID

7.1セグメントリストホップのフィルタ処理

7.1フレックスアルゴリズムのフィルタ処理

7.1LSPのフィルタ処理CS-RSVP LSP

7.1LSPパスのフィルタ処理

7.1インターフェイスのフィルタ処理

7.1ノードのフィルタ処理

7.1デマンドのフィルタ処理

7.1ノードのフィルタ処理[AS]
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付録 B
プランオブジェクトの凡例

この章では、Cisco Crosswork Planning Design UIのネットワークプロット内のプランオブジェ
クトの表現について説明します。ノードや回路などのオブジェクトは、ネットワークの計画と

設計を容易にするために視覚的に示されます。

[説明（Description）]プランオブジェクト

インターフェイスと回路（457ページ）インターフェイスと

回路

[ノード（Nodes）]（459ページ）[ノード（Nodes）]

サイト（460ページ）サイト

デマンド（461ページ）デマンド

LSP（462ページ）LSP

LSPパス（463ページ）

LSPの名前付きパス（464ページ）

LSPの実際のパス（464ページ）

SR LSPパス（464ページ）

•インターフェイスと回路, on page 457
• [ノード（Nodes）], on page 459
•サイト, on page 460
•デマンド, on page 461
• LSP, on page 462

インターフェイスと回路
この項では、ネットワークプロットでインターフェイスおよび回路がどのように表示されるか

について説明します。
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Table 40:インターフェイスと回路の可視化

[説明（Description）]グラフィック

実線は、2つのデバイス間の単一リンクを示します。線の色は、アウトバウンドト
ラフィックの使用率によって異なります。リンクとトラフィック使用率の色のマッ

ピングの詳細については、「トラフィック使用率の色分け, on page 50」を参照して
ください。

インターフェイスまたは回路を選択すると、リンクの幅が 2倍になります
（ ）。

2つのデバイス間に複数のリンクがある場合は、点線（ ）が表示されます。

回路の白い Xの付いた赤い円は、回路が機能不全であることを示します。

回路の白い下矢印が付いた赤い円は、次のいずれかの理由で回路が動作していない

ことを示しています。

•回路に接続されているノードが機能不全になっています。

•回路に接続されたノードを含む拠点が機能不全になっています。

•この回路は、一部のポートまたはポート回路の障害が原因で動作要件（使用可
能なポートの最小数または最小キャパシティのいずれか最初に超えた方）を満

たしていない LAG（ポートチャネル）です。

•回路を含む、または回路操作に必要な上記オブジェクトのいずれかを含むSRLG
が機能不全です。

回路の白い Xの付いた赤い円は、回路が非アクティブであることを示します。

回路の白い下矢印が付いた灰色の円は、次のいずれかの理由でその回路が動作して

いないことを示しています。

•回路に接続されたノードが非アクティブです。

•回路に接続されたノードを含む拠点が非アクティブです。

•この回路は、非アクティブな一部のポートまたはポート回路が原因で動作要件
（使用可能なポートの最小数または最小キャパシティのいずれか最初に超えた

方）を満たしていない LAGです。

• SRLGは非アクティブであり、回路または回路操作に必要な上記のオブジェク
トのいずれかを含みます。
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[ノード（Nodes）]
この項では、ネットワークプロットでノードが表示される方法て説明します。

Table 41:ノードの可視化

[説明（Description）]グラフィック

画像に示されている青色のアイコンは、ノードを示しています。薄い青色の輪郭線は、ノードが

選択されていることを示します。

次の場合、緑色の枠でノードが囲まれます。

•シミュレーションされたトラフィックビュー：ノードは、0より大きいシミュレーションさ
れたトラフィックの送信元または接続先です。

•測定されたトラフィックビュー：ノードは、0より大きい測定されたトラフィックの送信元
または接続先です。

• LSP予約ビュー：ノードは、ゼロ以外の帯域幅予約を持つ LSPの送信元または接続先です。

次の場合、ノードが薄い灰色の枠で囲まれます。

•シミュレーションされたトラフィックビュー：ノードはシミュレーションされたトラフィッ
クの送信元または接続先ではありません。

•測定されたトラフィックビュー：ノードの入力トラフィックと出力トラフィックが0（ゼロ）
になっている。

• LSP予約ビュー：ノードは、帯域幅予約が 0（ゼロ）の LSPの送信元または接続先です。

次の場合、ノードが暗い灰色の枠で囲まれます。

•測定されたトラフィックビュー：ノードに入力トラフィックまたは出力トラフィックがない。

•ワーストケースのトラフィックビュー：ノードには常にグレーの枠が表示されます。

•障害影響ビュー：ノードは考慮される障害に含まれません。ノードの障害によって、どの回
路でもトラフィック使用率が増加されることはありません。

障害影響ビューでは、ノードの境界線の色はノードの障害の影響を表します。これは、そのノー

ドに障害が発生した場合に、回路で発生する最大使用率として定義されます。

ノード上の白い Xが付いた赤い円は、ノードに障害が発生したことを示しています。
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[説明（Description）]グラフィック

ノード上の白い下矢印が付いた赤い円は、機能不全拠点または機能不全 SRLGに含まれているた
め、ノードが動作していないことを示しています。

灰色のノードは、ノードがアクティブでないことを示します。

ノード上の白い下矢印が付いた灰色の円は、非アクティブな拠点または SRLGに含まれているた
め、ノードが動作していないことを示しています。

画像に示されている緑色のアイコンは、選択された 1つ以上の VPNノードがノードに存在する
ことを示します。

サイト
拠点使用率の色と記号は、拠点内オブジェクトに基づいています。拠点内オブジェクトには子

拠点と子拠点に含まれるオブジェクトが含まれます。

この項では、ネットワークプロットで拠点がどのように表示されるかについて説明します。

Table 42:拠点の可視化

[説明（Description）]グラフィック

青い円は拠点を示します。円内の数字は、拠点に含まれるノード数を示します。

薄い青色の輪郭線は、拠点が選択されていることを示します。

•測定されたトラフィックとシミュレーションされたトラフィックのビュー：境界の色は、拠
点内のすべての拠点内インターフェイスの最大のトラフィック使用率の色です。

•ワーストケースのトラフィックビュー：境界の色は、シミュレーション分析用に選択された
すべての障害セット上で発生する、その範囲内のインターフェイスで発生する最も高い使用

率です。

•障害影響ビュー：境界の色は、ノードまたは回路が機能不全になった場合に、ネットワーク
の他の場所で発生する可能性のある最大使用率レベルです。

拠点内インターフェイスの使用率がすべてゼロの場合、拠点が灰色の枠で囲まれます。
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[説明（Description）]グラフィック

拠点上の白い Xマークが付いた赤い円は、拠点で障害が発生していることを示しています。

拠点上の白い下矢印が付いた赤い円は、を示しています。

• 1つ以上の拠点内オブジェクトが機能不全になった。

•拠点内の 1つ以上のノードまたは回路が機能していません。これらは機能不全に陥った
SRLGに含まれているためです。

灰色の拠点は、次のことを示します。

•拠点が非アクティブになっている。

• 1つ以上の拠点内オブジェクトが非アクティブである。

•拠点内の 1つ以上のノードまたは回路が非アクティブな SRLGに含まれているため、それら
が機能していません。

画像に示されている緑色のアイコンは、選択された 1つ以上の VPNノードが拠点内のノードに
存在することを示します。

デマンド
この項では、ネットワークプロットでデマンドがどのように表示されるかについて説明しま

す。

Table 43:デマンドの可視化

[説明（Description）]グラフィック

濃い青色の矢印は、インターフェイスまたは回路を介してルーティングされるデマ

ンドを示します。「A」と「Z」は、デマンドの送信元拠点/ノードと接続先拠点/
ノードを示します。

濃い青色の点線矢印は、障害発生時に再ルーティングされたデマンドを示します。

パーセンテージは、インターフェイスを介した分割デマンド（ECMPからなど）の
比率を示します。
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[説明（Description）]グラフィック

水色の矢印は、LSPを介してルーティングされるデマンドを示します。

青色の点線矢印（ ）は、LSPを介して再ルーティングされたデマンドを示
します。

濃い緑色の矢印は、デマンドの最短の IGPパスを示します。

暗い緑色の点線矢印（ ）は、障害中に再ルーティングされたデマンドの短

い IGPパスを示します。

薄い緑色の矢印は、要求の最短の遅延パスを示します。

薄緑の点線（ ）は、障害中に再ルーティングされたデマンドの短縮遅延パ

スを示します。

濃い茶色の矢印は、デマンドの集約パスを示します。これは、最短 IGPパスや最短
遅延パスなど、さまざまなタイプのデマンドが同じデマンドルートを共有している

場合に表示されます。

茶色の点線矢印（ ）は、障害中に再ルーティングされたデマンドの集約パ

スを示します。

LSP
この項では、ネットワークプロットでの LSPの表示方法について説明します。

Table 44: LSP可視化

[説明（Description）]グラフィック

紫色の矢印は、LSPトラフィックのルーティング方法を示します。「A」と「Z」は
LSPの送信元と接続先の拠点/ノードを示します。

紫の点線は、[コンバージェンス（Convergence）]モードで障害が発生した場合の
LSPトラフィックの再ルーティングを示します。

薄い緑色の矢印は、LSPの最短遅延パスを示しています。

薄緑の点線（ ）は、障害時に再ルーティングされたLSPの短縮遅延パスを
示します。

灰色の矢印は、LSPの最短 TEパスを示します。

薄い灰色の点線（ ）は、障害時に再ルーティングされた短縮 TEパスを示
します。
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[説明（Description）]グラフィック

茶色の矢印は、LSPの集約パスを示します。これは、最短の IGPパス、最短の TE
パス、最短の遅延パスなど、異なるタイプの LSPが同じ LSPルートを共有する場
合に表示されます。

茶色の点線矢印（ ）は、障害時に再ルーティングされたLSPの集約パスを
示します。

LSPパス
この項では、LSPパスがネットワークプロットでどのように表示されるかについて説明します。

Table 45: LSPパスワードの可視化

[説明（Description）]グラフィック

紫の矢印は、LSPパスがアクティブである（トラフィックを伝送している）ことを
示しています。「A」と「Z」はLSPパスの送信元と接続先の拠点/ノードを示しま
す。これは、パスオプションが最小のパス（RSVP LSPの場合）、または優先度が
最大のパス（SR LSPの場合）です。円内の番号（ここでは 1）は、パスオプショ
ンです。

紫の点線矢印（ ）は、障害時に再ルーティングされたLSPのプライマリパ
スを示します。

淡い紫色の矢印は、スタンバイ LSPパスを示しています。これは、プライマリパ
スではなく、スタンバイパスとして定義されています。円内の番号（ここでは5）
は、パスオプションです。

点線矢印（ ）は、障害時に再ルーティングされたLSPのスタンバイパスを
示します。

薄い紫の矢印は、LSPのプライマリパスではない代替 LSPパスを示しています。
円内の番号（ここでは 2）は、パスオプションです。

薄い紫の点線（ ）は、障害時に再ルーティングされたLSPの代替パスを示
します。

円内の値（ここでは 1:50）は、この LSPパスが選択されている LSPで伝送してい
るロードシェアの割合を特定するのに役立ちます。この例では、1はLSPパスオプ
ションを示し、50は LSPロードシェアの割合が 50%であることを示しています。

この円で表示できる最大文字数は、4文字です。したがって、4文字を超える場合
は、5文字以降は表示されません。たとえば、1:50%は 1:50と表示され、12:50%
は 12:5と表示されます。バッジをクリックすると、完全な値を表示できます。
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LSPの名前付きパス
この項では、LSPの名前付きパスがネットワークプロットでどのように表示されるかについて
説明します。

Table 46: LSPの名前付きパスの可視化

[説明（Description）]グラフィック

インターフェイス上の茶色の円は、それが名前付きパスホップであることを示しま

す。「A」は、名前付きパスの送信元を示します。

拠点の茶色の輪郭は、拠点に名前付きパスホップであるノードまたはインターフェ

イスが含まれていることを示します。

ノードの黄色の輪郭は、名前付きパスホップを示します。

LSPの実際のパス
この項では、LSPの実際のパスがネットワークプロットでどのように表示されるかについて説
明します。

Table 47: LSPの実際のパスの可視化

[説明（Description）]グラフィック

インターフェイス上の濃い黄色のひし形は、インターフェイス上の LSPの実際の
パスホップを示します。

拠点の濃い黄色の輪郭は、拠点内のノードまたはインターフェイス上の実際のパス

ホップを示します。

ノード上の濃い黄色の円は、ノード上の実際のパスホップを示します。

SR LSPパス
この項では、SRLSPパスがネットワークプロットでどのように表示されるかについて説明しま
す。
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Table 48: SR LSPパスの可視化

[説明（Description）]グラフィック

インターフェイス上の茶色の円は、SR LSPのインターフェイスセグメントを示し
ています。

拠点の周りにある茶色の円は、ノードセグメントまたはインターフェイスセグメン

トを含む拠点を示しています。

ノードの周りにある黄色の円は、SR LSPのノードセグメントを示しています。
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