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Change SSH Keys - GR Deployment

Step 1

Itis required to modify SSH keys once GR installation/migration is complete.

Before you begin

Make sure diagnosticsiis clean and there is no alarm/warning.

On Site 1's Cluster Manager execute the following steps:
a) Generate new keys.
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. MongoDB Authentication - Post Installation

Step 2
Step 3

b)

0)

/var/gps/install/current/scripts/bin/support/mnage_sshkey.sh --create
Update keys on CPS VMs and Installer VM (Cluster Manager).
/var/qgps/install/current/scripts/bin/support/mnage_sshkey.sh --update
Backup new SSH keys.

cd /var/gps/auth; tar -cvf current_ssh_keys.tar current/

Transfer / var / qps/ aut h/ current _ssh_keys. t ar to Site 2 Cluster Manager.
On Site 2 execute the following steps.

a)

b)

©)

Restore SSH keys.
nkdir -p /var/qgps/auth/tenp/{qns,root};
Copy ter fileto/var/gps/auth/ ; tar -xvf current_ssh_keys.tar.

cp /var/qps/auth/current/root/* /var/qgps/auth/tenp/root/ ; cp /var/qps/auth/current/qgns/*
/var/ gps/ auth/temp/ qns/ ;

Update keys on CPS VMs and Installer VM (Cluster Manager).

/var/qps/install/current/scripts/bin/support/manage_sshkey.sh --update

MongoDB Authentication - Post Installation

On OpenStack Setup

Disable MongoDB Authentication (CPS downtime is involved)

1. Maodify MongoDB authentication configuration using PATCH API on all the sites (GR setup excluding
Arbiter). For more information on PATCH API, refer to CPSnstallation Guide for OpenStack.

Wait for the process to complete.

2. For arbiter, update the configurationusing/ et ¢/ f act er/ f act s. d/ nongo_aut h. t xt onall the
arbiter sites.

db_aut henti cati on_enabl ed=FALSE

Run/var/qps/install/current/scripts/upgrade/reinit.sh scriptson al the Arbiter sites.
3. Execute disable MongoDB authentication script only on one site:

/var/qgps/install/current/scripts/nodul es/ nongo_aut h_upgr ade. py

4. Restart all the JAVA processes on all the sites.

Enable MongoDB Authentication (CPS downtime is involved)

1. Modify MongoDB authentication configuration using PATCH API on all the sites (GR setup excluding
Arbiter). For more information on PATCH API, refer to CPSInstallation Guide for OpenStack.

Wait for the process to complete.
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2. For arbiter, update the configuration using / et ¢/ f act er/ f act s. d/ nongo_aut h. t xt onall the
arbiter sites.

db_aut henti cati on_enabl ed=TRUE
db_aut henti cati on_adm n_passwd=XXXX
db_aut henti cati on_readonl y_passwd=YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

[ var/ qps/ bi n/ support/ nongo/ encrypt _passwd. sh <Passwor d>
Run/var/qgps/install/current/scripts/upgradelreinit.sh scriptson all sitesincluding arbiter.

3. Verify Key file on Session Mgr VMs on dl the sites.

I's /root/.dbkey
/root/.dbkey

4. Execute enable MongoDB authentication script only on one site:
/var/gps/install/current/scripts/nodul es/ nongo_aut h_upgr ade. py

5. Restart all the JAVA processes on all the sites.

Change MongoDB User Password (CPS downtime is involved)

1. Modify MongoDB authentication configuration using PATCH API on all the sites (GR setup excluding
Arbiter). For more information on PATCH API, refer to CPSInstallation Guide for OpenStack.

Wait for the process to complete.

2. For arbiter, update the configuration using/ et ¢/ f act er/ f act s. d/ nongo_aut h. t xt onal the
arbiter sites.

db_aut henti cati on_enabl ed=TRUE
db_aut henti cati on_adm n_passwd=XXXX
db_aut henti cati on_r eadonl y_passwd=YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

[ var/ qps/ bi n/ support/ nongo/ encrypt _passwd. sh <Passwor d>

Run/var/qgps/install/current/scripts/upgrade/reinit.sh scriptson all the Arbiter sites.
3. Update the password only on one site.

/var/gps/install/current/scripts/nodul es/ nobngo_change_password. py <ol d password>

4. Restart all the JAVA processes on all the sites.

On VMware Setup

Disable MongoDB Authentication (CPS downtime is involved)

1. Maodify mongo authentication configuration in Configuration.csv file on all the sites (GR setup excluding
Arbiter).

db_aut henti cati on_enabl ed, FALSE
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Updatethe configuration using/ var / gps/i nstal | / current/scri pts/import/i nport _depl oy. sh SCript.

For arbiter, update the configuration using/ et c/ f act er/ f act s. d/ nongo_aut h. t xt onall the
arbiter sites.

db_aut henti cati on_enabl ed=FALSE

Run/var/qgps/install/current/scripts/upgrade/reinit.sh scriptson al the Arbiter sites.

Execute disable MongoDB authentication script only on one site:

/var/gps/install/current/scripts/nodul es/ nongo_aut h_upgr ade. py

Restart all the JAVA processes on al the sites.

Enable MongoDB Authentication (CPS downtime is involved)

1. Maodify mongo authentication configuration in Configuration.csv file on all the sites (GR setup excluding

Arbiter).

db_aut henti cati on_enabl ed, TRUE
db_aut henti cati on_admi n_passwd, XXXX
db_aut henti cati on_readonl y_passwd, YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

/ var/ qps/ bi n/ support/ mongo/ encrypt _passwd. sh <Passwor d>
Updatethe configurationusing/ var/ gps/instal | / current/scri pts/import/inport_depl oy. sh Script.

For arbiter, update the configuration using/ et ¢/ f act er/ f act s. d/ nongo_aut h. t xt onall the
arbiter sites.

db_aut henti cati on_enabl ed=TRUE
db_aut henti cati on_adm n_passwd=XXXX
db_aut henti cati on_readonl y_passwd=YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

[ var/ qps/ bi n/ support/ nongo/ encrypt _passwd. sh <Passwor d>
Run/var/qps/install/current/scripts/upgrade/reinit.sh scriptsonall thesitesincluding arbiter.

Verify Key file on Session Mgr VMs on al the sites.

I's /root/.dbkey
/root/.dbkey

Execute enable MongoDB authentication script only on one site:

/var/gps/install/current/scripts/nodul es/ nongo_aut h_upgr ade. py

Restart all the JAVA processes on al the sites.

Change MongoDB User Password (CPS downtime is involved)

1. Modify mongo authentication configuration in Configuration.csv file on all the sites (GR setup excluding

Arbiter).
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db_aut henti cati on_enabl ed, TRUE
db_aut henti cati on_adm n_passwd, XXXX
db_aut henti cati on_readonl y_passwd, YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

[ var/ qps/ bi n/ support/ nongo/ encrypt _passwd. sh <Passwor d>

Updatethe configuration using/ var / gps/i nstal | / current/scri pts/import/i nport _depl oy. sh SCript.

2. For arbiter, update the configuration using/ et ¢/ f act er/ f act s. d/ nongo_aut h. t xt onall the
arbiter sites.

db_aut henti cati on_enabl ed=TRUE
db_aut henti cati on_adm n_passwd=XXXX
db_aut henti cati on_readonl y_passwd=YYYY

where, XXXXX and YYYYY are encrypted passwords. For encrypted passwords, you need to SSH to a
Cluster Manager and execute the following command:

[ var/ qps/ bi n/ support/ nongo/ encrypt _passwd. sh <Passwor d>
3. Run/var/qgps/install/current/scripts/upgrade/reinit.shscriptsonall thesitesincluding arbiter.
4. Update the password only on one site.

/var/gps/install/current/scripts/nodul es/ nongo_change_password. py <ol d password>

5. Restart all the JAVA processeson all the sites.

Database Migration Utilities

The database migration utilities can be used to migrate a customer from Active/Standby Geographic Redundancy
(GR) environment to Active/Active Geographic Redundancy environment. Currently, the migration utilities
support doing remote database lookup based on Networkld (i.e. MSISDN, IMSI, and so on). The user needs
to split the SPR and balance databases from Active/Standby GR model i.e. one for each site in Active/Active
GR model.

The workflow for splitting the databases is as follows:
» Dump the mongoDB data from active site of active/standby system using nongodunp command.
* Run the Split Script, on page 6 on SPR and balance database files collected using mongodunp command.
* Restore the mongo database for each sitewith mongor est or e command using files collected from running
Split Script, on page 6.
After the database splitting is done, you can audit the data by running the Audit Script, on page 7 on each
set of site-specific database files separately.

The Split Script, on page 6 is a python script to split SPR and balance database into two site specific parts.
Thefilespl i t. csv istheinput file which should have the Network Id regex stringsfor each site. The Audit
Script, on page 7 isatool to do auditing on the split database files to check for any missing/orphaned records.

To extract the database migration utility, execute the following command:
tar -zxvf /mmt/isol/app/install/xxx.tar.gz -C /tnp/rel ease-train-directory

where, xxx is the release train version.
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This command will extract releasetraininto/ t np/ r el ease-trai n-directory.

The split script first splitsthe SPR database into two site-specific SPR databases based on the network_id_key
field. Then it loops through the balance database to check which site each balance record correlates to based
on the subscriberld field and puts the balance record into one of two site-specific balance databases. If there
isno match, then it is considered as O phaned bal ance record and added to nosi t ebal . j son.

Here are the usage details of the split script:

Usage

python split.py split.csv > output.txt

Prerequisite

The prerequisite to run the script is pyt hon- pynongo module. To install python-pymongo on CPS VMS, run
the command yum i nstal | pyt hon- pynongo.

System Requirements

* RAM: Minimum 1 GB of free memory. The script is memory-intensive and it needs at least 1 GB of
RAM to work smoothly.

* vCPUs: Minimum 4 vCPUs. The script is CPU intensive.

* Persistent Storage: Free storage is required which should be at least as much as the Active/Standby
database file sizes. SSD storage typeis preferred (for faster runtimes) but not required.

Input Files

» The command lineargument spl i t . csv isaCSV filethat will have network ID regex strings listed
per site. The format of each line is site-name, one or more comma-separated regex strings. The regex
format is python regex.

Hereisan exampleof aspl i t . csv file where the networkld regex strings are in the MSISDN Prefix
format (i.e. " Starts With" type in Policy Builder configuration).

site1,5699] 0-9] * ,5697[ 0-9] * 5695[ 0-9] * 5693 0-9] *,5691[ 0-9] *
site2,569] 86420] [ 0-9] *

Here is another example where the networkld strings are in the suffix format (i.e. "Ends With" typein
Policy Builder configuration).

sitel,A*[0-4]$
site2,A*[5-9]$

[ 1

Important  SincethisisaCSV file, using "," in regex strings would result in unexpected
behavior, so avoid using "," in regex strings.
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Audit Script

Audit Script [J|]

* The script looks for thefile subscri ber . bson and one or moreaccount . bson filesin current
directory. Theaccount . bson files could be in nested folders to support a sharded balance database.
The balance database could be compressed or uncompressed (the script does not ook into the compressed
fields).

Output Files

*sitel-bal ance-nmgnt _account. bson
esitel spr_subscriber. bson
esite2-bal ance-ngnt _account. bson

esite2_spr_subscriber. bson

In addition there will be following error/debug output files:
eerrorbal .json
eerrorspr.json
enosi tebal .json

*nosi tespr.json

Hereisthe output from a sample run of the split script.

$ time python split.py split.csv > output.txt
real 8mi4. 015s
user 8nD. 236s
sysOnB5. 270s

$ nore output.txt

Found the follow ng subscriber file

./ spr/spr/subscriber. bson

Found the follow ng balance files

./ bal ance_ngnt / bal ance_ngnt / account . bson

./ bal ance_ngnt _1/ bal ance_ngnt _1/ account . bson
./ bal ance_ngnt _2/ bal ance_ngnt _2/ account . bson
./ bal ance_ngnt _3/ bal ance_ngnt _3/ account . bson
./ bal ance_ngnt _4/ bal ance_ngnt _4/ account . bson
./ bal ance_ngnt _5/ bal ance_ngnt _5/ account . bson
Sitel regex strings: 5699[0-9]*|5697[0-9]*|5695[0-9]*| 5693[ 0- 9] *| 5691[ 0- 9] *
Site2 regex strings: 569[86420][0-9]*

Started processing subscriber file
<sni p>

The audit script first goes through the balance database and retrieves alist of 1Ds. Then it loops through each
record in SPR database and tries to match the network_id_key or _id with the ID list from balance database.
If thereis no match, they are tagged with the counter for Subscri bers ni ssing bal ance records.
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Here are the usage details for the audit script:

Usage

pyt hon audit.py > output.txt

Prerequisite

The prerequisite to run the script is pyt hon- pynongo module. To install python-pymongo on CPS VM, run
the command yum i nstal | pyt hon- pynongo.

System Requirements

* RAM: Minimum 1 GB of free memory. The script is memory-intensive and it needs at least 1 GB of
RAM to work smoothly.

« VCPUs. Minimum 4 vCPUs. The script is CPU intensive.

Input Files

The script looksfor thefilesubscr i ber . bson andoneor moreaccount . bson filesin current directory.
Theaccount . bson files could be in nested folders to support a sharded balance database. The balance
database could be compressed or uncompressed (the script does not look into the compressed fields).

Output Files
spr bal mi ssi ng. bson

Sample console output from script before splitting SPR and balance databases.

Total subscriber exceptions: 0

Total subscriber errors: 0

Total subscriber enpty records: 1

Total subscriber records: 6743644

Total subscriber matched records: 6733102
Total subscriber mssing records: 10541

After running the script on site-specific databases after the split, the user gets the following:
Sitel:

Total subscriber exceptions: 0

Total subscriber errors: 0

Total subscriber enpty records: 1

Total subscriber records: 4137817

Total subscriber matched records: 4131978
Total subscriber missing records: 5839

Site2:

Total subscriber exceptions: 0

Total subscriber errors: 0

Total subscriber enpty records: 1

Total subscriber records: 2605826

Total subscriber matched records: 2601124
Total subscriber missing records: 4702
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Recovery Procedures

This section covers the following recovery casesin Geographic Redundancy environment:

* Site recovery after entire site fails.
« Individual virtual machines recovery.

« Databases and replica set members recovery.

Site Recovery Procedures

Manual Recovery

When asitefails, it is assumed that other (secondary or standby) site is now operational and has become
primary.

Here are the steps to recover the failed site manually:

Step 1 Confirm that the databases are in primary/secondary state on running site.
Step 2 Reset the member priorities of failed site so that when the site recovers, these members do not become primary.
a) Log on to current primary member and reset the priorities by executing the following commands:

Note To modify priorities, you must update the renber s array in the replica configuration object. The array
index beginswith 0. The array index value is different than the value of the replica set member's
menbers[n]. _i d field in the array.

ssh <current primary replica set menber>

nongo --port <port>

conf=rs. conf ()

###here, note the output and note array index value of nmenbers for which we want to reset the
priorities.

#Assumi ng that array index value of nmenbers of failed nenbers are 1 and 2
conf. menbers[1].priority=2

conf. menbers[2].priority=3

conf. menbers[3].priority=5

conf. menbers[4].priority=4

rs.reconfig(conf)

#Ensure the changed priorities are reflected

exit
Step 3 Re-configure gateways to make sure that no traffic is sent to failed site during recovery stage.
Step 4 Power on the VMs in the following sequence:

a) Cluster Manager
b) pcrfclients

Stop the following two scripts using monit on both perfclients to avoid automatic switchover of databases or
automatic stopping of load balancer processes:

non_db_for_cal | _nodel

nmon_db_for_I b_fail over
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. Automatic Recovery

Step 5

Step 6
Step 7

Step 8
Step 9
Step 10
Step 11

C) Session managers
d) Policy Server (QNS)
€) Load balancers

Synchronize the timestamps between the sites for all VMs by executing the following command from perfclientO1 of
current secondary (recovering) site:

/ var/ gps/ bi n/ support/sync_tines.sh gr

Important The script should be executed only when policy director (Ibs) time has been synced (NTP).

Confirm that the databases on thefailed site completely recovers and become secondary. If they do not become secondary,
refer to Database Replica Members Recovery Procedures, on page 12.

After the databases are confirmed asrecovered and are secondary, reset these database's prioritiesusingset _priority. sh
script from Cluster Manager so that they become primary.

If possible, run sample calls and test if recovered siteis fully functional or not.
Reconfigure the gateways to send the traffic to recovered site.

Start non_db_f or _cal | _model and non_db_f or _I b_f ai | over scriptson both pcrfclients.
Monitor the recovered site for stability.

Automatic Recovery

CPS alows you to automatically recover afailed site.

In ascenario where amember failsto recover automatically, use the procedures described in Manual Recovery,
on page 9.

For VMware

For VMware (CSV based installations), execute aut omat ed_si t e_r ecovery. py script on afailed site. The
script recovers the failed replica members that arein RECOVERING or FATAL state. The script is located
on Cluster Manager at/ var / qps/ bi n/ support/gr_non/ aut omat ed_site_recovery. py.The
script starts the QNS processes on the Load Balancer VM, resets the priorities of the replica set, and starts
the DB monitor script. However, the script does not ater the state of the VIPs.

If you provide the replica set name as an input parameter, the script recovers the failed member of that replica
Set.

pyt hon /var/ gps/ bi n/ support/gr_non/ automat ed_site_recovery. py --setnane <setnanme>
For example, pyt hon /var/ gps/ bi n/ support/gr_non/ automated_site_recovery.py --setnane setOl

If you do not provide any input parameter to the script, the script searches for al replica members from all
sets and determines if any of the replica members arein RECOVERING or FATAL state. If yes, the script
recovers the members of that replica set.

You can also execute the script with - f or ce. The - f or ce option recovers the replicamembersthat arein
RECOVERING, FATAL and STARTUP/STARTURPZ state as well. The script starts the QNS processes on
the Load Balancer VMsin the course of recovering the DB Member. However, the script does not alter the
state of the VIPs. The - f or ce option must only be used when any database replica member does not come
out of STARTUP/STARTUP2 state automatically.

For example: pyt hon /var/ gps/ bi n/ support/gr_non/automated_site_recovery. py --setnane setOl
--force
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During recovering of afailed site, if some replica set members do not recover, then such errors are logged in
thelog filelocated at / var / | og/ br oadhop/ scri pt s/ aut onated_site_recovery. | og.

For Open Stack

The following APIs are used to trigger arecovery script for afailed site.

Thelogsarelocated at/ var /| og/ orchestrati on-api - server. | og onthe Cluster Manager VM.
/api/sitelrecover/start

This APl isused to trigger arecovery script for afailed site. The APl must only be used during a planned
maintenance phase. Cluster and database processes may get reset during this process and traffic is affected.
This APl must only be used when the cluster isin afailed state.

« Endpoint and Resource: http://<Cluster Manager |1P>:8458/api/site/recover/start

N

Note If HTTPSisenabled, the Endpoint and Resource URL changes from HTTP to
HTTPS. For moreinformation, see chapter Installation in CPSInstallation Guide
for OpenStack.

» Header: Content-Type: application/json
» Method: POST
* Payload: YAML with force and setName fields
force: trueffalse
setName: All replica sets or specific replica set
» Response: 200 OK: success; 400 Bad Request: The input parameters are malformed or invalid.

* Example:

"force": "true "
"set Nanme": "setO1"

/api/system
This API is used to view the status of arecovery process.

» Endpoint and Resource: http://<Cluster Manager 1P>:8458/api/system

A\

Note If HTTPSisenabled, the Endpoint and Resource URL changes from HTTP to
HTTPS. For moreinformation, see chapter Installation in CPSInstallation Guide
for OpenStack.

» Header: Content-Type: application/json
* Method: GET
* Payload: No payload
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* Response: 200 OK: success; 500: Script config not found
* Example:

Recovery is currently underway

"state":"recovering"

or

Problem with the recovery

"state":"error_recovering"

Individual Virtual Machines Recovery

During recovery, the CPS VMs should come UP automatically on reboot without intervention. However,
there are scenarios when the VMs will not recover, may be they are unstable or have become corrupt.

The following options exist to recover these CPS VMs:

* ReinitializeaVM — If aVM is stable but configurations are modified or have become corrupt and one
iswilling torestorethe VM (reset all configurations, €l se, the configurations can be corrected manually).
In that case, execute/etc/init.d/vminit-client fromthe VM. Notethat if the |P addresses are
changed, this command would not recover the same.

* Redeploy aVM — If current VM is not recoverable, the operator may run the command depl oy. sh
<vm nare> from the cluster manager. Thiscommand will recreate the VM with latest saved configurations.

Database Replica Members Recovery Procedures

CPS database replica members can be recovered automatically or manually.

Automatic Recovery

A replicamember holds a copy of the operationslog (oplog) that is usually in synchronization with the oplog
of the primary member. When the failed member recovers, it starts syncing from previous instance of oplog
and recovers. If the member is session_cache whose dataison/t mpf s and if it is recovering from areboot,
the data and oplog has been lost. Therefore, the member resynchronizes all the datafrom primary's datafiles
first, and then from the primary's oplog.

Verification: Execute di agnost i cs. sh and verify REPLICA STATE and LAST SYNC status.

« If REPLICA STATE does not come up as SECONDARY, and stuck into RECOV ERING state for longer
duration, then follow Manual Recovery, on page 15. (Refer Verification Step 1, on page 12)

* Also, if REPLICA STATE comes up as SECONDARY but does not catch up with PRIMARY and also
you can seethat replicalagisincreasing (in LAST SYNC). (Refer Verification Step 2, on page 13)

Verification Step 1
Execute di agnosti cs. sh script to verify if all the members are healthy.

di agnostics.sh --get_replica_status <sitenanme>
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CPS Di agnostics GR Milti-Node Environnent

| Mongo: 3.2.10 MONGODB REPLI CA- SETS STATUS | NFORVATI ON OF sitel
Date : 2017-02-20 16:35:30 |
e |
| SET NAME - PORT | P ADDRESS - REPLI CA STATE - HOST NAME
- HEALTH - LAST SYNC - PRIORITY |
R |
| BALANCE: set 10
I
|  Menber-1 - 27718 : 172.20.18.54 - ARBITER - arbiter-site3
- ONLINE - -------- - 0 |
|  Menber-2 - 27718 172.20.17. 40 - RECOVERING - sessionngrOl-sitel
- ONLINE - 10 sec - 2 |
|  Menber-3 - 27718 172.20.17. 38 - RECOVERING - sessionngr02-sitel
- ONLINE - 10 sec - 3 |
|  Menber-4 - 27718 172.20. 19. 29 - PRI MARY - sessionngrO01-site2
- ONLINE - -------- - 5 |
| Menber-5 - 27718 172.20. 19. 27 - SECONDARY - sessionngr02-site2
- ONLINE - 0 sec - 4 |

Note

If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Verification Step 2
1. Executedi agnosti cs. sh script to verify if all the members are healthy.

di agnostics.sh --get_replica_status <sitename>

CPS Di agnostics GR Mil ti-Node Environnent

| Mongo: 3.2.10 MONGODB REPLI CA- SETS STATUS | NFORVATI ON OF sitel

Date : 2017-02-20 16:35: 30 |
T e T |
| SET NAME - PORT : |P ADDRESS - REPLI CA STATE - HOST NAME
- HEALTH -  LAST SYNC - PRICRITY |
e T |
| BALANCE: set 10
|
| Menber-1 - 27718 : 172.20.18.54 - ARBI TER - arbiter-site3
- ONLINE - c-eoe--- - 0 |
| Menber-2 - 27718 : 172.20.17.40 - SECONDARY - sessionngr0l-sitel
- ONLINE - 10 sec - 2 |
| Menber-3 - 27718 : 172.20.17.38 - SECONDARY - sessionngr02-sitel
- ONLINE - 10 sec - 3 |
|  Menber-4 - 27718 : 172.20.19.29 - PRI MARY - sessionngr01-site2
- ONLINE - cemeoe-- - 5 |
| Menber-5 - 27718 : 172.20.19.27 - SECONDARY - sessionngr02-site2
- ONLINE - 0 sec -4 |
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Note

If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

2.

Execute the following command from mongo CL1 (PRIMARY member) to verify if replicalagisincreasing:

nmongo sessionngr0l-site2: 27718
set 10: PRI MARY> rs. print Sl aveRepl i cationl nfo()

If itisobserved that thelag isincreasing, thenrunrs. st at us to check for any exception. Refer to Manual
Recovery, on page 15 to fix thisissue.

mongo —host sessionngr0l-site2 port 27718

set 10: PRI MARY> rs. status()

{

"set" : "set10",

"date" : |SODate("2017-02-15T07: 21: 35.3672"),
"nyState" : 2,

"ternmt : NunmberLong(-1),
"heartbeatInterval MI1is" : NunberLong(2000),

"menbers" : |

{

" id" 0,

"nanme" : "arbiter-site3:27718",

"health" : 1,

"state" : 7,

"stateStr" : "ARBITER',

"uptime" : 28,

"l ast Heartbeat" : |SODate("2017-02-15T07: 21: 34. 6122"),

"l ast Heart beat Recv" : |SODat e("2017-02-15T07: 21: 34. 6152"),

"pi ngMs" : NunberLong(150),
"configVersion" : 2566261

H

{

toidt o1,

"nane" : "sessionngr0l-sitel:27718",

"health" : 1,

"state" : 2,

"stateStr" : " SECONDARY",

"uptime" : 28,

"optinme" : Timestanp(1487066061, 491),

"opti meDate" : |SODate("2017-02-14T09: 54:217"),

"l ast Heartbeat" : |SODate("2017-02-15T07: 21: 34. 8132"),
"l ast Heart beat Recv" : |SODat e("2017-02-15T07: 21: 34. 164Z2"),
"pingMs" : NumberLong(0),

"l ast Hear t beat Message" : "could not find nmenber to sync front,
"configVersion" : 2566261

H

{

tidt o2,

"nane" : "sessionngr02-sitel:27718",

"health" : 1,

"state" : 2,
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"stateStr" : " SECONDARY",

"uptime" : 30,

"optime" : Tinmestanp(1487066061, 491),

"opti meDate" : |SODate("2017-02-14T09: 54:2172"),
"infoMessage" : "could not find nmenber to sync froni,
"configVersion" : 2566261,

"self" : true

b

{

"oid" o 3,

"nane" : "sessionngr0l-site2:27718",

"health" : 1,

"state" : 1,

"stateStr" : "PRI MARY",

"uptinme" : 28,
"optime" : Timestanp(1487145333, 99),

"optinmeDate" : |SCDate("2017-02-15T07: 55: 332"),
"l ast Heart beat" : |SODate("2017-02-15T07: 21: 34. 6122"),
"l ast Heart beat Recv" : | SODate("2017-02-15T07: 21: 34. 603Z"),

"pi ngMs" : Nunber Long(150),
"electionTime" : Tinmestanp(1487066067, 1),

"el ectionDate" : |SODate("2017-02-14T09: 54:27Z2"),
"configVersion" : 2566261

b

{

"id" o 4,

"nane" : "sessionngr02-site2:27718",

"health" : 1,

"state" : 2,

"stateStr" : " SECONDARY",

“uptine" : 28,

"optime" : Timestanp(1487145333, 95),

"opti meDate" : |SODate("2017-02-15T07: 55: 332"),

"l ast Heartbeat" : |SODate("2017-02-15T07: 21: 34. 6132"),

"| ast Heart beat Recv" : |SODat e("2017-02-15T07: 21: 34. 5992"),
"pi ngMs" : NunberLong(150),

"synci ngTo" : "sessionngr01l-site2:27718",

"configVersion" : 2566261

}

1.
"ok" : 1
}

In a scenario where amember fails to recover automatically, the operator should use procedures described in
Manual Recovery, on page 15.

Manual Recovery
Before performing recovery steps, refer to the following guidelines:

« Perform the recovery stepsin a maintenance window on any production system. These recovery steps
require restarts of the application.

« If afailure impacts the system for along period (for example, data center, power or hardware failure)
the database instance must be resynchronized manually as the oplog will have rolled over. Full
resynchronizations of the database are considered events that operation teams should execute during
maintenance windows with personnel monitoring the status of the platform.

* In Geo Redundancy, replica sets are used for different databases. The replication happens based on oplog.
The oplog is a data structure that mongo maintains internally at Primary where the data operations logs
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are maintained. The secondariesfetch from the oplog entriesfrom the primary asynchronously and apply
those operations on themselves to achieve synchronization. If a secondary goes down for along time,
due to the limited size of oplog, there is a chance that some of the logsin oplog will be overwritten by
new entries. In that case, when secondary comes up, it is unable to synchronize with the primary as it
does not see atimestamp from where it had gone down.

Therefore, manual resynchronization isrequired which istermed asinitial-syncin MongoDB. In this scenario,
mongod process is stopped on concerned secondary, all the data in data directory is deleted and mongod
processis started. The secondary Session Manager first copies all the data from primary and then copies the

oplog.

Note

These procedures are only for manually recovering the databases. Based on the system status (all VMsdown,
traffic on other site, LBs down or up, al session cache down or only one down etc.), execution of some pre-
and post- tests may be required. For example, if only one session manager isto be recovered, and we have
primary database and traffic on current site, we must not reset the database priorities.

Similarly, if all of the CPS databases and |oad bal ancers are down, monit processes corresponding to
mon_db_for _| b_fail over andnon_db_f or _cal | _model scripts should be stopped. These scripts monitor load
balancersand if LB processes or LB itself are down, they make local instances of databases secondary. Also,
if local databases are secondary, these scripts shut down load balancer process. All these scripts refer to
corresponding configurationsin/ et ¢/ br oadhop. Also, post recovery, user can run some sample calls on
recovered site to make sure that system is stable, and then finally migrate traffic back to original Primary.

Thisfollowing sections provide the detail ed stepsto recover aMongoDB when the database replica set member
does not recover by itself:

Recovery Using Repair Option

Step 1

Step 2

Therepair option can be used when few members have not recovered dueto VM reboot or abrupt VM shutdown
or some other problem.

Execute the diagnostics script (on perfclient01/02) to know which replica set or respective member has failed.

For Sitel:

#di agnostics.sh --get_replica_status sitel

For Site2:

#di agnostics.sh --get_replica_status site2

Note

If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Log onto session manager VM and check if mongod process is running or not.
#ps -ef | grep 27720

Note

Port number can be different.
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Step 3

Step 4

Step 5

Recovery Using Remove/Add Members Option .

If processis running, then shut down the process and try to repair the database.
a) To stop the process.

/usr/bin/systenttl stop sessionngr-<port#>

b) To repair database.

/usr/bin/systenttl repair sessionngr-<port#>
Sometimes the repair process takes time to recover. Check the mongo log to find the status:
#tailf /var/l og/ mongodb- <port#>.1 og
c) If therepair processis completed successfully, then start mongo process.
/usr/bin/systenctl start sessionngr-<port#>
Execute the diagnostics script again (on perfclient01/02) to know if replica set member has recovered.
For Sitel:
#di agnostics.sh --get_replica_status sitel
For Site2:
#di agnostics.sh --get _replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

To recover other failed members, follow the recovery steps from Step 1, on page 16 to Step 4, on page 17.

If the secondary member is still in RECOVERING state, refer Recovery Using Remove/Add Members Option, on page
17.

Recovery Using Remove/Add Members Option

Remove Specific Members

Step 1
Step 2

A\

Caution  Before removing the particular member from the replica set, make sure that you have identified correct
member.

Sometimes a member lags behind significantly due to failure or network issues, and is unable to resync. In
such cases, remove that member from replica set and add it again so that it can resync from start and come

up.

Loginto Cluster Manager.
Execute the diagnostic script to know which replica set or respective member needs to be removed.

For Sitel:

#di agnostics.sh --get_replica_status sitel
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For Site2:
#di agnostics.sh --get_replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Step 3 Execute bui | d_set . sh with the port option to remove particular member from replica set. Script prompts to enter
<VM>:<port> where member resides.

cd /var/qps/ bi n/ support/nmongo/
For session database:
#./buil d_set.sh --session --renove-nenbers
For SPR database:
#./build_set.sh --spr --renove-nmenbers
Step 4 Execute the diagnostic script again to verify if that particular member is removed.
For Sitel:
#di agnostics.sh --get _replica_status sitel
For Site2:
#di agnostics.sh --get _replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Add Members

To add the earlier removed members to replica set, perform the following steps:

Step 1 Loginto Cluster Manager.
Step 2 Execute the diagnostic script to know which replica set member is not in configuration or failed member.

For Sitel:
di agnostics.sh --get_replica_status sitel
For Site2:
di agnostics.sh --get_replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.
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Step 3 Update/ et ¢/ br oadhop/ nongoConf i g. cf g file. Execute bui | d_et c. sh to accept the changes done in
/ et c/ br oadhop/ nongoConfi g. cf g fileand wait for AIDO server to create the replica-set.

cd /var/qps/ bi n/ support/ nongo/

To verify the replica-set has been created, run the following command for session database:
#./buil d_set.sh --session

OR

di agnostics.sh --get_replica_status

To verify whether the replica-set are created, run the following command for SPR database:
#./build_set.sh --spr

OR

di agnostics.sh --get_replica_status

Step 4 Set priority using set _pri ori ty. sh command. The following are example commands:

cd /var/qps/ bin/support/mongo/; ./set_priority.sh --db session
cd /var/qps/bin/support/nmongo/; ./set_priority.sh --db spr

cd /var/qps/ bin/support/mongo/; ./set_priority.sh --db admin
cd /var/qps/ bi n/ support/mongo/; ./set_priority.sh --db bal ance

Step 5 Execute the diagnostic script from Cluster Manager to know if member(s) are added successfully into the replica set.
For Sitel:
#di agnostics.sh --get _replica_status sitel
For Site2:
#di agnostics.sh --get_replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Recovery for High TPS

When the HA/GR setup is running with high TPS and if replica members are having high latency between
them then some replica members can go to RECOV ERING state and will not recover from that state unless
some commands are executed to recover those replica members. We can use the manual/automated recovery
procedure to recover the replica members which arein RECOVERING state.

Automated Recovery
There can be three different scenarios of setup possible for recovery of replica members:
1. Casel: Two members of replicaset arein RECOVERING state

2. Case 2: With all replicamembers except primary arein RECOVERING state
3. Case 3: Some replicamembers are in RECOVERING state
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Step 1

Step 2

Step 3

\)

Note Automation script recovers only those replica members which are in RECOVERING state.

Before executing automated recovery script (hi gh_t ps_db_r ecovery. sh <replica_sethame>), go to current primary
member (site-1) and reset the priorities by executing the following commands:

Note To modify priorities, you must update the renber s array in the replica configuration object. The array index
beginswith 0. The array index value is different than the value of the replica set member's renbers[n] . _i d
field in the array.

ssh <primary menber >

nongo --port <port>
conf=rs. conf ()

conf. menbers[1].priority=2
conf. menbers[2].priority=3
conf. menbers[3].priority=5
conf. menbers[4].priority=4
rs.reconfig(conf)

exit

Execute the following command script to recover the member:
hi gh_t ps_db_recovery. sh <replica_setname>

For Example:

hi gh_tps_db_recovery. sh SPR- SET1

Execute di agnost i cs. sh command to check whether the RECOVERING member has recovered.
di agnostics.sh --get_replica_status

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

After the replica set member isrecovered, the state will change to SECONDARY and all the processlogs are
stored in alog file.

)

Note If you are unable to recover the replica set member from RECOVERING state using automated recovery
script, refer to Manual Recovery, on page 20.

Manual Recovery

Step 1

Before recovery, on all concerned replica-set VMs, perform the following steps:
a) Editsshd _confi gfile
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vi /etc/ssh/sshd_config

b) Add thefollowing entry at the end of sshd_conf i g file. The below value (130) should be based on number of
files that we have under secondary's data directory. It should be close to the number of files there.

Max St art ups 130

¢) Restart sshd service by executing the following command:
service sshd restart
d) Executedi agnostics.sh --get_replica_status command to know which members are down.

Based on the status of system and subject to above note, check if you need to reset member priorities. For example,

if site-1isPrimary and site-2 is Secondary and if site-1 has gone down, we need to login to new Primary and reset

the replicamembers prioritiesin such away that when site-1 comes UP again, it would not become Primary
automatically.

Note If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

For this purpose, perform the following steps:

1. Goto current primary member (site-1) and reset the priorities by executing the following commands:

Note To modify priorities, you must update the menber s array in the replica configuration object. The array
index begins with 0. The array index value is different than the value of the replica set member's
menbers[ n]. _i d field inthe array.

ssh <primary nmenber >

nongo --port <port>

conf =rs. conf ()

conf. menbers[1].priority=2

conf. menbers[2].priority=3

conf. menbers[3].priority=5

conf. menbers[4] .priority=4

rs.reconfig(conf)

exit

2. Alsoonthefailed replicaset sitethere are chances that monitoring scripts would have stopped the load balancers,

and shifted all the databases primaries to other site. Stop the monitoring on the failed site perfclient01 and

pcrfclient02 both by executing the following commands:

nmonit stop non_db_for_| b_fail over

nmonit stop non_db_for_cal | nodel

At this point the operator should maintain two consoles: one for executing commands to recover the secondary

member and another to manage the source secondary. The source Secondary is the Secondary that is nearest in

terms of latency from the recovering Secondary.

Also, note down the port and data directory for these members. Typically these are the same, and only the host

name will be different.

Step 2 Recover the member:
a) Go to recovering Secondary and execute the following commands:
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b)

d)

e)

f)

ssh <recovering Secondary>

ps -eaf | grep nongo

[usr/bin/systenctl stop sessionngr-<port>
cd <menber data directory>

\rm-rf *

cp /var/qps/ bi n/ support/gr_non/fastcopy.sh

Go to nearest working available secondary and execute the following commands:

ssh <source Secondary> nbngo --port <mongo port>
#l ock this secondary fromwites

db. f syncLock()

exit

ps -eaf | grep nobngo

cd <data directory>

tar -cvf _tnp.tar _tnp

Any errors can be ignored.

tar -cvf rollback.tar rollback
Go to recovering Secondary and execute the following commands:

cd <data directory>

./ fastcopy.sh <nearest working secondary>
<secondary data directory>

ps -eaf | grep scp | w -

After the count is one, start secondary by executing the following commands:

tar -xvf _tnp.tar
tar -xvf rollback.tar
/usr/bin/systenttl start sessionngr-<port>

Go to nearest secondary from where you are recovering and execute the following commands:

nongo --port <port>
db. f syncUnl ock()
db. print Sl aveReplicationl nfo()

Exit the database by executing exi t command.

Monitor the lag for some time (close to 3 to 4 minutes). Initially the lag will be small, later it will increase and then
decrease. Thisisbecause secondary is catching up with primary oplog and also cal culating the lag. Asthe secondary
hasjust restarted, it takes sometime to calculate real 1ag, but MongoDB shows intermittent values, hence, we see the
lag initially increasing. On the other hand, the secondary is also catching up on synchronization and eventually the
lag would reduce to one second or less. The member should become secondary soon.

On similar lines, recover another secondary, preferably from the just recovered oneif it is closest in terms of ping
connectivity.

Once all the secondaries are recovered, we need to reset the priorities and then restart the stopped load balancers.

Connect to primary of concerned replica set:

ssh <primary menber >
nongo --port <port>
conf=rs. conf ()

Based on the output, carefully identify the correct members and their ids:
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Step 3
Step 4

Step 5

Rebuild Replica Set [J|]

Note To modify priorities, you must update themenber s array inthe replicaconfiguration object. The array index
beginswith 0. The array index valueis different than the value of the replica set member'snenbers[n] . _i d
field in the array.

conf. menbers[1].priority=5
conf. menbers[2].priority=4
conf. menbers[3].priority=3
conf. menbers[3].priority=2
rs.reconfig(conf)

exit

Loginto|b01 and Ib02 and start monit for all gns processes.

Check the status of gns processes on each of load balancers VMs by executing the following command:
nonit status gnsXX

Now login to perfclient01 and 02 and start the monit scripts that we had stopped earlier.

monit start non_db_for_|b_failover
nmonit start non_db_for_cal |l nodel

Now reset the sshd connection on al virtual machines. Comment out the MaxStartup linein/ et c/ ssh/ sshd_conf file
and restart sshd using servi ce sshd restart command.

Rebuild Replica Set

Step 1
Step 2
Step 3

Step 4

There could be a situation when all replica set members go into recovery mode and none of members are
either in primary or secondary state.

Stop CPS processes.
Loginto Cluster Manager.
Execute the diagnostic script to know which replica set (all members) have failed.

For Sitel:

#di agnostics.sh --get_replica_status sitel

For Site2:

#di agnostics.sh --get_replica_status site2

The output displays which replica set members of replica set setO1 for session data are in bad shape.

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Build session replica sets. Add the member informationin/ et ¢/ br oadhop/ nongoConf i g. cf g fileand run
bui | d_et c. sh script and wait for AIDO server to create the replica-set.

To verify the replica-set has been created, run the following command:
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# ./build_set.sh --session
OR

di agnostics.sh --get_replica_status

Step 5 Set priority using set _pri ori ty. sh command. The following are example commands:

cd /var/qps/bin/support/nongo/; ./set_priority.sh --db session
cd /var/qps/bin/support/nongo/; ./set_priority.sh --db spr

cd /var/qps/bin/support/nongo/; ./set_priority.sh --db adnin
cd /var/qps/bin/support/nongo/; ./set_priority.sh --db bal ance

Step 6 To recover other failed set, follow the recovery steps from Step 1, on page 23 toStep 4, on page 23.
Step 7 Restart CPS.

restartall.sh

Caution Executingrestartall.sh will cause messages to be dropped.

Add New Members to the Replica Set

Step 1 Loginto Cluster Manager.
Step 2 Execute the diagnostic script to know which replica-set member is not in configuration or failed member.

For Sitel:
#di agnostics.sh --get _replica_status sitel
For Site2:
#di agnostics.sh --get _replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Step 3 Update the member information in the rongoConf i g. cf g file.

Example: The following is the example for adding two members in balance replica-set.

cd /etc/broadhop
vi nmongoConfig.cfg

Before Update After Update

[BALANCE-SET1] SETNAME=set03 [BALANCE-SET1] SETNAME=set03
ARBITER1=pcrfclient01-prim-site-1:37718 ARBITER1=pcrfclient01-prim-site-1:37718
ARBITER_DATA_PATH=/data/sessions.3 ARBITER_DATA_PATH=/data/sessions.3
PRIMARY-MEMBERS PRIMARY-MEMBERS
MEMBER1=sessionmgr01-site-1:27718 MEMBER1=sessionmgr0l1-site-1:27718
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Additional Session Replication Set on GR Active/Active Site .

SECONDARY-MEMBERS MEM BER2=sessionmgr02-site-1:27718
MEMBER1=sessionmgrOl-site-2:27718 SECONDARY-MEMBERS

DATA _PATH=/data/sessions.3 MEMBER1=sessionmgr01-site-2:27718
[BALANCE-SET1-END] MEM BER2=sessionmgr02-site-2:27718

DATA_PATH=/data/sessions.3
[BALANCE-SET1-END]

Run bui | d_et c. sh to accept the changesdonein/ et ¢/ br oadhop/ nongoConf i g. cf g fileand wait for AIDO
server to add the new replica-set

cd /var/qps/ bi n/ support/ nmongo/
Example: To verify the replica-set members has been added to balance database, run the following command:
./build_set.sh --bal ance

OR

di agnostics.sh --get_replica_status

Execute the diagnostic script to know if member/s are added successfully into the replica-set.
For Sitel:

#di agnostics.sh --get _replica_status sitel

For Site2:

#di agnostics.sh --get _replica_status site2

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Additional Session Replication Set on GR Active/Active Site

The objective of this section isto add one additional on replication set in GR Active/Active site.

The steps mentioned in this section needs to be executed from primary site Cluster Manager.

\)

Note The stepsin this section assume that the engineer performing the steps has SSH and VMware vCenter access
to the production PCRF System. No impact to traffic is foreseen during the implementation of the steps
although there might be a slight impact on response time during rebalance CLI.
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Step 1
Step 2
Step 3

Step 4

Step 5

\)

Note Incasethereis CPS blade expansion, Max Timer T P S parameter in Policy Buider must to be tuned to handle
internal RAR TPS. For more information, contact your Cisco Account representative.

Before you begin

You should run all the sanity checks prior and after executing the steps in this section.

Run di agnosti cs. sh to verify that the system isin healthy state.
Loginto primary Cluster Manager using SSH.
Take the backup of / et ¢/ br oadhop/ nongoConf i g. cf g file.

cp /etc/broadhop/ nongoConfi g.cfg /etc/broadhop/ nongoConfi g. cf g. dat e. BACKUP

Take the backup of admin database from Cluster Manager.

[root@ma ~]# nkdir admn

[root@ma ~]# cd admi n

[root@m a adm n] # nongodunp -h sessionngr0l --port 27721
connected to: sessionngr01: 27721

2016- 09- 23T16: 31: 13. 962- 0300 al | dbs

** Truncated output **

Edit/ et ¢/ br oadhop/ mongoConfi g. cf g fileusing vi editor. Find the section for session replication set. Add
the new session replication set members.

Note Server name and ports are specific to each customer deployment. Make sure that new session replication set
has unique values.

Session set number must be incremented.

Make sure the port used in MEMBER1, MEMBER2, MEMBER3, MEMBER4, and so on are same.

#S| TE1_START

[ SESSI ON- SET2]

SETNAME=set 10

OPLOG_SI ZE=1024

ARBI TER1=pcrfcl i ent 0la: 27727

ARBI TER_DATA PATH=/ var/ dat a/ sessi ons. 1/ set 10
MEMBERl=sessi onngr 0la: 27727
MEMBER2=sessi onngr 02a: 27727
MEMBER3=sessi onngr 01b: 27727
MEMBER4=sessi onngr 02b: 27727

DATA PATH=/ var/ dat a/ sessi ons. 1/ set 10
[ SESSI ON- SET2- END)|

#S| TE2_START

[ SESSI ON- SET5]

SETNAME=set 11

OPLOG_SI ZE=1024

ARBI TER1=pcrfclient 01b: 47727

ARBI TER_DATA PATH=/ var/ dat a/ sessi ons. 1/ set 11
MEMBER1=sessi onngr 01b: 37727
MEMBER2=sessi onngr 02b: 37727
MEMBER3=sessi onngr 0la: 37727
MEMBER4=sessi onngr 02a: 37727

DATA _PATH=/ var/ dat a/ sessi ons. 1/ set 11
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Step 6

Step 7

Step 8

Step 9

Step 10

Additional Session Replication Set on GR Active/Active Site .

[ SESSI ON- SET5- ENDJ

Run bui 1 d_et c. sh to accept the changes donein nongoConf i g. cf g file and wait for AIDO server to create the
additonal replica-set.

Note Verify that the/ et ¢/ host s file on the both sitesis correctly configured with alias.

Sitel/ et ¢/ host s file should have the following content:

sessi onngr 01 sessi onngr 0la
sessi onngr 02 sessi onngr 02a
psessi onngr 01 sessi onngr 01b
psessi onngr 02 sessi onngr 02b

.a
.b
.a
.b
Site2 / et ¢/ host s file should have the following content:
y.y.y.a sessionngr0l sessionngrO0lb

y.y.y.b sessionngr02 sessionngr02b

X. X. X.a psessi onngr 01 sessi onngr0la

X. X. X. b psessi onngr02 sessi onngr 02a

SSH to Cluster-A/Sitel Cluster Manager. Add the new session replication set information in
/ et ¢/ br oadhop/ nongoConfi g. cf g file. Run bui | d_et c. sh to accept the changes and create new session
replication set from Cluster Manager.

To verify the replica-set has been created, run the following command:
bui | d_set.sh --session

OR

di agnostics.sh --get_replica_status

Set priority using set _pri ori ty. sh command. The following are example commands:

cd /var/gps/ bin/ support/nongo/; ./set_priority.sh --db session
cd /var/qgps/ bin/support/nongo/; ./set_priority.sh --db spr

cd /var/qgps/ bi n/ support/nongo/; ./set_priority.sh --db admn
cd /var/gps/ bin/support/nongo/; ./set_priority.sh --db bal ance

Add shard to Cluster-B/Site2. Add the new session replication set information in
/ et ¢/ br oadhop/ nongoConfi g. cf g file. Runbui | d_et c. sh to accept the changes and create new session
replication set from Cluster Manager.

To verify the replica-set has been created, run the following command:
buil d_set.sh --session

OR

di agnostics.sh --get_replica_status

Set priority using set _pri ori ty. sh command. The following are example commands:

cd /var/qgps/bin/ support/nongo/; ./set_priority.sh --db session

cd /var/qgps/bin/support/nongo/; ./set_priority.sh --db spr

cd /var/gps/bin/ support/nongo/; ./set_priority.sh --db admn

cd /var/qgps/ bin/ support/nongo/; ./set_priority.sh --db bal ance

Copy nongoConf i g. cf g fileto al the nodes using copyt oal I . sh from Cluster Manager.

copytoal | . sh /etc/broadhop/ mongoConfig.cfg /etc/broadhop/ nongoConfig.cfg
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Step 11

Step 12

Step 13

Step 14

Copyi ng '/var/ gps/ confi g/ nmobil e/ et c/ broadhop/ nongoConfi g. cf g
to '/etc/broadhop/ mongoConfig.cfg' on all VM

| bO1

nongoConfi g. cfg

100% 4659 4. 6KB/ s 00: 00
| b02
nongoConfi g. cfg

100% 4659 4.6KB/s  00:00
sessi onngr 01
** Truncated output **

Transfer the modified nrongoConf i g. cf g fileto Site2 (Cluster-B).
scp /etc/ broadhop/ nongoConfig.cfg cm b:/etc/broadhop/ nongoConfi g.cfg

root@mb's password:
nmongoConfi g. cfg

100% 4659 100% 4659 4. 6KB/ s 00: 00

SSH Cluster-B (Cluster Manager). Run bui | d_et c. sh to make sure modified nongoConf i g. cf g fileisrestored
after the reboot.

/var/qps/install/current/scripts/build/ build_etc.sh

Bui | di ng /etc/broadhop. ..
Copying to /var/qps/images/etc.tar.gz...
Creating MD5 Checksum ..

Copy nongoConf i g. cf g filefrom Cluster-B (Cluster Manager) to all the nodes using copyt oal I . sh from Cluster
Manager.

copytoal | . sh /etc/broadhop/ nrongoConfig.cfg /etc/broadhop/ nongoConfig.cfg

Copyi ng '/var/gps/ config/ nobil e/ et c/ broadhop/ nongoConfig. cfg'
to '/etc/broadhop/ mongoConfig.cfg' on all VM

| bO1

nongoConfig.cfg

100% 4659 100% 4659 4.6KB/s  00:00
| b02
nongoConfig.cfg

100% 4659 100% 4659 4.6KB/s  00:00
** Truncated output **

(Applicable for HA and Active/Standby GR only) Adding shards default option. Login to OSGi mode and add the
shards as follows:

tel net qns01 9091

Tryi ng XXX, XXX. XXX, XXX. . .
Connected to gnsOL1.
Escape character is '"~]'.
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Step 15

Step 16

addshard seedl[, seed?]

osgi
osgi
osgi
osgi
osgi
osgi
osgi
osgi
osgi

osgi

>

>

>

>

addshar d
addshar d
addshar d
addshar d
addshar d
addshar d
addshar d
addshar d
rebal ance

mgrate

Mgrate ...
versions up to date - mgrat

All

sessi onngr 01, sessi onngr 02

sess

sess

sess

sess

sess

sess

sess

onngr 01, sess
onngr 01, sess
onngr 01, sess
onngr 01, sess
onngr 01, sess
onngr 01, sess

onngr 01, sess

onngr 02
onngr 02
onngr 02
onngr 02
onngr 02
onngr 02

onngr 02

Additional Session Replication Set on GR Active/Active Site .

port db-index siteid [backup]

27727 1 Sitel

27727

27727

27727

37727

37727

37727

37727

on starting

2

Sitel

Sitel

Sitel

Sitel

Sitel

Sitel

Sitel

Verify that the sessions have been created in the newly created replication set and are balanced.

sessi on_cache_ops. sh --count site2

sessi on_cache_ops. sh --count sitel

Sample output:

Session cache operation script

Thu Jul

28 16:55:21 EDT 2016

sessi on_cache 1765
sessi on_cache_2 1777
session_cache_3 1755
session_cache_4 1750
No of Sessions in SET4 7047

sessi on_cache 1772
sessi on_cache_2 1811
session_cache_3 1738
sessi on_cache_4 1714
No of Sessions in SET5 7035

(Applicable for Active/Active GR only) Add shards with Site option. Login to OSGi mode and add the shards as
follows:
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Note Thisprocessisadding shardsfor Active/Active GR setup which has Site options enabled. To enable Geo-HA
feature, refer to Active/Active Geo HA - Multi-Session Cache Port Support, on page 71.

tel net gns01 9091

Tryi ng XXX, XXX, XXX, XXX. . .
Connected to gns01.
Escape character is '"~]'.

Run i stsitel ookup if you are unsure about the site names. Similar information can be obtained from
/ et ¢/ br oadhop/ gns. conf file (- DGeoSi t eNane=Si t e1).

Note In listsitelookup configuration ‘ LookupValues' must be unique per PrimarySiteld. In case if they are not
unique, you must enable FTS (Full Table Scan) which will impact the performance.

osgi > |istsitel ookup

Id PrimarySiteld SecondarySiteld LookupVal ues
1 Sitel Site2 pcef-gx-1.cisco.com
1 Sitel Site2 pcef-gy-1.cisco.com
1 Sitel Site2 ocsl. server.cisco.com
2 Site2 Sitel pcef 2-gx- 1. ci sco. com
2 Site2 Sitel pcef 2-gy-1. ci sco. com
2 Site2 Sitel ocsl. server.cisco.com

Note Do not run addshar d command on multiple sitesin parallel. Wait for the command to finish on one site and

then proceed to second site.

Adding shard to Sitel. Run the following command from the gns of Sitel:
0osgi > addshard sessi onngr 01, sessi onngr02 27727 1 Sitel

0osgi > addshard sessi onngr 01, sessi onngr02 27727 2 Sitel
0osgi > addshard sessi onngr 01, sessi onngr02 27727 3 Sitel

0sgi > addshard sessi onngr 01, sessi onngr02 27727 4 Sitel

Adding shardsto Site2. Run the following command from the gns of Site2:
0osgi > addshard sessi onngr 01, sessi onngr02 37727 1 Site2
0osgi > addshard sessi onngr 01, sessi onngr02 37727 2 Site2
0osgi > addshard sessi onngr 01, sessi onngr02 37727 3 Site2

0osgi > addshard sessi onngr 01, sessi onngr02 37727 4 Site2

Run osgi > rebal ance Sitel command from Sitel gns.
Run osgi > rebal ance Site2 command from Site2 gns.
Run the following command from the Sitel gns:

0osgi> mgrate Sitel

Mgrate ...

Al'l versions up to date - migration starting
Run the following command from the Site2 gns:

0sgi> migrate Site2
Mgrate ...
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Step 17

Step 18

Step 19

Step 20

Additional Session Replication Set on GR Active/Active Site .

Al versions up to date - migration starting

Verify that the sessions have been created in the newly created replication set and are balanced.
sessi on_cache_ops. sh --count site2
sessi on_cache_ops. sh --count sitel

Sample output:

Sessi on cache operation script
Thu Jul 28 16:55:21 EDT 2016

Sessi on Dat abase Sessi on Count
sessi on_cache ;1765

sessi on_cache_2 C 1777

sessi on_cache_3 ;1755
session_cache_4 ;1750

No of Sessions in SET4 7047

Sessi on Dat abase Sessi on Count
sessi on_cache ;1772

sessi on_cache_2 ;1811
session_cache_3 ;1738

sessi on_cache_4 ;1714

No of Sessions in SET5 7035

Secondary Key Ring Configuration: This step only applies If you are adding additional session replication set to anew
session manager server. Assuming that existing setup has the secondary key rings configured for existing session
Replication servers.

Refer to the section Secondary Key Ring Configuration in CPS Installation Guide for VMware.

Configure session replication set priority from Cluster Manager.

cd /var/gps/bin/support/nongo/; ./set_priority.sh --db session

Verify whether the replica set status and priority is set correctly by running the following command from Cluster
Manager:

di agnostics.sh --get_replica_status

| SESSI ON: set 10

|
|  Member-1 - 27727 : 192.168.116.33 - ARBITER - perfclientOla - ON-LINE - --------

- 0
|  Menmber-2 - 27727 : 192.168.116.71 - PRI MARY - sessionngrOla - ONLINE - --------
- 5
|  Menber-3 - 27727 : 192.168.116.24 - SECONDARY - sessionngr02a - ON-LINE - 0 sec
- 4 |
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Step 21
Step 22

| Menber-4 - 27727 : 192.168.116.70
- 3 |

| Menber-5 - 27727 : 192.168.116. 39
- 2 |

Note

Geographic Redundancy Configuration |

sessi onngr 01b - ONLINE - 0 sec

sessi onngr 02b - ONLINE - 0 sec

If amember is shown in an unknown state, it islikely that the member is not accessible from one of other

members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other

members.

Also, you can login to mongo on that member and check its actual status.

Run di agnost i cs. sh to verify whether the priority for new replication set has been configured or not.
Add session geo tag in MongoDBs. Repeat these steps for both session replication sets.

For more information, refer to Session Query Restricted to Local Site during Failover, on page 65 for more details.

Sitel running log: This procedure only appliesif customer have local site tagging enabled.

Note

To modify priorities, you must update the nenber s array in the replica configuration object. The array index

begins with 0. The array index value is different than the value of the replica set member's menbers[n] . _id

field inthe array.

nongo sessi onngr 01: 27727
MongoDB shel | version: 2.6

connecting to:

.3

sessi onngr 01: 27727/ t est

set 10: PRI MARY> conf = rs.conf();

{

"_id" : "set10",
"version" : 2,
"menbers" : [
{
"_id" 0,
"host" : "pcrfclientOla
"arbiterOnly" : true
b
{
"oidt o1,
"host" : "sessionngr0la
"priority" : 5
b
{
"idt o2,
"host" : "sessionngr02a
"priority" : 4
b
{
"id" o3,
"host" : "sessionngr0lb
"priority" : 3
b
{
"id" o 4,
"host" : "sessionngr02b
"priority" : 2
}

]

ettings" : {
"heart beat Ti meout Secs" :

1 27727"

1 27727"

1 27727"

1 27727"

1 27727"

1
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}

set 10: PRI MARY> conf. nenbers[1].tags = { "sessionLocal GeoSiteTag": "Sitel" }
{ "sessionLocal GeoSiteTag" : "Sitel" }
set 10: PRI MARY> conf. nenbers[2].tags = { "sessionLocal GeoSiteTag": "Sitel"}
{ "sessionLocal GeoSiteTag" : "Sitel" }
set 10: PRI MARY> conf. nenbers[3].tags = { "sessionLocal GeoSiteTag": "Site2"}
{ "sessionLocal GeoSiteTag" : "Site2" }
set 10: PRI MARY> conf. nenbers[4].tags = { "sessionLocal GeoSiteTag": "Site2"}
{ "sessionLocal GeoSiteTag" : "Site2" }
set 10: PRI MARY> rs. reconfig(conf);
{ "ok" : 1}
set 10: PRI MARY> rs. conf ();
{
"_id" : "set10",
"version" : 3,
"menbers" : [
{
"_id" 0,
"host" : "pcrfclientOla: 27727",
"arbiterOnly" : true
H
{
"oidt o1,
"host" : "sessionngr0la: 27727",
"priority" : 5,
"tags" : {
"sessionLocal GeoSiteTag" : "Sitel"
}
H
{
"idt o2,
"host" : "sessionngr02a: 27727",
"priority" : 4,
"tags" : {
"sessionLocal GeoSiteTag" : "Sitel"
}
H
{
"id" o3,
"host" : "sessionngr01lb: 27727",
"priority" : 3,
"tags" : {
"sessionLocal GeoSiteTag" : "Site2"
}
H
{
"id" o 4,
"host" : "sessionngr02b: 27727",
"priority" : 2,
"tags" : {
"sessionLocal GeoSiteTag" : "Site2"
}
}
1,
"settings" : {
"heart beat Ti meout Secs" : 1

}

set 10: PRI MARY>

Site2 TAG configuration:
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Note To modify priorities, you must update the menber s array in the replica configuration object. The array index
begins with 0. The array index value is different than the value of the replica set member's menbers[n] . _id
field in the array.

nongo sessi onngr 01b: 37727
MongoDB shel |l version: 2.6.3
connecting to: sessionngr01lb: 37727/t est
set 11: PRI MARY> conf = rs.conf();
{
"id" o "set11",
"version" : 2,
"menbers" : [
{
"_id" 0,
"host" : "pcrfclientOlb: 47727",
"arbiterOnly" : true
H
{
"idt o1,
"host" : "sessionngr01b: 37727",
"priority" : 5
H
{
tidt o2,
"host" : "sessionngr02b: 37727",
"priority" : 4
H
{
"id" o3,
"host" : "sessionngr0la: 37727",
"priority" : 3
H
{
"id" o 4,
"host" : "sessionngr02a: 37727",
"priority" : 2
}
1.
"settings" : {
"heart beat Ti meout Secs" : 1
}
}
set 11: PRI MARY> conf. menbers[1].tags = { "sessionLocal GeoSiteTag": "Site2"}
{ "sessionLocal GeoSiteTag" : "Site2" }
set 11: PRI MARY> conf. menbers[2].tags = { "sessionLocal GeoSiteTag": "Site2"}
{ "sessionLocal GeoSiteTag" : "Site2" }
set 11: PRI MARY> conf. nenbers[3].tags = { "sessionLocal GeoSiteTag": "Sitel"}
{ "sessionLocal GeoSiteTag" : "Sitel" }
set 11: PRI MARY> conf. menbers[4].tags = { "sessionLocal GeoSiteTag": "Sitel"}
{ "sessionLocal GeoSiteTag" : "Sitel" }
set 11: PRI MARY> rs. reconfig(conf);
{ "ok" : 1}
set 11: PRI MARY> rs. conf();
{
"id" o "set11",
"version" : 3,
"menbers" : [
{
"_id" 0,
"host" : "pcrfclientOlb: 47727",
"arbiterOnly" : true
H
{
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"oidt o1,
"host" : "sessionngr01lb: 37727",
"priority" : 5,
"tags" : {

"sessionLocal GeoSiteTag" : "Site2"
}
I
{

"idt o2,

"host" : "sessionngr02b: 37727",
"priority" : 4,

"tags" : {

"sessionLocal GeoSiteTag" : "Site2"
}
I
{

"id" o3,

"host" : "sessionngr0la: 37727",
"priority" : 3,

"tags" : {

"sessionLocal GeoSiteTag" : "Sitel"
}
I
{

"id" o 4,

"host" : "sessionngr02a: 37727",

"priority" : 2,

"tags" : {

"sessionLocal GeoSiteTag" : "Sitel"

}

}
1,
"settings" : {

"heart beat Ti meout Secs" : 1

}

}
set 11: PRI MARY>

Step 23 Run di agnost i cs. sh to verify that the system isin healthy state.

Rollback Additional Session Replication Set
A

Caution Removing session replication set from running Production system can impact in session loss hence it is not
recommended. But if there are no other options due to any circumstances, follow these instructions.

Step 1 Run di agnost i cs. sh from OAM (pcrfclient) or Cluster Manager to verify the system isin healthy state.
Step 2 Restore ADMIN database from the backup. Restore sharding database only.

nongorestore --drop --objcheck --host sessionngr0l --port 27721 --db shardi ng sharding

Step 3 Runrestartall.sh torestart the system.

Note IfitisaGR site, runrestartal | . sh on both sites before proceeding to the next step.
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. Rollback Additional Session Replication Set

Step 4

Step 5

Step 6
Step 7
Step 8

Step 9

Step 10

Caution Executingrestartal | .sh will cause messagesto be dropped.

Drop the newly created session replication set. In this example, remove set15.

bui |l d_set.sh --session --renove-replica-set --setname setl15

Verify sharding errors are not reported by gns nodes. Login to perfclientOl of Site-1 and Site-2.
tailf /var/l og/broadhop/consolidated-qgns. | og

Ignore the following errors:

2016- 10- 05 11: 45: 01, 446 [pool -3-thread-1] WARN c.b.c. mdao.inpl. Shardlnterface.? - Unexpected error

java.l ang. Nul | Poi nt er Exception: nul |

at

com br oadhop. cache. nongodb. dao. i npl . Shar di nt er f ace$Mbni t or Shar ds. noni t or Sessi onTypeS at i sti cs@unt er (Shar di nt er f ace. j ava: 496)
~[ com br oadhop. pol i cy. geoha. cache_8. 1. 1. r 090988. j ar: na]

at com broadhop. cache. nongodb. dao. i npl . Shar dl nt er f ace$Moni t or Shar ds. run( Shar dl nt er f ace. j ava: 407)

~[ com br oadhop. pol i cy. geoha. cache_8. 1. 1. r090988. j ar: na]

at java.util.concurrent. Execut or s$Runnabl eAdapt er. cal | (Executors.j ava: 511) [na: 1. 8. 0_45]

at java.util.concurrent. FutureTask.runAndReset ( Fut ureTask. j ava: 308) [na: 1.8.0_45]

at

java. util. concurrent. Schedul edThr eadPool Execut or $Schedul edFut ur eTask. access$301( Schedul edThr eadPool Execut or . j ava: 180)
[na: 1.8.0_45]

at

java. util.concurrent. Schedul edThr eadPool Execut or $Schedul edFut ur eTask. r un( Schedul edThr eadPool Execut or . j ava: 294)
[na: 1.8.0_45]

at java.util.concurrent. ThreadPool Execut or. runWr ker ( Thr eadPool Execut or. j ava: 1142) [na: 1. 8. 0_45]

at java.util.concurrent. ThreadPool Execut or $Wor ker. run( Thr eadPool Execut or. j ava: 617) [na: 1. 8. 0_45]

at java.lang. Thread. run(Thread. java: 745) [na: 1. 8.0_45]

Run di agnost i cs. sh from OAM (pcrfclient) or Cluster Manager to verify the system isin healthy state.
Edit rongoConfi g. cf g file and remove the entries related to set15 from Site-1 (Cluster-A).
Copy nongoConfi g. cf g fileto al the nodes using copyt oal | . sh script from Cluster Manager.

copytoal | . sh /etc/broadhop/ nongoConfig. cfg /etc/broadhop/ nongoConfig. cfg

Copyi ng ' /var/ gps/ confi g/ nobil e/ et c/ broadhop/ nongoConfig.cfg' to '/etc/broadhop/ mongoConfig.cfg'
on all VMs

| bO1

nongoConfi g. cfg

100% 4659 4.6KB/s 00:00

| b02

nongoConfi g. cfg

100% 4659 4.6KB/s 00:00

sessi onngr 01

<out put truncated>

Transfer the modified nongoConf i g. cf g fileto Site2 ( Cluster-B ).

scp /etc/ broadhop/ nongoConfig.cfg cm b:/etc/broadhop/ nongoConfig.cfg
root@mb's password:

nongoConfi g. cfg

100% 4659 4.6KB/s 00: 00

[root@ma ~]#

SSH to Cluster-B Cluster Manager. Run bui | d_et c. sh to make sure modified nbngoConf i g. cf g fileisrestored
after reboot.

/var/qps/install/current/scripts/build/ build_etc.sh
Bui | di ng / et c/ broadhop. . .

Copying to /var/gps/imges/etc.tar.gz...

Creating MD5 Checksum ..
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Network Latency Tuning Parameters .

Copy nongoConf i g. cf g filefrom Cluster-B Cluster Manager to all the nodes using copyt oal | . sh from Cluster
Manager.

copytoal | . sh /etc/broadhop/ mrongoConfig.cfg /etc/broadhop/ nongoConfig.cfg

Copyi ng '/var/gps/ confi g/ mobil e/ et c/ broadhop/ nongoConfig.cfg' to '/etc/broadhop/ nongoConfig.cfg'
on all VMs

| bO1

nongoConfi g. cfg

100% 4659 4.6KB/s 00:00

| b02

nongoConfi g.cfg

100% 4659 4.6KB/s 00:00

<out put truncat ed>

Network Latency Tuning Parameters

In GR, if the network latency between two sites is more than the threshold value, - Dri ngSocket Ti reCut ,
- Dshar dPi nger Ti meout Ms and - bal ancePi nger Ti neout Ms parameters need to be configured with the
appropriate values.

To get the values that must be configured in - Dri ngSocket Ti meQut , - Dshar dPi nger Ti meout Ms and
- bal ancePi nger Ti meout Ms, check thelatency using ping command for the sessionmgr which hoststhe shard.

Example:

If the network latency between two sitesis 150 ms, the value must be configured as 50 + 150 (network latency
inms) = 200 ms.

The parameters need to be added in/ et ¢/ br oadhop/ gns. conf on both sites:

- DringSocket Ti meCQut =200
- Dshar dPi nger Ti neout Ms=200
- Dbal ancePi nger Ti meout Ms=200

If the parameters are not configured, default values will be considered:

- Dri ngSocket Ti meCut =50
- Dshar dPi nger Ti neout Ms=75
- Dbal ancePi nger Ti neout Ms=75

In addition to the above parameters, the following parameters need to updated if network latency isfound to
be 150 ms. These values need to beincreased so that QNS processes can come up and get connected to Mongo
Database on Session Managers without having timeouts.

- Dongo. cl i ent. t hread. maxWai t Ti me=1700
- Dongo. cl i ent. t hread. maxWai t Ti me. bal ance=1700
- Dongo. cli ent. t hread. maxWai t Ti me. r enot eBal ance=1700
- Dongo. cli ent. t hread. maxWai t Ti me. r enot eSpr =1700
- Dongo. cl i ent. thread. maxWai t Ti me. cdrrep=1700
- Dongo. cl i ent. t hread. maxWai t Ti me. cdr =1700
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Remote SPR Lookup based on IMSI/MSISDN Prefix

Prerequisites

Policy Builder configuration on both the sites should be the same.

Configuration

Step 1 Configure the Lookup key field in Policy Builder under '‘Domain'. It can be IMSI, MSISDN, Session User Name, and so
on. An example configuration is given below:

Figure 1: Remote Db Lookup Key

fit Domain

Mame

o | Iz Deraull
USLIM

Provisioning | Additional Profile Data | Locations | Advanced Rules

Authorization USuM Authorization =
User Id Field
Session MSISDN select | dlear

Password Field

select | clear

Remote Db Lookup Key Field

Session IMSI select | dear

299550

Step 2 Configure remote databases in Policy Builder under USUM Configuration.

Consider there aretwo sites: Sitel (Primary) and Site2 (Secondary). In Policy Builder there will be two clustersfor Sitel
and Site2 in case of Active/Active model.

Under 'Cluster-Site2', create USuM Configuration and add remote databases to be accessed when Sitel is not available.
Here is an example configuration:
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Figure 2: Remote Database Configuration

*Shard Configuration
*primary Database Host

sitel-sessionmgrol

Secondary Database Host

site1-sessionmgr02
*Database Port

277017

Remote Shard Configuration -

*Tertiary Database Host

site2-sessionmgrOl

Quaternary Database Host

site2-sessionmgro2

Remote Database Configuration -

Remote Databases
Name *Match Type *Match Valu *Connections Per Host *Db Read Preference  *Primary Database Host Secondary Database HiTertiary Database Host Quaternary Database F *Port
SPR_SITE1 |ElEleid! 40430 40 SecondaryPreferred sitel-sessionmgro3 sitel-sessionmgr04 site2-sessionmgr03 site2-sessionmgrod 27720

Add || Remove || ¢ || 4%

Table 1: Remote Database Configuration Parameters

Parameter Description

Name Unique name to identify the remote database.

Note Thisis needed to see the correct sites's subscriber in Control Center,
when multiple SPR is configured.

Match Type Pattern match type.
It can be Starts With, Ends With, Equals, Regex match type.

Match Value Key/regex to be used in pattern matching.
Connection per host Number of connections that can be created per host.
Db Read Preference Database read preferences.

Primary/Secondary/Tertiary/Quaternary | Connection parameter to access database. This should be accessible from Site2
Database Host, Port irrespective of Sitel is UP or DOWN.

Important The host names must exactly be the same host name used when the
corresponding replica-set is created in Mongo. Only the data holding
members need to be configured (and not the arbiters).

For more information on Remote Database Configuration parameters, refer to the CPS Mobile Configuration Guide for
thisrelease.
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Remote Balance Lookup based on IMSI/MSISDN Prefix

Prerequisites

Policy Builder configuration on both the sites should be the same.

Configuration

Step 1 Configure the Lookup key field in policy builder under Domain. It can be IMSI, MSISDN, Session User name and so
on. An example configuration is given:

Figure 3: Lookup Key

Domain

Mame
USLIM

o | Iz Deraull

Provisioning | Additional Profile Data | Locations | Advanced Rules

Authorization USuM Authorization =

User Id Field
Session MSISDN select | dlear

Password Field

select | clear

Remote Db Lookup Key Field
Session IMSI select | dear

299550

Step 2 Configure remote databases in policy builder under Balance Configuration.

Consider there are two sites: Sitel (Primary) and Site2 (Secondary). So in Policy Builder there will be two clusters for
Sitel and Site2.

Under 'Cluster-Site2, create Balance Configur ation and add remote databases to be accessed when Sitel isnot available.

An example configuration is given:

Figure 4: Example Configuration

Systoms *Max Replication Wait Time Ms
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Table 2: Remote Database Configuration Parameters

Parameter Description

Name Unique name to identify the remote database.

Match Type Match typeto be matched for the remote database to be sel ected for lookup.
Connection per host Number of connections that can be created per host.

Db Read Preference Database read preferences.

Primary Ip Address, Secondary Ip Address, | Connection parameter to access database. This should be accessible from
Port Site? irrespective of Sitel is UP or DOWN.

For more information on Balance Configur ation parameters, refer to the CPS Mabile Configuration Guide for this
release.

SPR Provisioning

CPS supports multiple SPR and multiple balance databases in different ways based on deployments. SPR
provisioning can be done either based on end point/listen port or using APl router configuration.

SPR Location Identification based on End Point/Listen Port

Prerequisites
Policy Builder configuration on both the sites should be the same.

Configuration
Consider there are two sites: Sitel (Primary) and Site2 (Secondary).

Add new entry on Site2 in haproxy.cfg (/ et ¢/ hapr oxy/ hapr oxy. cf g) file listening on port 8081 (or any other
free port can be used) with custom header “ RemoteSprDbName”. Same configuration to be done on both |oad balancers.

listen pcrf_a_proxy |bvip01: 8081
nmode http
reqadd Renot eSpr DbName:\ SPR_SI TE1
bal ance roundrobin
option httpcl ose
option abortoncl ose
option httpchk GET /ualsoap/ KeepAlive
server qns01_A gns01: 8080 check inter 30s
server qns02_A gns02: 8080 check inter 30s
server qns03_A gns03: 8080 check inter 30s
server qns04_A gns04: 8080 check inter 30s
# |If there are nore gns add all entries here

Where,
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RemoteSpr DbName is the custom header.
SPR_SITEL1 isthe remote database name configured in Step 2, on page 38.

API Router Configuration
The following are the three use cases where a user must configure API router:
» Multiple SPR/Multiple Balance
» Common SPR/Multiple Balance (Hash Based)
» Common SPR Database and Multiple Balance Database based on SPR AVP

Use Cases

Multiple SPR/Multiple Balance

Use Case
Thiswill be useful when there are multiple active sites and each has their own separate SPR and balance
database.
Logic
* When API router receives the request it will extract the Network I1d (MSISDN) from the request.

« It will iterate through the API router criteria table configured in Api Router Configuration in Policy
Builder and find SPR, Balance database name by network Id.

« API router will make unified API call adding SPR, balance database name in http header.

* SPR and balance module will use this SPR, balance database name and make queries to appropriate
databases.

Common SPR/Multiple Balance (Hash Based)

Use Case

Thiswill be useful when there is common SPR across multiple sites, and latency between siteisless. Also
thiswill evenly distribute the data across all balance databases.

Logic

« When API router receives the create subscriber request:

* It first generates hash value using network Id (in range 0 to n-1, where nisfrom gns.conf parameter
-DmaxHash=2)

* It will add generated hash value in SPR AV P (with code _balanceKeyHash).
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Common SPR Database and Multiple Balance Database based on SPR AVP .

* For example, if maxHash is 2 and generated hash valueis 1, then SPR AVP will be
_balanceKeyHash=1

» When API router receives the request other than create subscriber.

* It will query subscriber and get hash value from subscriber AV P (_balanceKeyHash).

» Oncehashvalueisavailable, it will iterate through the API router criteriatable configured in Api Router
Configuration in Policy Builder and find bal ance database name by hash.

« API router will make unified API call adding balance database name in http header.

 Balance module will use this balance database name and make query to appropriate balance database.
Common SPR Database and Multiple Balance Database based on SPR AVP

Use Case

Thiswill be useful when there is common SPR across multiple sites, but each has separate balancein each
site. We can add region AV P in each subscriber to read from local database.

Logic
* When API router receives the request:

* It will query subscriber and get subscriber AV P from subscriber. AVP name is configurable.

» Once AVP value isavailable, it will iterate through the API router criteria table configured in Api
Router Configuration in Policy Builder and find balance database name by AVP.

 API router will make unified API call adding balance database name in http header.
« Balance module will use this balance database name and make query to appropriate balance database.

HTTP Endpoint

By default, API router isexposed on/ api r out er andthe Unified API endpoint isexposed on/ ua/ soap.
The default URLs are as follows:

Table 3: Default URLs

Setup Unified API API Router

HA https://Ibvip01:8443/ua/soap https://Ibvip01:8443/apirouter

Figure 5: API Router Configuration

External API Router ) Unified API
Client ' fapirouter | lua/soap
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Some customer may have configured the URL at multiple places and do not want to change URL. To change
the endpoint so that the API router uses/ ua/ soap, add thefollowing parametersin/ et ¢/ br oadhop/ gns. conf .
This makes API router act as unified API.

- Dapi r out er Cont ext Pat h=/ ua/ soap

- Dapi . ua. cont ext . pat h=/ ua/ backend
- Dua. cont ext . pat h=/ ua/ backend

Note

Configuration

\}

The api . ua. cont ext . pat h and ua. cont ext . pat h parameters must be the same.

Figure 6: Unified API Router Configuration

External API Router Unified API
Client ' . juafsoap | . Jua/soap/backend

New URLs are as follows:

Table 4: New URLs

Setup Unified API API Router

HA https.//Ibvip01:8443/ualbackend | https://Ibvip01:8443/ua/soap

By default, API router configuration feature is not installed. To install this feature, put the following entries
in feature files.

Table 5: Feature File Changes

Feature File Feature Entry
/ et c/ broadhop/ pcrf/feature com.broadhop.apirouter.service.feature
[ et c/ br oadhop/ pb/ feature com.broadhop.client.feature.apirouter

Note

Change in feature file requiresto run bui | dal I . sh, rei ni t . sh from Cluster Manager for the features to get
installed.

Policy Builder Configuration

Domain
1. Remote Db lookup key field:

Thisretriever fetches the value that can be used in patten match to get remote SPR, balance database
name.
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Thisfield retriever can be:

* MSISDN retriever, IMSI retriever or whatever is networkid in subscriber to support multiple SPR,
multiple balance.

* NetworkldHash retriever to support common SPR, multiple balance based on hashing.
* Subscriber retriever AV P to support common SPR, multiple balance based on subscriberAVP.

API Router Configuration

1. Enable Multi-Credential Management: This check box is used to add the support for the multi-credential
management for the API router to handle the following Unified API requests: CreateSubscriber,
DeleteSubscriber, GetSubscriber, CreateBalance, Del eteBalance, ChangeCredential Username.

Note AddCredential, AddCredentials, DeleteCredential, and Del eteCredentials API requests will be added in the
future to complete the multi-credential handling.

2. Enable Backup Cache Lookup For Primary Key: This check box is used to turn on/off the step to iterate
over the know databases to lookup the subscriber primary key if the secondary key cache does not find
the record.

Note A CreateSubscriberRequest does not |ook into the cache or iterate over the databases because it inserts a new
record in the database and must build the cache entries from the request.

3. Filter Type: Type of filter to be used.
» Networkld — To configure multiple SPR, multiple balance.

* NetworkldHash — To configure common SPR, multiple balance based on hashing.

* SubscriberAV P — To configure common SPR, multiple balance based on susbcriberAVP.

AV P Name can be changed by adding flag -DbalanceK eyAvpName=avpName. Refer to Configurable
Flags, on page 47.

4. Router Criteria: The following isthelist of criteriato consider for pattern matching.

Table 6: Router Criteria

Criteria Description

Match Type Pattern match type.
It can be Starts With, Ends With, Equals, Regex match type.

Match Value Key/regex to be used in pattern matching.
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Criteria

Description

Remote SPR DB name

If criteria match, use this database name as SPR database name.

This database name should match with the remote database name
configured in USUM Configuration > Remote databases > Name.

Remote Balance DB name

If criteria match, use this database name as Balance database name.

This database hame should match with the remote database name
configured in BalanceConfiguration > Remote databases > Name.

Balance Configuration (remote databases)

The following parameters can be configured under Remote Database for Balance Configuration.

Table 7: Remote Database Parameters

Parameter Description
Name Balance database name.
Match Type Pattern match type.
It can be Starts With, Ends With, Equals, Regex match type.
Match Value Key/regex to be used in pattern matching.

Connection per host

Balance database mongo connection per host.

Db Read preference

Balance database read preference.

Primary Ip Address

Balance database primary member |P address.

Secondary Ip Address

Balance database secondary member |P address.

Port

Balance database primary member | P address.

Following fields needs to be configured if hot standby for balance database is needed

Backup DB Host

Backup balance database primary member |P address.

Backup DB Secondary Host

Backup balance database secondary member | P address.

Backup DB Port

Backup balance database primary member |P address.

USuM Configuration (remote databases)

The following parameters can be configured under Remote Database for USUM Configuration.

|

Important  The host names must exactly be the same host name used when the corresponding replica-set is created in
Mongo. Only the data holding members need to be configured (and not the arbiters).
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Table 8: Remote Database Parameters

Parameter Description
Name SPR database name.
Match Type Pattern match type.

It can be Starts With, Ends With, Equals, Regex match type.

Match Value Key/regex to be used in pattern matching.

Connection Per host | SPR database mongo connection per host.

Db Read preference | SPR database read preference.

Primary Database Host | SPR database primary member host name.

Secondary Database | SPR database secondary member host name.
Host

Tertiary Database Host | SPR database tertiary member host name.

Quaternary Database | SPR database quaternary member host name.
Host

Port SPR database primary member port number.

Configurable Flags

The following flags are configurablein/ et ¢/ br oadhop/ gns. conf file:

Table 9: Configurable Flags

Flag Description Default Value

balanceKeyAvpName | Subscriber AVP name to be used for subscriber | _balanceKey

based multiple balance databases.
balanceKeyHashAvpName | Internal AV P name being used for hash based _balanceKeyHash
multiple balance databases.
maxHash Maximum value of hash to generate. No default value
ua.context.path Unified API context path. /ua/soap
apirouterContextPath API router context path. [apirouter

Configuration Examples

Multiple SPR/Multiple Balance
Domain Configuration
The Remote Db Lookup Key Field can be MSISDN, IMSI, and so on which is used as network ID in SPR.
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Figure 7: Domain Configuration

Domains

D Summary

Diameter Name
- | 15 Default

P Diameter

Use Case Templates L . .
Provisioning | Additional Profile Data | Locations |

Authorization

User Id Field
Session MSISDN select | clear

Password Field

select | clear

Remote Db Lookup Key Field

Session MSISDN select | clear
USuM Configuration
Figure 8: USuM Configuration
Remote Database Configuration g
Remote Databases

Name *Match Type *Match Valu *Connections Per Host *Db Read Preference  *Primary Database Host Secondary Database HiTertiary Database Host Quaternary Database F*Port
Spri StartsWith 9198 5 Primary sessionmgr01 sessionmgr02 sessionmgr03 sessionmgr04 27720
Spr2 Startswith 9199 5 Primary sessionmgr07 sessionmgro8 sessionmgr09 sessionmgri0

Add Remove || 3 || &

Balance Configuration

Figure 9: Balance Configuration

API Router Configuration
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Figure 10: APl Router Configuration

Api Router Configuration

Unified Api Router ]

*Filter Type
MetworkIdHash -

Router Criteria
*Match Type *Match Value *Remote Balance Db *Remote Spr Db Nam
StartsWith 9198 Bal1 Sprl

StartsWith 9199 Balz

_.;;ldd Remove | | 97 @

Common SPR/Multiple Balance (Hash Based)
Domain Configuration

Figure 11: Domain Configuration

Domain

Name

- ¥| Is Default
Dhameter

Provisioning | Additional Profile Data | Locations | Advanced Rules

Authorization

User Id Field
Session MSISDN select | clear
Password Field
select | clear
Remote Db Lookup Key Field
Metworkld Hash Retriever select | clear

USuM Configuration
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Figure 12: USuM Configuration

*Shard Configuration
*Primary Database Host

| sessionmgril

Secondary Database Host

ﬁessinnmgrnz

*Database Port
27720

Balance Configuration

Figure 13: Balance Configuration

Backup Db Configuration

Remote Databases
Name =Match Type =Match Value *Connections Per Host =Db Read Preference  *Primary Ip Address Secondary Ip Address “Port Backup Db Host Backup Db Secondary Host Backup Db Port
Ball Equals 0 s Primary sessionmgrol sessionmgro2 27718
Balz Equals l‘ 5 Primary sessionmagro7 sessionmaros 27728
Add || Remove || 1 || &
API Router Configuration
Figure 14: APl Router Configuration
Api Router Configuration
Unified Api Router )
*Filter Type
MetworkIldHash -
Router Criteria
*Match Type *Match Value *Remote Balance Db *Remote Spr Db Nam
Equals 0 Bali Common

Add || Remove || 17 || 4%

Common SPR Database and Multiple Balance Database based on SPR AVP
Domain Configuration
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Figure 15: Domain Configuration

t:t Domain

Name

| Is Default

Diameter

Provisioning | Additional Profile Data
Authorization

User Id Field

Locations | Advanced Rules

Session MSISDN select | clear
Password Field
select | clear
Remote Db Lookup Key Field
Subscriber AVP Retriever select | clear

USuM Configuration

Figure 16: USuM Configuration

*Shard Configuration

*Primary Database Host

| sessionmgrol

Secondary Database Host

:sessinnmgrnz

*Database Port
27720

Balance Configuration

Figure 17: Balance Configuration

Backup Db Configuration

Configuration Examples .

Remote Databases

Name  *Match Type  *Match Value  *Connections Per Host *Db Read Preference

Ball Equals Pune - ] Primary
PO v [ Py

“Primary Ip Address  Secondary Ip Address
sessionmaro1
sessionmar07

*Port
27718
27728

Backup Db Host
sessionmaro2
sessionmar0g

Backup Db Secondary Host  Backup Db Port

Add | [Remove | [ | [

API Router Configuration
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. Rebalance
Figure 18: APl Router Configuration
Api Router Configuration
Unified Api Router )
*Filter Type
SubscriberaAvP -
Router Criteria
*Match Type *Match Value “Remote Balance Db *Remote Spr Db Nam
Equals Pune Ball Common
Dem.-er Bal2 Common
Add | | Remove || 17 || 4%
Rebalance
For hash-based balance and common SPR, rebal anceis supported. It means old bal ance data can be rebal anced
to new balance databases without need of re-provisioning.
Rebalance can be done by executing the following OSGi commands:
* r ebal anceByHash — Rebalance with same balance shards (shards here means internal balance shards).
* rebal anceByHash [oldShardCount] [ newShardCount] — Rebalance to change (increase/decrease)
balance shards.
Rebalance with same balance shard
Thisis applicable only for hash based balance databases. To add new database to existing database, perform
the following steps:
Step 1 Log into Control Center and note down few subscriber which has balance.
Step 2 Change Policy Builder configuration: APl Router, Balance, Domain, so on and publish the modified configuration.
Step 3 Add parameter maxHash in gns. conf file.

a) Vaue depends on number of databases.
For example, if there are two balance databases configured in Policy Builder, set valueto 2.
- DmaxHash=2
Step 4 Add context path parameter ua. cont ext . pat h and api r out er Cont ext Pat h ingns. conf file. Thisisneeded for Control
Center to call via API router.
- Dapi r out er Cont ext Pat h=/ ua/ soap

- Dua. cont ext . pat h=/ ua/ backEnd
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Rebalance to Change Number of Balance Shards .

Step 5 Execute copyt oal | . sh and restart Policy Server (QNS) processes.
Step 6 Login to OSGi console on gns01.

tel net gns01 9091

Step 7 Execute r ebal anceByHash command.

r ebal anceByHash

Step 8 Log into Control Center and verify subscriber till has balance noted in Step 1, on page 52.

Rebalance to Change Number of Balance Shards
Thisis applicable only for hash-based balance databases.

To increase the number of balance shards, perform the following steps:

1
2.

Login to Control Center and note down com.cisco.balance.dbs few subscribers who have balance.
In the gns.conf file, add or edit com.cisco.balance.dbs.
a. Vauewill be new shard number.

Example — If you are increasing balance shards from 4 to 8, value should be set to 8.

-Dcom ci sco. bal ance. dbs=8

Run copyt oal | . sh and restart qns processes.

Login to OSGi console on gns01.

tel net gqns01 9091

Run r ebal anceByHash command.

rebal anceByHash <ol d shard nunber> <new shard nunber>

Example— If you areincreasing balance shardsfrom 4 to 8, old shard number is4 and new shard number
is8.

rebal anceByHash 4 8

Login to Control Center and verify subscriber still has balance noted in Step 1.

To decrease the number of balance shards, perform the following steps:

1
2.

Login to Control Center and note down few subscribers who have balance.
Login to OSGi console on gns01.

tel net gqns01 9091

Run r ebal anceByHash command.

rebal anceByHash <ol d shard nunber > <new shard nunber >

Example— If you are decreasing balance shards from 6 to 4, old shard number is 6 and new shard number
is4.
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rebal anceByHash 6 4

4. Inthegns.conf file, add or edit com.cisco.balance.dbs.
a. Vauewill be new shard number
Example — If you are decreasing balance shards from 6 to 4, value should be set to 4.

-Dcom ci sco. bal ance. dbs=4

5. Runcopytoal I . sh and restart qns processes.

6. Loginto Control Center and verify subscriber still has balance noted in Stepl.

Configurations to Handle Traffic Switchover

When Policy Server (QNS) is Down

Step 1

Step 2

Step 3

Step 4

Thefollowing configurations are needed to enablegns_hb. sh script. Thisscript stops Policy Server (QNS)
processes from |b01/1b02 when all Policy Server (QNS) are down (that is, qns01,02..n).

\}

Note To understand traffic switchover, refer to Load Balancer VIP Outage.

To enable script, add the following configurationin/ var / gps/ conf i g/ depl oy/ csv/ Confi gurati on. csv
file:

non_gns_| b, true,

For more information on how to add the parameter in Conf i gur at i on. csv file, refer to CPSInstallation Guide for
VMware for 9.1.0 and later releases.

Note Any database that is not replicated across sites should not be configured for monitoring by
non_db_f or _cal | nodel . sh script.

To disable script, add the following configurationin/ var / qps/ confi g/ depl oy/ csv/ Confi gurati on. csv
file or remove mon_qgns_| b tag from this CSV file:

nmon_qns_|I b, ,

Import CSV to JSON by executing the following command:
/var/qps/install/current/scripts/inport/inport_deploy.sh

Execute the following command to validate the imported data:
cd /var/gps/install/current/scripts/depl oyer/support/
pyt hon jvalidate. py

Note The above script validates the parametersin the Excel/csv file against the ESX serversto make sure ESX server
can support the configuration and deploy VMs.
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Step 5

When Replicated (inter-site) Database is not Primary on a Site .

Note If you are deploying the VMs using the - - nossh feature, jvalidate will not work as jvalidate needs SSH login
credentials to get the memory, CPU and network details from the ESXi. Since - - nonssh feature doesn’t have
the SSH login credentials, the script execution fails for getting the details. You can login to the vCenter where
the ESXi’s are mapped and check the required details to plan the VM design.

Reinitiate Ib01 and 1b02 by executing the following command:

letc/init.d/ vminit

For more information on configuring GR features, refer to CPS Mobile Configuration Guide.

When Replicated (inter-site) Database is not Primary on a Site

Step 1

Step 2

Step 3

\}

Note To understand traffic switchover, refer to Load Balancer VIP Outage.

Add the list of databases that needs to be monitored in non_db_f or _cal | nodel . conf file
(/ et c/ broadhop/ non_db_for_cal | nodel . conf) in Cluster Manager.

Important Contact your Cisco Technical Representative for more details.

Add the following content in the configuration file (mon_db_f or _cal | model . conf):

Note The following is an example and needs to be changed based on your requirement:

#this file contains set nanes that are available in nongoConfig.cfg. Add set nanes one bel ow ot her.
#Refer to README in the scripts folder.

SESSI ON- SET1

SESSI ON- SET2

BALANCE- SET1

SPR- SET1

To enable switch-off of UAPI traffic when replicated (inter-site) configured databases are not primary on this site, add
SToP_UAPI =1 in/ et ¢/ br oadhop/ non_db_f or _cal | nodel . conf file.

Note To disable switch-off of UAPI traffic when replicated (inter-site) configured databases are not primary on this
site, add sToP_uaprl =0 (if this parameter is not defined, ) in
/ et c/ br oadhop/ non_db_f or _cal | nodel . conf file.

When werecover GR site, we haveto manually start UAPI interface (if it is disabled) by executing the following command
as aroot user on 1b01 and 1b02:

echo "enable frontend https-api" | socat stdio /tnp/haproxy

To configure the percentage value for session replica sets to be monitored from the configured session replica set list,
set the PERCENTAGE_SESS_DB_FAI LURE parameter inthe/ et ¢/ br oadhop/ nmon_db_f or _cal | nodel . conf
configuration file.

Use an integer from 1 to 100.
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[l When virtal IP (VIP) is Down

Note

PERCENTAGE_SESS_DB_FAI LURE parameter should be configured such that it resultsin integer value and not float
for the number of sets user expects to be down to trigger the fail over. For example, if there are 4 session
replica-setsand user wantsfailover to betriggered only when two or morereplica-sets are down (>= 2 condition),
user should configure thisvalue as 50 (%). User at timeswrongly interprets this parameter as " more than given
number of replica-sets’. For examplein above case, user intends to have afailover if more than one replica-set
(s0, thisisequivalent to "> 1" condition) are down and configures a value which is more than 25 (for example,
45) which does not work. The expected value should meet the condition of ">= desired number of replica-sets
to be down for failover trigger".

Step 4 Rebuild etc directory on cluster by executing the following command:

/var/qps/install/current/scripts/build/build_etc.sh

When Virtual IP (VIP) is Down

You can configure CPS to monitor VIPs. If any of the configured VV1Ps goes down, the configured databases
fromthelocal site are made secondary. However, if the databases at asite go down, the VIPis not shut down.

For VMware

Specify the configurationin/ et ¢/ br oadhop/ non_db_for _| b_f ai | over. conf.

Note

The/ et c/ br oadhop/ nmon_db_for | b_fail over. conf filecontainsthe configuration for VIPs
along with the database set names.

For OpenStack

* During fresh install, apply the configuration using
http://<cluman-i p>: 8458/ api / systeni confi g/ action/.

* Once system is deployed, use PATCH API
http: // <cl uman- i p>: 8458/ api / syst enf confi g/ appl i cati on- confi g to apply the configuration that
enables monitoring of VIPs.

The new configuration vi pMoni t or For Lb with the following format is created under applicationConfig:

vi pMoni t or For Lb:
vi pNane:
- | bvip01
- | bvi p02

Where, vipName is the array of VIPs to be monitored.

In case of any issues, check the API log file/ var /| og/ orchestrati on-api -server. | ogandthe
/var /| og/ broadhop/ scri pt s directory (after system configuration) for any errors.

Configuring Session Database Percentage Failure

You can configure the percentage value of session replica sets to be monitored from the configured session
replica set list.

For VMware

. Geographic Redundancy Configuration
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Specify the configurationin/ et ¢/ br oadhop/ non_db_f or _cal | nrodel . conf by modifying the
PERCENTAGE_SESS DB_FAI LURE parameter. Use an integer from 1 to 100.

For example, PERCENTAGE_SESS DB_FAILURE=50

Note

PERCENTAGE_SESS_DB_FAI LURE parameter should be configured such that it results in integer value and not
float for the number of sets user expectsto be down to trigger the fail over. For example, if there are 4 session
replica-sets and user wants failover to be triggered only when two or more replica-sets are down (>= 2
condition), user should configure this value as 50 (%). User at times wrongly interprets this parameter as
"more than given number of replica-sets'. For example in above case, user intends to have afailover if more
than one replica-set (so, thisis equivalent to "> 1" condition) are down and configures a value which is more
than 25 (for example, 45) which does not work. The expected val ue should meet the condition of ">= desired
number of replica-setsto be down for failover trigger".

For OpenStack

* During fresh install, apply the configuration using
http://<cluman-i p>: 8458/ api / syst en confi g/ acti on.

* Once system is deployed, use PATCH API
http: // <cl uman- i p>: 8458/ api / syst eni confi g/ appl i cati on- confi g to apply the configuration.

The new configuration dbMoni t or For gns with the following format is created under applicationConfig:

dbMoni t or For ns:

stopUapi: "fal se"

per cent ageSessDBFai | ure: 50
set Nane:

- SESSI O\ SET1

- SESSI O\ SET2

- SESSI O\ SET3

- SESSI O\ SET4

In case of any issues, check the API log file
/var/ | og/ broadhop/ scri pts/ non_db_for_cal | nrodel _$DATE. | og.

Remote Databases Tuning Parameters

If remote databases are configured for balance or SPR, respective mongo connection parameters are required
tobeaddedin/ et ¢/ br oadhop/ gns. conf file

Remote SPR

- DdbSocket Ti meout . r enot eSpr =1200

- DdbConnect Ti meout . r enot eSpr =600

- Dnongo. connect i ons. per. host . r enot eSpr =10

- Dnongo. t hreads. al | owed. t 0. wai t. f or. connecti on. r enot eSpr =10
- Dnongo. cli ent. t hread. maxWi t Ti me. r enot eSpr =1200

Remote Balance

- DdbSocket Ti neout . r enot eBal ance=1200
- DdbConnect Ti meout . r enot eBal ance=600
- Dnongo. connecti ons. per. host. renot eBal ance=10

Geographic Redundancy Configuration .
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- Dmongo. threads. al | owed. t o. wai t. for. connecti on. renot eBal ance=10
- Dongo. cli ent. t hread. maxWai t Ti me. r enot eBal ance=1200

SPR Query from Standby Restricted to Local Site only (Geo
Aware Query)

Step 1 Add new entry for Sitel and Site2in/ et ¢/ br oadhop/ pcr f/ gns. conf file on perfclientOl.
- DsprLocal GeoSiteTag=Sitel ====> in Sitel gns.conf file

- DsprLocal GeoSiteTag=Site2 ====> in Site2 gns.conf file

Step 2 Execute syncconfi g. sh. To reflect the above change, CPS needs to be restarted.
Step 3 Add the site tag information in rongoConf i g. cf g file to make sure that the site tags aren't removed post |SSM.

Hereisasample site tag information added in nrongoConf i g. cf g file.

[ SPR- SET1]

SETNAME=set 04

OPLOG_SI ZE=3072

ARBI| TER=S1- CA- PRI - ar bi t er vi p: 27720
ARB| TER_DATA PATH=/ var/ dat a/ sessi ons. 4
PRI MARY_TAG=Si t el

PRI MARY- MEMBERS

MEMBER1=S1- CA- PRI - sessi onngr 01: 27720
MEMBER2=S1- CA- PRI - sessi onngr 02: 27720
SECONDARY_TAG=Si t e2

SECONDARY- MEMBERS

MEMBER1=S2- CA- SEC- sessi onngr 01: 27720
MEMBER2=S2- CA- SEC- sessi onngr 02: 27720
DATA PATH=/ var/ dat a/ sessi ons. 4

[ SPR- SET1- END]

Step 4 Add tag to SPR MongoDBs.
a) Rundiagnostics. sh command on perfclient01 and find SPR database primary member and port number.
di agnostics.sh --get_replica_status

Note If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

b) Loginto SPR database using the primary replica set hostname and port number.
For example, nmongo --host sessionmgr0l --port 27720

c) Get the replica members by executing the following command:
Executers. conf () from any one member.

SAMPLE OUTPUT

set 04: PRI MARY> rs. conf();

{
'id" : "set04",
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"version" : 319396,

"menbers" : |
{
" id" 0,
"host" : "pcrfclient-arbiter-site3:37720",
"arbiterOnly" : true
b
{
"oid" o1,
"host" : "sessionngr0l-sitel: 27720",
"priority" : 2
b
{
"oid" o2,
"host" : "sessionngr02-sitel: 27720",
"priority" : 2
b
{
"oid" o 3,
"host" : "sessionngr05-sitel: 27720",
"priority" : 2
b
{
"id" o 4,
"host" : "sessionngr06-sitel: 27720",
"votes" : O,
"priority" : 2
b
{
" id" @ 5,
"host" : "sessionngr01-site2:27720"
b
{
" id" 6,
"host" : "sessionngr02-site2:27720"
b
{
"oid" o 7,
"host" : "sessionngr05-site2:27720"
b
{
" id" @ 8,
"host" : "sessionngr06-site2: 27720",
"votes" : O
}
I,
"settings" : {
"heart beat Ti reout Secs" : 1
}

}

d) Now fromthelist, find out the members of Sitel and Site2 to be tagged (excluding the arbiter). After finding member,
execute the following command from Primary member to tag members.

Note To modify priorities, you must update themenber s array in the replicaconfiguration object. The array index
beginswith 0. The array index valueis different than the value of the replica set member'snenbers[n]. _i d
field in the array.

conf = rs.conf();

conf. menbers[1].tags = { "sprLocal GeoSiteTag": "Sitel" }
conf. menbers[2].tags = { "sprLocal GeoSiteTag": "Sitel"}
conf. menbers[3].tags = { "sprLocal GeoSiteTag": "Sitel"}

Geographic Redundancy Configuration .
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conf.
conf.
conf.
conf.
conf.

menber s[ 4] .
nmenber s[ 5] .
nmenber s[ 6] .
menbers[ 7] .
nmenber s[ 8] .

t ags
t ags
t ags
t ags
t ags

rs.reconfig(conf);

Note

e Rt Ran Rt R ae)

"sprLocal GeoSiteTag": "Sitel"}
"sprlLocal GeoSiteTag": "Site2"}
"sprlLocal GeoSiteTag": "Site2"}
"sprLocal GeoSiteTag": "Site2"}
"sprLocal GeoSiteTag": "Site2"}

Geographic Redundancy Configuration |

Thisis asample output. Configuration, members and tag can be different as per your environment.

conf . menber s[ 1] means member with _id = 1in output of rs. conf ().

After executing this command, primary member can be changed.

Verify tags are properly set by log in on any member and executing the following command:

rs.conf();

SAMPLE OUTPUT
set 04: PRI MARY> rs. conf();

{

"

"version"
"menber s"

"set 04",
319396,
{
"id" 0
"host "
"arbiterOnly" true
b
{
toidt o1,
"host" "sessionngr01-sitel:
"priority" : 2,
"tags" : {
"sprLocal GeoSiteTag"
}
b
{
tidt o2,
"host" "sessionngr02-sitel:
"priority" : 2,
"tags" : {
"sprLocal GeoSiteTag"
}
b
{
tidt o3,
"host" "sessi onngr05-sitel:
"priority" : 2,
"tags" : {
"sprLocal GeoSiteTag"
}
b
{
tidt o 4,
"host" "sessi onngr06-sitel:
"votes" : O,
"priority" : 2,
"tags" : {
"sprLocal GeoSiteTag"
}
b
{

"_id" i 5
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"host" : "sessionngr0l-site2:27720",
"tags" :
"sprlLocal GeoSiteTag" : "Site2"
}
b
{
'id" o6,
"host" : "sessionngr02-site2:27720",
"tags" :
"sprLocal GeoSiteTag" : "Site2"
}
b
{
tidt o 7,
"host" : "sessionngr05-site2: 27720",
"tags" : {
"sprLocal GeoSiteTag" : "Site2"
}
b
{
" id" @ 8,
"host" : "sessionngr06-site2: 27720",
"votes" : O,
"tags" : {
"sprlLocal GeoSiteTag" : "Site2"
}
}
I,
"settings" : {
"heart beat Ti neout Secs" : 1

}
}

Step 5 Repeat Step 4, on page 58 for al other sites. Tag names should be unique for each site.
This change overrides the read preference configured in USuM Configuration in Policy Builder.

Step 6 Executers. reconfig() command to make the changes persistent across replica-sets.

Balance Location Identification based on End Point/Listen Port

Prerequisites

Policy Builder configuration on both the sites should be the same.

Configuration

Consider there are two sites: Sitel (Primary) and Site2 (Secondary).

Add new entry on Site2 in hapr oxy. cf g (/ et ¢/ hapr oxy/ hapr oxy. cf g) file listening on port 8081 (or any other
free port can be used) with custom header RemoteBalanceDbName. Same configuration needs to be done on both load
balancers.

Geographic Redundancy Configuration .
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listen pcrf_a_proxy |bvip01l: 8081

nmode http

regadd Renot eBal anceDbNane:\ BAL_S| TE1
bal ance roundrobin

option httpcl ose

option abortoncl ose

option httpchk GET /ualsoap/ KeepAlive
server qns01_A gns01: 8080 check inter 30s
server qns02_A gns02: 8080 check inter 30s
server qns03_A gns03: 8080 check inter 30s
server qns04_A qgns04: 8080 check inter 30s
# If there are nore gns add all entries here

where,
RemoteBalanceDbName is the custom header.

BAL_SITE1 isthe remote database name configured in Remote Balance L ookup based on IMSI/MSISDN Prefix, on
page 40.

Figure 19: Balance Site

Remote Databases

Name *Key Prefix *Connections Per Host *Db Read Preference *Primary Ip Address Secondary Ip Address *Port  Backup Db Host Backup Db Secondary Ho: Backup Db Port
BAL_SITE1| 40430 40 SecondaryPreferred  sessionmgrOil sesslmnmgroz\ 27718 sessionmgr01l 27730

Add || Remove | | 47 || <&

Balance Query Restricted to Local Site

The following steps need to be performed for balance query from restricted to local site only (Geo aware
guery) during the database failover:

Consider there are two sites: Sitel and Site2

)

Note [If there are more than one balance databases, follow the below mentioned steps for all the databases.

The following steps are not needed to be performed for backup or hot standby databases.

Step 1 Add new entry in Sitel gns. conf file(/ et c/ br oadhop/ gns. conf ) on Cluster Manager.
- Dbal ancelLocal GeoSi teTag=Sitel
a) Runcopytoal | . sh torestart the gns processes.

Step 2 Add new entry on Site2 gns. conf file (/ et ¢/ br oadhop/ gns. conf ) on Cluster Manager.
- Dbal ancelLocal GeoSi t eTag=Si t e2
a) Runcopytoal | . sh torestart the gns processes.

Step 3 Add the sitetag information in nrongoConf i g. cf g file to make sure that the site tags aren't removed post ISSM.
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Hereisasample site tag information added in nrongoConf i g. cf g file.

[ SPR- SET1]

SETNAME=set 04

OPLOG_SI ZE=3072

ARBI| TER=S1- CA- PRI - ar bi t er vi p: 27720
ARBI TER_DATA PATH=/ var/ dat a/ sessi ons. 4
PRI MARY_TAG=Si t el

PRI MARY- MEMBERS

MEMBER1=S1- CA- PRI - sessi onngr 01: 27720
MEMBER2=S1- CA- PRI - sessi onngr 02: 27720
SECONDARY_TAG=Si t e2

SECONDARY- MEMBERS

MEMBER1=S2- CA- SEC- sessi onngr 01: 27720
MEMBER2=S2- CA- SEC- sessi onngr 02: 27720
DATA _PATH=/ var/ dat a/ sessi ons. 4

[ SPR- SET1- END]

Step 4 Add balance geo tag in MongoDBs.
a) Rundiagnostics. sh command on perfclient01 and find balance database primary member and port number.
$ di agnostics.sh --get_replica_status

Note If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

b) Login to balance database using the primary replica set hosthame and port number.
For example, $ nongo --host sessionngrOl --port 27720
c) Get the balance database replica membersinformation.

Executers. conf () from any one member.

SAMPLE OUTPUT
set 04: PRI MARY> rs. conf();
{
"_id" : "set04",
"version" : 319396,
"menbers" : |
{
“_id" 0,
"host" : "pcrfclient-arbiter-site3:27718",
"arbiterOnly" : true
H
{
_idt o1,
"host" : "sessionngr01-sitel: 27718",
"priority" : 4
H
{
_id" 2,
"host" : "sessionngr02-sitel: 27718",
"priority" : 3
H
{
_id" 3,
"host" : "sessionngr01-site2:27718",
"priority" : 2
H
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. Balance Query Restricted to Local Site

{
tidt o 4,
"host" "sessionngr02-site2: 27718"
"priority" : 1
}
1.
"settings" {
"heart beat Ti meout Secs" : 1
}

}

Geographic Redundancy Configuration |

d) Now from the list, find out the members of Sitel and Site2 to be tagged (excluding the arbiter).
€) After finding member, execute the following command from primary member to tag members.

conf =
conf.

rs.conf();
nenbers[ 1] .tags
conf. menbers[ 2] . t ags
conf. menbers[ 3].tags
conf. menbers[ 4] .t ags
rs.reconfig(conf);

Note

conf . menber s[ 1] means member with _id= 1inoutput of rs. conf ().

L R Raon Rt

"bal anceLocal GeoSiteTag": "Sitel" }
"bal ancelLocal GeoSiteTag": "Sitel"}
"bal ancelLocal GeoSiteTag": "Site2"}
"bal ancelLocal GeoSiteTag": "Site2"}

Thisis asample configuration. Members and tag can be different according to your deployment.

After tagging the members, primary member may get changed if all the members have same priority.

To verify that the tags are properly set, log in to any member and executers. conf () command.

SAMPLE OUTPUT
set 04: PRI MARY> rs. conf();
{
vid" "set 04",
"version" 319396,
"menber s"
{
“_id" @0,
"host" "perfclient-arbiter-site3:27718",
"arbiterOnly" true
H
{
_idt o1,
"host" "sessi onngr01-sitel: 27718",
"priority" : 4,
"tags" : {
"bal ancelLocal GeoSit eTag" "Sitel"
}
H
{
tidt o2,
"host" "sessi onngr 02-sitel: 27718",
"priority" : 3,
"tags" : {
"bal ancelLocal GeoSit eTag" "Sitel"
}
H
{
tidt o 3,
"host" "sessi onngr01-si te2: 27718",
"priority" : 2,
"tags" : {
"bal ancelLocal GeoSit eTag" "Site2"
}
H
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"id" o 4,
"host" : "sessionngr0l-site2:27718",
"priority" : 1,
"tags" : {
"bal anceLocal GeoSiteTag" : "Site2"
}
}
I,
"settings" : {
"heart beat Ti meout Secs" : 1

}

Session Query Restricted to Local Site during Failover

The following steps need to be performed for session query from restricted to local site only (Geo aware
guery) during the database failover:

Consider there are two sites: Sitel and Site2

N\

Note If there are more than one session databases, follow the below mentioned steps for all the databases.

The following steps are not needed to be performed for backup or hot standby databases.

This geo tagging is applicable only during database failover time period. In normal case, session database
query/update always happen on primary member.

Step 1 Add new entry in Sitel gns. conf file(/ et ¢/ br oadhop/ gns. conf ) on Cluster Manager.
- Dsessi onLocal GeoSiteTag=Sitel
a) Runcopytoal | . sh torestart the gns processes.
Step 2 Add new entry on Site2 gns. conf file (/ et ¢/ br oadhop/ gns. conf ) on Cluster Manager.
- Dsessi onLocal GeoSi t eTag=Si t e2
a) Runcopytoal | . sh torestart the gns processes.
Step 3 Add the site tag information in rongoConf i g. cf g file to make sure that the site tags aren't removed post ISSM.

Here is a sample site tag information added in nrongoConf i g. cf g file.

[ SPR- SET1]

SETNAME=set 04

OPLOG_SI ZE=3072

ARB| TER=S1- CA- PRI - ar bi t ervi p: 27720
ARBI TER_DATA PATH=/ var/ dat a/ sessi ons. 4
PRI MARY_TAG=Si t el

PRI MARY- MEMBERS

MEMBER1=S1- CA- PRI - sessi onngr 01: 27720
MEMBER2=S1- CA- PRI - sessi onngr 02: 27720
SECONDARY_TAG=Si t e2
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SECONDARY- MEMBERS

MEMBER1=S2- CA- SEC- sessi onngr 01: 27720
MEMBER2=S2- CA- SEC- sessi onngr 02: 27720
DATA_PATH=/ var/ dat a/ sessi ons. 4

[ SPR- SET1- END]

Step 4 Add session geo tag in MongoDBs.
a) Firgt, get the session database replica members information.

Executers. conf () from any one member.

SAMPLE OUTPUT
set 04: PRI MARY> rs. conf ();
{
"_id" : "set04",
"version" : 319396,
"menbers" : |
{
"_id" 0,
"host" : "pcrfclient-arbiter-site3:27717",
"arbiterOnly" : true
I
{
_id" 1,
"host" : "sessionngr0l-sitel: 27717",
"priority" : 4
H
{
_id" 2,
"host" : "sessionngr02-sitel: 27717",
"priority" : 3
I
{
_id" 3,
"host" : "sessionngr0l-site2:27717",
"priority" : 2
I
{
_id" o 4,
"host" : "sessionngr02-site2:27717"
"priority" : 1
}

]

ettings" : {
"heart beat Ti neout Secs" : 1

b) Now from the list, find out the members of Sitel and Site2 to be tagged (excluding the arbiter).
c) After finding member, execute the following command from Primary member to tag members.

Note To modify priorities, you must update themenber s array inthe replicaconfiguration object. Thearray index
beginswith 0. The array index valueis different than the value of the replica set member'snenbers[n]. _i d
field in the array.

conf = rs.conf();

conf. menbers[1].tags
conf. menber s[ 2] .tags
conf. menber s[ 3] . tags
conf. menber s[ 4] . t ags

"sessionLocal GeoSiteTag": "Sitel" }
"sessi onLocal GeoSiteTag": "Sitel"}
"sessi onLocal GeoSiteTag": "Site2"}
"sessi onLocal GeoSiteTag": "Site2"}

o mn
e Rt Raan]

. Geographic Redundancy Configuration



| Geographic Redundancy Configuration

rs.reconfig(conf);

Session Query Restricted to Local Site during Failover .

THIS IS SAMPLE CONFIG, MEMBERS and TAG can be different according to your deployment.

conf . menber s[ 1] means member with"_id" ="1" in output of rs.conf();

After executing this command, primary member may get changed if all members have same priority.

Verify that the tags are properly set by log in to on any member and executing rs. conf () command.
SAMPLE OUTPUT

set 04: PRI MARY> rs. conf();

{
"_id" : "set04",
"version" : 319396,
"menbers" : |
{
"_id" 0,
"host" : "pcrfclient-arbiter-site3:27717",
"arbiterOnly" true
b
{
toidt o1,
"host" : "sessionngr0l-sitel: 27717",
"priority" : 4,
"tags" : {
"sessi onLocal GeoSit eTag" "Sitel"
}
b
{
tidt o2,
"host" : "sessionngr02-sitel: 27717",
"priority" : 3,
"tags" : {
"sessi onLocal GeoSi t eTag" "Sitel"
}
b
{
tidt o3,
"host" : "sessionngr0l-site2:27717",
"priority" : 2,
"tags" : {
"sessi onLocal GeoSit eTag" "Site2"
}
b
{
tidt o 4,
"host" : "sessionngr0l-site2:27717",
"priority" : 1,
"tags" : {
"sessi onLocal GeoSi t eTag" "Site2"
}
}
1.
"settings" : {
"heart beat Ti meout Secs" 1
}
}
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Publishing Configuration Changes When Primary Site hecomes
Unusable

Step 1 Configure auto SVN sync across sites on GR secondary site.

a) Configurethissite'sperfclientOl public IPin/ var/ gps/ confi g/ depl oy/ csv/ Addi ti onal Host s. csv
file of Cluster Manager (use same host name in 2.a, on page 68).

Example: publ i c- secondary-pcrfclient01,, XX. XX, XX. XX,

For OpenStack, add the new hosts in the AdditionalHosts section. For more information, refer to
[api/systenvconfig/additional -hosts section in CPS Installation Guide for OpenStack

b) Recreate SVN repository on secondary site perfclient01/02.
Note Take backup of SVN repository for rollback purpose.

From pcrfclient01, execute the following commands:
/binfrm-fr /var/ww/ svn/repos
/usr/bin/svnadm n create /var/ww svn/repos
/etc/init.d/vminit-client

From pcrfclient02, execute the following commands:
/binfrm-fr /var/ww/ svn/repos
/usr/bin/svnadm n create /var/ww svn/repos

/etc/init.d/vminit-client

¢) Loginto perfclient01 and recover svnusing/ var / qps/ bi n/ support/recover _svn_sync. sh script.
d) Verify SVN status using di agnosti cs. sh script from Cluster Manager. Output should look like:

di agnosti cs.sh --svn

CPS Di agnostics HA Mul ti-Node Environnent

Checki ng svn sync status between pcrfclientO0l and pcrfclient02...[PASS]

Step 2 Configure auto SVN sync across site on GR primary site.

For OpenStack, add the new hosts in the AdditionalHosts section. For more information, refer to
[api/systenm/config/additional-hosts section in CPS Installation Guide for OpenStack

a) Configure remote/secondary perfclientOl public IPin
[ var/ qps/ confi g/ depl oy/ csv/ Addi ti onal Host s. csv file of Cluster Manager.

Example: publ i c- secondary-pcrfclient01,, XX, XX, XX. XX,

b) Configure svn_slave list assvn_sl ave_l i st, pcrfclient02 public-secondary-pcrfclient0lin
[ var/ qps/ confi g/ depl oy/ csv/ Confi gurati on. csv file of Cluster Manager (replace
public-secondary-pcrfclient01 with the host name assigned in Step 2 a).

¢) Configure svn recovery to be every 10 minutesthat is, aut o_svn_recovery, enabl ed in
[ var/ qps/ confi g/ depl oy/ csv/ Confi gurati on. csv file of Cluster Manager.
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d)
€)

f)
9)

Publishing Configuration Changes When Primary Site becomes Unusable .

Execute/var/ gps/install/current/scripts/inport/inport_deploy.sh on Cluster Manager.
Execute the following command to validate the imported data:

cd /var/qps/install/current/scripts/depl oyer/support/

python jvalidate. py

Note The above script validates the parameters in the Excel/csv file against the ESX serversto make sure ESX
server can support the configuration and deploy VMs.

Note If you are deploying the VMs using the - - nossh feature, jvalidate will not work as jvalidate needs SSH
login credentials to get the memory, CPU and network details from the ESXi. Since - - nonssh feature
doesn’t have the SSH login credential's, the script execution fails for getting the details. You can login to
the vCenter where the ESXi’'s are mapped and check the required details to plan the VM design.

Login to perfclientOl1 and re-initiate perfclientOl using /et c/init. d/ vminit-client command.

Verify SVN status using di agnost i cs. sh script from Cluster Manager. Output should look like (Wait for maximum
10 mins as per cron interval for PASS status):

di agnostics.sh --svn
CPS Di agnostics HA Mul ti-Node Environnent

Checki ng svn sync status between pcrfclientOl & pcrfclient02...[PASS]
Checki ng svn sync status between pcrfclient0l1 & remote-pcrfclientOl...[PASS]

Test scenario
1. Both primary and secondary sites are up:
 Login to primary site Policy Builder and update policy.
* Verify primary site SVNs are in sync between pcrfclient01 and 02.

« Verify primary site and secondary site SVN are in sync (this takes approx 10 mins as per cron interval).

2. Both primary and secondary sites are up (This is not recommended).

« Login to secondary site Policy Builder and update policy.
« Verify secondary site SVNs are in sync between pcrfclient01 and 02,

* Verify primary site and secondary site SVN are in sync (this takes approx 10 mins as per cron interval).

3. Primary site up and secondary site down.
« Login to primary site Policy Builder and update policy.
« Verify primary site SVNs are in sync between pcrfclientO1 and 02.
» Recover secondary site. Verify primary site and secondary site SVN are in sync (this takes approx10 mins

as per cron interval).

4. Secondary site up and primary site down.

« Login to secondary site Policy Builder and update policy.
* Verify secondary site SVNs are sync between perfclient01 and 02.
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» Recover primary site. Verify primary site and secondary site SVN are in sync (this takes approx 10 mins as
per cron interval).

Graceful Cluster Shutdown

Utility script / var / qps/ bi n/ support/ nongo/ m grate_pri mary. sh isapart of the build and
will be available in newly installed or upgraded setups.

This utility simply reads the cluster configuration file and nrongoConf i g. cf g file, and migrates Mongo
Primary status from one cluster to another before doing an upgrade by setting priority '1' (or given in the
command). After upgrade, utility script again migrates Mongo Primary status to original cluster by restoring
the original priority.

Hereisahelp page of ni grate_pri mary. sh (/ var/ gps/ bi n/ support/ nongo/ ni grate_pri mary. sh - hel p)
utility:

/var/ qps/ bi n/ support/ nongo/ mi grate_prinary.sh [--options]
[--db-options] [--hosts-all]|--hosts-files <host-file-name> --hosts <host list..> ]
/ var/ qps/ bi n/ support/nmongo/ m grate_primary.sh --restore <restore-fil ename>

--hosts CPS Host |ist which are upgrading (like sessionnmgr01, |b01, pcrfclient01)
--hosts-file File name which contains CPS upgradi ng hosts

--hosts-all Upgrading all hosts fromthis cluster

--restore Restore priority back

DB Options - you can provide nultiples DBs

--all Al'l databases in the configuration
--spr Al'l SPR databases in the configuration
--session Al'l Session databases in the configuration
- - bal ance Al'l Bal ance databases in the configuration
--admn Al'l Admin databases in the configuration
--report Al Report databases in the configuration
--portal Al Portal databases in the configuration
--audit Al'l Aduit databases in the configuration
Opt i ons:
--setpriority <priority-num> Set specific priority (default is 1)
- - nopr onpt Do not ask verfiication & set priority, wthout y/n pronpt
- - pronpt Pronpt before setting priority (Default)
--nonzeroprioritychk Val i date all upgradi ng nenbers have non-zero priority
--zeroprioritychk Val i date all upgradi ng nenbers have zero priority
- - debug For debug nessages (default is non-debug)
--force Set priority if replica set is not healthy or menmber down
case
--h [ --help] Di splay this help and exit
Descri ption:

Reconfiguring Mongo DB priorities while doing an upgrade of a set of session nanagers,
the Mongo DBs that exist on that session nanager need to be noved to priority 1

(provided priority) so that they will never be elected as the primary at time of upgrade.
Exanpl es:
/ var/ qps/ bi n/ support/nongo/ migrate_prinmary.sh --all --hosts sessionngr01l

[ var/ qps/ bi n/ support/ nongo/ mi grate_prinmary. sh --session --hosts-all
/ var/ qps/ bi n/ support/ nongo/ mi grate_prinmary. sh --nopronpt --spr --hosts sessionngr01l
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Active/Active Geo HA - Multi-Session Cache Port Support .

sessi onngr 02
[ var/ qps/ bi n/ support/nongo/ m grate_primary.sh --setpriority 1 --all --hosts sessionnmgr01

Note

When you execute ni grat e_pri mary. sh --rest ore command, ignore the following error message if
encountered:

[WARN] Failed to set priority to <priority nunmber> to <hostname> (<set nunber>),
due to "errnsg"

"repl Set Reconfi g should only be run on PRI MARY, but mny state is SECONDARY; use
the "force" argument to override",

Active/Active Geo HA - Multi-Session Cache Port Support

)

CPS supports communication with multiple session cache databases and process the Gx and Rx messagesin
Active/Active Geo HA model.

The criteriato select which Session Cache for Gx Requests for agiven session should be based on configurable
criteria, for example, origin realm and/or host. Wildcards are a so supported. For Rx requests, CPS uses
secondaryKey lookup to load session.

When session cache database is not available, backup database is used.

By default, Geo HA featureisnot installed and is not enabled. To install and enable the Geo HA, perform the
following steps:

Note

To configure Active/Active Geo HA using APIs, refer to Active-Active Geo HA Support sectionin CPS
Installation Guide for OpenStack.

Install Geo HA

Step 1 Edit feature file on cluster manager: / et ¢/ br oadhop/ pcrf/features
Step 2 Remove policy feature entry from feature file.

com br oadhop. policy. feature

Step 3 Add policy Geo HA feature entry in feature file.

com br oadhop. pol i cy. geoha. feature

Step 4 Execute the following commands:

Note

${CPSversion} - Input the CPS version in the following commands.

/var/qps/install/${CPS version}/scripts/build/build_all.sh

/var/qps/install/${CPS version}/scripts/upgrade/reinit.sh
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Example:
/var/qps/install/9.0.0/scripts/build/build_all.sh

/var/qps/install/9.0.0//scripts/upgrade/reinit.sh

Enable Geo HA

Step 1 Set GeoHA flagtotrue ingns. conf fileto enable Geo HA feature.
- Di sGeoHAENnabl ed=t rue

Step 2 Remove - Dcl ust er Fai | ur eDet ect i onVs parameter from/ et ¢/ br oadhop/ gns. conf file

Note * This parameter is also used to acquire the lock information to perform the RAR handling and writing
reporting data.

» When cl ust er Fai | ur eDet ect i onMs parameter is configured then the application interacts with the
environment in Active-Standby mode.

* Only the application running on the SITE where ADMIN replica-set primary member is available will be
able to acquire the locks.

e If cl ust er Fai | ur eDet ect i onVs parameter is not removed from gns. conf file, the application fails to
acquire the locks running on all other clusters whose ADMIN replica-set is not primary and will affects
the system behavior.

Step 3 Verify other site Policy Director (Ib) IP addresses are presentin/ et ¢/ host s file.

If entries are missing, modify Addi t i onal Host . csv to add entriesin/ et ¢/ host s file. Remote load balancer
should be accessible from load balancer by host name.

Configuration

Consider there are two sites Sitel, Site2. Both are active sites and Sitel failoversto Site2.

Session database is replicated across site. Session database of the site can be sel ected based on realm or host
or local information.

Step 1 Configure the lookup typein gns. conf file. Possible values can be realm/host/local.

For example, - DgeoHASessi onLookupType=r eal m
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Step 2

Step 3

Configuration .

Note When session lookup typeis set to “local”, local on database is used for read/write session irrespective of

site lookup configuration. For “local” session lookup type, site lookup configuration is not required. Even if it
is configured, it is not used. However, user still needs to add site and shards.

For “local” session lookup type, add the entry for “diameter” under L ookaside Key Prefixes under Cluster
configuration (if it is not already configured) in Policy Builder.

For local session capacity planning, refer to Local Session Affinity - Capacity Planning, on page 77.

Note For memory and performance impact when session lookup is configured as local, refer to Memory and

Performance Impact, on page 76.

Note In casethereisan error in configuring geoHASessi onLookupType, CPS behavesincorrectly and drop messages.

The following logs come continuoudly if there is an error in the configuration:

GeoHA i s enabl ed, unknown | ookuptype is configured: <>. Possible val ues
are...

Clean up the following data from the database if any data exists.

a)

b)

©)

d)

€)

f)

(Session database) Clean the sessions:

sessi on_cache_ops. sh --renove

Run di agnost i cs. sh command on pcrfclient01 and find session database primary member and port number.
di agnostics.sh --get_replica_status

Note If amember is shown in an unknown state, it islikely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Login to session database using the primary replica set hostname and port number.
For example, nongo - - host sessi onmgr01 --port 27720

(Admin database) Remove shard entries from shards collection:

use sharding

db. shards. remove({});

db. bucket s. drop(); ===> Thiscollection isnot used in GeoHA any more, so deleting.
(Admin database) Clear endpoints:

use queuei ng

db. endpoi nts. renove({});

use di anmeter

db. endpoi nts. renove({});

Exit the database:

exit

Enable dictionary reload flag (Only for GR) in/ et ¢/ br oadhop/ gns. conf file.
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- Denabl eRel oadDi cti onary=true
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Step 4 Update the following parametersin/ et ¢/ br oadhop/ gns. conf file asper site IDs.

Examples:

- DGeoSi t eNane=Si t el

-DSiteld=Sitel

-DRenpt eSitel d=Site2

Step 5 Add Sites - configure/add all physical sites.

a) Loginto gns OSGi console. All the following commands are to be executed from OSGi console.

t el net

b) Run addsite command for each primary (active) site with its secondary site ID.

addsite <Siteld> <SecondarySiteld>

where,

gns01 9091

<Steld> isthe primary site ID.

<SecondarySteld> isthe secondary site ID.

Example: addsite Sitel Site2

This primary and secondary site I Ds should be in sync with following entriesin/ et ¢/ br oadhop/ gns. conf

file.

Examples:

- DGeoSi t eNane=Si t el ===> (this should be <Steld> from the above addsi t e command

- DSi t el d=Si t el ===> (this should be <Steld> from the above addsi t e command)

- DRenot eSi t el d=Si t e2 ===> (this should be <SecondarySteld> from above addsi t e command)

¢) Configure Siteto realm or host mapping.

User needs to configure all the realms for all the interfaces (such as, Gx, Rx, and so on) here:

addsi t el ookup <Sitel d> <LookupVal ue>

where,

<Jteld> isthe primary siteID.

<LookupValue> isthe realm/host value.
If geoHASessi onLookupType is configured asrealm in Step 1, on page 72.

Provide lookup value asrealm as follows:

Example: If you have multiple Gx and Gy clients connected to CPS and the detailsfor realms of clientsare asfollows:

dient
dient
dient
dient

-1: pcef-1-&x.
-2: pcef-1-Gy.
-3: pcef-2-&x.
-4: pcef-2-Gy.

ci sco.
ci sco.
ci sco.
ci sco.

com
com
com
com

For example, Client-1 and Client-2 are connected to Sitel. Client-3 and Client-4 are connected to the Site2 then,

addsi t el ookup Sitel pcef-1-Gx.cisco.com
addsi t el ookup Sitel pcef-1-Gy.cisco.com
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Configuration .

addsi tel ookup Site2 pcef-2-Gx.cisco.com
addsi tel ookup Site2 pcef-2-Gy.cisco.com

If geoHASessi onLookupType is configured as host in Step 1, on page 72.
Provide lookup value as host as follows:

Example: If you have multiple Gx and Gy clients connected to CPS and the details for hostnames of clients are as
follows:

Cient-1: pcef-1-&x

Cient-2: pcef-1-Gy

Cient-3: pcef-2-&x

Cient-4: pcef-2-Gy

For example, Client-1 and Client-2 are connected to Sitel. Client-3 and Client-4 are are connected to the Site2 then,

addsi t el ookup Sitel pcef-1-Gx
addsi t el ookup Sitel pcef-1-Gy
addsi t el ookup Site2 pcef-2-Gx
addsi t el ookup Site2 pcef-2-Gy

Note The pattern matching is supported for sitelookup mapping. In case theincoming host/realm does not match
any of the values configured under LookupValues, request is dropped with the following exception in log:

GeoHASI t eMappi ngNot Found - No real mhost to site mapping nmatched for:
<i ncom ng val ue>

Note If you configure the same realm/host look up pattern for both sites, application picks only one site look up
(first onein thelist for same realmg/hosts) to process the incoming requests. If the configured realms/host
look-ups entries are same for both sites and you send calls to any site, the application will alwaystry to
use one site look up (first onein the list for same realmg/hosts) to process the sessions.

So, Cisco recommends to configure identical realmg/hosts names for the sites, and not configure same
realmg/hosts for the both sites.
Other commands:
* listsitel ookup: To seeal the configured site lookup mapping.

* del et esi t el ookup <Siteld> <LookupVal ue>: To delete specific site lookup mapping.

Add Shards: Configure/add shards for the site.

addshard <Seedl>[, <Seed2>] <Port> <l ndex> <Siteld> [ <BackupDb>]

where,

<Si t el d> isthe primary site of the shard. This maps the shard with site.

[ <BackupDb>] isan optional parameter.

Example: addshard sessi onngr 01, sessi onngr02 27717 1 Sitel

Note By default, there may not be any default shards added when Geo HA is enabled. So add the shards starting
fromindex 1.

To configure hot standby feature, use addshar d command with backup database parameter:

addshard <Seedl>[, <Seed2>] <Port> <l ndex> <Siteld> [ <BackupDb>]

Examples:
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addshard sessi onngr 09, sessi onngr10 27717 1 Sitel backup
addshard sessi onngr 09, sessi onngr10 27717 2 Sitel backup
€) Rebalance the shards by executing the following command:
rebal ance <Siteld>
Example: rebal ance Sitel
f) Migrate the shards by executing the following command:
mgrate <Siteld>
Example: migrate Sitel
Step 6 (Optional) The following parameter should be updated in / et ¢/ br oadhop/ gns. conf filefor SP Wi-Fi based
deployments:
- D sRadi usBasedGeoHAEnabl ed=t rue
Note For SP Wi-Fi based deployments, lookup value can be configured as NAS IP of ASR1K or ASRK in Step 5,
on page 74.

Note RADIUS-based policy control isno longer supported in CPS 14.0.0 and | ater releases as 3GPP Gx Diameter
interface has become the industry-standard policy control interface.

Memory and Performance Impact

Performance Impact

Inin-service migration (ISSU), if sessions are stored in remote database, there are additional queries on
memcache and session databases. This leads to performance impact till all the sessions are migrated to local.

In fresh installation, there is no performance impact.

Memory Impact

Asadditional primary keys are stored in the cache ring, it takes additional memory for storing primary keys
in memcache.

Failover Impact

In case of failover, Policy Server (QNS) querieslocal session database first and if sessions are not found in
local, it queries memcache to find the remote shard and |oads session from remote database.

Asthereisone additional local query, it leads to some performance impact during/after failover period till
all the existing sessions are migrated. There is no impact for new sessions.
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GR Configuration with Session Replication Across Sites

Login to perfclient01/02 to create/update rings from Policy Server (QNS) OSGi console. Assuming there are
two session cache replica-sets. By default, Ring-1 Set-1 get configured automatically and remaining rings
need to be configured manually.

Configure cluster-1 (Ring-1)

osgi > set SkRingSet 1 1 <hostname_primary_site_sessi onnmgr01>: 11211,
<host nanme_pri mary_site_sessi onngr02>: 11211

Ri ng updat ed

osgi > set SkRingSet 1 2 <hostname_primary_site_sessi onnmgr03>: 11211,
<host nanme_pri mary_site_sessi onnmgr04>: 11211

Ri ng updat ed

Configure cluster-2 (Ring-2)

tel net gns01 9091

osgi > createSkRi ng 2

Successful ly added ring with ID: 2

osgi > set SKRingSet 2 1 <hostnanme_secondary_site_sessi onngr01>: 11211,
<host nane_secondary_si te_sessi onngr 02>: 11211

osgi > set SKRi ngSet 2 2 <hostnanme_secondary_site_sessi onngr03>: 11211,
<host nane_secondary_si te_sessi onngr 04>: 11211

An example configuration is given below:
« Configure cluster-1 (Ring-1):

osgi > set SkRingSet 1 1 L2-CA-PRI-sessionngr01: 11211, L2-CA-PRI-sessi onngr02: 11211
Ri ng updat ed
osgi > set SkRingSet 1 2 L2-CA-PRI-sessionngr03: 11211, L2-CA-PRI -sessi onngr04: 11211
Ri ng updat ed

« Configure cluster-2 (Ring-2):

tel net gqns01 9091

0sgi > createSkRing 2

Successfully added ring with ID: 2

0sgi > set SkRingSet 2 1 L2- CA- SEC-sessionngr01: 11211, L2- CA- SEC- sessi onnmgr 02: 11211
0sgi > set SkRingSet 2 2 L2- CA- SEC-sessi onngr03: 11211, L2- CA- SEC-sessi onnmgr 04: 11211

Local Session Affinity - Capacity Planning

Consider there are two sites Site-1 and Site-2. Site-1 failoversto Site-2 and vice-versa.

With Local session affinity, both sites store new sessionsto their local database in normal and failover
condition. In normal conditions both sites need two session shards as shown in Figure 20: Sitel and Site2 -
Normal Conditions, on page 78.
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Figure 20: Site1 and Site2 - Normal Conditions
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Site-1 writes sessions to Shard1 and Shard2, while Site-2 writes to Shard3 and Shard4.

Now consider, Site-2 goes down and Site-1 receives traffic for both the sites. Post failover, for new sessions,
Site-1 will use Shard-1 and Shard-2 and it will not use the Shard-3 and Shard-4.

Site-1 needs to have extra session shards to handle the traffic from Site-1 and Site2 (after failover). Same for
Site-2 (refer to Figure 21: Failover Scenario, on page 79 with additional shards).
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Figure 21: Failover Scenario
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Site-1 writes sessionsto Shardl, Shard2, Shard5, Shard6 and Site-2 writesto Shard3, Shard4, Shard7, Shard8.
Now when failover occurs both sites have additional local shards to accommodate sessions from another site.

In this case, for profile refresh scenario, there is no 'smart’ search (for example, IMSI-based match in given
set of shards). In case a session for given profile is not found in concerned site's all session shards, search
would be extended to al shardsin al the sites.

For SP Wi-Fi deployments: Portal call flows are currently not supported in SP Wi-Fi Active-Active with
session replication deployments. Currently, only ASR1K and ASR9K devicesare supported for Active-Active
deployments.
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Note

RADIUS-based policy control is no longer supported in CPS 14.0.0 and later releases as 3GPP Gx Diameter
interface has become the industry-standard policy control interface.

Handling RAR Switching

A

When Gx session is created on Site2 and SPR update or Rx call comes on Sitel, CPS sends Gx RAR from
Sitel and in response PCEF sends RAA and next CCR request to Sitel.

Thisleadsto cross-site call switches from Site2 to Sitel. If there are lot of call switches, Sitel may get
overloaded.

By default, cross-site switching is enabled in CPS. To prevent cross-site switching, user needs to configure

- DRenot eGeoSi t eNare parameter in/ et ¢/ br oadhop/ gns. conf file. This parameter enables cross-site
communication for outbound messages like for RAR if we do not have DRA outside policy director (Ib) and
want to avoid RAR Switches.

Parameter Name: - DRenpt eGeoSi t eNanme=<Sitename>

where, <sitename> is remote site name to be provided, and only to be added if we want to disable Gx-RAR
switches from PCREF. It should match with - DRenot eSi t el d.

Example:
- DRenot eSi t el d=cl ust er A_SBY
- DRenpt eGeoSi t eNane=cl ust er A_SBY

Prerequisite: Both remote site and local site policy server (QNS) should be able to communicate to load
balancer on sameinterfaces. To changeinterface, flag - Dcom br oadhop. g. i f =<enter replication interface
name> can be used.

After configuring - DRenot eGeoSi t eNarre parameter in gns. conf file, execute the following commands
from Cluster Manager:

[ var/ qps/ bin/control/copytoall.sh

/var/qps/bin/control/restartall.sh

Caution

Executingrestartal | . sh will cause messages to be dropped.

If Redis IPC is used, make sure remote/peer policy director (Ib) VM information is configured on local site
for RAR switching to work. For more information, refer to Policy Director (Ib) VM Information on Local
Site.

Configure Cross-site Broadcast Messaging

The cross-site broadcast message configuration is required when there are separate sessions (no replication
for sessions DB) but common subscriber profile and subscriber provisioning event needs to be done on single
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site. Inthiscase, the profile updates for subscriber onson remote sites need to be broadcasted to respective
sites so that the corresponding RARs go from the remote sites to their respective diameter peers.

Edit/ et ¢/ br oadhop/ qns. conf fileand add the following line:

-Dcl ust er Peers=failover: (tcp://<renpte-site-1b01>:<activeny port>,tcp://<renote-site-Ib02>: <activeny
port>) ?updat eURIl sSupport ed=f al se! <renpt e- si t e- cl ust er - name>. def aul t

where,

» <remote-site-|b01> isthe |P address of the remote site |bO1.
« <activemq port> isthe port on which activemq islistening. Default is 61616.
» <remote-site-1b02> isthe |P address of the remote site |b02.

 <remote-site-cluster-name> is the cluster name of remote site. To get the cluster name of remote site, check the
parameter value of - Dcom broadhop. run. clusterldin/ et ¢/ br oadhop/ gns. conf file on remote site.

Example:

-Dxl ust er Reers=fai | over: (tcp://107. 250. 248. 144: 61616, t cp: // 107. 250. 248. 145: 61616) ?updat eUR sQupported=fal se! Quster-Ste-2 defaul t

Example

The following example considers three sites (SITE-A, SITE-B and SITE-C) to configure cluster broadcast
messaging between them.

\}

Note Separator between two site configurationsis colon ().

« SITE-A configuration: Edit/ et ¢/ br oadhop/ gns. conf fileand add the following lines:
- Dcom br oadhop. run. clusterl d=Cl uster-Site-A
- Dcl ust er Peers=fail over: (tcp://105. 250. 250. 150: 61616, t cp: // 105. 250. 250. 151: 61616) ?
updat eURI sSupport ed=f al se! O uster-SI TE-B. defaul t; fail over: (tcp://105.250.250. 160: 61616,
tcp://105. 250. 250. 161: 61616) ?updat eURl sSuppor t ed=f al se! C ust er- SI TE- C. def aul t

» SITE-B configuration: Edit/ et ¢/ br oadhop/ gns. conf file and add the following lines:
-Dcom br oadhop. run. clusterl d=Cl uster-Site-B
-Dcl ust er Peers=fail over: (tcp://105.250. 250. 140: 61616, t cp: // 105. 250. 250. 141: 61616) ?
updat eURI sSupport ed=f al se! O uster-SI TE- A defaul t;failover: (tcp://105.250.250. 160: 61616,
tcp://105. 250. 250. 161: 61616) ?updat eURI sSupport ed=f al se! O ust er- SI TE- C. def aul t

« SITE-C configuration: Edit / et ¢/ br oadhop/ gns. conf fileand add the following lines:
-Dcom br oadhop. run. clusterl d=C uster-Site-C

-Dcl ust er Peers=fail over: (tcp://105.250. 250. 140: 61616, t cp: // 105. 250. 250. 141: 61616) ?
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updat eURI sSupport ed=f al se! O uster-SI TE- A defaul t;failover: (tcp://105.250.250. 150: 61616,

tcp://105. 250. 250. 151: 61616) ?updat eURI sSuppor t ed=f al se! C ust er - SI TE- B. def aul t

Configure Redundant Arbiter (arbitervip) between pcrfclient01
and pcrfclient02

After the upgrade is complete, if the user wants a redundant arbiter (ArbiterV1P) between pcrfclient01 and
pcrfclient02, perform the following steps:

Currently, thisis only supported for HA setups.

Step 1 Updatethe Addi t i onal Host s. csv and VLANSs. csv fileswith the redundant arbiter information:
» Update AdditionalHosts.csv:
Assign oneinternal 1P for Virtual IP (arbitervip).
Syntax:
<aliasfor Virtual IP>,<aliasfor Virtual IP>,<IP for Virtual IP>
For example,
arbitervip,arbitervip, < IPfor Virtual IP>
» Update VLANS.csv:

Add anew column Pcrfclient VIP Aliasin the VLANs. csv file to configure the redundant arbiter name for the
perfclient VMs:

Figure 22: VLANs.csv

1 VLAN Name NetworkTarget Name MNetmask Gateway  VIP Alias Pcrfclient VIP Alias guestNic
2 Internal WM Network 255.255.255.0 MA Ibvipo2 arbitervip etho

3 | Management VLAN 94 255.255.255.0 MNA lbvip01 ethl

4 Gx VM Network 255.255.255.0 MNA Ibvip03 eth2

o

Execute the following command to import csv filesinto the Cluster Manager VM:
/var/qgps/install/current/scripts/inport/inport_deploy.sh

This script converts the datato JSON format and outputsit to/ var / gps/ conf i g/ depl oy/ j son/ .

Step 2 SSH to the perfclientOl1 and perflclient02 VMs and run the following command to create arbitervip:

/etc/init.d/vminit-client

Step 3 Synchronize/ et c/ host s files across VMs by running the following command the Cluster Manager VM:

/' var/ qps/ bi n/ updat e/ synchost s. sh

. Geographic Redundancy Configuration
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Moving Arbiter from pcriclient01 to Redundant Arbiter
(arbitervip)

Step 1

Step 2

Step 3

In this section we are considering the impacts to a session database replica set when the arbiter is moved from
the perfclient01 VM to aredundant arbiter (arbitervip). The same steps need to be performed for
SPR/bal ance/report/audit/admin databases.

Remove perfclient01 from replica set (setO1 isan examplein this step) by executing the following command from Cluster
Manager:

Tofind thereplicaset from where you want to remove perfclientO1, refer toyour / et ¢/ br oadhop/ mongoConfi g. cf g
file.

buil d_set.sh --session --renove-nenbers --setnanme set01

This command asks for member name and port number. You can find the port number from your
/ et ¢/ br oadhop/ nongoConfi g. cf g file.

Menber: Port  -------- > perfclient01: 27717
pcrfclient0l: 27717
Do you really want to renpve [yes(y)/no(n)]: vy

Verify whether the replica set member has been deleted by executing the following command from Cluster Manager:

di agnostics.sh --get_replica_status

| SESSI ON: set01 |
| Menber-1 - 27717 : 221.168.1.5 - PRIMARY - sessionngrOl - ONLINE - -------- -1
| Menber-2 - 27717 : 221.168.1.6 - SECONDARY - sessionngr02 - ON-LINE - 0 sec -1

The output of di agnostics. sh --get_replica_status should not display pcrfclientO1 as the member of replica set
(setO1 in this case).

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

Change arbiter member from perfclientO1 to redundant arbiter (arbitervip) inthe/ et ¢/ br oadhop/ nongoConfi g. cf g
file by executing the following command from Cluster Manager:

vi [ etc/broadhop/ nongoConfi g. cfg

[ SESSI ON- SET1]

SETNAME=set 01

OPLOG_SI ZE=1024

ARBI| TERL=pcrfclient0l: 27717 <-- change pcrfclient0l1 to arbitervip
ARB| TER_DATA_PATH=/ var/ dat a/ sessi ons. 1

MEMBERl=sessi onngr 01: 27717

MEMBER2=sessi onngr 02: 27717

DATA_PATH=/ var/ dat a/ sessi ons. 1

[ SESSI ON- SET1- END]
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Step 4

Step 5

Edit the/ et ¢/ br oadhop/ nongoConfi g. cf g fileadd anew replica set member. Run bui | d_et c. sh to accept the
updated configuration and wait for AIDO server to create the replica-set.

To verify the replica-set has been added, run the following command:

buil d_set.sh --session

Verify whether the replica set member is UP by executing the following command from Cluster Manager:

di agnostics.sh --get_replica_status

SESSI ON: set 01

I I
|  Menber-1 - 27717 : 221.168.1.5 - PRI MARY - sessionngr01 - ON-LINE - -------- -1
| Menber-2 - 27717 : 221.168.1.6 - SECONDARY - sessionngr02 - ON-LINE - 0 sec -1
| Menber-3 - 27717 : 221.168.1.9 -  ARBITER - arbitervip - ONLINE - -------- -1

Theoutput of di agnosti cs. sh --get _replica_status should now display arbitervip asthe member of replicaset (set01
in this case).

Note If amember is shown in an unknown state, it is likely that the member is not accessible from one of other
members, mostly an arbiter. In that case, you must go to that member and check its connectivity with other
members.

Also, you can login to mongo on that member and check its actual status.

After ISSU, if arbitervip is not moving to upgraded site, see Troubleshooting section in the CPS Migration
and Upgrade Guide.
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