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About this Guide

Note

Control and User Plane Separation (CUPS) represents a significant architectural change in the way StarOS-based
products are deployed in the 3G, 4G, and 5G networks. Unless otherwise specified, it should not be assumed
that any constructs (including, but not limited to, commands, statistics, attributes, MIB objects, alarms, logs,
services) referenced in this document imply functional parity between legacy/non-CUPS and CUPS products.
Please contact your Cisco Account or Support representative for any questions about parity between these
products.

Note

The documentation set for this product strives to use bias-free language. For purposes of this documentation
set, bias-free is defined as language that does not imply discrimination based on age, disability, gender, racial
identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be
present in the documentation due to language that is hardcoded in the user interfaces of the product software,
language used based on RFP documentation, or language that is used by a referenced third-party product.

Note

Y

The ASR 5000 hardware platform has reached end of life and is not supported in this release. Any references
to the ASR 5000 (specific or implied) or its components in this document are coincidental. Full details on the
ASR 5000 hardware platform end of life are available at:

https://www.cisco.com/c/en/us/products/collateral/wireless/asr-5000-series/eos-eol-notice-c51-735573.html.

Note

The HA, HSGW, PDSN, and SecGW products have reached end of life and are not supported in this release.
Any references to these products (specific or implied) their components or functions including CLI commands
and parameters in this document are coincidental and are not supported. Full details on the end of life for these
products are available at:

https://www.cisco.com/c/en/us/products/collateral/wireless/asr-5000-series/eos-eol-notice-c51-740422 html.

This preface describes the Command Line Interface Reference and its document conventions.

This reference describes how to use the command line interface (CLI) to interact with the products supported
by the StarOS™. The CLI commands are organized by command modes in the code and in this reference. The
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. CLI Command Sections

About this Guide |

command modes are presented alphabetically. The description of each command states the command's function,
describes its syntax, presents limitations when applicable, and offers an example of its usage.

» CLI Command Sections, on page x|
» Conventions Used, on page xlI

* Supported Documents and Resources, on page xlii

* Contacting Customer Support, on page xliii

CLI Command Sections

The following table describes the individual sections in the command descriptions presented in this reference.

Section

Description

Product

The product(s) supporting the CLI command.

Privilege

The user privilege levels having access to the CLI
command.

For more information on user types and user
privileges, refer to the CLI Administrative Users
section in the Command Line Interface Overview
chapter.

Mode

The command and configuration mode sequences to
the CLI configuration mode for the CLI command.

For more information on command modes, refer to
the CLI Command Modes section in the Command
Line Interface Overview chapter.

Syntax

The command's syntax.

For more information on CLI command syntax, refer
to the CLI Command Syntax section in the Command
Line Interface Overview chapter.

Description of the keyword(s) and variable(s) in the
command.

Usage

Information about the command's usage including
dependencies and limitations, if any.

Example

Example(s) of the command.

Conventions Used

The following tables describe the conventions used throughout this documentation.
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About this Guide [JJ]

Notice Type Description

Information Note Provides information about important features or
instructions.

Caution Alerts you of potential damage to a program, device,
or system.

Warning Alerts you of potential personal injury or fatality. May

also alert you of potential electrical hazards.

Typeface Conventions

Description

Text represented as a screen display

This typeface represents displays that appear on your
terminal screen, for example:

Login:

Text represented as commands

This typeface represents commands that you enter,
for example:

show ip access-list

This document always gives the full form of a
command in lowercase letters. Commands are not
case sensitive.

Text represented as a command variable

This typeface represents a variable that is part of a
command, for example:

show card slot_number

slot_number is a variable representing the desired
chassis slot number.

Text represented as menu or sub-menu names

This typeface represents menus and sub-menus that
you access within a software application, for example:

Click the File menu, then click New

Command Syntax Conventions

Description

{ keyword or variable }

Required keyword options and variables are those
components that are required to be entered as part of
the command syntax.

Required keyword options and variables are
surrounded by grouped braces { }. For example:

sctp-max-data-chunks { limit max chunksg
| mtu-limit }

If a keyword or variable is not enclosed in braces or
brackets, it is mandatory. For example:

snmp trap link-status
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About this Guide |

Command Syntax Conventions

Description

[ keyword or variable ]

Optional keywords or variables, or those that a user
may or may not choose to use, are surrounded by
brackets.

Some commands support multiple options. These are
documented within braces or brackets by separating
each option with a vertical bar.

These options can be used in conjunction with
required or optional keywords or variables. For
example:

action activate-flow-detection {
intitiation | termination }

or

ip address [ count number of packets |
size number of bytes ]

Supported Documents and Resources

Related Documentation

The most up-to-date information for this product is available in the product Release Notes provided with each

software release.

The following related product documents are also available:

» AAA Interface Administration and Reference

» GTPP Interface Administration and Reference

* |PSec Reference

* Platform-specific System Administration Guides
* Product-specific Administration Guides

* Release Change Reference

* SNMP MIB Reference

» Satistics and Counters Reference

» Satistics and Counters Reference - Bulk Satistics Descriptions

» Thresholding Configuration Guide
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Contacting Customer Support .

Contacting Customer Support

Use the information in this section to contact customer support.

Refer to the support area of http://www.cisco.com for up-to-date product documentation or to submit a service
request. A valid username and password are required to access this site. Please contact your Cisco sales or
service representative for additional information.
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do show

Product

Privilege

Syntax Description

Usage Guidelines

end

A

CHAPTER 1

Common Commands

This chapter describes the common commands available in each CLI configuration mode.

* do show, on page 1
* end, on page |
* exit, on page 2

Executes all show commands while in Configuration mode.
All

Security Administrator, Administrator

do show

Use this command to run all Exec mode show commands while in Configuration mode. It is not necessary to
exit the Config mode to run a sShow command.

The pipe character | is only available if the command is valid in the Exec mode.

Caution

Product

There are some Exec mode show commands which are too resource intensive to run from Config mode. These
include: do show support collection, do show support details, do show support record and do show
support summary. If there is a restriction on a specific show command, the following error message is
displayed:

Failure: Cannot execute 'do show support' command from Config mode.

Exits the current configuration mode and returns to the Exec mode.

All
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Privilege

Syntax Description

Usage Guidelines

exit

Product

Privilege

Syntax Description

Usage Guidelines

Security Administrator, Administrator
end

Use this command to return to the Exec mode.

Exits the current mode and returns to the parent configuration mode.

All
Security Administrator, Administrator
exit

Use this command to return to the parent configuration mode.
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| &

CHAPTER 2

IFTask Boot-Options Configuration Mode
Commands

The iftask boot-options Configuration Mode is used to configure startup configuration parameters on the
VPC-DI.

Exec > Global Configuration > [FTask Boot-Options Configuration

configure > iftask boot-options

Entering the above command sequence results in the following prompt:

[local]lhost name(config-iftask-boot-options)#

Important

priority

Product

Privilege

Syntax Description

For information on common commands available in this configuration mode, refer to the Common Commands,
on page 1 chapter.

* priority, on page 3
» sfc, on page 4

Sets the priority for the boot configuration parameters to take effect on the VPC-DI.
All

Administrator

Mode

Exec > Global Configuration > [FTask Boot-Options Configuration
configure > iftask boot-options

Entering the above command sequence results in the following prompt:

[local]lhost name(config-iftask-boot-options)#

priority { cli | cdrom }
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. sfc

cli

Sets the CLI-configured boot parameters as priority.

cdrom

Sets the CDROM configuration as priority. If the CDROM configuration is not present, then default boot
parameters are applied.

Usage Guidelines Use this command to set the priority for the boot configuration parameters to take effect on the VPC-DL

Example
The following command specifies the priority to CDROM for the VPC-DI:

priority cdrom

sfc

Configures the startup configuration parameters for the Service Function Card (SFC) on the VPC-DI.

Product All
Privilege Administrator
Mode

Exec > Global Configuration > [FTask Boot-Options Configuration
configure > iftask boot-options

Entering the above command sequence results in the following prompt:

[local]lhost name(config-iftask-boot-options)#

Syntax Description [ no ] sfc { cores [ crypto | mcdma ] percentage | thread-enable { control
| mecdma } }

no sfc cores

Disables IFTask cores percentage. This parameter must be enabled for other configured parameters to take
effect.

no sfc cores crypto mcdma

Disables crypto cores, percentage, and mcdma cores percentage for SF card.

no sfc thread-enable control mcdma

Disables thread-enable, control, and mcdma SF card parameters.
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\}

sfc .

Note

Usage Guidelines

The no keyword is not applicable to priority because it is mandatory to have a default priority set.

sfc cores [ crypto | mcdma] percentage

Specifies the cores allocation for crypto or mcdma on the SF card with the percentage of the maximum number
of IFTASK cores configured with this CLI. For cores percentage, the limits are checked in iftask.py file.
Therefore, any value from 1 to 100 is supported.

sfc cores percentage

Specifies the cores allocation for IFTASK in general for crypto or mcdma on the SF card with the percentage
of the maximum number of IFTASK cores present in the system. For cores percentage, the limits are checked
in iftask.py file. Therefore, any value from 1 to 100 is supported.

thread-enable { control | mcdma }

Enables control thread or mcdma thread.

Use this command to configure the startup configuration parameters for the Service Function Card (SFC) on
the VPC-DI.

Example

The following command specifies the percentage of cores, crypto cores, and mcdma cores on the
SFC card:

sfc cores 40 crypto 40 mcdma 40
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. sfc
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CHAPTER 3

IGMP Profile Configuration Mode Commands

The Internet Group Management Protocol (IGMP) Profile Configuration Mode is used to create and manage
the IGMP parameters for an Ethernet interface.

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-igmp-profile-<profile name>)#

[
Important  Available commands or keywords/variables vary based on platform type, product version, and installed
license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* default ip igmp, on page 7

* ip igmp query, on page 8

* ip igmp require router-alert, on page 8

* ip igmp robustness, on page 9

* ip igmp unsolicited-report-interval, on page 10
* ip igmp version, on page 10

default ip igmp

Product

Privilege

Command Modes

Configures default IGMP parameters.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
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Syntax Description

Usage Guidelines

IGMP Profile Configuration Mode Commands |

configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-igmp-profile-<profile name>)#

default ip igmp { query | require | robustness |
unsolicited-report-interval | version }

Specify the IGMP parameters for the default profile. Refer to the remaining command description in this
chapter for additional information.

Example
To apply enable echo mode on this interface, use the following command:

bfd echo

Ip igmp query

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the maximum response time for IGMP queries.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-igmp-profile-<profile name>)#

ip igmp query max-response-time seconds

max-response-time seconds

Specify the maximum number of seconds that the system will wait for an IGMP response as an integer from
1 through 25.

Specify the maximum response time for IGMP queries.

Example

ip igmp query max-response-time 10

ip igmp require router-alert

Sets the router alert flag to ON in [P IGMP packets.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

ip igmp robustness .

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-igmp-profile-<profile name>)#

[ no ] ip igmp require router-alert

no

Sets the router alert flag to OFF in IP IGMP packets.

Sets the router alert flag to ON in [P IGMP packets.

Example

ip igmp require router-alert

Ip igmp robustness

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Sets the Robustness value in IP IGMP packets. The Robustness variable allows tuning for the expected packet
loss on a subnet. If a subnet is expected to be lossy, the Robustness variable may be increased. IGMP is robust
to packet losses. The Robustness variable should not be set to 1 (one).

All

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-igmp-profile-<profile name>)#

ip igmp robustness value

value

Sets the robustness value as an integer from 1 through 10. Default: 2

Sets the robustness value in IP IGMP packets.

Example

ip igmp robustness 7
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. ip igmp unsolicited-report-interval

Ip igmp unsolicited-report-interval

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Sets the Unsolicited Report Interval which is the time between repetitions of a host's initial report of membership
in a group.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-igmp-profile-<profile name>)#
ip igmp unsolicited-report-interval seconds

seconds

Specifies the number of seconds between repetitions of a host's initial report of membership in a group as an
integer from 1 through 25. Default: 10

Set the Unsolicited Report Interval which is the time between repetitions of a host's initial report of membership
in a group.

Example

ip igmp unsolicited-report-interval 15

Ip igmp version

Product

Privilege

Command Modes

Syntax Description

Sets the IGMP version to be supported by this interface.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IGMP Profile Configuration
configure > context context_name > ip igmp profile profile_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-igmp-profile-<profile name>)#

ip igmp version { vl | v2 | v3 }
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ip igmp version .

vl|v2|v3

Specifies the IGMP Version number:
* v1: Version 1, RFC 1112
* v2: Version 2, RFC 2236
* v3: Version 3, RFC 4604

Usage Guidelines Set the IGMP version to be supported by this interface.

Example

ip igmp version v2
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. ip igmp version
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CHAPTER 4

IKEv2 Security Association Configuration Mode
Commands

The IKEv2 Security Association Configuration Mode is used to configure a Security Association (SA) at the
outset of an IPSec session. A security association is the collection of algorithms and parameters (such as keys)
that is being used to encrypt and authenticate a particular flow in one direction. In normal bi-directional traffic,
the flows are secured by a pair of security associations.

Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration
configure > context context_name > ikev2-ikesa transform-set set_name

Entering the above command sequence results in the following prompt:

[context name]host name(cfg-ctx-ikev2ikesa-tran-set)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

default

Product

on page | chapter.

* default, on page 13

* encryption, on page 14
* group, on page 15

* hmac, on page 16

* lifetime , on page 18

* prf, on page 18

Sets the default properties for the selected parameter.

ePDG
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. encryption

PDIF
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration

configure > context context_name > ikev2-ikesa transfor m-set set_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(cfg-ctx-ikev2ikesa-tran-set)#

Syntax Description =~ default { encryption | group | hmac | lifetime | prf }
Set the defaults for the following parameters:

* encryption: Default algorithm for the IKEv2 IKE SA is AES-CBC-128.

* group: Default Diffie-Hellman group is Group 2.

» hmac: Default IKEv2 IKE SA hashing algorithm is SHA1-96.

* lifetime: Default lifetime for SAs derived from this transform-set is 86400 seconds.
e prf: Default PRF for the IKEv2 IKE SA is SHAL.

Usage Guidelines Configure default parameters for the IKEv2 IKE SA transform-set.

Example
Use the following configuration to set the default encryption algorithm:

default encryption

encryption

Configures the appropriate encryption algorithm and encryption key length for the IKEv2 IKE security
association. AES-CBC-128 is the default.

Product ¢PDG
PDIF
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration

configure > context context_name > ikev2-ikesa transfor m-set set_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(cfg-ctx-ikev2ikesa-tran-set)#

Syntax Description ~ encryption { 3des-cbc | aes-cbc-128 | aes-cbc-256 | des-cbc | null }
default encryption
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\}

group .

3des-chc

Data Encryption Standard Cipher Block Chaining encryption applied to the message three times using three
different cypher keys (triple DES).

aes-chc-128

Advanced Encryption Standard Cipher Block Chaining with a key length of 128 bits.

aes-chc-256
Advanced Encryption Standard Cipher Block Chaining with a key length of 256 bits.

des-chc

Data Encryption Standard Cipher Block Chaining. Encryption using a 56-bit key size. Relatively insecure.

Configures no IKEv2 IKE Security Association Encryption Algorithm. All IKEv2 IPsec Child Security
Association protected traffic will be sent in the clear.

Note

Usage Guidelines

group

Product

USE OF THIS ALGORITHM FOR IKE SA ENCRYPTION IS A VIOLATION OF RFC 4306. THIS
ALGORITHM SHOULD ONLY BE USED FOR TESTING PURPOSES.

IKEV2 requires a confidentiality algorithm to be applied in order to work.

In cipher block cryptography, the plaintext is broken into blocks usually of 64 or 128 bits in length. In cipher
block chaining (CBC) each encrypted block is chained into the next block of plaintext to be encrypted. A
randomly-generated vector is applied to the first block of plaintext in lieu of an encrypted block. CBC provides
confidentiality, but not message integrity.

Because RFC 4307 calls for interoperability between IPSec and IKEv2, the IKEv2 confidentiality algorithms
must be the same as those configured for IPSec in order for there to be an acceptable match during the IKE
message exchange. Because of RFC4307, in IKEv2, there is no viable NULL option, it is available for testing
only.

Example
The following command configures the encryption to be aes-cbc-128:

encryption aes-cbc-128

Configures the appropriate key exchange cryptographic strength by applying a Diffie-Hellman group. Default
is Group 2.

ePDG
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. hmac

PDIF
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration

configure > context context_name > ikev2-ikesa transfor m-set set_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(cfg-ctx-ikev2ikesa-tran-set)#

Syntax Description group { 1 | 2 | 5| 14 }
default group

1

Configures crypto strength at the Group 1 level. Lowest security.

2
Configures crypto strength at the Group 2 (default) level. Medium security.

This is the default setting for this command.

5
Configures crypto strength at the Group 5 level. Higher security.

14
Configures crypto strength at the Group 14 level. Highest security

Usage Guidelines Diffie-Hellman groups are used to determine the length of the base prime numbers used during the key
exchange process in IKEv2. The cryptographic strength of any key derived depends, in part, on the strength
of the Diffie-Hellman group upon which the prime numbers are based.

Group 1 provides 768 bits of keying strength, Group 2 provides 1024 bits, Group 5 provides 1536 bits and
Group 14 provides 2048 bits of encryption strength.

Configuring a DH group also enables Perfect Forward Secrecy, which is disabled by default.

Example
This command configures crypto strength at the Group 14 level. Highest security group 14:
default group

hmac

Configures the IKEv2 IKE SA integrity algorithm. Default is SHA1-96.

Product ePDG
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Privilege

Command Modes

Syntax Description

Usage Guidelines

hmac .

PDIF
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration
configure > context context_name > ikev2-ikesa transform-set set_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(cfg-ctx-ikev2ikesa-tran-set)#

hmac { aes-xcbc-96 | md5-96 | shal-96 | sha2-256-128 | sha2-384-192 |
sha2-512-256 }
default hmac

aes-xchc-96

HMAC-AES-XCBC uses a 128-bit secret key and produces a 128-bit authenticator value.

md5-96
HMAC-MDS5 uses a 128-bit secret key and produces a 128-bit authenticator value.

sha1-96

HMAC-SHA-1 uses a 160-bit secret key and produces a 160-bit authenticator value. This is the default setting
for this command.

sha2-256-128
HMAC-SHA-256 uses a 256-bit secret key and produces a 128-bit authenticator value.

sha2-384-192
HMAC-SHA-384 uses a 384-bit secret key and produces a 192-bit authenticator value.

sha2-512-256
HMAC-SHA-512 uses a 512-bit secret key and produces a 256-bit authenticator value.

IKEV2 requires an integrity algorithm be configured in order to work.

A keyed-Hash Message Authentication Code, or HMAC, is a type of message authentication code (MAC)
calculated using a cryptographic hash function in combination with a secret key to verify both data integrity
and message authenticity. A hash takes a message of any size and transforms it into a message of a fixed size:
the authenticator value. This is truncated and transmitted. The authenticator value is reconstituted by the
receiver and the first truncated bits are compared for a 100 percent match.

Example
This command configures HMAC value md5-96:
hmac md5-96
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lifetime

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

prf

Product

Privilege

Command Modes

IKEv2 Security Association Configuration Mode Commands |

Configures the lifetime of a security association (SA) in seconds.

ePDG
PDIF

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration
configure > context context_name > ikev2-ikesa transform-set set_name

Entering the above command sequence results in the following prompt:

[context name]host name(cfg-ctx-ikev2ikesa-tran-set)#

lifetime sec
default lifetime

lifetime sec
Sets the value of the timeout parameter in seconds as an integer from 60 through 86400. Default: 86400
The secret keys that are used for various aspects of a configuration should only be used for a limited amount

of time before timing out. This exposes a limited amount of data to the possibility of hacking. If the SA expires,
the options are then to either close the SA and open an new one, or renew the existing SA.

Example
The following command sets the lifetime timeout to 120 seconds:

lifetime 120

Selects one of the HMAC integrity algorithms to act as the IKE Pseudo-Random Function. A PRF produces
a string of bits that an attacker cannot distinguish from random bit string without knowledge of the secret key.
The default is SHA1.

ePDG
PDIF

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IKEv2 Security Association Configuration
configure > context context_name > ikev2-ikesa transform-set set_name

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines

[context name]lhost name(cfg-ctx-ikev2ikesa-tran-set)#

prf { aes-xcbc-128 | md5 | shal | sha2-256 | sha2-384 | sha2-512 }
default prf
aes-xchc-128

Configure IKEv2 IKE Security Association Pseudo Algorithm to be AES-XCBC-128.

md5

MDS5 uses a 128-bit secret key and produces a 128-bit authenticator value.

sha1l
SHA-1 uses a 160-bit secret key and produces a 160-bit authenticator value.
SHA-1 is considered cryptographically stronger than MDS5, but it takes more CPU cycles to compute.

This is the default setting for this command.

sha2-256
PRF-HMAC-SHA-256 uses a 256-bit secret key.

sha2-384
PRF-HMAC-SHA-384 uses a 384-bit secret key.

sha2-512
PRF-HMAC-SHA-512 uses a 512-bit secret key.

This command generates keying material for all the cryptographic algorithms used in both the IKE SA and
the CHILD_ SAs.

Example

This configuration sets the PRF to be value sha2-256:
prf sha2-256
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CHAPTER 5

IMEI Profile Configuration Mode

Essentially, an IMEI profile is a template which groups a set of device-specific commands that may be
applicable to one or more IMEIs. The same IMEI profile can be associated with multiple IMEI ranges and
multiple operator policies.

An SGSN supports a total of 1000 IMEI profile configurations.

The IMEI profile configuration mode defines a set of parameters controlling the SGSN behavior when a
Request is received from a device in the specified IMEI (International Mobile Equipment Identity) range. An
IMEI profile is a key element in the Operator Policy feature and an IMEI profile is not used or valid unless

it is associated with an IMEI range and this association is specified in an operator policy (see the Operator
Policy Configuration Mode Commands chapter elsewhere in the Command Line Interface Reference).

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page 1 chapter.

* associate, on page 22

* blacklist, on page 22

* description, on page 23

» direct-tunnel, on page 24

* ggsn-address, on page 24

* ignore-pdp-data-inactivity, on page 25
* pdp-activate, on page 26
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associate

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

blacklist

Product

IMEI Profile Configuration Mode |

Associate an APN remap table with this IMEI profile.

Note that an APN remap table can be associated with an IMEI profile before the table has actually been
created/configured.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

associate apn-remap-table table name
no associate apn-remap-table

no

Disables the configured remap table association.

table_name

Define the name of an APN remap table that is to be associated with this IMEI profile for call routing based
in IMEL

Use this command to associate an APN remap table with this IMEI profile. With such an association, it is

possible to override an APN call-routing based on an IMEIL

For example, with the APN exceptions defined in an APN remap table (refer to the APN Remap Table
Configuration Mode chapter), a blank APN or an incorrect APN could be overriden. So during PDP Activation
for in incoming call, the call could be rerouted based on an IMEI in the range defined for the IMEI profile.

Example

Associate the APN remap table 'remapHO' (remaps all calls with blank APNS to the head-office) to
this IMEI profile:

associate apn-remap-table remapHO

Blacklist all mobile devices that fit the IMEI definitions associated with this IMEI profile.

SGSN
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Privilege

Command Modes

Syntax Description

Usage Guidelines

description .

Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

blacklist
remove blacklist

remove

Including this keyword with the command, removes the blacklist command from the IMEI profile configuration.

Blacklists subscribers whose devices bear IMEI that match the defined IMEI range for this profile.

Example

Use this command to black list all subscribers with IMEI that fall within the range set for this IMEI
profile:

blacklist

description

Product

Privilege

Command Modes

Syntax Description

Define a descriptive string relevant to the specific APN profile.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

description description
remove description

remove

Removes the configured description from this APN profile.

description

Enter an alphanumeric string of 1 to 100 alphanumeric characters. The string may include spaces, punctuation,
and case-sensitive letters if the string is enclosed in double quotes (" ).
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Usage Guidelines

IMEI Profile Configuration Mode |

Define information that identifies this particularly APN profile.

Example

Indicate that this IMEI profile IMEIprofl is to be used for customers in the United Kingdom and
that the profile:

description "IMEIprofl defines routing actions based on IMEI for customers in the UK."

direct-tunnel

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Instruct the SGSN to enable/disable a direct tunnel between the RNC and the GGSN based on the IuPS service
configuration.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[locallhost name(config-imei-profile-profile name)#

direct-tunnel check-iups-service
no direct-tunnel

no direct-tunnel

This command instructs the SGSN to disable the direct tunnel function between the GGSN and the RNC.
Direct tunnel is enabled by default on the GGSN and often on the RNC. This leaves it to the SGSN's
configuration to actually enable or disable a direct tunnel.

With the SGSN, the options for configuring a direct tunnel are complex -- enable/disable on the basis of APNs,
or RNCs, or GGSNs, or on the basis of the IMEI range. Refer to the SGSN Administration Guide for
configuration details.

Example

Assuming the TuPS service configuration has enabled DT for associated RNCs, then use this command
to enable DT from the RNC to the GGSN associated with this IMEI profile:

direct tunnel check-iups-service

ggsn-address

Identify the target GGSN for traffic being managed by this IMEI profile.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

ignore-pdp-data-inactivity .

SGSN
Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

ggsn-address I1pPv4/IPv6 address

IPv4/IPv6_address
Enter the IP address of the target GGSN. Enter the address in either standard IPv4 dotted decimal format or

in standard IPv6 colon notation format.

Use this command to define the IP address of the target GGSN to be associated with this IMEI profile.

Example

The following command identifes the address of the GGSN associated with this IMEI profile as
123.123.11.1

ggsn-address 123.123.11.1

ignore-pdp-data-inactivity

Product

Privilege

Command Modes

Syntax Description

On executing this command the SGSN ignores PDP Data Inactivity configuration under the APN profile for
one or more matching IMEIs.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

ignore-pdp-data-inactivity
remove ignore-pdp-data-inactivity

remove

This command is used to disable or remove the option to ignore PDP data inactivity from the IMEI profile.
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Usage Guidelines

IMEI Profile Configuration Mode |

The SGSN supports options to configure PDP Data Inactivity detection duration and actions to be performed
on timeout under the APN-Profile. The following configurable actions are supported under APN-Profile in
case of PDP Data Inactivity detection in the PDP context:

1. De-activate all PDPs of the subscriber

2. De-activate all PDPs of the bundle (all linked PDPs)
3. Detach the subscriber. This action is triggered when:

* Data in-activity is detected for all PDPs
* Data in-activity is detected for any of the PDPs

On the Detection of the PDP Data Inactivity, depending on the configuration option the SGSN either de-activates
the PDP or detaches the subscriber.

The ignore-pdp-data-inactivity CLI is added to provide an option under the IMEI-Profile to ignore PDP
Data Inactivity configuration for one or more IMEIs. On configuring this CLI, the SGSN ignores the application
of in-activity configuration (configured in the APN-Profile) for a specified set of IMEI's.

Note

The IMEI range or set of IMEI's are mapped to specific IMEI-Profile using the CLI configuration option
under Operator-policy.

Example

Use this command to ignore PDP Data Inactivity configuration under the APN profile for one or
more matching IMEISs.

ignore-pdp-data-inactivity

pdp-activate

Product

Privilege

Command Modes

Syntax Description

This command enables the operator to configure the SGSN to reject Secondary PDPActivation Requests from
the UE based on IMEI range.

SGSN
Administrator

Exec > Global Configuration > IMEI Profile Configuration
configure > imei-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(config-imei-profile-profile name)#

[ remove ] pdp-activate { drop | restrict } secondary-activation[]
access-type { gprs | umts }

remove

Removes the configured value and returns the pdp-activate configuration to the default 'not configured' state.
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Usage Guidelines

pdp-activate .

drop
This keyword causes the GSN to ignore the Request.

restrict

This keyword instructs the SGSN to reject Secondary PDP Activation Requests.

access-type { gprs | umts }

This keyword instructs the SGSN to ignore or reject Secondary PDP Activation Requests on the basis of the
UE's access network type:

* gprs: from a 2G network.
e umts: from a 3G network.

The SGSN administrator can use this command to configure the IMEI profile in the operator policy to either
ignore or reject Secondary PDP Activation Requests from UEs based on an IMEI range and UE access-type.

Restricting secondary PDP activation based on the IMEI (in the IMEI profile) takes precedence over secondary
PDP activation that might be configured in the call control profile.

Example
Enable rejection of Secondary PDP Activation Requests for 2G callers:

pdp-activate restrict secondary-activation access-type gprs
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CHAPTER 6

IMEI-TAC-Group Configuration Mode Commands

The IMEI-TAC-Group Configuration Mode provides access to the commands used to configure the IMEI-TAC
values and ranges included in the IMEI-TAC groups. These IMEI-TAC values and ranges are used as the
selection criteria for operator policy selection based on IMEI-TAC. For details about this functionality, refer
to the Operator Policy Selection Based on IMEI-TAC chapter in the MME Administration Guide.

Exec > Global Configuration > LTE Policy Configuration > IMEI-TAC-Group

configure > Ite-policy > imei-tac-groupgroup_name

Entering the above command sequence results in the following prompt:

[locallhost name(imei-tac-group) #

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
| 1
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

tac

Product

Privilege

Command Modes

on page | chapter.

* tac, on page 29
* tac-range, on page 30

Confitures individual TAC (type allocation code) values to be included in a IMEI-TAC group which will be
used as criteria for operator policy selection.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > IMEI-TAC-Group

configure > Ite-policy > imei-tac-groupgroup_name
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Syntax Description

Usage Guidelines

tac-range

Product

Privilege

Command Modes

Syntax Description

IMEI-TAC-Group Configuration Mode Commands |

Entering the above command sequence results in the following prompt:

[locallhost name(imei-tac-group) #

[ no ] tac tac value [ tac value tac value + ]

no

Removes the identified TAC from the IMEI-TAC group configuration.

tac_value

Specifies the 8-digit number that identifies a specific "type allocation code". When entering more than one
TAC, simply use a space between each TAC. Additional TAC values can be added at any time after the
IMEI-TAC group is configured.

Use this command to enter one or more individual TAC (type allocation code) values to the IMEI-TAC group.
Up to 500 unique IMEI-TAC values can be included in an IMEI-TAC group.

The TAC, the first eight digits of the 15-digit IMEI or 16-digit IMEI-SV, identifies the equipment manufacturer,
the wireless device type and the model number (if there is one); for example, TAC of 35201906 identifies an
Apple iPhone 5S.

Example
The following command adds four IMEI-TAC to an IMEI-TAC group:
tac 31441551 77777777 87650506 87654321

Defines a range of IMEI-TAC values to be included in a IMEI-TAC group which will be used as criteria for
operator policy selection.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > IMEI-TAC-Group
configure > Ite-policy > imei-tac-groupgroup_name

Entering the above command sequence results in the following prompt:

[locallhost name(imei-tac-group) #

[ no ] tac-range from start tac value to end tac value

no

Removes the identified TAC range from the IMEI-TAC group configuration.
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tac-range .

start_tac_value to end_tac_value

tac_value - Specifies the 8-digit number that identifies a specific "type allocation code". The start TAC is
the first TAC in the range. The end TAC is the last TAC in the range.

Usage Guidelines Use this command to enter up to 20 IMEI-TAC value ranges. Ranges can be overlapping.

The TAC, the first eight digits of the 15-digit IMEI or 16-digit IMEI-SV, identifies the equipment manufacturer,
the wireless device type and the model number (if there is one); for example, TAC of 35201906 identifies an
Apple mobile phone. Defining ranges would enable carriers to select operator policies for call handling based
on multiple device types.

Example
The following command defines a TAC range to be added to the IMEI-TAC group:
tac-range from 23456789 to 23456889
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. tac-range

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



CHAPTER 7

IMS Authorization Service Configuration Mode
Commands

The IMS Authorization Service Configuration Mode enables to configure IP Multimedia Subsystem (IMS)
authorization services to manage policy control functions and Gx interface support.

Command Modes Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name
Entering the above command sequence results in the following prompt:

[context name]host name(config-imsa-service)#

| &

Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).

| &

Important  For information on common commands available in this configuration mode, refer to the Common Commands,
on page | chapter.

* p-cscf discovery, on page 33

* p-cscf table, on page 35

* policy-control, on page 37

* qos-update-timeout, on page 38
* reauth-trigger, on page 39

* signaling-flag, on page 41

* signaling-flow, on page 42

» traffic-policy, on page 43

p-cscf discovery

This command defines the method of Proxy-Call Session Control Function (P-CSCF) discovery to be used.

Product All
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Privilege

Command Modes

Syntax Description

Usage Guidelines

IMS Authorization Service Configuration Mode Commands |

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

p-cscf discovery { table { 1 | 2 } [ algorithm { ip-address-modulus |
msisdn-modulus | round-robin } ] | diameter-configured }
[ default | no ] p-cscf discovery

default

Sets the P-CSCF discovery to default parameter.

no

Removes/deletes configured parameters for P-CSCF discovery.

table{1]2}

Specifies that which P-CSCF table is to be used to obtain the primary and secondary P-CSCF addresses. Total
2 tables can be configured for P-CSCF discovery.

algorithm { ip-address-modulus | msisdn-modulus | round-robin }
Specifies the algorithm to select the row from the P-CSCF table to be used for P-CSCF discovery.

* ip-address-modulus: This algorithm divides the IP address, in binary, of the subscriber by the number
of rows in the table, and the remainder is used as an index into the specified table to select the row.

» msisdn-modulus: This algorithm divides the MSISDN value, in binary without the leading "+", of the
subscriber by the number of rows in the table, and the remainder is used as an index in the specific table
to select the row.

« round-robin: This algorithm rotates all rows in the active table for selection of the row in round-robin
way. If no algorithm is specified this is the default behavior.

Default: round-robin

diameter-configured
This option enables the table number and algorithm specified by the diameter host-select table configuration

in Policy Control Configuration mode.

Use this command to configure the table and row selection methods to select IP address/host address for
P-CSCF discovery.

Example

The following command specifies table 1 with round-robin algorithm to select the rows with IP
address for P-CSCF discovery.
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p-cscf table .

p-cscf discovery table 1 algorithm round-robin

p-cscf table

Product

Privilege

Command Modes

Syntax Description

This command adds/appends rows with primary and/or secondary IPv4/IPv6 addresses to a P-CSCF discovery
table with precedence for P-CSCF discovery.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

In releases prior to 18:

p-cscf table { 1 | 2 } row-precedence precedence value { address ipv4 address
| ipv6-address ipvé address } [ secondary { address ipv4 address | ipv6-address
ipv6 address } 1 [ weight value ]

no p-cscf table { 1 | 2 } row-precedence precedence value

In 18 and later releases:

p-cscf table { 1 | 2 } row-precedence precedence value { ipv4-address

ipv4 address [ ipv6-address ipvé address ] | ipv6-address ipvé address [
ipvd-address ipv4 address ] } [ secondary { ipv4-address ipv4 address [
ipv6-address ipv6 address ] | ipv6-address ipvé6 address [ ipv4-address ipv4 address
1 } [ weight vailue ]

no p-cscf table { 1 | 2 } row-precedence precedence value

no

Removes/deletes configured row with precedence in specified table for P-CSCF discovery address.

{112}

Specifies which P-CSCF table is to be used to add/append the primary and secondary P-CSCF addresses. Two
tables can be configured for P-CSCF discovery address.

row-precedence precedence_value
This keyword adds/appends the row with the specified row-precedence to the P-CSCF address table.

In 8.1 and later releases, precedence_value must be an integer from 1 through 128, and a maximum of 128
rows can be added to a table.

In release 8.0, precedence_value must be an integer from 1 through 100, and a maximum of 16 rows can be
added to a table.
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secondary

Specifies the secondary IPv4/IPv6 address to be entered in P-CSCF table rows.

address ip_address

Specifies the primary and/or secondary IPv4 address for P-CSCF discovery table. This keyword, if used with
secondary keyword, specifies the secondary IPv4 address.

| B
Important  This keyword is available only in releases prior to 18. In 18 and later releases, this keyword is concealed and
is replaced with ipv4-address to support the PDN type v4v6 request for VOLTE setup.
ip_address must be entered in IPv4 dotted-decimal notation.
ipv4-address ipv4_address
Specifies the primary and/or secondary IPv4 address for P-CSCF discovery table. This keyword, if used with
secondary keyword, specifies the secondary IPv4 address.
ipv4_address must be entered in IPv4 dotted-decimal notation.
| B
Important  This keyword is available in 18 and later releases to support the PDN type v4v6 request for VOLTE setup.

In releases prior to 18, the P-CSCF configuration accepts only one primary and one secondary P-CSCF 1P
addresses — both IPv4 and IPv6 addresses per row in the P-CSCF address table. Two IP addresses are not
sufficient enough to address the requirement with PDN type v4v6 request for VOLTE setup. Hence, in release
18, the P-CSCF configuration has been enhanced to allow users to configure a maximum of two IPv4 addresses
(primary/secondary) and two IPv6 addresses (primary/secondary) per P-CSCF table row.

ipv6-address ipv6_address

Specifies the primary and/or secondary IPv6 address for P-CSCF discovery table. This keyword, if used with
secondary keyword, specifies the secondary IPv6 address.

ipv6_address must be entered in IPv6 colon-separated-hexadecimal notation.

In releases prior to 18, the P-CSCF configuration accepts only one primary and one secondary P-CSCF 1P
addresses — both IPv4 and IPv6 addresses per row in the P-CSCF address table. Two IP addresses are not
sufficient enough to address the requirement with PDN type v4v6 request for VOLTE setup. Hence, in release
18, the P-CSCF configuration has been enhanced to allow users to configure a maximum of two IPv4 addresses
(primary/secondary) and two IPv6 addresses (primary/secondary) per P-CSCF table row.

weight value

This keyword designates weight to a row-precedence relative to other row-precedences configured under this
table, Default value is 1. value must be an integer from 1 through 10.

Within the IMS Authorization configuration, the P-CSCF address is selected based on round robin fashion.
This feature allows the customer to perform P-CSCF selection based on weight factor.
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Usage Guidelines

policy-control .

With this CLI option, the user can configure and add weight (in the scale of 1 to 10) to each row, and the rows
are selected based on weighted round-robin. That is, the row with higher weight parameter is selected more
number of times than the row with less number of weights.

Use this command to add rows with primary and/or secondary IP addresses for P-CSCF discovery. The row
is added with the specified row-precedence.

In releases prior to 17.0, IMSA will select the servers if requested server address type and selected row
server-address type are the same. Otherwise, it will return NULL. In 17.0 and later releases, P-CSCF server
selection algorithm is modified such that the P-CSCF server selection happens based on UE-requested
server-type.

The operator can add/remove rows to the table that is not currently selected by the diameter host-select table
command in Policy Control Configuration Mode.

In releases prior to 18, the look-up and forwarding of P-CSCF server information from P-CSCF table to the
session manager were performed by IMS Authorization (IMSA) server only during the setup. In 18 and later
releases, whenever IMSA receives a Modify Bearer request with P-CSCF Address request indication, then
the list of P-CSCF IP addresses are sent to the session manager through Modify Bearer Response message.

This look-up and forwarding functionality works even when the call is with the Local Policy (LP) engine
during the time the Modify Bearer Request is triggered.

Example

The following command adds a row in table 2 with primary IP address 10.2.3.4, secondary IP address
as 50.6.7.8, and row-precedence value as 20 for P-CSCF discovery.

p-cscf table 2 row-precedence 20 address 10.2.3.4 secondary 50.6.7.8

policy-control

Product

Privilege

Command Modes

Syntax Description

This command enters the Policy Control Configuration mode for Diameter Policy Control Application (DPCA)
to configure Diameter authorization and policy control parameter for IMS authorization.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-imsa-service)#

[ no ] policy-control

no
Disables the pre-configured policy control parameters for IMS authorization in this IMS authorization service.

use-pcscf-config-from-imsa
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Specifies to use the P-CSCF configuration from IMSA in Local Policy.

Use this command to enter the Policy Control Configuration Mode to configure the policy control parameters
for Diameter authorization and charging policy in IMS Authorization Service.

Entering this command results in the following prompt:

[context_name]hosthame(config-imsa-dpca)#

Policy Control configuration commands are described in the Policy Control Configuration Mode Commands
chapter.

gos-update-timeout

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command is obsolete in release 11.0 and later releases. This command sets the Quality of Service update
timeout for a subscriber in IMS authorization service.

GGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-imsa-service)#

gos-update-timeout timeout duration
no gos-update-timeout

no

Disables the pre-configured QoS update timeout parameter in this IMS authorization service.

timeout_duration
Specifies the duration of timeout in seconds as an integer from 0 through 3600.
Default: 60

Use this command to set the maximum time to wait for a subscriber to initiate the update QoS procedure in
IMS authorization service.

Example
The following command sets the QoS update timeout to 90 seconds.

gos-update-timeout 90
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reauth-trigger

This command specifies the trigger events to initiate re-authorization for a subscriber in IMS authorization
service.

|

Important  This command now moved to Policy Control Config mode.

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration

configure > context context_name > ims-auth-service service_name
Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

Syntax Description [ default ] reauth-trigger { all | { an-gw-change | bearer-loss |
bearer-recovery | plmn-change | policy-failure | gos-change | rat-change
| sgsn-change | tft-change | tft-delete } + }
Default

Sets the pre-configured Re-authorization trigger to default value.

all

Sets the IMS authorization service to initiate re-authorization process for a subscriber on all events listed in
this command.

an-gw-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber whose access network
gateway changed.

bearer-loss

Sets the IMS authorization service to initiate re-authorization process for a subscriber on loss of bearer or
service.

bearer—recovery

Sets the IMS authorization service to initiate re-authorization process for a subscriber when a bearer or service
recovered after loss of bearer or service.
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Usage Guidelines
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default-bearer-qos-change

Sets the IMS authorization service to initiate re-authorization process when QoS is changed and
DEFAULT EPS BEARER QOS CHANGE event triggered for the default EPS bearer context of a subscriber
in LTE network.

plmn-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber on change in Public
Land Mobile Network (PLMN) of subscriber.

policy-failure

Sets the IMS authorization service to initiate re-authorization process for a subscriber on failure of credit and
charging policy for subscriber.

qos-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber on change in Quality
of Service level/rating of subscriber.

rat-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber on change in Radio
Access Type (RAT) of subscriber node.

sgsn-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber on change in SGSN for
subscriber node.

tit-change

Sets the IMS authorization service to initiate re-authorization process for a subscriber on change in Traffic
Flow Template (TFT) of subscriber session.

tft-delete
Sets the IMS authorization service to initiate re-authorization process for a subscriber when Traffic Flow

Template (TFT) of subscriber session is deleted by a system administrative user.

Use this command to set the triggers to initiate QoS re-authorization process for a subscriber in IMS
authorization service.

Example

The following command sets the re-authorization trigger to bearer-10ss, so that re-authorization of
subscriber session is initiated on loss of bearer.

reauth-trigger bearer-loss
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signaling-flag .

signaling-flag

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command specifies whether a request for a PDP context dedicated to signaling (for IMS sessions) should
be granted or denied.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

signaling-flag { deny | permit }
default signaling-flag

default

Sets the signaling flag to default mode of deny.

deny

Denies the request for a signaling PDP context for IMS session and keeps signaling co-existed with other
traffic on PDP contexts. Default: Enabled

permit
Permits the request for a signaling PDP context for IMS session and a separate signaling context activated.
Default: Disabled

Use this command to allow or deny the activation of a dedicated PDP context for signaling. The user equipment
(UE) may indicate that the PDP context should be dedicated for IP multimedia (IM) signaling by setting the
[P Multimedia Core Network (IM-CN) signaling flag in the Protocol Configuration Options (PCO).

The deny option causes the system to inform the UE that the PDP context will not be dedicated for IM signaling
and signaling will co-exist with other traffic on PDP context.

The permit option is used to activate the signaling context for signal traffic and the other traffic uses other
PDP context for traffic with the following destinations:

» Towards the DHCP and DNS servers for the IMS domain
» Towards the P-CSCF(s)

The UE is not trusted to follow these restrictions, and the system monitors and restricts the traffic from the
dedicated PDP context. The signaling-flow class-map command is used to configure the restrictions.

Example

The following command denies the request for a signaling PDP context for IMS session.
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default signaling-flag

signaling-flow

Product

Privilege

Command Modes

Syntax Description

This command specifies the packet filters and policy servers for bandwidth control and singling context
enforcement that define the traffic that is allowed through the dedicated signaling context.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

signaling-flow permit server-address ipv4/ipv6 address [ server-port { port num
| range start port to end port } ] [ description STRING ]

no signaling-flow permit server-address ipv4/ipv6 address [ server-port ({
port num | range start port to end port } 1]

no

Disables the signaling flow option configured with this command.

server-address ipv4/ipv6_address

The server address refers to the destination IP address in uplink packets, and the source IP address in downlink
packets.

ipv4/ipv6_addressis an IP address in IPv4 dotted-decimal or IPv6 colon-separated-hexadecimal notation and
can be used with a subnet mask.

A maximum of 16 signaling server addresses can be configured per IMS Authorization service.

server-port{ port_num | range start_portto end_port}

Specifies the TCP/UDP port number(s) of the server to be used for communication.

port_num must be an integer from 1 through 65535.

rangestart_porttoend_port provides the option to configure the range of ports on server for communication.

start_port must be an integer from 1 through 65535 but lesser than end_port, and end_port must be an integer
from 1 through 65535 but greater than Start_port.
description STRING

Specifies the customized description for configured signaling server as an alphanumeric string of 1 through
63 characters.
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Usage Guidelines

traffic-policy .

Traffic that matches any instance of the signaling-flow command will be forwarded via the signaling PDP
context. In addition, the policy server gives policy gates to use for the signaling PDP context.

Example

The following command sets the packet filter server address to 10.2.3.4 with port number 1234 for
packet filtering.

signaling-flow server-address 10.2.3.4 server-port 1234

traffic-policy

Product

Privilege

Command Modes

Syntax Description

This command specifies the action on packets which do not match any policy gates in the general purpose
PDP context.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IMS Authorization Service Configuration
configure > context context_name > ims-auth-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-imsa-service)#

traffic-policy general-pdp-context no-matching-gates direction { downlink
| uplink } { forward | discard }

default traffic-policy general-pdp-context no-matching-gates direction {
downlink | uplink }

default

Sets the default traffic policy for packets without any policy gate match in general purpose PDP context.

By default packets which do not have any matching policy gate are forwarded.

no-matching gates

Applies traffic policy for packets which do not match any policy gate.

direction { downlink | uplink }
Specifies the direction of traffic to apply this traffic policy in general PDP context.
downlink: Specifies the traffic from system to MN. Default is set to forward.

uplink: Specifies the traffic from MN to system. Default is set to forward.

forward

Forwards the packets which do not match any policy gates. Default: Enabled
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discard

Discards the packets which do not match any policy gates. Default: Disabled

Usage Guidelines This command provides configuration on traffic policy applied on packets which are not matching any policy
gate in general PDP context. Packets can either be forwarded or discarded on the basis of operator's
configuration.

This command needs to be configured once for downlink and once for uplink separately.

Example

The following command discards uplink packets which do not match any policy gate in general
purpose PDP context.

traffic-policy general-pdp-context no-matching-gates direction uplink
discard
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CHAPTER 8

IMSI Group Configuration Mode Commands

The IMSI Group Configuration Mode provides commands to configure discrete list and range of International
Mobile Subscriber Identity (IMSI) numbers.

Exec > Global Configuration > IMSI Group Configuration

configure > imsi-group group_name

Entering the above command sequence results in the following prompt:

[locallhost name(config-imsi-group) #

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

imsi

Product

Privilege

Command Modes

on page | chapter.

* imsi, on page 45
* range, on page 46

This command configures the discrete list of IMSI numbers.

MME
SGSN

Administrator

Exec > Global Configuration > IMSI Group Configuration
configure

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines

range

Product

Privilege

Command Modes

Syntax Description

IMSI Group Configuration Mode Commands |

[locallhost name(config-imsi-group) #

imsi mcc mcc value MNC mnc value msin msin value
no imsi mcc mcc value MNC mnc value msin msin value

no

Deletes the specified IMSI numbers.

mcc mec_value

Specifies the mobile country code (MCC) portion of the IMSI identifier. mcc_valueis a three digit number
between 0 and 999.

mnc mcc_value

Specifies the mobile network code (MNC) portion of the IMSI identifier. mnc_value is a two or three digit
number between 0 and 999.

msin msin_value
Specifies the Mobile Subscriber Identification Number (MSIN) of the IMSI identifier. This keyword allows
up to 500 MSINs to be configured per group. valueis 9 or 10 digit MSIN.

Use this command to specify the discrete list of IMSI numbers (Combination of discrete and range line is 20
per group).

Example
The following command configures the MCC as 334, MNC as 456 and MSIN as 123456789:
imsi mcc 334 mnc 456 msin 123456789

This command configures the range of IMSI numbers.

MME
SGSN

Administrator

Exec > Global Configuration > IMSI Group Configuration
configure

Entering the above command sequence results in the following prompt:

[locallhost name(config-imsi-group) #

range mcC mcc value MNC mnc value msin first start range last end range
no range mMcC mcc value MNC mnc value msin first start range last end range
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Usage Guidelines

range .

no

Deletes the specified IMSI numbers.

mcc mec_value

Specifies the mobile country code (MCC) portion of the IMSI identifier. mcc_value is a three digit number
between 0 and 999.

mnc mcc_value

Specifies the mobile network code (MNC) portion of the IMSI identifier. mnc_value is a two or three digit
number between 0 and 999.

msin first start_range last end_range
Specifies the Mobile Subscriber Identification Number (MSIN) prefix range. start_range and end_range are
9 or 10 digit MSIN numbers.

Use this command to configure the IMSI range.

Example

The following command configures the MCC as 334, MNC as 456 and MSIN range as 123456789
and 234567890:

range mcc 334 mnc 456 msin first 123456789 last 234567890
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. range
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CHAPTER 9

IMS Sh Service Configuration Mode Commands

PDIF to communicate with the HSS server. HSS server is used for MAC address validation in the IKEv2
exchanges to set up SAs and for storing part of the user profile.SCM to communicate with the HSS server.
HSS server is used for retrieval and update of call feature parameters and call restriction data.

The IMS Sh Interface Configuration Mode is used to configure various Diameter parameters in order for:
Exec > Global Configuration > Context Configuration > IMS Sh Interface Configuration

configure > context context_name > ims-sh-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ims-sh-service)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

diameter

Product

Privilege

Command Modes

on page | chapter.

* diameter, on page 49
« failure-handling, on page 50
* request, on page 52

This command configures Diameter parameters.

PDIF
SCM

Administrator

Exec > Global Configuration > Context Configuration > IMS Sh Interface Configuration
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Syntax Description

| A
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configure > context context_name > ims-sh-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ims-sh-service)#

diameter { dictionary { customl | standard | endpoint string }
default diameter { dictionary | endpoint }

no diameter endpoint

no

Removes previously configured endpoint.

default

Configures parameters to the default value.

dictionary
Specifies the dictionary to use.

* custom1: A custom dictionary

« standard: The standard dictionary

Important

Usage Guidelines

SCM uses only the standard dictionary.

endpoint string

Selects an endpoint to use in the configuration.

string must be the endpoint name, and must be an alpha and/or numeric string of 1 through 63 characters in
length.

The Diameter endpoint contains information on the peer names and IP addresses and port, and the local IP
address to use for Diameter.

You can have more than one Diameter endpoint configured on the chassis and the ims-sh-service needs to
know which Diameter endpoint to use. This command is to select the appropriate Diameter endpoint, even if
only one has been configured.

Example
The following example selects a diameter endpoint diaml.:

diameter endpoint diami

failure-handling

This command configures the action to take in the event of an HSS server request failure.
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Product

Privilege

Command Modes

Syntax Description

failure-handling .

PDIF
SCM

Administrator

Exec > Global Configuration > Context Configuration > IMS Sh Interface Configuration
configure > context context_name > ims-sh-service service_name
Entering the above command sequence results in the following prompt:

[context name]host name(config-ims-sh-service)#

[ default ] failure-handling { profile-update-request | user-data-request
} { { diameter-result-code result code [ to result code ] } | timeout } action
{ continue | retry-and-terminate | terminate } } }

default

Resets configuration for the specified keyword to the default setting.

profile-update-request

Configures failure-handling as a result of a profile update request error.

user-data-request

Configures failure-handling as a result of a user data request.

diameter-result-code result_code | to result_code]

The Result-Code data field contains a space representing errors. Diameter provides the following classes of
errors, all identified by the thousands digit in the decimal notation:

* 3xxx (Protocol Errors)
* 4xxx (Transient Failures)

* 5xxx (Permanent Failure)

result_code specifies either a result code value (diameter-result-code 3001) or a range of result code values
(diameter-result-code 3000 to 9999) to which the failure-handling applies.

action
Configures the action to take depending on the diameter-result-code:

* Continue the session
* Retry and then terminate

» Terminate the session

request-timeout action

Configures the action to take as a result of a request timeout error:
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. request

* Continue the session
* Retry and then terminate

» Terminate the session

Usage Guidelines Configures all failure-handling parameters.

Example

The following command configures profile-update-request failure-handling using a result-code
configuration with the terminate session option:

failure-handling profile-update-request diameter-result-code 3005 to
3600action terminate

request

Configures application request timeout.

Product PDIF
SCM
Privilege Administrator
Command Modes Exec > Global Configuration > Context Configuration > IMS Sh Interface Configuration

configure > context context_name > ims-sh-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ims-sh-service)#

Syntax Description =~ request timeout secs
[ no | default ] request timeout
no

Disables a configured timeout request.

default
Default: 300 seconds

Resets configuration to the default setting.

request timeout secs
Configures the request timeout in seconds.

secs must be an integer from 1 through 300.

Usage Guidelines Specifies the session request timeout period in seconds after which the request is deemed to have failed.
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request .

Example
The following example configures the default timeout request of 300 seconds:

default request timeout
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. request
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CHAPTER 1 0

IPMS Client Configuration Mode Commands

Important

Command Modes

This is a license enabled external application support. For more information on this product, refer to the IPMS
Installation and Administration Guide.

The IPMS Client Configuration Mode is used to enable the Intelligent Packet Monitoring System (IPMS)
client service on an Access Gateway and to set basic service-wide options in a context.

Exec > Global Configuration > Context Configuration > IPMS Configuration
configure > context context_name > ipms

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-ipms)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
| 1
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* export keys, on page 55
* heartbeat, on page 56

* server, on page 57

* source, on page 58

export keys

Enables the encryption key export in specific key exchange events to IPMS server from IPMS-enabled AGW.
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. heartbeat
| B
Important  This is a license enabled customer specific command.
Product IPMS
Privilege Security Administrator, Administrator

Command Modes

Syntax Description

Usage Guidelines

heartheat

Product

Privilege

Command Modes

Syntax Description

Exec > Global Configuration > Context Configuration > IPMS Configuration
configure > context context_name > ipms

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-ipms) #

no

Removes the configured source IP address from this context for IPMS client communication with [PMS
server.

ikev2

Enables the security association (SA) key export for Internet Key Exchange (IKEv2) protocol to IPMS server.

Monitor subscribers which have complaints of service availability or to monitor a test user for system
verification.

Example

The following command assigns the IP address 10.2.3.4 to the IPMS client service in context to
communicate with IPMS server. This is the IP address allocated for IPMS client service on chassis.

source address 10.2.3.4

Configures the IPMS heartbeating between the IPMS-enabled AGW and the IPMS server.
IPMS
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPMS Configuration
configure > context context_name > ipms

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-ipms)#

heartbeat period dur [ permitted-failure no of failures ]
[ no | default ] heartbeat
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Usage Guidelines

server

Product

Privilege

Command Modes

Syntax Description

server .

default

Configures the heartbeat period and permitted number of failures to the default values of 10 seconds and 1
failure respectively.

no

Disables/removes the configured heartbeat period and permitted number of failures.

period dur

Specifies the periodicity (in seconds) between heartbeat messages as an integer from 1 through 3600. Default:
10

permitted-failure no_of failures
Specifies the number of errors/failures allowed before declaring an IPMS server as dead/unreachable as an

integer from 1 through 10. Default: 1

Use this command to configure the heartbeat message periodicity and permissible failure of heartbeat message
response before declaring an IPMS server as dead or unreachable. When an IPMS server is declared down
an SNMP trap is sent.

Example

Following command configures the heartbeat message periodicity to 5 second and number of failures
allowed as 3 to determine an IPMS server as dead.

heartbeat period 5 permitted-failure 3

Configures the IPMS server address and ports on which the IPMS client on an IPMS-enabled AGW
communicates. This is the IP address and port range of the IPMS server.

IPMS
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPMS Configuration
configure > context context_name > ipms

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-ipms) #
server address ip address | seconary | [ start-port start port [ end-port end port

11[ secondary ]
no server address ip address
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Usage Guidelines

source

Product

Privilege

Command Modes

IPMS Client Configuration Mode Commands |

no

Removes the configured IPMS server IP address and port range from this context.

address ip_address

Specifies the IP address of the IPMS server to which the IPMS client service communicates in [Pv4
dotted-decimal notation.

A maximum of 4 IPMS severs can be configured with this command in one context.

[ start-port start_porf end-port end_port]]

Default: 45001 source port

45005 end port

Specifies the range of UDP ports on which IPMS client communicates with the IPMS server.

start-port start_port: Specifies starting port number as an integer from 1 through 65535 that is less than
end_port, if end-port is specified.

end-port end_port: Specifies is the end port number as an integer from 1 through 65535 that is more than
start_port.

secondary
The secondary keyword is used to configure the specified server address as secondary IP address on the IPMS

client interface.

Use this command to configure/remove the IPMS servers. Up to 4 different IPMS servers can be configured
with this command. UDP port number can also be configured with this command. IPMS client will search
for this IP address to push the event and traffic logs.

Example

The following command configures IPMS server having IP address 10.2.3.4 in the IPMS client
service export the event and traffic logs for intelligent packet monitoring functionality. It also specifies
the UDP port range from 48000 to 48005 for communication.

server address 10.2.3.4 start-port 48000 end-port 48005

Configures the source address of the IPMS client in this context to communicate with the IPMS server. This
is the IP address for IPMS client on the chassis.

IPMS
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPMS Configuration

configure > context context_name > ipms

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



| IPMS Client Configuration Mode Commands

Syntax Description

Usage Guidelines

source .

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-ipms) #

source address ip address

address ip_address

Specifies the [P address of the IPMS client on the AGW in this context. This is the address which is bound
to the IPMS client service in this context.

ip_addressis expressed in IPv4 dotted-decimal notation.

Monitor subscribers which have complaints of service availability or to monitor a test user for system
verification.

Example

The following command assigns the IP address 10.2.3.4 to the IPMS client service in context to
communicate with IPMS server. This is the IP address allocated for IPMS client service on chassis.

source address 10.2.3.4
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. source
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CHAPTER 1 1

IPNE Endpoint Configuration Mode Commands

The IPNE Endpoint Configuration Mode provides the commands to configure the parameters for an IPNE
Endpoint in an IPNE Service.

Exec > Global Configuration > Context Configuration > IPNE Service Configuration > IPNE Endpoint
Configuration

configure > context context_name > ipne-service ipne_service_name > ipne-endpoint

Entering the above command sequence results in the following prompt:

[ context name]lhost name (config-ipne-endpoint)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

bind

Product

Privilege

Command Modes

on page | chapter.

* bind, on page 61
* peer, on page 62

This command binds the IPNE client socket to the IPNE endpoint.
MME
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPNE Service Configuration > IPNE Endpoint
Configuration

configure > context context_name > ipne-serviceipne_service_name > ipne-endpoint

Entering the above command sequence results in the following prompt:
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. peer

[ context name]lhost name (config-ipne-endpoint)#

Syntax Description [ no ] bind { ipv4-address | ipvé6-address } ip address

no

When included as a command prefix, the system removes the bind address from the IPNE endpoint
configuration.

ipvd-address | ipv6-address

Identifies whether the bind address uses IPv4 or IPv6 format.

ip_address

Enter either an IPv4 dotted-decimal address or an IPv6 colon-separated hexadecimal notation

Usage Guidelines The bind command defines the IP address of the IPNE client socket as the local address.

Example
Use a command similar to the following to bind the IPNE client socket to the IPNE endpoint.
bind ipv4-address 123.123.123.1

peer

Identifies the MINE server as a peer for the IPNE endpoint.

Product MME

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > Context Configuration > IPNE Service Configuration > IPNE Endpoint
Configuration

configure > context context_name > ipne-service ipne_service_name > ipne-endpoint

Entering the above command sequence results in the following prompt:

[ context name]lhost name (config-ipne-endpoint)#

Syntax Description [ no ] peer { ipv4-address | ipvé6-address } ip address

no

Removes the peer address from the IPNE endpoint configuration.

ipvd-address | ipv6-address

Informs the system of the format of the peer address.
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peer .

ip_address

Enter either an [Pv4 dotted-decimal address or an IPv6 colon-separated hexadecimal notation.

Usage Guidelines Use the peer command to configure a MINE server IP address as the peer for the IPNE endpoint.

Example
Enter an IPv4 address for the MINE server:
peer ipvé4-address 221.221.221.1
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. peer
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IPNE Service Configuration Mode Commands

Command Modes The IPNE Service Configuration Mode is used to configure and manage the IPNE Service.
Exec > Global Configuration > Context Configuration > IPNE Service Configuration
configure > context context_name > ipne-serviceipne_service_name
Entering the above command sequence results in the following prompt:

[ context name]lhost name (config-ipne-service)#

|

Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).

|

Important  For information on common commands available in this configuration mode, refer to the Common Commands,
on page | chapter.

* ipne-endpoint, on page 65

ipne-endpoint

Creates and configures an IPNE endpoint and enters the IPNE endpoint configuration mode. An IPNE endpoint
is a combination of a local IPP address, a peer address and, optionally, a port.

Product MME
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IPNE Service Configuration

configure > context context_name > ipne-serviceipne_service_name

Entering the above command sequence results in the following prompt:

[ context name]lhost name (config-ipne-service)#

Syntax Description [ no ] ipne-endpoint
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. ipne-endpoint

no

Causes the system to delete the IPNE endpoint configuration from the IPNE service configuration.

Usage Guidelines Use this command to create an IPNE endpoint and to enter the IPNE endpoint sub-configuration mode.

Example
Use the following command to access commands to configure the IPNE endpoint:

ipne-endpoint
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encryption

CHAPTER 1 3

IPSec Transform Set Configuration Mode
Commands

The IPSec Transform Set Configuration Mode is used to configure IPSec security parameters. There are two
core protocols, the Authentication Header (AH) and Encapsulating Security Payload (ESP). AH may be
considered redundant as ESP can provide the same authentication services that AH does.

Exec > Global Configuration > Context Configuration > IPSec Transform Set Configuration

configure > context context_name > ipsec transfor m-set set_ name

Entering the above command sequence results in the following prompt:

[context name]host name(config-context-vrf)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

Product

on page | chapter.

* encryption, on page 67
* esn, on page 70

* group, on page 71

* hmac, on page 72

* mode, on page 73

Configures the appropriate IPSec ESP encryption algorithm and encryption key length. AES-CBC-128 is the
default.

ePDG
PDIF
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Privilege

Command Modes

Syntax Description

IPSec Transform Set Configuration Mode Commands |

SCM
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [PSec Transform Set Configuration
configure > context context_name > ipsec transfor m-set set_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

encryption { 3des-cbc | aes-128-gcm-128 | aes-cbc-128 | aes-128-gcm-64 |
aes-128-gcm-96 | aes-256-gcm-128 | aes-256-gcm-64 | aes-256-gcm-96 |
aes-cbc-256 | des-cbc | null }

default encryption

3des-che

Data Encryption Standard Cipher Block Chaining encryption applied to the message three times using three
different cypher keys (triple DES).

aes-128-gcm-128

IKEv2 Child Security Association [Psec ESP Algorithm is AES-GCM-128 with 128-bit ICV (Integrity Check
Value). HMAC algorithm with this encryption algorithm should be None.

aes-128-gcm-64

IKEv2 Child SA (Security Association) IPsec ESP Algorithm is AES-GCM-128 with 64-bit ICV. HMAC
algorithm with this encryption algorithm should be None.

aes-128-gcm-96

IKEv2 Child SA TPsec ESP Algorithm to be AES-GCM-128 with 96-bit ICV. HMAC algorithm with this
encryption algorithm should be None.

aes-256-gcm-128

IKEv2 Child SA IPsec ESP Algorithm is AES-GCM-256 with 128-bit ICV. HMAC algorithm with this
encryption algorithm should be None.

aes-256-gcm-64

IKEv2 Child SA IPsec ESP Algorithm is AES-GCM-256 with 64-bit ICV. HMAC algorithm with this
encryption algorithm should be None.

aes-256-gcm-96

IKEv2 Child SA IPsec ESP Algorithm is AES-GCM-256 with 96-bit ICV. HMAC algorithm with this
encryption algorithm should be None.
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Usage Guidelines

|

encryption .

aes-chc-128

Advanced Encryption Standard Cipher Block Chaining with a key length of 128 bits. This is the default setting
for this command.

aes-chc-256
Advanced Encryption Standard Cipher Block Chaining with a key length of 256 bits.

des-chc

Data Encryption Standard Cipher Block Chaining. Encryption using a 56-bit key size. Relatively insecure.

The NULL encryption algorithm represents the optional use of applying encryption within ESP. ESP can then
be used to provide authentication and integrity without confidentiality.

default
Sets the default IPSec ESP algorithm to AES-CBC-128.

AES-GCM (Advanced Encryption Standard-Galois Counter Mode) is a block cipher mode of operation that
uses universal hashing over a binary Galois field to provide authenticated encryption (RFC 5288). It uses
mechanisms that are supported by a well-understood theoretical foundation, and its security follows from a
single reasonable assumption about the security of the block cipher. StarOS supports these AEAD
(Authenticated Encryption with Associated Data) algorithms for improved IPsec performance when using
OpenSSL to process ESP packets.

Important

The AEAD algorithms are only supported on virtualized platforms. They are not supported on ASR 5x00
hardware.

In cipher block cryptography, the plaintext is broken into blocks usually of 64 or 128 bits in length. In cipher
block chaining (CBC) each encrypted block is chained into the next block of plaintext to be encrypted. A
randomly generated vector is applied to the first block of plaintext in lieu of an encrypted block. CBC provides
confidentiality, but not message integrity.

Because RFC 4307 calls for interoperability between I[PSec and IKEv2, the IKEv2 confidentiality algorithms
must be the same as those configured for IPsec in order for there to be an acceptable match during the IKE
message exchange. In IKEv2, there is no NULL option.

Example
The following command configures the encryption to be the default aes-cbc-128:

default encryption
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esn

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

| A

IPSec Transform Set Configuration Mode Commands |

Enables support for the use of 64-bit Extended Sequence Numbers (ESNs) in ikev2 Encapsulating Security
Payload (ESP) and Authentication Header (AH) packets. The ESN transform is included in an ikev2 proposal
used in the negotiation of IKE SAs as part of the IKE_SA INIT exchange.

SecGW
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSec Transform Set Configuration
configure > context context_name > ipsec transfor m-set set_ name

Entering the above command sequence results in the following prompt:

[context name]host name(config-context-vrf)#

esn

Use this command to enable support for the use of 64-bit ESNs for ikev2. The ESN transform is included in
an ikev2 proposal used in the negotiation of IKE SAs as part of the IKE_SA INIT exchange.

The ESN transform has the following meaning:

* A proposal containing one ESN transform with value 0 means "do not use extended sequence numbers".

* A proposal containing one ESN transform with value 1 means "use extended sequence numbers".

* A proposal containing two ESN transforms with values 0 and 1 means "I support both normal and extended
sequence numbers, you choose". This case is only allowed in requests; the response will contain only
one ESN transform.

In most cases, the exchange initiator will include either the first or third alternative in its SA payload. The
second alternative is rarely useful for the initiator: it means that using normal sequence numbers is not
acceptable (so if the responder does not support ESNs, the exchange will fail with NO_ PROPOSAL CHOSEN.

Enabling the esn command is the equivalent of sending ESN Transform = 0 and 1; support both 32-bit and
64-bit sequence numbers. If the esn command is not enabled, support only 32-bit sequence numbers (default
behavior).

Including the ESN transform is mandatory when creating ESP or AH SAs.

For additional information, see the |PSec Reference.

Important

ESN is only supported on ASR 5500 and ASR 9000 Virtualized Services Modules (VSMs). It is not supported
on the ASR 5000 or VPC-SIL.

Example
The following command enables support for 64-bit ESNs in ikev2 ESP and AH packets:

esn
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group .

group

Configures the appropriate key exchange cryptographic strength and activate Perfect Forward Secrecy by
applying a Diffie-Hellman group.

Product ePDG
PDIF
SCM
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IPSec Transform Set Configuration

configure > context context_name > ipsec transfor m-set set_ name

Entering the above command sequence results in the following prompt:

[context name]host name(config-context-vrf)#

Syntax Description group { 1 | 2 | 5 | 14 | none }
default group

default group

Configures the default crypto strength to be none and disables Perfect Forward Secrecy.

1

Configures crypto strength at the Group 1 level. Lowest security.

2

Configures crypto strength at the Group 2 level. Medium security.

5
Configures crypto strength at the Group 5 level. Higher security.

14
Configures crypto strength at the Group 14 level. Highest security.

none

Applies no group and disables Perfect Forward Secrecy. This is the default.

default

Sets the default Diffie-Hellman group algorithm to none. This also deactivates PFS.
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Usage Guidelines

hmac

Product

Privilege

Command Modes

Syntax Description

IPSec Transform Set Configuration Mode Commands |

Diffie-Hellman groups are used to determine the length of the base prime numbers used during the key
exchange process. The cryptographic strength of any key derived depends, in part, on the strength of the
Diffie-Hellman group upon which the prime numbers are based.

Group 1 provides 768 bits of keying strength, Group 2 provides 1024 bits, Group 5 provides 1536 bits and
Group14 2048 bits. Selecting a group automatically activates Perfect Forward Secrecy. The default value is
none, which disables PFS

Example
This command configures security at Group 2 and activates PFS:

group 2

Configures the [Psec ESP integrity algorithm using a Hash-based Message Authentication Code (HMAC).

ePDG
PDIF
SCM

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSec Transform Set Configuration
configure > context context_name > ipsec transfor m-set set_ name

Entering the above command sequence results in the following prompt:

[context name]host name(config-context-vrf)#

hmac { aes-xcbc-96 | md5-96 | none| null | shal-96 | sha2-256-128 |
sha2-384-192 | sha2-512-256 }

default hmac

default hmac

Sets the default IPSec hashing algorithm to SHA1-96.

aes-xchc-96

AES-XCBC-96 uses a 128-bit secret key and produces a 128-bit authenticator value.

md5-96

MD5-96 uses a 128-bit secret key and produces a 128-bit authenticator value.

none

Sets the IPsec hashing algorithm to none. Used with OpenSSL AEAD algorithms.
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Usage Guidelines

mode

Product

Privilege

Command Modes

mode .

Configures the HMAC value to be null. The NULL encryption algorithm represents the optional use of applying
encryption within ESP. ESP can then be used to provide authentication and integrity without confidentiality.

sha1-96

SHA-1 uses a 160-bit secret key and produces a 160-bit authenticator value. This is the default setting for this
command.

sha2-256-128
HMAC-SHA-256 uses a 256-bit secret key and produces a 128-bit authenticator value.

sha2-384-192
HMAC-SHA-384 uses a 384-bit secret key and produces a 192-bit authenticator value.

sha2-512-256
HMAC-SHA-512 uses a 512-bit secret key and produces a 256-bit authenticator value.

HMAC is an encryption technique used by IPsec to make sure that a message has not been altered.

A keyed-Hash-based Message Authentication Code (HMAC), is a type of message authentication code that

is calculated using a cryptographic hash function in combination with a secret key to verify both data integrity
and message authenticity. A hash takes a message of any size and transforms it into a message of a fixed size:
the authenticator value. This is truncated to 96 bits and transmitted. The authenticator value is reconstituted

by the receiver and the first 96 bits are compared for a 100 percent match.

Example
The following command configures the default HMAC value (SHA1-96):
default hmac

Configures the security of IP datagrams based on header placement. Tunnel mode applies security to a
completely encapsulated IP datagram, while Transport does not. Default is Tunnel mode.

ePDG
PDIF
SCM

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSec Transform Set Configuration
configure > context context_name > ipsec transfor m-set set_ name

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines

IPSec Transform Set Configuration Mode Commands |

[context name]lhost name(config-context-vrf)#

mode { transport | tunnel }
default mode

transport

In Transport mode, the IPSec header is applied only over the IP payload, not over the IP header in front of it.
The AH and/or ESP headers appear between the original IP header and the IP payload, as follows:

Original IP header, IPSec headers (AH and/or ESP), IP payload (including transport header).

Transport mode is used for host-to-host communications and is generally unsuited to PDIF traffic.

tunnel

In Tunnel mode, the original IP header is left intact, so a complete IP datagram is encapsulated, forming a
virtual tunnel between IPSec-capable devices. The IP datagram is passed to IPSec, where a new IP header is
created ahead of the AH and/or ESP IPSec headers, as follows:

New IP header, IPSec headers (AH and/or ESP), old IP header, IP payload.

Tunnel mode is used for network-to-network communications (secure tunnels between routers) or
host-to-network and host-to-host communications over the Internet.

This is the default setting for this command.

default mode

Sets the default IPSec Mode to Tunnel.

IPSec modes are closely related to the function of the two core protocols, the Authentication Header (AH)
and Encapsulating Security Payload (ESP). Both of these protocols provide protection by adding to a datagram
a header (and possibly other fields) containing security information. The choice of mode does not affect the
method by which each generates its header, but rather, changes what specific parts of the IP datagram are
protected and how the headers are arranged to accomplish this.

Example
The following command configures the default Tunnel mode:

default mode
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bind

CHAPTER 1 4

IPSG RADIUS Snoop Configuration Mode
Commands

The IP Services Gateway (IPSG) RADIUS Snoop Configuration Mode is used to create and configure IPSG
services within the current context. The IPSG RADIUS Snoop Mode configures the system to inspect RADIUS
accounting requests on the way to the RADIUS accounting server and extract user information.

Exec > Global Configuration > Context Configuration > IPSG RADIUS Snoop Configuration

configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

Product

on page | chapter.

* bind, on page 75

* connection authorization, on page 76
* profile, on page 77

» radius, on page 78

* sess-replacement, on page 80

* setup-timeout, on page 81

This command allows you to configure the service to accept data on any interface configured in the context.
Optionally, you can also configure the system to limit the number of sessions processed by this service.

IPSG
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. connection authorization

Privilege

Command Modes

Syntax Description

Usage Guidelines

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[PSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

bind [ max-subscribers max sessions ]
no bind

no

If previously configured, deletes the binding configuration for the service.

max-subscribers max_sessions

Specifies the maximum number of subscriber sessions allowed for the service. If this option is not configured,
the system defaults to the license limit.

In StarOS 9.0 and later releases, max_sessions must be an integer from 0 through 4000000.

In StarOS 8.3 and earlier releases, max_sessions must be an integer from 0 through 3000000.

Use this command to initiate the service and begin accepting data on any interface configured in the context.

Example

The following command prepares the system to receive subscriber sessions on any interface in the
context and limits the sessions to 10000:

bind max-subscribers 10000

connection authorization

Product

Privilege

Command Modes

Syntax Description

This command allows you to configure the RADIUS authorization password that must be matched by the
RADIUS accounting requests "snooped" by this service.

IPSG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

connection authorization [ encrypted ] password password
no connection authorization
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Usage Guidelines

profile

Product

Privilege

Command Modes

Syntax Description

profile .

no

Deletes the RADIUS connection authorization configuration from the current IPSG RADIUS snoop service.

[ encrypted ] password password

* encrypted: Specifies that the received RADIUS authorization password is encrypted.

* password password: Specifies the password that must be matched by incoming RADIUS accounting
requests.

In StarOS 12.2 and later releases, password with encryption must be an alphanumeric string of 1 through
132 characters, and without encryption an alphanumeric string of 1 through 63 characters.

In StarOS 12.1 and earlier releases, password must be an alphanumeric string of 1 through 63 characters.

RADIUS accounting requests being examined by the IPSG RADIUS snoop service are destined fora RADIUS
Accounting Server. Since the "snoop" service does not terminate user authentication, the user password is
unknown.

Use this command to configure the authorization password that the RADIUS accounting requests must match
in order for the service to examine and extract user information.

Example

The following command sets the RADIUS authorization password that must be matched by the
RADIUS accounting requests "snooped" by this service. The password is encrypted, and the password
used in this example is "secret".

connection authorization encrypted password secret

This command allows you to configure the service to use APN or subscriber profile.
IPSG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop
Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

profile { APN | subscriber }
default profile

default

Configures this command with its default setting.
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. radius

APN

Specifies the service to support APN configuration required to enable Gx support.

subscriber

Specifies the service to support subscriber profile lookup.

Usage Guidelines Use this command to set the service to support APN profiles (supporting Gx through the enabling of
ims-auth-service) or for basic subscriber profile lookup.

Example
The following command specifies to use the subscriber profile:

profile subscriber

radius

This command allows you to specify the RADIUS accounting servers where accounting requests are sent
after being "inspected" by this service.

Product IPSG

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > Context Configuration > IPSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

Syntax Description radius { accounting server ipv{ address [ port port number | source-context
context name ] | dictionary { 3gpp2 | 3gpp2-835 | customxx | standard |
starent | starent-835 | starent-vsal | starent-vsal-835 } }

[ no ] radius accounting server ipv4 address [ port port number | source-context

context name ]

no

Removes the RADIUS accounting server identifier from this service.

radius accounting server ipv4_address

Specifies the IP address of a RADIUS accounting server where accounting requests are sent after being
"snooped" by this service in [Pv4 dotted-decimal notation.

Up to 16 addresses can be configured.
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port port_number

radius .

Specifies the port number of the RADIUS Accounting Server where accounting requests are sent after being

"snooped" by this service.

port_number must be an integer from 1 through 65535.

Default: 1813

source-context context_name

Specifies the source context where RADIUS accounting requests are received.

context_name must be an alphanumeric string of 1 through 79 characters.

If this keyword is not configured, the system will default to the context in which the IPSG service is configured.

dictionary { 3gpp2 | 3gpp2-835 | custom XX | standard | starent | starent-835 | starent-vsa1 | starent-vsa1-835

}

Specifies what dictionary to use. The possible values are described in the following table:

Dictionary

Description

3gpp

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in 3GPP 32.015.

3gpp2

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835-A.

3gpp2-835

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835.

customXX

These are customized dictionaries. For information
on custom dictionaries, please contact your Cisco
account representative.

XXis the integer value of the custom dictionary.

standard

This dictionary consists only of the attributes specified
in RFC 2865, RFC 2866, and RFC 2869.

Starent

This dictionary consists of all of the attributes in the
starent-vsal dictionary and incorporates additional
Starent Networks VSAs by using a two-byte VSA
Type field. This dictionary is the master-set of all of
the attributes in all of the dictionaries supported by
the system.
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Dictionary

Description

starent-835

This dictionary consists of all of the attributes in the
starent-vsal-835 dictionary and incorporates
additional Starent Networks VSAs by using a two-byte
VSA Type field. This dictionary is the master-set of
all of the attributes in all of the -835 dictionaries
supported by the system.

starent-vsal

This dictionary consists not only of the 3gpp2
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.

starent-vsal-835

This dictionary consists not only of the 3gpp2-835
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.

Usage Guidelines Use this command to specify the RADIUS Accounting Servers where accounting requests are sent after being

snooped by this service.

Example

The following command specifies the IP address (10.2.3.4) of a RADIUS Accounting Server whose
accounting requests are to be "snooped", and the source context (aaa_ingress) where the requests

are received on the system:

radius accounting server 10.2.3.4 source-context aaa_ingress

sess-replacement

This command allows you to enable/disable session replacement.

|

Important  This command is not supported in this release. The Session Replacement feature is under development for

future use.
Product IPSG
Privilege Security Administrator, Administrator
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Command Modes

Syntax Description

Usage Guidelines

setup-timeout .

Exec > Global Configuration > Context Configuration > I[PSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

sess-replacement { with-diff-acct-sess-id | with-diff-ip | with-diff-key
}

{ default | no } sess-replacement
default

Configures this command with its default setting.

Default: Disabled.

no

If previously configured, deletes the configuration.

with-diff-acct-sess-id

Specifies to replace current session when a new session request comes with same IP address and same user
name/IMSI but different accounting session ID.

with-diff-ip

Specifies to replace current session when a new session request comes with same user name/IMSI but different
IP address.

with-diff-key

Specifies to replace current session when a new session request comes with same IP address but different user
name/IMSI.

Use this command to enable/disable session replacement. By default, session replacement is disabled.

Example

The following command enables session replacement specifying to replace the current session when
a new session request comes with same user name/IMSI but different IP address:

sess-replacement with-diff-ip

setup-timeout

Product

Privilege

This command allows you to configure the timeout value for IPSG session setup attempts.
IPSG

Security Administrator, Administrator

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



. setup-timeout

Command Modes

Syntax Description

Usage Guidelines
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Exec > Global Configuration > Context Configuration > I[PSG RADIUS Snoop Configuration
configure > context context_name > ipsg-service service_name mode r adius-snoop

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-snoop) #

setup-timeout setup timeout
default setup-timeout

setup_timeout

Specifies the period of time (in seconds) the IPSG session setup is allowed to continue before the setup attempt
is terminated.

setup_timeout must be an integer from 1 through 1000000.
Default: 60

Use this command to prevent IPSG session setup attempts from continuing without termination.
Example

The following command configures the session setup timeout setting to 20 seconds:

setup-timeout 20
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CHAPTER 1 5

IPSG RADIUS Server Configuration Mode
Commands

The IP Services Gateway (IPSG) RADIUS Server Configuration Mode is used to create and configure IPSG
RADIUS Server/eWAG services in the current context. This mode enables configuring the system to receive
RADIUS accounting requests as if it is a RADIUS accounting server, and reply after accessing those requests
for subscriber information.

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration

configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* accounting-context, on page 84

* associate sgtp-service, on page 84

* bind, on page 85

* connection authorization, on page 88
* gtp max-contexts-per-imsi, on page 89
* gtp peer-ip-address, on page 90

* ip, on page 91

* map ue-mac-to-imei, on page 94

* overlapping-ip-address, on page 94

* plmn id, on page 95

* profile, on page 96

» radius accounting, on page 97
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. accounting-context

» radius dictionary, on page 101

* respond-to-non-existing-session, on page 103
* sess-replacement, on page 104

* setup-timeout, on page 105

* w-apn, on page 106

accounting-context

This command allows you to specify the GTPP accounting context.

Product eWAG

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-ser vice service_name mode radius-ser ver

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

SVHtax Description aCCOunting— Context con text_name
no accounting-context

no

If previously configured, removes the accounting context configuration.

context_name
Specifies name of the GTPP accounting context.

context_name must be an alphanumeric string of 1 through 79 characters in length.

Usage Guidelines Use this command to specify the GTPP accounting context.

Example

The following command specifies to use the GTPP accounting context context12 for the eWAG
service:

accounting-context contextil2

associate sgtp-service

This command allows you to associate an SGTP service with the current eWAG service.

Product eWAG
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Privilege

Command Modes

Syntax Description

Usage Guidelines

bind

| A

bind [

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

associate sgtp-service sgtp service name [ context sgtp context name ]
no associate sgtp-service

no

If previously configured, removes the service association from the configuration.

sgtp-service sgtp_service_name
Specifies name of the SGTP service to associate with this service.

sgtp_service_name must be the name of an SGTP service, and must be an alphanumeric string of 1 through
63 characters in length.

context sgtp_context_name
Specifies name of the context in which the SGTP service is configured.

sgtp_context_name must be the name of the context, and must be an alphanumeric string of 1 through 63
characters in length.

If a context is not specified, the current context is used.
Use this command to associate an SGTP service with the IPSG service. This enables the GTP functionality

for eWAG supporting GTP-C (GTP Control Plane) messaging and GTP-U (GTP User Data Plane) messaging
between eWAG and GGSN over the Gn' interface.

Important

Any change to this configuration will result in restart of the eWAG service.

Example

The following command associates an SGTP service named servicel, configured in the context
named context2, with the IPSG service:

associate sgtp-service servicel context context?2

This command allows you to bind the current IPSG/eWAG service to a logical AAA interface, and specify
the number of subscriber sessions allowed.
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Product

Privilege

Command Modes

Syntax Description

IPSG RADIUS Server Configuration Mode Commands |

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration

configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

bind accounting-proxy address ipv4 address [ max-subscribers max sessions |

port port number | source-context source context ]

bind address ipv4 address [ disconnect-message [ src-port source port number ]
| max-subscribers max sessions | port port number | source-context source context
1+

bind authentication-proxy address ipv4 address [ acct-port port number |

auth-port port number | max-subscribers max sessions | source-context

source context ]
no bind

If previously configured, removes the binding for the service.

bind accounting-proxy address ipv4_address [ max-subscribers max_sessions | port port_number |
source-context source_context]

» accounting-proxy addressipv4_address : Specifies the IP address of the interface where accounting
proxy requests are received by this service in [Pv4 dotted-decimal notation.

» max-subscriber s max_sessions: Specifies the maximum number of subscriber sessions allowed for the
service. If this option is not configured, the system defaults to the license limit.

In StarOS 9.0 and later releases, max_sessions must be an integer from 0 through 4000000.

In StarOS 8.3 and earlier releases, max_sessions must be an integer from 0 through 3000000.

* port port_number: Specifies the port number of the interface where accounting requests are received by
this service.

port_number must be an integer from 1 through 65535.
Default: 1813

* Sour ce-context source_context: Specifies the source context where RADIUS accounting requests are
received.

source_context must be an alphanumeric string of 1 through 79 characters.

This keyword should be configured if the source of the RADIUS requests is in a different context than
the IPSG service. If this keyword is not configured, the system will default to the context in which the
IPSG service is configured.
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bind [

bind address ipv4_address [ disconnect-message [ src-port source_port_number] | max-subscribers
max_sessions | port port_number | source-context source_context ]+

 addressipv4 _address: Specifies the IP address of the interface where accounting requests are received
by this service in [IPv4 dotted-decimal notation.

» disconnect-message [ src-port source_port_number ]: Specifies to send RADIUS disconnect message
to the configured RADIUS accounting client in call failure scenarios.

src-port source_port_number: Specifies the port number to which the disconnect message must be sent.

source_port_number must be an integer from 1 through 65535.

» max-subscriber s max_sessions: Specifies the maximum number of subscriber sessions allowed for the
service. If this option is not configured, the system defaults to the license limit.

In StarOS 9.0 and later releases, max_sessions must be an integer from 0 through 4000000.

In StarOS 8.3 and earlier releases, max_sessions must be an integer from 0 through 3000000.

« port port_number: Specifies the port number of the interface where accounting requests are received by
this service.

port_number must be an integer from 1 through 65535.
Default: 1813

* source-context source_context: Specifies the source context where RADIUS accounting requests are
received.

source_context must be an alphanumeric string of 1 through 79 characters.

This keyword should be configured if the source of the RADIUS requests is in a different context than
the IPSG service. If this keyword is not configured, the system will default to the context in which the
IPSG service is configured.

bind authentication-proxy address ipv4_address[ acct-port port_number | auth-port port_number |
max-subscribers max_sessions | source-context source_context]

« authentication-proxy addressipv4_address : Specifies the IP address of the interface where
authentication proxy requests are received by this service in IPv4 dotted-decimal notation.

[ N

Important  Enabling authentication proxy also enables accounting proxy.

* acct-port port_number: Specifies the port number of the interface where accounting proxy requests are
received by this service.

port_number must be an integer from 0 through 65535.
Default: 1813

« auth-port port_number: Specifies the port number of the interface where authentication proxy requests
are received by this service.

port_number must be an integer from 0 through 65535.
Default: 1812
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. connection authorization

Usage Guidelines

» max-subscribers max_sessions: Specifies the maximum number of subscriber sessions allowed for the
service. If this option is not configured, the system defaults to the license limit.

In StarOS 9.0 and later releases, max_sessions must be an integer from 0 through 4000000.

In StarOS 8.3 and earlier releases, max_sessions must be an integer from 0 through 3000000.

* SOUrce-context source_context: Specifies the source context where RADIUS accounting requests are
received.

source_context must be an alphanumeric string of 1 through 79 characters.

This keyword should be configured if the source of the RADIUS requests is in a different context then
the IPSG service. If this keyword is not configured, the system will default to the context in which the
IPSG service is configured.

* +: Indicates that more than one of the preceding options may be specified in a single command.

Use this command to bind the IPSG RADIUS Server/eWAG service to a logical AAA interface and specify
the number of allowed subscriber sessions. If the AAA interface is not located in this context, configure the
sour ce-context parameter.

Use the accounting and authentication proxy settings to enable RADIUS proxy server functionality on the
IPSG. These commands are used when the NAS providing the RADIUS request messages is incapable of
sending them to two separate devices. The IPSG in RADIUS Server mode proxies the RADIUS request and
response messages while performing the user identification task in order to provide services to the session.

Example

The following command binds the service to a AAA interface with and IP address of 10.2.3.4 located
in the source context named aaa_ingress:

bind address 10.2.3.4 source-context aaa_ingress

connection authorization

Product

Privilege

Command Modes

Syntax Description

This command allows you to configure the RADIUS authorization password that must be matched by the
RADIUS accounting requests received by the current IPSG service.

IPSG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

connection authorization [ encrypted ] password password
no connection authorization
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Usage Guidelines

gtp max-contexts-per-imsi .

no

Deletes the RADIUS authorization from the current IPSG RADIUS Server service.

[ encrypted ] password password

* encrypted: Specifies that the RADIUS authorization password is encrypted.

* password password: Specifies the password that must be matched by incoming RADIUS accounting
requests.

In StarOS 12.2 and later releases, password with encryption must be an alphanumeric string of 1 through
132 characters, and without encryption an alphanumeric string of 1 through 63 characters.

In StarOS 12.1 and earlier releases, password must be an alphanumeric string of 1 through 63 characters.

The IPSG RADIUS server service does not terminate RADIUS user authentication so the user password is
unknown.

Use this command to configure the authorization password that the RADIUS accounting requests must match
in order for the service to examine and extract user information.

Example

The following command sets the RADIUS authorization password that must be matched by the
RADIUS accounting requests sent to this service. The password is encrypted, and the password used
in this example is "secret".

connection authorization encrypted password secret

gtp max-contexts-per-imsi

Product

Privilege

Command Modes

Syntax Description

This command allows you to configure multiple primary contexts having the same IMSI number.
eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

gtp max-contexts-per-imsi max value min-nsapi min nsapi value
default gtp max-contexts-per-imsi

default

Configures this command to disable use of multiple primary contexts. Only one PDP context per user is
allowed.
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Usage Guidelines
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max-contexts-per-imsi: 1

min-nsapi: 15

max-contexts-per-imsi max_value
Specifies the limit for the maximum number of contexts per IMSI.

max_value must be an integer from 1 through 11.

min-nsapi min_nsapi_value
Specifies the range of NSAPI values to be assigned to different PDP context of the same subscriber.
min_nsapi_valuemust be an integer from 5 through 15.

Use this command to configure the maximum number of contexts per IMSI, and the range of NSAPI values
to be assigned to different PDP context.

Example

The following command configures the maximum contexts per IMSI to 5 and specify the range of
values NSAPI valie to 7.

gtp max-contexts-per-imsi 5 min-nsapi 7

gtp peer-ip-address

Product

Privilege

Command Modes

Syntax Description

This command allows you to configure GGSN IP address under the eWAG service.
eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

gtp peer-ip-address ipv4 address
no gtp peer-ip-address
no

Deletes the configuration, if previously configured.

gtp peer-ip-address ipv4_address
Specifies the GGSN IP address.

ipv4_address
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Usage Guidelines

Ip

Product

Privilege

Command Modes

Syntax Description

Use this command to configure the GGSN IP address under the eWAG service.

This command replaces the hidden mode command [ no ] ggsn-ip-addressipv4_address

Example
The following command configures the GGSN IP address 1.2.3.4 under the current eWAG service.

gtp peer-ip-address 1.2.3.4

This command enables you to configure IP parameters for the current eWAG service.
eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

ip { gnp-qos-dscp | qos-dscp } gqei { { {1 | 2| 3 | 4] 9} | {51 6]
7 | 8 } allocation-retention-priority { 1 | 2 | 3 } } { afll | afl2 |
afl3 | af2l1 | af22 | af23 | af3l | af32 | af33 | afd4l | af42 | af43 | be

| ef | pt } } +
default ip { gnp-gos-dscp | qos-dscp }
no ip { gnp-qos-dscp | qos-dscp } gqci { { 1 | 2 | 3 | 4] 9} | {5] 6
| 7 | 8 } allocation-retention-priority { 1 | 2 | 3} } +

default
Configures this command, for specified option, with default setting for all QoS Class Identifier (QCI) values.
* QCI-based DSCP map:
e qci 1: ef
e qci 2: ef
e qci 3: af1l
*qci 4: af11
* qci 5: ef
* qci 6: ef
e qci 7: af21
* qci 8: af21

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



IPSG RADIUS Server Configuration Mode Commands |

*qci 9: be

» ARP-based DSCP map for interactive class:
« gci 5 allocation-retention-priority 1:
« qci 5 allocation-retention-priority 2:
« qci 5 allocation-retention-priority 3:
* qci 6 allocation-retention-priority 1:

* qci 6 allocation-retention-priority 2:

QT @ @ o T o

* qci 6 allocation-retention-priority 3:
* qci 7 allocation-retention-priority 1: af21
* qci 7 allocation-retention-priority 2: af21
* qci 7 allocation-retention-priority 3: af21
« qci 8 allocation-retention-priority 1: af21
« gci 8 allocation-retention-priority 2: af21

« qci 8 allocation-retention-priority 3: af21

no

Resets configured value for specified QCI with its default setting.

gnp-qos-dscp
Specifies, for uplink direction, the DiffServ Code Point marking to be used for sending packets of a particular
3GPP QoS class.
qos-dscp
Specifies, for downlink direction, the DiffServ Code Point marking to be used for sending packets of a particular
3GPP QoS class.
qei{1|2]3]4|9}
Specifies the QCI attribute of QoS.
* 1: QCI 1 attribute of QoS

» 2: QCI 2 attribute of QoS
* 3: QCI 3 attribute of QoS
* 4: QCI 4 attribute of QoS
* 9: QCI 9 attribute of QoS
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Usage Guidelines

qci{5|6]7]8}allocation-retention-priority{ 1|2 |3 }
Specifies the QCI attribute of QoS with ARP.

* 5: QCI 5 attribute of QoS

* 6: QCI 6 attribute of QoS

* 7: QCI 7 attribute of QoS

* 8: QCI 8 attribute of QoS

allocation-retention-priority { 1| 2| 3}: Specifies the ARP.

af11| af12 | af13 | af21 | af22 | af23 | af31 | af32 | af33 | af41 | af42 | af43 | be | ef | pt
Specifies the Per-Hop Forwarding Behavior (PHB) to use.

+ af11:
» af12:
 af13:
» af21:
* af22
* af23:
- af31:
. af32:
- af33:
* af41:
* af42
* af43:

Assured Forwarding 11 PHB
Assured Forwarding 12 PHB
Assured Forwarding 13 PHB

Assured Forwarding 21 PHB

: Assured Forwarding 22 PHB

Assured Forwarding 23 PHB
Assured Forwarding 31 PHB
Assured Forwarding 32 PHB
Assured Forwarding 33 PHB

Assured Forwarding 41 PHB

: Assured Forwarding 42 PHB

Assured Forwarding 43 PHB

* be: Best Effort Forwarding PHB

» ef: Expedited Forwarding PHB

* pt: Pass Through (do not modify the ToS)

Example

Use this command to configure IP parameters for the eWAG service.

The following command specifies to configure the DiffServ Code Point marking to be used for
sending packets specifying QCI as 1 and Assured Forwarding 11 PHB:

ip gnp-gos-dscp gci 1 afll
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map ue-mac-to-imei

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command allows you to map the UE MAC received in the Calling-Station-Id RADIUS attribute to
IMEIsV in order to forward it in the GTP CPC message to the GGSN.

eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

[ default | no ] map ue-mac-to-imei

default

If previously configured, disables mapping of UE MAC address to IMEIsV IE of GTP message in order to
forward it to GGSN.

Default: Mapping is disabled.

no
If previously configured, disables mapping of UE MAC address to IMEIsV IE of GTP message in order to
forward it to GGSN.

Use this command to enable or disable mapping of UE MAC address to IMEIsV IE of GTP message in order
to forward it to GGSN.

overlapping-ip-address

Product

Privilege

Command Modes

Syntax Description

This command allows you to enable or disable overlapping of IP addresses which enables multiple users to
use the same IP address.

IPSG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

[ default | no ] overlapping-ip-address
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Usage Guidelines

plmn id

Product

Privilege

Command Modes

Syntax Description

plmn id .

default
If previously configured, disables IPSG support of overlapping IP addresses.
Using overlapping IP addresses is disabled by default.

no

If previously configured, disables IPSG support of overlapping IP addresses.

Use this command to enable or disable overlapping IP addresses for subscribers on different networks that
are independent of each other.

Example
The following command enables IPSG overlapping of IP addresses:

overlapping-ip-address

This command allows you to configure Public Land Mobile Network (PLMN) identifier for the current eWAG
service.

eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

plmn id mcc mcc number MNC mnc number
no plmn id
no

If previously configured, deletes the PLMN ID configuration.

mcc mcc_number
Specifies the mobile country code (MCC) part of the PLMN identifier for the eWAG service.

mcc_number must be a three-digit number ranging from 200 to 999.

mnc mnc_number
Specifies the mobile network code (MNC) part of the PLMN identifier for the eWAG service.

mnc_number must be a two- or three-digit number ranging from 00 to 999.
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Use this command to configure the location-specific mobile network identifiers included in the Routing Area
Identity (RAI) field of the PDP Create Request messages sent to the GGSN.

|
Important  Any change to this configuration will result in restart of the eWAG service.
Example
The following command configures the PLMN identifier for the eWAG service as MCC 333 and
MNC 99:
plmn id mcc 333 mnc 99
profile
This command allows you to configure the IPSG/eWAG service to use APN or subscriber profile.
|
Important  In release 14.0, eWAG service uses only the APN profile. In release 15.0, ReWAG uses the APN profile and

Product

Privilege

Command Modes

Syntax Description

DeWAG uses the subscriber profile. Whereas, the IPSG service uses both APN and subscriber profiles.

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

profile { APN [ default-apn apn name ] | subscriber }

default profile

default
Configures this command with its default setting.

Default: APN

APN

Specifies to use APN profile for the service.
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default-apn apn_name

©
Important  This option is supported only for the eWAG service.
Specifies the default APN to be used for the eWAG service.
apn_namemust be the name of an APN, it must be an alphanumeric string of 1 through 62 characters in length,
and can consist only of the alphabetic characters (A—Z and a—z), digits (0-9), dot (.), and the hyphen (-).
subscriber
|
Important  This option is supported only for the IPSG RADIUS Server service, and in release 15.0 for DeWAG service.

Usage Guidelines

For the DeWAG service, this command must be configured with the subscriber option. This is because
DeWAG will operate based on subscriber template profile selection only for connecting users. If the APN
profile selection is configured, the DeWAG service will not be started.

Specifies to use subscriber profile for the service.
Use this command to set the service to support APN profiles (supporting Gx through the enabling of
ims-auth-service) or for basic subscriber profile lookup.

For the DeWAG service, this command must be configured with the subscriber option. This is because
DeWAG will operate based on subscriber template profile selection only for connecting users. If the APN
profile selection is configured, the DeWAG service will not be started.

Example
The following command specifies to use the subscriber profile:

profile subscriber

radius accounting

Product

Privilege

Command Modes

This command allows you to specify the IP address and shared secret of the RADIUS accounting client from
which RADIUS accounting requests are received. The RADIUS client can be either the access gateway or
the RADIUS accounting server depending on which device is sending accounting requests.

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:
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Syntax Description
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[context name]host name(config-ipsg-service-radius-server)#

radius accounting { client { ipv4 address | ipv4 address/mask } [ encrypted ]

key key [ acct-onoff [ aaa-context aaa context name ] [ aaa-group

aaa server group name ] [ clear-sessions ] + ] [ dictionary dictionary 1 [

disconnect-message [ release-on-acct-stop acct stop wait timeout ] [ dest-port
destination port number ] + | interim create-new-call | validate-client-ip }

no radius accounting { client { ipv4 address | ipv4 address/mask } | interim

create-new-call | validate-client-ip }

default radius accounting { interim create-new-call | validate-client-ip

}

no

If previously configured, removes the specified configuration.

ipv4_address | ipv4_address/mask

Specifies the IP address, and optionally subnet mask of the RADIUS client from which RADIUS accounting
requests are received.

ipv4_address/ipv4_address/mask must be in IPv4 dotted-decimal notation.

A maximum of 16 IP addresses can be configured.

[ encrypted ] key key
* encrypted: Specifies that the shared key between the RADIUS client and this service is encrypted.
* key key: Specifies the shared key between the RADIUS client and this service.

In StarOS 12.2 and later releases, key with encryption must be an alphanumeric string of 1 through 236
characters, and without encryption an alphanumeric string of 1 through 127 characters. Note that key is
case sensitive.

In StarOS 12.1 and earlier releases, key must be an alphanumeric string of 1 through 127 characters and
is case sensitive.

acct-onoff [ aaa-context aaa_context_name ][ aaa-group aaa_server_group_name][ clear-sessions ] +

©
Important  In release 12.3 and earlier releases, this option is applicable only to the IPSG Proxy Mode.
|
Important  In release 14.0 and later releases, this option is applicable to the IPSG Proxy and Server Modes.

Specifies to proxy accounting On/Off messages to AAA server.

 aaa-context aaa_context_name: Specifies the context to find AAA server groups. If not specified, by
default, the AAA context will be the source context.

aaa_context_namemust be the name of a AAA context, and must be an alphanumeric string of 1 through
79 characters.
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| A

radius accounting .

* aaa-group aaa_server_group_name: Specifies the AAA server group. If not specified, by default, the

AAA server group will be default.

aaa_server_group_name must be the name of AAA server group, and must be an alphanumeric string

of 1 through 63 characters.

« clear-sessions: Specifies to clear eWAG or IPSG sessions on receiving accounting On/Off messages.

* +: Indicates that more than one of the preceding options may be specified in a single command.

dictionary dictionary

Specifies the dictionary to use.

Important

In this release, eWAG supports only the starent-vsal dictionary.

dictionary can be one of the following.

Dictionary

Description

3gpp2

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835-A.

3gpp2-835

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835.

customX

These are customized dictionaries. For information
on custom dictionaries, please contact your Cisco
account representative.

X is the integer value of the custom dictionary.

standard

This dictionary consists only of the attributes specified
in RFC 2865, RFC 2866, and RFC 2869.

starent

This dictionary consists of all of the attributes in the
starent-vsal dictionary and incorporates additional
Starent Networks VSAs by using a two-byte VSA
Type field. This dictionary is the master-set of all of
the attributes in all of the dictionaries supported by
the system.

starent-835

This dictionary consists of all of the attributes in the
starent-vsal-835 dictionary and incorporates
additional Starent Networks VSAs by using a two-byte
VSA Type field. This dictionary is the master-set of
all of the attributes in all of the -835 dictionaries
supported by the system.
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Dictionary

Description

starent-vsal

This dictionary consists not only of the 3GPP2
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.

Important In StarOS 12.0 and later releases, no new
attributes can be added to the starent-vsal
dictionary. If there are new attributes to be
added, you can only add them to the
starent dictionary. For more information,
please contact your Cisco account
representative.

starent-vsal-835

This dictionary consists not only of the 3GPP2-835
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.

|

Important  For information on the specific dictionary to use for your deployment contact your Cisco account representative.

disconnect-message [ release-on-acct-stop acct_stop_wait _timeout ][ dest-port destination_port_number

]

Specifies to send RADIUS disconnect message to the configured RADIUS accounting client in call failure

scenarios.

* release-on-acct-stop acct_stop wait_timeout: Specifies to wait for the accounting stop request after
sending the Packet of Disconnect (PoD) to the client for the specified time. This keyword is disabled by

default.

acct_stop_wait_timeout must be an integer from 10 through 300 seconds. This indicates the time to wait
to clear the call in case IPSG does not receive any accounting stop for the subscriber after sending the

PoD.

This keyword is configured on a per RADIUS accounting client basis and not for the entire service.

» dest-port destination_port_number: Specifies the port number to which the disconnect message must

be sent.

destination_port_number must be an integer from 1 through 65535.

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



| IPSG RADIUS Server Configuration Mode Commands

|

radius dictionary .

interim create-new-call

Important

Usage Guidelines

This option does not apply to the IPSG Proxy Mode.

Specifies to create a new session upon receipt of a RADIUS interim message.

Default: Disabled

validate-client-ip

Specifies to enable the ipsgmgr to validate RADIUS accounting messages from different configured RADIUS
client IP address, and forward requests to the session manager.

Default: The RADIUS client IPs are validated.

Use this command to configure the communication parameters for the RADIUS client from which RADIUS
accounting requests are received.

Example

The following command configures the service to communicate with a RADIUS client with an IP
address of 10.2.3.4 and an encrypted shared secret of key1234:

radius accounting client 10.2.3.4 encrypted key keyl234

radius dictionary

Product

Privilege

Command Modes

Syntax Description

This command allows you to specify the RADIUS dictionary for the current IPSG/eWAG service.

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

radius dictionary dictionary name
default radius dictionary

default
Specifies to use the default dictionary.

Default: starent-vsal
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dictionary dictionary_name

Specifies the dictionary to use.

|

IPSG RADIUS Server Configuration Mode Commands |

Important  In 15.0 and later releases, for DeWAG use the starent dictionary.

dictionary_name must be one of the following.

Dictionary

Description

3gpp2

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835-A.

3gpp2-835

This dictionary consists not only of all of the attributes
in the standard dictionary, but also all of the attributes
specified in IS-835.

customXX

These are customized dictionaries. For information
on custom dictionaries, please contact your Cisco
account representative.

XXis the integer value of the custom dictionary.

standard

This dictionary consists only of the attributes specified
in RFC 2865, RFC 2866, and RFC 28609.

starent

This dictionary consists of all of the attributes in the
starent-vsal dictionary and incorporates additional
Starent Networks VSAs by using a two-byte VSA
Type field. This dictionary is the master-set of all of
the attributes in all of the dictionaries supported by
the system.

starent-835

This dictionary consists of all of the attributes in the
starent-vsal-835 dictionary and incorporates
additional Starent Networks VSAs by using a two-byte
VSA Type field. This dictionary is the master-set of
all of the attributes in all of the -835 dictionaries
supported by the system.

starent-vsal

This dictionary consists not only of the 3GPP2
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.
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respond-to-non-existing-session .

Dictionary Description

starent-vsal-835 This dictionary consists not only of the 3GPP2-835
dictionary, but also includes Starent Networks
vendor-specific attributes (VSAs) as well. The VSAs
in this dictionary support a one-byte wide VSA Type
field in order to support certain RADIUS applications.
The one-byte limit allows support for only 256 VSAs
(0-255). This is the default dictionary.

Important

Usage Guidelines

For information on the specific dictionary to use for your deployment contact your Cisco account representative.

Use this command to specify the RADIUS dictionary to use for the IPSG RADIUS Server/eWAG service.

Example
The following command specifies to use the custom10 RADIUS dictionary:

radius dictionary customlO

respond-to-non-existing-session

Product

Privilege

Command Modes

Syntax Description

Configures the IPSG service to respond to Radius Accounting-Stop messages even if a session does not exist.
IPSG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#
[ default | no ] respond-to-non-existing-session
default

Configures this command with its default setting.

Default: Disabled. IPSG service drops packets containing the Radius Accounting-Stop message if the session
does not exist.

no

If previously enabled, disables the configuration.
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Usage Guidelines
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Use this command to enable/disable the IPSG service to respond to Radius Accounting-Stop messages with
a Radius Accounting-Response message for non-existing sessions.

sess-replacement

Product

Privilege

Command Modes

Syntax Description

This command allows you to enable/disable the Session Replacement feature for eWAG and IPSG services.

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

sess-replacement { with-diff-acct-sess-id | with-diff-ip | with-diff-key
[ with-diff-acct-sess-id ] }

{ default | no } sess-replacement

default

Configures this command with its default setting.

Default: Disabled.

no

If previously configured, deletes the configuration.

with-diff-acct-sess-id

Specifies to replace current session when a new session request comes with same IP address and same user
name/IMSI but different accounting session ID.

with-diff-ip

Specifies to replace current session when a new session request comes with same user name/IMSI but different
IP address.

with-diff-key [ with-diff-acct-sess-id ]

Specifies to replace current session when a new session request comes with same IP address but different user
name/IMSI.

For IPSG, you can also use a combination of replacement options of different key and different account session
ID.
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Usage Guidelines

setup-timeout .

Use this command to enable/disable the Session Replacement feature. By default, the Session Replacement
feature is disabled.

Example

The following command enables session replacement specifying to replace the current session when
a new session request comes with same user name/IMSI but different IP address:

sess-replacement with-diff-ip

setup-timeout

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command allows you to configure a timeout for session setup attempts for the current IPSG/eWAG
service.

eWAG
IPSG

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipsg-service-radius-server)#

setup-timeout setup timeout seconds
default setup-timeout

default

Configures this command with its default setting.

Default: 60 seconds

setup_timeout_seconds

Specifies the time period, in seconds, for which a session setup attempt is allowed to continue before being
terminated.

setup_timeout_seconds must be an integer from 1 through 1000000.

Use this command to configure a timeout for IPSG/eWAG session setup attempts.

Example
The following command configures the timeout for session setup attempts to 30 seconds:

setup-timeout 30

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



. w-apn

w-apn

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

IPSG RADIUS Server Configuration Mode Commands |

This command allows you to configure the W-APNSs that can be connected through DeWAG, and the
default-gateway IP addresses to be used by the UEs for connecting to the W-APN network.

eWAG
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPSG RADIUS Server Configuration
configure > context context_name > ipsg-service service_name mode radius-server

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipsg-service-radius-server)#

w-apn apn name default-gw ipv4/ipvé address/maskbits +
no w-apn apn name

If previously configured, removes the specified configuration.

apn-name apn_name
Specifies the APN name.

apn_name must be the name of an APN and must be a string of 1 to 62 characters in length consisting of
alphabetic characters (A-Z and a-z), digits (0-9), dot(.) and the dash (-).

This value is compared against the subscribed APN returned by the AAA server or locally configured APN
in the subscriber-template configuration to find the default-gateway IP address to be used in DHCP signaling
packets.

default-gw ipv4/ipv6_address/maskbits
Specifies the IP address of the default gateway to be used by UE for W-APN access.

You can configure a maximum of four default gateways per W-APN. Multiple default-gateways are possible
as the APN can have different pools of different subnet with different default-gateway IP addresses.

ipv4/ipv6_address/maskbits must be an IPv4/IPv6 address and subnet-mask, for example 192.168.1.1/24.

This value should be in the same subnet as that of UE allocated IP address from GGSN for the W-APN. GGSN
does not supply subnet-mask along with IP address. Therefore, the identification of whether GGSN-allocated
IP address is in same subnet or not is done with the help of configured "/maskbits". This default-gateway
value is sent to the UE as default-gateway IP address using "Router" option in DHCP-OFFER message. The
maskbits is sent to the UE as subnet-mask using the "Subnet Mask" option in DHCP-OFFER message.

Use this command to configure the list of W-APN names that can be connected through DeWAG and the
default-gateway IP addresses to be used by UE for connecting to the W-APN network. During DHCP signaling
the configured default-gateway value will be notified to UE as the router. This command also configures the
subnet-mask to be used for the respective default-gateway IP address in order to find the network prefix of
the default-gateway.
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w-apn .

Note that DeWAG will be acting as 'default-gateway' for the UE in its connected network.

|

Important  This command can be configured a maximum of four times to configure four different APNs and the
corresponding default-gateways.

Example

The following command configures an APN named apn123 with the default gateway IP address and
mask 192.168.1.1/24:

w-apn apni23 default-gw 192.168.1.1/24
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. w-apn

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



|

CHAPTER 1 6

IPSP Configuration Mode Commands

Important

Command Modes

For information on configuring and using IPSP refer to the System Administration Guide.

The IPSP Configuration Mode is used to configure properties for the IP Pool Sharing Protocol (IPSP).
System-based HA services use IPSP during an offline-software upgrade to avoid the assignment of duplicate
IP addresses to sessions while allowing them to maintain the same address, and to preserve network capacity

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration > IP Pool Sharing
Protocol Configuration

configure > context context_name > interfaceinterface_name broadcast > pool-share-protocol { primary
ip_address | secondary ip_address }

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
| 1
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* dead-interval, on page 109
* reserved-free-percentage, on page 110

dead-interval

Product

Privilege

Configures the retry time to connect to the remote system for the IP Pool Sharing Protocol.

PDSN
HA

Security Administrator, Administrator
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. reserved-free-percentage

Command Modes

Syntax Description

Usage Guidelines

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration > IP Pool Sharing
Protocol Configuration

configure > context context_name > interfaceinterface name broadcast > pool-share-protocol { primary
ip_address | secondary ip_address }

dead-interval seconds
[ no | default ] dead-interval

no

Disables the dead interval. On loss of connectivity to the remote system, no retries are attempted and the
remote system is marked dead immediately on failure.

default
Resets the dead interval to the default of 3600 seconds.

seconds
Default: 3600 seconds
The amount of time in seconds to wait before retrying the remote system. seconds must be an integer from

25 through 259200.

Use this command to set the amount of time to wait before retrying to connect with the remote system for the
IP pool sharing protocol.

Example
Use the following command to set the interval to 180 seconds (3 minutes):

dead-interval 180

reserved-free-percentage

Product

Privilege

Command Modes

Syntax Description

This command is used to set the amount of free addresses reserved for use on the primary HA.

PDSN
HA

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration > IP Pool Sharing
Protocol Configuration

configure > context context_name > interfaceinterface_name broadcast > pool-share-protocol { primary
ip_address | secondary ip_address }

reserved-free-percentage value
default reserved-free-percentage
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value
Default: 100

value specifies the percentage of free addresses reserved for the use on the primary HA for IP pool sharing
during upgrade. It must be an integer from 0 through 100.

Usage Guidelines This command is used with pool-sharing-protocol active mode on the primary HA. Before using this
command, pool-sharing-protocol in the Ethernet Interface Configuration Mode must be configured.

For more information, refer to the Ethernet Interface Configuration Mode Commands chapter in this guide.

Example

To reserve 40 percent of free addresses in primary HA for IP pool sharing, enter the following
command:

reserved-free-percentage 40
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CHAPTER 1 7

IPv6 ACL Configuration Mode Commands

The IPv6 Access Control List Configuration Mode is used to create and manage [Pv6 access privileges.

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* deny/permit (by source IP address masking), on page 114
* deny/permit (any), on page 116

* deny/permit (by host IP address), on page 118

* deny/permit (by source ICMP packets), on page 120

* deny/permit (by IP packets), on page 123

* deny/permit (by TCP/UDP packets), on page 127

» readdress server, on page 131

» redirect context (by IP address masking), on page 134

» redirect context (any), on page 136

» redirect context (by host IP address), on page 138

* redirect context (by source ICMP packets), on page 140
» redirect context (by IP packets), on page 143

» redirect context (by TCP/UDP packets), on page 146

« redirect css delivery-sequence, on page 150

* redirect css service (any), on page 151

» redirect css service (by host IP address), on page 153

» redirect css service (by ICMP packets), on page 154
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. deny/permit (by source IP address masking)

« redirect css service (by IP packets), on page 158

» redirect css service (by source IP address masking), on page 161

» redirect css service (by TCP/UDP packets), on page 163

» redirect css service (for downlink, any), on page 167

« redirect css service (for downlink, by host IP address), on page 169

» redirect css service (for downlink, by ICMP packets), on page 171

» redirect css service (for downlink, by IP packets), on page 175

» redirect css service (for downlink, by source IP address masking), on page 178
« redirect css service (for downlink, by TCP/UDP packets), on page 180
» redirect css service (for uplink, any), on page 184

» redirect css service (for uplink, by host IP address), on page 186

» redirect css service (for uplink, by ICMP packets), on page 188

» redirect css service (for uplink, by IP packets), on page 192

» redirect css service (for uplink, by source IP address masking), on page 195
» redirect css service (for uplink, by TCP/UDP packets), on page 196

» redirect nexthop (by IP address masking), on page 200

« redirect nexthop (any), on page 203

» redirect nexthop (by host IP address), on page 205

» redirect nexthop (by source ICMP packets), on page 207

» redirect nexthop (by IP packets), on page 210

« redirect nexthop (by TCP/UDP packets), on page 213

deny/permit (by source IP address masking)

Product

Privilege

Command Modes

Syntax Description

Used to filter subscriber sessions based on the IPv6 address mask sent by the source to the mobile node or
the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

{ deny | permit } [ log ] source address source wildcard

after { deny | permit } [ log ] source address source wildcard
before { deny | permit } [ log ] source address source wildcard
no { deny | permit } [ log ] source address source wildcard

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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deny/permit (by source IP address masking) .

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  [f the options specified do not exactly match an existing rule, the insertion point does not change

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.

« deny: Indicates the rule, when matched, drops the corresponding packets.

* permit: Indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.
Indicates all packets which match the filter are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.
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IPv6 ACL Configuration Mode Commands |

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

Define a rule when any packet from the IP addresses which fall into the group of addresses matching the IP
address masking. This allows the reduction of filtering rules as it does not require a rule for each source and
destination pair.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.

Example
The following command defines two rules with the second logging filtered packets:

permit 2001:4A2B: :1£f3F
deny log 2001:4A2B::1£f3F

The following sets the insertion point to before the first rule defined above:
before permit 2001:4A2B::1£f3F

The following command sets the insertion point after the second rule defined above:
after deny log 2001:4A2B::1£f3F

The following deletes the first rule defined above:

no permit 2001:4A2B::1£f3F

deny/permit (any)

Product

Privilege

Command Modes

Used to filter subscriber sessions based on any packet received. This command is also used to set the access
control list insertion point.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#
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Syntax Description

deny/permit (any) .

{ deny | permit } [ log ] any

after { deny | permit } [ log ] any
before { deny | permit } [ log ] any
no { deny | permit } [ log ] any

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
bhefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
©
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

Usage Guidelines

no

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.
+ deny: Indicates the rule, when matched, drops the corresponding packets.

* permit: Indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.

any

Indicates all packets will match the filter regardless of source and/or destination.

Define a catch all rule to place at the end of the list of rules.
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. deny/permit (by host IP address)

|

Important

It is suggested that any rule which is added to be a catch all should also have the log option specified. The
logged packets may be used to determine if the current list of rules is adequate or needs modification to ensure
proper security. The maximum number of rules that can be configured per ACL varies depending on how the
ACL is to be used. For more information, refer to the Engineering Rulesappendix in the System Administration
Guide.

Example
The following command defines two rules with the second logging filtered packets:

permit any
deny log any

The following sets the insertion point to before the first rule defined above:
before permit any

The following command sets the insertion point after the second rule defined above:
after deny log any

The following deletes the first rule defined above:

no permit any

deny/permit (by host IP address)

Product

Privilege

Command Modes

Syntax Description

Used to filter subscriber sessions based on the targeted host IP address sent by the source to the mobile node
or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

{ deny | permit } [ log ] host source host address

after { deny | permit } [ log ] host source host address
before { deny | permit } [ log ] host source host address
no { deny | permit } [ log ] host source host address

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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deny/permit (by host IP address) .

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  f the options specified do not exactly match an existing rule, the insertion point does not change.

Usage Guidelines

|

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.

« deny: Indicates the rule, when matched, drops the corresponding packets.

* permit: Indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

Define a rule when a very specific remote host is to be blocked. In simplified networks where the access
controls need only block a few hosts, this command allows the rules to be very clear and concise.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.

Example

The following command defines two rules with the second logging filtered packets:
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. deny/permit (by source ICMP packets)

permit host 2001:4A2B::1£f3F
deny log host 2001:4A2B::1£f3F

The following sets the insertion point to before the first rule defined above:
before permit host 2001:4A2B::1£3F

The following command sets the insertion point after the second rule defined above:
after deny log host 2001:4A2B::1£f3F

The following deletes the first rule defined above:

no permit host 2001:4A2B::1£f3F

deny/permit (by source ICMP packets)

Product

Privilege

Command Modes

Syntax Description

Used to filter subscriber sessions based on the internet control message protocol packets sent by the source
to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipvé-acl)#

{ deny | permit } [ log ] icmp { source address source wildcard | any | host

source host address } { dest address dest wildcard | any | host dest host address } [
icmp type [ icmp code 1 1

after { deny | permit } [ log ] icmp { source address source wildcard | any |

host source host address } { dest address dest wildcard | any | host dest host address
} [ icmp type [ icmp code 1 1

before { deny | permit } [ log ] icmp { source address source wildcard | any |
host source host address } { dest address dest wildcard | any | host dest host address
} [ icmp type [ icmp code 1 1

no { deny | permit } [ log ] icmp { source address source wildcard | any | host
source host _address } { dest address dest wildcard | any | host dest host address }

[ icmp type [ icmp code 1 1

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.
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deny/permit (by source ICMP packets) .

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  [f the options specified do not exactly match an existing rule, the insertion point does not change.

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.

« deny: Indicates the rule, when matched, drops the corresponding packets.

* permit: Indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.
Indicates all packets which match the filter are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.
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|

Important

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 hexadecimal-colon-separated notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 hexadecimal-colon-separated notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type

Specifies that all ICMP packets of a particular type are to be filtered. The type is an integer from 0 through
255.
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Usage Guidelines

|

deny/permit (by IP packets) .

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered. The type is an integer from 0 through
255.

Define a rule to block ICMP packets which can be used for address resolution and possible be a security risk.

The IP filtering allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the filtering of entire subnets if necessary.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.

Example
The following command defines two rules with the second logging filtered packets:

permit icmp host 2001:4A2B::1f3F4 any 168
deny log icmp 2001:4A2B::1£f3F 2001:4a2b::1£f00 host fe80::a02:410 168 11

The following sets the insertion point to before the first rule defined above:
before permit icmp host 2001:4A2B::1£f3F any 168
The following command sets the insertion point after the second rule defined above:

after deny log icmp 2001:4A2B::1£f3F 2001:4a2b::1f00 host fe80::a202:410
168 11

The following deletes the first rule defined above:
no permit icmp host 2001:4A2B::1£f3F any 168

deny/permit (by IP packets)

Product

Privilege

Command Modes

Syntax Description

Used to filter subscriber sessions based on the internet protocol packets sent by the source to the mobile node
or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:
[context name]host name(config-ipvé-acl)#
{ deny | permit } [ log ] ip { source address source wildcard | any | host

source host address } { dest address dest wildcard | any | host dest host address } [
fragment ] [ protocolnum ]
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after { deny | permit } [ log ] ip { source address source wildcard | any | host
source host_address } { dest address dest wildcard | any | host dest host address }
[ fragment ] [ protocolnum ]

before { deny | permit } [ log ] ip { source address source wildcard | any |
host source host address } { dest address dest wildcard | any | host dest host address
} [ fragment ] [ protocolnum ]

no { deny | permit } [ log ] ip { source address source wildcard | any | host
source host address } { dest address dest wildcard | any | host dest host address } [
fragment ] [ protocolnum ]

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
hefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.

« deny: indicates the rule, when matched, drops the corresponding packets.

* permit: indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.
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|

deny/permit (by IP packets) .

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

any

Specifies that the rule applies to all packets.

host
Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.
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dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

|

Important  The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

fragment

Indicates packet filtering is to be applied to IP packet fragments only.

protocol num
Indicates that the packet filtering is to be applied to a specific protocol number.

num can be any integer ranging from 0 to 255.

Usage Guidelines Block IP packets when the source and destination are of interest.

|

Important  The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.

Example
The following command defines two rules with the second logging filtered packets:

permit ip host 2001:4A2B::1£f3F any fragment
deny log ip 2001:4A2B::1f3F 2001:4a2b::1£00 host fe80::a02:410

The following sets the insertion point to before the first rule defined above:

before permit ip host 2001:4A2B::1£f3F any fragment

The following command sets the insertion point after the second rule defined above:

after deny log ip 2001:4A2B::1£3F 2001:4a2b::1£f00 host fe80::a02:410
The following deletes the first rule defined above:

no permit ip host 2001:4A2B::1£3F any fragment
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deny/permit (by TCP/UDP packets) .

deny/permit (by TCP/UDP packets)

Product

Privilege

Command Modes

Syntax Description

| o

Used to filter subscriber sessions based on the transmission control protocol/user datagram protocol packets
sent by the source to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

{ deny | permit } [ log ] { tcp | udp } { { source address source wildcard |

any | host source host address } [ eq source port | gt source port | 1t source port
| neq source port 1 } { { dest address dest wildcard | any | host dest host address
} [ eq dest port | gt dest port | 1t dest port | neq dst port ] }

after { deny | permit } [ log ] { tecp | udp } { { source address source wildcard
| any | host source host address } [ eq source port | gt source port | 1t source port
| neq source port 1 } { { dest address dest wildcard | any | host dest host address
} [ eq dest port | gt dest port | 1t dest port | neq dst port ] }

before { deny | permit } [ log ] { tcp | udp } { { source address source wildcard
| any | host source host address } [ eq source port | gt source port | 1t source port
| neq source port 1 } { { dest address dest wildcard | any | host dest host address
} [ eq dest port | gt dest port | 1t dest port | neq dst port ] }

no { deny | permit } [ log ] { tecp | udp } { { source address source wildcard

| any | host source host address } [ eq source port | gt source port | 1t source port
| neq source port 1 } { { dest address dest wildcard | any | host dest host address
} [ eq dest port | gt dest port | 1t dest port | neq dst port ] }

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

Important

If the options specified do not exactly match an existing rule, the insertion point does not change.

hefore

Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
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|

Important

| A

If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

deny | permit
Specifies the rule is either block (deny) or an allow (permit) filter.
+ deny: Indicates the rule, when matched, drops the corresponding packets.

« permit: Indicates the rule, when matched, allows the corresponding packets.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.

tep | udp
Specifies the filter is to be applied to IP-based transmission control protocol or the user datagram protocol.

» tcp: Filter applies to TPC packets.

« udp: Filter applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).
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any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer from 0 through 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_ wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.
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| A

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer from 0 through 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

Block IP packets when the source and destination are of interest but for only a limited set of ports.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.

Example
The following command defines four rules with the second and fourth rules logging filtered packets:

permit tcp host 2001:4A2B::1£f3F any
deny log udp 2001:4A2B::1£3F 2001:4a2b::1£f00 host fe80::a02:410
permit tcp host 2001:4A2B::1£f3F gt 1023 any

The following sets the insertion point to before the first rule defined above:

before permit tcp host 2001:4A2B::1£f3F any

The following command sets the insertion point after the second rule defined above:

after deny log udp 2001:4A2B::1£f3F 2001:4a2b::1£f00 host fe80::a02:410
The following deletes the third rule defined above:

no permit tcp host 2001:4A2B::1£3F gt 1023 any
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readdress server .

readdress server

Product

Privilege

Command Modes

Syntax Description

| o

Alter the destination address and port number in TCP or UDP packet headers to redirect packets to a different
server.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

readdress server redirect address [ port port number ] { tecp | udp } { {

source address source wildcard | any | host source host address } [ eq source port |

gt source port | 1t source port | neq source port 1 } { { dest address dest wildcard
any | host dest host address } [ eq dest port | gt dest port | 1t dest port | neq
dst _port ] }

after readdress server redirect address [ port port no]l { tep | udp } { {
source address source wildcard | any | host source host address } [ eq source port |
gt source port | 1t source port | neq source port 1 } { { dest address dest wildcard
any | host dest host address } [ eq dest port | gt dest port | 1t dest port | neq
dst _port ] }

before readdress server redirect address [ port port no] { tep | udp } { {
source address source wildcard | any | host source host address } [ eq source port |
gt source port | 1t source port | neq source port 1 } { { dest address dest wildcard
any | host dest host address } [ eq dest port | gt dest port | 1t dest port | neq
dst port ] }

no readdress server redirect address [ port port number ] { tecp | udp } { {
source address source wildcard | any | host source host address } [ eq source port |
gt source port | 1t source port | neq source port 1 } { { dest address dest wildcard
any | host dest host address } [ eq dest port | gt dest port | 1t dest port | neq
dst port ] }

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

Important

If the options specified do not exactly match an existing rule, the insertion point does not change.
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hefore

Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.

Important

If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

redirect_address

The IP address to which the IP packets are redirected. TCP or UDP packet headers are rewritten to contain
the new destination address. This must expressed in IPv6 colon-separated-hexadecimal notation.

port port_number

The number of the port at the redirect address where the packets are sent. TCP or UDP packet headers are
rewritten to contain the new destination port number.

tep | udp

Specifies the redirect is to be applied to the [P-based transmission control protocol or the user datagram
protocol.

* tcp: Redirect applies to TCP packets.
* udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.
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dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer from 0 through 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer from 0 through 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

neq dest_port

Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.
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Usage Guidelines

| A

dest_port must be configured to an integer from 0 through 65535.

Use this command to define a rule that redirects packets to a different destination address. The TCP and UDP
packet headers are modified with the new destination address and destination port.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the server at fe80::c0a8:a04, UDP
packets coming from any host with a destination of any host are matched:

readdress server fe80::c0a8:a04 udp any any

The following sets the insertion point to before the rule defined above:
before readdress server fe80::c0a8:a04 udp any any
The following deletes the rule defined above:

no readdress server fe80::c0a8:a04 udp any any

redirect context (by IP address masking)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the IP address mask sent by the source to the mobile node or
the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect context context id [ log ] source address source wildcard

after redirect context context id [ log ] source address source wildcard
before redirect context context id [ log ] source address source wildcard
no redirect context context id [ log ] source address source wildcard

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  f the options specified do not exactly match an existing rule, the insertion point does not change.

Removes the rule which exactly matches the options specified.

context context_id

Specifies the context identification number of the context to which packets are redirected. At the executive
mode prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address

Filters by the IP address(es) from which the packet originated. This option filters all packets from a specific
IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard
Filters packets for a group of addresses specified in conjunction with the source_address option.
The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.
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Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

Define a rule when any packet from the IP addresses which fall into the group of addresses matching the IP
address masking. This allows the reduction of redirect rules as it does not require a rule for each source and
destination pair.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the context with the context ID of
23 and the source IP and wildcard of 2002::c6a2: 1600 and 2002::c6a2: 1600:

redirect context 23 2002::c6a2:1600 2002::c6a2:1600

The following sets the insertion point to before the first rule defined above:

before redirect context 23 2002::c6a2:1600 2002::c6a2:1600
The following command sets the insertion point after the second rule defined above:
after redirect context 23 2002::c6a2:1600 2002::c6a2:1600
The following deletes the first rule defined above:

no redirect context 23 2002::c6a2:1600 2002::c6a2:1600

redirect context (any)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on any packet received. This command is also used to set the access
control list insertion point.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect context context id [ log ] any
after redirect context context id [ log ] any
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before redirect context context id [ log ] any
no redirect context context id [ log ] any

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
hefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

Usage Guidelines

Removes the rule which exactly matches the options specified.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

any

Indicates all packets will match the redirect regardless of source and/or destination.

Define a catch all rule to place at the end of the list of rules to provide explicit handling of rules which do not
fit any other criteria.
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|

Important

It is suggested that any rule which is added to be a catch all should also have the log option specified. The
logged packets may be used to determine if the current list of rules is adequate or needs modification to ensure
proper security. The maximum number of rules that can be configured per ACL varies depending on how the
ACL is to be used. For more information, refer to the Engineering Rulesappendix in the System Administration
Guide. Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers
facilitated by a specific context.

Example

The following command defines a rule that redirects packets to the context with the context ID of
23 and any source IP:

redirect context 23 any

The following sets the insertion point to before the first rule defined above:
before redirect context 23 any

The following command sets the insertion point after the second rule defined above:
after redirect context 23 any

The following deletes the first rule defined above:

no redirect context 23 any

redirect context (by host IP address)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the targeted host IP address sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect context context id [ log ] host source ip address

after redirect context context id [ log ] host source ip address
before redirect context context id [ log ] host source ip address
no redirect context context id [ log ] host source ip address

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  f the options specified do not exactly match an existing rule, the insertion point does not change.

Usage Guidelines

|

Removes the rule which exactly matches the options specified.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

host
Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

Define a rule when a very specific remote host is to be blocked. In simplified networks where the access
controls need only block a few hosts, this command allows the rules to be very clear and concise.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.
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Example

The following command defines a rule that redirects packets to the context with the context ID of
23 and a host IP address of fe80::c0a8:c80b:

redirect context 23 host fe80::c0a8:c80b

The following sets the insertion point to before the first rule defined above:
before redirect context 23 host fe80::c0a8:c80b

The following command sets the insertion point after the second rule defined above:
after redirect context 23 host fe80::c0a8:c80b

The following deletes the first rule defined above:

no redirect context 23 host fe80::c0a8:c80b

redirect context (by source ICMP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the internet control message protocol packets sent by the source
to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ipvé-acl) #

redirect context context id [ log ] iemp { source address source wildcard | any
| host source host address } { dest address dest wildcard | any | host dest host address
} [ icmp type [ icmp code 1 1

after redirect context context id [ log ] icmp { source address source wildcard
| any | host source host address } { dest address dest wildcard | any | host
dest_host_address } [ icmp type [ icmp code ] 1]

before redirect context context id [ log ] icmp { source address source wildcard
| any | host source host address } { dest address dest wildcard | any | host
dest_host_address } [ icmp type [ icmp code ] 1]

no redirect context context id [ log ] iecmp { source address source wildcard |
any | host source host address } { dest address dest wildcard | any | host
dest_host_address } [ icmp type [ icmp code ] 1]

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  f the options specified do not exactly match an existing rule, the insertion point does not change.

Removes the rule which exactly matches the options specified.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.
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|

Important

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type
Specifies that all ICMP packets of a particular type are to be filtered. Type is an integer from 0 through 255.

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered type is an integer from 0 through 255.
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Usage Guidelines

|

redirect context (by IP packets) .

Define a rule to block ICMP packets which can be used for address resolution and possibly be a security risk.

The IP redirecting allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the redirecting of entire subnets if necessary.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the context with the context ID of
23, and ICMP packets coming from the host with the IP address 2002::c6a2:6419:

redirect context 23 icmp host 2002::c6a2:6419

The following sets the insertion point to before the first rule defined above:
before redirect context 23 icmp host 2002::c6a2:6419

The following command sets the insertion point after the second rule defined above:
after redirect context 23 icmp host 2002::c6a2:6419

The following deletes the first rule defined above:

no redirect context 23 icmp host 2002::c6a2:6419

redirect context (by IP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the internet protocol packets sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect context context id [ log ] ip { source address source wildcard | any |
host source host address } { dest address dest wildcard | any | host dest host address
} [ fragment ] [ protocol num ]

after redirect context context id [ log ] ip { source address source wildcard |
any | host source host address } { dest address dest wildcard | any | host

dest _host_address } [ fragment ] [ protocol num ]
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before redirect context context id [ log ] ip { source address source wildcard |
any | host source host address } { dest address dest wildcard | any | host

dest _host_address } [ fragment ] [ protocol num ]

no redirect context context id [ log ] ip { source address source wildcard | any
| host source host address } { dest address dest wildcard | any | host

dest _host_address } [ fragment ] [ protocol num ]

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
hefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.
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source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.
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|

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

fragment

Indicates packet redirection is to be applied to IP packet fragments only.

protocol num
Indicates that the packet filtering is to be applied to a specific protocol number.

numis an integer from 0 through 255.

Block IP packets when the source and destination are of interest.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the context with the context ID of
23, and IP packets coming from the host with the IP address 2002::c6a2:6419, and fragmented
packets for any destination are matched:

redirect context 23 ip host 2002::c6a2:6419 any fragment

The following sets the insertion point to before the first rule defined above:

before redirect context 23 ip host 198.162.100.25 any fragment
The following command sets the insertion point after the second rule defined above:

after redirect context 23 ip host 2002::c6a2:6419 any fragment
The following deletes the first rule defined above:

no redirect context 23 ip host 2002::c6a2:6419 any fragment

redirect context (by TCP/UDP packets)

Product

Privilege

Used to redirect subscriber sessions based on the transmission control protocol/user datagram protocol packets
sent by the source to the mobile node or the network.

All

Security Administrator, Administrator
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Command Modes

Syntax Description

redirect context (by TCP/UDP packets) .

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect context context id [ log ] { tep | udp } { { source address

source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port ] } { { dest address dest wildcard | any | host
dest host address } [ eq dest port | gt dest port | 1t dest port | neq dst port ]

}

after redirect context context id [ log ] { tep | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port ] } { { dest address dest wildcard | any | host
dest host address } [ eq dest port | gt dest port | lt dest port | neq dst port ]

}

before redirect context context id [ log 1 { tecp | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port 1 } { { dest address dest wildcard | any | host
dest host address } [ eq dest port | gt dest port | 1lt dest port | neq dst port ]

}

no redirect context context id [ log ] { tep | udp } { { source address

source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port ] } { { dest address dest wildcard | any | host
dest host address } [ eq dest port | gt dest port | lt dest port | neq dst port ]

}

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

.
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
.
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
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|

no

Removes the rule which exactly matches the options specified.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

tep | udp
Specifies the redirect is to be applied to [P-based transmission control protocol or the user datagram protocol.

» tcp: Redirect applies to TPC packets.
« udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.
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source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer from 0 through 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer from 0 through 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_ wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

|

Important  The mask must contain a contiguous set of one-bits from the least significant bit (LSB).
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Usage Guidelines

| A

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer from 0 through 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer from 0 through 65535.

Block IP packets when the source and destination are of interest but for only a limited set of ports.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the context with the context ID of
23, and UDP packets coming from any host are matched:

redirect context 23 udp any

The following sets the insertion point to before the rule defined above:
before redirect context 23 udp any

The following command sets the insertion point after the rule defined above:
after redirect context 23 udp any

The following deletes the rule defined above:

no redirect context 23 udp any

redirect css delivery-sequence

This is a restricted command. In StarOS 9.0 and later, this command is obsoleted.
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redirect css service (any) .

redirect css service (any)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on any packet received with Content Service Steering (CSS) enabled.
This command is also used to set the access control list insertion point.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] any

after redirect css service svc name [ log ] any
before redirect css service svc name [ log ] any
no redirect css service svc name [ log ] any

after

Indicates all rule definitions defined subsequent to this command are to be inserted after the command identified
by the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

©
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definitions which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.
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Usage Guidelines

cSs service svc_name

The name of the CSS service to which packets are to be redirected. At the executive mode prompt, use the
show css service all command to display the names of all configured CSS services.

svc_name must be a string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

any

Indicates all packets will match the redirect regardless of source and/or destination.

Define a catch all rule definitions to place at the end of the list of rule definitions to provide explicit handling
of rule definitions which do not fit any other criteria.

|
Important It is suggested that any rule definition which is added to be a catch all should also have the log option specified.
The logged packets may be used to determine if the current list of rule definitions is adequate or needs
modification to ensure proper security.
|
Important A maximum of 16 rule definitions can be configured per ACL.
|
Important  Also note that "redirect" rule definitions are ignored for ACLs applied to specific subscribers or all subscribers

facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the CSS service with the
name CSS-SvCl and any source IP:

redirect css service css-svcl any

The following sets the insertion point to before the first rule definition above:

before redirect css service css-svcl any

The following command sets the insertion point after the second rule definitions above:
after redirect css service css-svcl any

The following deletes the first rule definition above:

no redirect css service css-svcl any
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redirect css service (by host IP address)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the targeted host IP address sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] host source host address

after redirect css service svc name [ log ] host source host address
before redirect css service svc name [ log ] host source host address
no redirect css service svc name [ log ] host source host address

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

©
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.
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Usage Guidelines

|

cSs service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

svc_name must be an alphanumeric string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

host
Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host _address
The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.
Define a rule definition when a very specific remote host is to be blocked. In simplified networks where the

access controls need only block a few hosts, this command allows the rule definitions to be very clear and
concise.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the CSS service with the
name €SS-SvCl and a host IP address of fe80::c0a8: c80b:

redirect css service css-svcl host fe80::c0a8:c80b

The following sets the insertion point to before the first rule definition above:
before redirect css service css-svcl host fe80::c0a8:c80b
The following command sets the insertion point after the second rule definition above:
after redirect css service css-svcl host fe80::c0a8:c80b
The following deletes the first rule definition above:

no redirect css service css-svcl host f£e80::c0a8:c80b

redirect css service (by ICMP packets)

Used to redirect subscriber sessions based on the internet control message protocol packets sent by the source
to the mobile node or the network.
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Product

Privilege

Command Modes

Syntax Description

redirect css service (by ICMP packets) .

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] icmp { any | host source host address
source address source wildcard } { any | host dest host address | dest address

dest wildcard } [icmp type [ icmp code ] 1

after redirect css service svc name [ log ] icmp { any | host source host address
| source address source wildcard } { any | host dest host address | dest address
dest wildcard } [icmp type [ icmp code ] 1

before redirect css service svc name [ log ] icmp { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [icmp type [ icmp code ] 1]

no redirect css service svc name [ log ] icmp { any | host source host address
| source address source wildcard } { any | host dest host address | dest address
dest wildcard } [icmp type [ icmp code ] 1

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

.
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
.
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.
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| A

cSs service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show cssservice all command to display the names of all configured charging services.

svc_name must be an alphanumeric string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.
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|

redirect css service (by ICMP packets) .

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_ wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

| A

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type

Specifies that all ICMP packets of a particular type are to be filtered. The type can be an integer value from
0 through 255.

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered. The type is an integer from 0 through
255.

Define a rule definition to block ICMP packets which can be used for address resolution and possibly be a
security risk.

The IP redirecting allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the redirecting of entire subnets if necessary.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the CSS service named
css-svcl, and ICMP packets coming from the host with the IP address 2002::c6a2:6419:

redirect css service css-svcl icmp host 2002::c6a2:6419

The following sets the insertion point to before the first rule definition above:
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before redirect css service css-svcl icmp host 2002::c6a2:6419
The following command sets the insertion point after the second rule definition above:
after redirect css service css-svcl icmp host 2002::c6a2:64195
The following deletes the first rule definition above:

no redirect css service css-svcl icmp host 2002::c6a2:6419

redirect css service (by IP packets)

Product

Privilege

Command Modes

Syntax Description

| A

Used to redirect subscriber sessions based on the internet protocol packets sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] ip { any | host source host address |
source address source wildcard } { any | host dest host address | dest address

dest wildcard } [ fragment ]

after redirect css service svc name [ log ] ip { any | host source host address
| source address source wildcard } { any | host dest host address | dest address
dest wildcard } [ fragment ]

before redirect css service svc name [ log ] ip { any | host source host address
| source address source wildcard } { any | host dest host address | dest address
dest wildcard } [ fragment ]

no redirect css service svc name [ log ] ip { any | host source host address |
source address source wildcard } { any | host dest host address | dest address

dest wildcard } [ fragment ]

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

Important

If the options specified do not exactly match an existing rule definition, the insertion point does not change.
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redirect css service (by IP packets) .

hefore

Indicates all rule definitions defined subsequent to this command are to be inserted before the command
identified by the exact options listed.

This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

Important

|

If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

¢SS service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

svCc_name must be an alphanumeric string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).
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|

any

Specifies that the rule definition applies to all packets.

host
Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

| A

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

fragment

Indicates packet redirection is to be applied to IP packet fragments only.

Block IP packets when the source and destination are of interest.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.
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redirect css service (by source IP address masking) .

Example

The following command defines a rule definition that redirects packets to the CSS service named
css-svcl, and IP packets coming from the host with the IP address 2002::c6a2:6419, and fragmented
packets for any destination are matched:

redirect css service css-svcl ip host 2002::c6a2:6419 any fragment

The following sets the insertion point to before the first rule definition above:

before redirect css service css-svcl ip host 2002::c6a2:6419 any fragment
The following command sets the insertion point after the second rule definition above:

after redirect css service css-svcl ip host 2002::c6a2:6419 any fragment
The following deletes the first rule definition above:

no redirect css service css-svcl ip host 2002::c6a2:6419 any fragment

redirect css service (by source IP address masking)

Product

Privilege

Command Modes

Syntax Description

| A

Used to redirect subscriber sessions based on the IP address mask sent by the source to the mobile node or
the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl) #

redirect css service svc name [ log ] source address source wildcard

after redirect css service svc name [ log ] source address source wildcard
before redirect css service svc name [ log ] source address source wildcard
no redirect css service svc name [ log ] source address source wildcard

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

Important

If the options specified do not exactly match an existing rule definition, the insertion point does not change.
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|

hefore

Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

Important

|

If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

¢SS service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

svCc_name must be an alphanumeric string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).
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redirect css service (by TCP/UDP packets) .

Define a rule definition when any packet from the IP addresses which fall into the group of addresses matching
the IP address masking. This allows the reduction of filtering rule definitions as it does not require a rule
definition for each source and destination pair.

Important

A maximum of 16 rule definitions can be configured per ACL.

Example
The following command defines a rule definition to redirect packets to a CSS service named €Ss-svcl:

redirect css service css=svcl 2002::c6a2:6419

redirect css service (hy TCP/UDP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the transmission control protocol/user datagram protocol packets
sent by the source to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log 1 { tcp | udp } { { source address

source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port | range start source port end source port ] } {
{ dest address dest wildcard | any | host dest host address } [ eq dest port | gt
dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
after redirect css service svc name [ log ] { tcp | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port | range start source port end source port ] } {
{ dest address dest wildcard | any | host dest host address } [ eq dest port | gt
dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
after redirect css service svc name [ log ] { tcp | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port | range start source port end source port ] } {
{ dest address dest wildcard | any | host dest host address } [ eq dest port | gt
dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
no redirect css service svc name [ log ] { tecp | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port | range start source port end source port ] } {
{ dest address dest wildcard | any | host dest host address } [ eq dest port | gt
dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
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after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
bhefore
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
| A
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.

Removes the rule definition which exactly matches the options specified.

cSs service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show cssservice all command to display the names of all configured charging services.

SvC_name must be an alphanumeric string of 1 through 15 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

tep | udp
Specifies the redirect is to be applied to [P-based transmission control protocol or the user datagram protocol.

» tcp: Redirect applies to TPC packets.
« udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.

This option is used to filter all packets from a specific IP address or a group of IP addresses.
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When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer from 0 to 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer from 0 to 65535.

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer from 0 to 65535.
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| A

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer from 0 to 65535.

range start_source_port EIId_SDlerB_pDIT
Specifies that all source TCP ports within a specific range are to be filtered.
start_source_port is the initial port in the range and end_source _port is the final port in the range.

Both start_source _port and end_source _port can be configured to an integer from 0 to 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer from 0 to 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer from 0 to 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer from 0 to 65535.
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neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer from 0 to 65535.

range start_dest_port end_dest_port

Specifies that all destination TCP ports within a specific range are to be filtered.
start_dest_port is the initial port in the range and end_dest_port is the final port in the range.
Both start_dest_port and end_dest_port can be configured to an integer from 0 to 65535

Block IP packets when the source and destination are of interest but for only a limited set of ports.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the CSS service named
css-svel, and UDP packets coming from any host are matched:

redirect css service css-svcl udp any

The following sets the insertion point to before the rule definition above:
before redirect css service css-svcl udp any

The following command sets the insertion point after the rule definition above:
after redirect css service css-svcl udp any

The following deletes the rule definition above:

no redirect css service css-svcl udp any

redirect css service (for downlink, any)

Product

Privilege

Command Modes

Used to redirect subscriber sessions based on any packet received in the downlink (from the Mobile Node)
direction. This command is also used to set the access control list insertion point.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#
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Syntax Description

redirect css service svc name [ log ] downlink any

after redirect css service svc name [ log ] downlink any
before redirect css service svc name [ log ] downlink any
no redirect css service svc name [ log ] downlink any

after

Indicates all rule definitions defined subsequent to this command are to be inserted after the command identified
by the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
bhefore
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
©
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_hame must be an alphanumeric string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

any

Indicates all packets will match the redirect regardless of source and/or destination.
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Define a catch all rule definition to place at the end of the list of rule definitions to provide explicit handling
of rule definitions which do not fit any other criteria.

|
Important It is suggested that any rule definition which is added to be a catch all should also have the log option specified.
The logged packets may be used to determine if the current list of rule definitions is adequate or needs
modification to ensure proper security.
|
Important A maximum of 16 rule definitions can be configured per ACL.
|
Important  Also note that "redirect" rule definitions are ignored for ACLs applied to specific subscribers or all subscribers

facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the CSS service with the
name CSS-SvCl and any source IP:

redirect css service css-svcl downlink any

The following sets the insertion point to before the first rule definition above:

before redirect service css-svcl downlink any

The following command sets the insertion point after the second rule definition above:

after redirect service css-svcl downlink any chgsvcl downlink any
The following deletes the first rule definition above:

no redirect service css-svcl downlink any

redirect css service (for downlink, by host IP address)

Product

Privilege

Command Modes

Used to redirect subscriber sessions based on the targeted host IP address in the downlink (from the Mobile
Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#
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Syntax Description

redirect css service svc name [ log ] downlink host source host address

after redirect css service svc name [ log ] downlink host source host address
before redirect css service svc name [ log ] downlink host source host address
no redirect css service svc name [ log ] downlink host source host address

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
bhefore
Indicates all rule definitions defined subsequent to this command are to be inserted before the command
identified by the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
©
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_hame must be an alphanumeric string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

host

Specifies that the rule definition applies to a specific host as determined by its IP address.
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source_host_address
The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.
Define a rule definition when a very specific remote host is to be blocked. In simplified networks where the

access controls need only block a few hosts, this command allows the rule definitions to be very clear and
concise.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service with
the name €ss-svcl and a host IP address of fe80::c0a8: c80b:

redirect service css-svcl downlink host fe80::c0a8:c80b

The following sets the insertion point to before the first rule definition above:

before redirect service css-svcl downlink host fe80::c0a8:c80b
The following command sets the insertion point after the second rule definition above:
after redirect service css-svcl downlink host fe80::c0a8:c80b
The following deletes the first rule definition above:

no redirect service css-svcl downlink host fe80::c0a8:c80b

redirect css service (for downlink, by ICMP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the internet control message protocol packets in the downlink
(from the Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] downlink icmp { any | host
source _host address | source address source wildcard } { any | host dest host address
| dest _address dest wildcard } [ icmp type [ icmp code ] 1

after redirect css service svc name [ log ] downlink icmp { any | host

source host address | source address source wildcard } { any | host dest host address
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| dest address dest wildcard } [ icmp type [ icmp code ] 1

before redirect css service svc name [ log ] downlink icmp { any | host
source host_address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ icmp type [ icmp code ] 1

no redirect css service svc name [ log ] downlink icmp { any | host

source host_address | source address source wildcard } { any | host dest host address

| dest address dest wildcard } [ icmp type [ icmp code ] 1]

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_hame must be an alphanumeric string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.
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source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:
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|

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

| A

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type

Specifies that all ICMP packets of a particular type are to be filtered. The type can be an integer value from
0 through 255.

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered. The type can be an integer value from
0 through 255.

Define a rule definition to block ICMP packets which can be used for address resolution and possibly be a
security risk.

The IP redirecting allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the redirecting of entire subnets if necessary.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service named
css-svcl, and ICMP packets coming in the downlink (from the Mobile Node) direction from the host
with the IP address 2002::c6a2:6419:

redirect css service css-svcl downlink icmp host 2002::c6a2:6419

The following sets the insertion point to before the first rule definition above:

before redirect css service css-svcl downlink icmp host 2002::c6a2:6419
The following command sets the insertion point after the second rule definition above:

after redirect css service css-svcl downlink icmp host 2002::c6a2:6419
The following deletes the first rule definition above:

no redirect css service css-svcl downlink icmp host 2002::c6a2:6419
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redirect css service (for downlink, by IP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the internet protocol packets in the downlink (from the Mobile
Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] downlink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]

after redirect css service svc name [ log ] downlink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]

before redirect css service svc name [ log ] downlink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]

no redirect css service svc name [ log ] downlink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions defined subsequent to this command are to be inserted before the command
identified by the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



IPv6 ACL Configuration Mode Commands |

. redirect css service (for downlink, by IP packets)

| A

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_hame must be a string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its IP address.
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source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

fragment

Indicates packet redirection is to be applied to IP packet fragments only.

Block IP packets when the source and destination are of interest.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service named
css-svcl, and downlink IP packets coming from the host with the IP address 2002::c6a2:6419, and
fragmented packets for any destination are matched:

redirect css service css-svcl downlink ip host 2002::c6a2:6419 any fragment

The following sets the insertion point to before the first rule definition above:

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



IPv6 ACL Configuration Mode Commands |

. redirect css service (for downlink, by source IP address masking)

before redirect css service css-svcl downlink ip host 2002::c6a2:6419 any
fragment

The following command sets the insertion point after the second rule definition above:

after redirect css service css-svcl downlink ip host 2002::c6a2:6419 any
fragment

The following deletes the first rule definition above:

no redirect css service css-svcl downlink ip host 2002::c6a2:6419 any
fragment

redirect css service (for downlink, by source IP address

masking)

Product

Privilege

Command Modes

Syntax Description

| A

Used to redirect subscriber sessions based on the IP address mask sent by the source in the downlink (from
the Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration

configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] downlink source address source wildcard

after redirect css service svc name [ log ] downlink source address source wildcard

before redirect css service svc name [ log ] downlink source address
source wildcard
no redirect css service svc name [ log ] downlink source address source wildcard

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

Important

If the options specified do not exactly match an existing rule definition, the insertion point does not change.

hefore

Indicates all rule definitions defined subsequent to this command are to be inserted before the command
identified by the exact options listed.
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This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

Important

| A

If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

¢SS service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

svCc_name must be an alphanumeric string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).
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. redirect css service (for downlink, by TCP/UDP packets)

Usage Guidelines

|

Define a rule definition when any packet from the IP addresses which fall into the group of addresses matching
the IP address masking. This allows the reduction of filtering rule definitions as it does not require a rule
definition for each source and destination pair.

Important

A maximum of 16 rule definitions can be configured per ACL.

Example

The following command defines a rule definition to redirect packets to a charging service named
css-svcl:

redirect css service css-svcl donwlink fe80::c0a8:a04

redirect css service (for downlink, by TCP/UDP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions to a charging service based on the transmission control protocol/user
datagram protocol packets in the downlink (from the Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] downlink { tcp | udp } { { source address
source wildcard | any | host source host address } [ eq source port | gt source port
| 1t source port | neq source port | range start source port end source port ] } {
{ dest address dest wildcard | any | host dest host address } [ eq dest port | gt
dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
after redirect css service svc name [ log ] downlink { tcp | udp } { {
source_address source wildcard | any | host source host address } [ eq source port |
gt source port | lt source port | neq source port | range start source port

end source port 1 } { { dest address dest wildcard | any | host dest host address }
[ eq dest port | gt dest port | 1t dest port | neq dest port | range start dest port
end dest port ] }

after redirect css service svc name [ log ] downlink { tcp | udp } { {
source_address source wildcard | any | host source host address } [ eq source port |
gt source port | lt source port | neq source port | range start source port

end source port 1 } { { dest address dest wildcard | any | host dest host address }
[ eq dest port | gt dest port | 1t dest port | neq dest port | range start dest port
end dest port ] }

no redirect css service svc name [ log ] downlink { tcp | udp } { {

source_address source wildcard | any | host source host address } [ eq source port |
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redirect css service (for downlink, by TCP/UDP packets) .

gt source port | 1t source port | neq source port | range start source port

end source port 1 } { { dest address dest wildcard | any | host dest host address }
[ eq dest port | gt dest port | 1t dest port | neq dest port | range start dest port
end dest port ] }

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
bhefore
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_hame must be an alphanumeric string of 1 through 15 characters.

downlink

Apply this rule definition only to packets in the downlink (from the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

tep | udp
Specifies the redirect is to be applied to [P-based transmission control protocol or the user datagram protocol.

» tcp: Redirect applies to TPC packets.
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. redirect css service (for downlink, by TCP/UDP packets)

| A

« udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer value from 0 to 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.
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redirect css service (for downlink, by TCP/UDP packets) .

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

range start_source_port end_source_part
Specifies that all source TCP ports within a specific range are to be filtered.
start_source _port is the initial port in the range and end_source_port is the final port in the range.

Both start_source_port and end_source_port can be configured to an integer value from 0 to 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.
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. redirect css service (for uplink, any)

Usage Guidelines

|

It dest _port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

range start_dest_port end_dest_port

Specifies that all destination TCP ports within a specific range are to be filtered.
start_dest_port is the initial port in the range and end_dest_port is the final port in the range.
Both start_dest_port and end_dest_port can be configured to an integer value from 0 to 65535.

Block IP packets when the source and destination are of interest but for only a limited set of ports.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service named
css-svcl, and UDP packets coming from any host are matched:

redirect css service css-svcl downlink udp any

The following sets the insertion point to before the rule definition above:
before redirect css service css-svcl downlink udp any
The following command sets the insertion point after the rule definition above:
after redirect css service css-svcl downlink udp any
The following deletes the rule definition above:

no redirect css service css-svcl downlink udp any

redirect css service (for uplink, any)

Product

Privilege

Used to redirect subscriber sessions based on any packet received in the uplink (to the Mobile Node) direction.
This command is also used to set the access control list insertion point.

All

Security Administrator, Administrator
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Command Modes

Syntax Description

redirect css service (for uplink, any) .

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] uplink any

after redirect css service svc name [ log ] uplink any
before redirect css service svc name [ log ] uplink any
no redirect css service svc name [ log ] uplink any

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.
before
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

¢SS service svc_name

The name of the Content Service steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

svC_name must be an alphanumeric string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

log
Default: packets are not logged.

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



IPv6 ACL Configuration Mode Commands |

. redirect css service (for uplink, by host IP address)

Usage Guidelines

Indicates all packets which match the redirect are to be logged.

any

Indicates all packets will match the redirect regardless of source and/or destination.

Define a catch all rule definition to place at the end of the list of rule definitions to provide explicit handling
of rule definitions which do not fit any other criteria.

|
Important It is suggested that any rule definition which is added to be a catch all should also have the log option specified.
The logged packets may be used to determine if the current list of rule definitions is adequate or needs
modification to ensure proper security.
|
Important A maximum of 16 rule definitions can be configured per ACL.
|
Important  Also note that "redirect" rule definitions are ignored for ACLs applied to specific subscribers or all subscribers

facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service with
the name css-svcl and any source IP:

redirect css service css-svcl uplink any

The following sets the insertion point to before the first rule definition above:
before redirect css service css-svcl uplink any

The following command sets the insertion point after the second rule definition above:
after redirect css service css-svcl uplink any

The following deletes the first rule definition above:

no redirect css service css-svcl uplink any

redirect css service (for uplink, by host IP address)

Product

Privilege

Used to redirect subscriber sessions based on the targeted host IP address in the uplink (to the Mobile Node)
direction.

All

Security Administrator, Administrator
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Command Modes

Syntax Description

redirect css service (for uplink, by host IP address) .

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] uplink host source host address

after redirect css service svc name [ log ] uplink host source host address
before redirect css service svc name [ log ] uplink host source host address
no redirect css service svc name [ log ] uplink host source host address

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

after

Indicates all rule definitions defined subsequent to this command are to be inserted after the command identified
by the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
hefore
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_name must ben alphanumeric string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.
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. redirect css service (for uplink, by ICMP packets)

Usage Guidelines

|

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address
The IP address of the source host to filter against expressed in IPv6 colon notation.
Define a rule definition when a very specific remote host is to be blocked. In simplified networks where the

access controls need only block a few hosts, this command allows the rule definitions to be very clear and
concise.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect” rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service with
the name €ss-svcl and a host IP address of fe80::c0a8: c80b:

redirect service css-svcl uplink host fe80::c0a8:c80b

The following sets the insertion point to before the first rule definition above:

before redirect service css-svcl uplink host fe80::c0a8:c80b
The following command sets the insertion point after the second rule definition above:
after redirect service css-svcl uplink host fe80::c0a8:c80b
The following deletes the first rule definition above:

no redirect service css-svcl uplink host fe80::c0a8:c80b

redirect css service (for uplink, by ICMP packets)

Product

Privilege

Command Modes

Used to redirect subscriber sessions based on the internet control message protocol packets in the uplink (to
the Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration

configure > context context_name > ipv6 access-list ipv6_acl_name
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Syntax Description

redirect css service (for uplink, by ICMP packets) .

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect cssservicesvc_name|[ log ] uplink icmp { any | host source_host_address | source_address
source wildcard } { any | host dest_host_address | dest_address dest_wildcard } [ icmp_type [ icmp_code ]

]

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|
Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
hefore
Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.
|
Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the Content Service Steering (CSS) service to which packets are to be redirected. At the executive
mode prompt, use the show css service all command to display the names of all configured CSS services.

SvC_name must be an alphanumeric string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.
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. redirect css service (for uplink, by ICMP packets)

|

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:
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redirect css service (for uplink, by ICMP packets) .

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

| A

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type

Specifies that all ICMP packets of a particular type are to be filtered. The type can be an integer value from
0 through 255.

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered. The type can be an integer value from
0 through 255.

Define a rule definition to block ICMP packets which can be used for address resolution and possibly be a
security risk.

The IP redirecting allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the redirecting of entire subnets if necessary.

Important

A maximum of 16 rule definitions can be configured per ACL. Also note that "redirect" rule definitions are
ignored for ACLs applied to specific subscribers or all subscribers facilitated by a specific context.

Example

The following command defines a rule definition that redirects packets to the charging service named
chgsvcl, and ICMP packets in the uplink (to the Mobile Node) direction from the host with the IP
address 198.162.100.25:

redirect css service chgsvcl uplink icmp host 198.162.100.25

The following sets the insertion point to before the first rule definition above:

before redirect css service chgsvcl uplink icmp host 198.162.100.25
The following command sets the insertion point after the second rule definition above:

after redirect css service chgsvcl uplink icmp host 198.162.100.25
The following deletes the first rule definition above:

no redirect css service chgsvcl uplink icmp host 198.162.100.25
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redirect css service (for uplink, by IP packets)

Used to redirect subscriber sessions based on the internet protocol packets in the uplink (to the Mobile Node)

direction.
Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration

configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

Syntax Description redirect css service svc name [ log ] uplink ip { any | host source host address
| source address source wildcard } { any | host dest host address | dest address
dest wildcard } [ fragment ]
after redirect css service svc name [ log ] uplink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]
before redirect css service svc name [ log ] uplink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]
no redirect css service svc name [ log ] uplink ip { any | host
source host address | source address source wildcard } { any | host dest host address
| dest address dest wildcard } [ fragment ]

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

|

Important  If the options specified do not exactly match an existing rule definition, the insertion point does not change.

hefore

Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

|

Important  [f the options specified do not exactly match an existing rule definition, the insertion point does not change.
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redirect css service (for uplink, by IP packets) .

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the active charging service to which packets are to be redirected. At the executive mode prompt,
use the show active-charging service all command to display the names of all configured charging services.

SvC_hame must be a string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.
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. redirect css service (for uplink, by IP packets)

Usage Guidelines

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

fragment

Indicates packet redirection is to be applied to IP packet fragments only.

Block IP packets when the source and destination are of interest.

Example

The following command defines a rule definition that redirects packets to the charging service named
chgsvcl, and uplink IP packets going to the host with the IP address 198.162.100.25, and fragmented
packets for any destination are matched:

redirect css service chgsvcl uplink ip host 198.162.100.25 any fragment
The following sets the insertion point to before the first rule definition above:

redirect css service chgsvcl uplink ip host 198.162.100.25 any fragment
The following command sets the insertion point after the second rule definition above:

after redirect css service chgsvcl uplink ip host 198.162.100.25 any
fragment

The following deletes the first rule definition above:

no redirect css service chgsvcl uplink ip host 198.162.100.25 any fragment
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redirect css service (for uplink, by source IP address masking) .

redirect css service (for uplink, by source IP address masking)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the IP address mask sent by the source in the uplink (to the
Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect cssservice svc_name| log ] uplink source address source wildcard

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

hefore

Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

no

Removes the rule definition which exactly matches the options specified.

css service svc_name

The name of the active charging service to which packets are to be redirected. At the executive mode prompt,
use the show active-charging service all command to display the names of all configured charging services.

SvC_name must be a string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the filter are to be logged.
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Usage Guidelines

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Define a rule definition when any packet from the IP addresses which fall into the group of addresses matching
the IP address masking. This allows the reduction of filtering rule definitions as it does not require a rule
definition for each source and destination pair.

Example

The following command defines a rule definition to redirect packets to a charging service named
chgsvcl:

redirect css service chgsvecl uplink 1:1:1:1:1:1:1:1

redirect css service (for uplink, by TCP/UDP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions to a charging service based on the transmission control protocol/user
datagram protocol packets in the uplink (to the Mobile Node) direction.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IPv6 ACL Configuration

configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect css service svc name [ log ] uplink { tcp | udp } { { source address
source wildcard | any | source host address } [ eq source port | gt source port | 1t

source port | neq source port | range start source port end source port ] } { {
dest_address dest wildcard | any | host dest host address } [ eq dest port | gt
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dest port | 1t dest port | neq dest port | range start dest port end dest port ] }
after redirect css service svc name [ log ] uplink { tcp | udp } { {

source address source wildcard | any | source host address } [ eq source port | gt
source port | 1t source port | neq source port | range start source port end source port
1 } { { dest address dest wildcard | any | host dest host address } [ eq dest port
| gt dest port | 1t dest port | neq dest port | range start dest port end dest port

11

before redirect css service svc name [ log ] uplink { tcp | udp } { {
source address source wildcard | any | source host address } [ eq source port | gt
source port | 1t source port | neq source port | range start source port end source port

1 } { { dest address dest wildcard | any | host dest host address } [ eq dest port
| gt dest port | 1t dest port | neq dest port | range start dest port end dest port

11}

no redirect css service svc name [ log ] uplink { tcp | udp } { { source address
source wildcard | any | source host address } [ eq source port | gt source port | 1t
source port | neq source port | range start source port end source port ] } { {

dest _address dest wildcard | any | host dest host address } [ eq dest port | gt
dest _port | 1t dest port | neq dest port | range start dest port end dest port ] }

after

Indicates all rule definitions subsequent to this command are to be inserted after the command identified by
the exact options listed.

This moves the insertion point to be immediately after the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, after the matching rule definition.

hefore

Indicates all rule definitions subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule definition which matches the exact options
specified such that new rule definitions will be added, in order, before the matching rule definition.

no

Removes the rule definition which exactly matches the options specified.

¢SS service svc_name

The name of the active charging service to which packets are to be redirected. At the executive mode prompt,
use the show active-charging service all command to display the names of all configured charging services.

SvC_name must be a string of 1 through 15 characters.

uplink
Apply this rule definition only to packets in the uplink (to the Mobile Node) direction.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.
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tep | udp
Specifies the redirect is to be applied to [P-based transmission control protocol or the user datagram protocol.

* tcp: Redirect applies to TPC packets.

« udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

any

Specifies that the rule definition applies to all packets.

host

Specifies that the rule definition applies to a specific host as determined by its [P address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

eq source_port
Specifies a single, specific source TCP port number to be filtered.

source_port must be configured to an integer value from 0 to 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.
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It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

range start_source_port end_source_part
Specifies that all source TCP ports within a specific range are to be filtered.
start_source _port is the initial port in the range and end_source_port is the final port in the range.

Both start_source_port and end_source_port can be configured to an integer value from 0 to 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

gt dest_port
Specifies that all destination TCP port numbers greater than the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.
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neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

range start_dest_port end_dest_port

Specifies that all destination TCP ports within a specific range are to be filtered.
start_dest_port is the initial port in the range and end_dest_port is the final port in the range.
Both start_dest_port and end_dest_port can be configured to an integer value from 0 to 65535.

Usage Guidelines Block IP packets when the source and destination are of interest but for only a limited set of ports.

Example

The following command defines a rule definition that redirects packets to the charging service named
chgsvcl, and UDP packets coming from any host are matched:

redirect css service chgsvcl uplink udp any

The following sets the insertion point to before the rule definition above:
before redirect css service chgsvcl uplink udp any
The following command sets the insertion point after the rule definition above:
after redirect css service chgsvcl uplink udp any
The following deletes the rule definition above:

no redirect css service chgsvcl uplink udp any

redirect nexthop (by IP address masking)

Used to redirect subscriber sessions based on the IP address mask sent by the source to the mobile node or
the network.

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > I[Pv6 ACL Configuration

configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

Syntax Description redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] source address source wildcard
after redirect nexthop nexthop addr { context context id | interface interface name

} [ log ] source address source wildcard
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before redirect nexthop nexthop addr { context context id | interface
interface name } [ log ] source address source wildcard
no redirect nexthop nexthop addr { context context id | interface interface name

} [ log ] source address source wildcard

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
bhefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
©
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an alpha
and/or numeric string from 1 to 79 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.
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|

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

Define a rule when any packet from the IP addresses which fall into the group of addresses matching the IP
address masking. This allows the reduction of redirect rules as it does not require a rule for each source and
destination pair.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the next hop host at 192.168.10.4,
the context with the context ID of 23 and the source IP and wildcard of 198.162.22.0 and 0.0.0.31.:

redirect nexthop 192.168.10.4 context 23 198.162.22.0 0.0.0.31

The following sets the insertion point to before the first rule defined above:

before redirect nexthop 192.168.10.4 context 23 198.162.22.0 0.0.0.31
The following command sets the insertion point after the second rule defined above:

after redirect nexthop 192.168.10.4 context 23 198.162.22.0 0.0.0.31
The following deletes the first rule defined above:

no redirect nexthop 192.168.10.4 context 23 198.162.22.0 0.0.0.31
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redirect nexthop (any)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on any packet received. This command is also used to set the access
control list insertion point.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] any

after redirect nexthop nexthop addr { context context id | interface interface name
} [ log ] any

before redirect nexthop nexthop addr { context context id | interface
interface name } [ log ] any

no redirect nexthop nexthop addr { context context id | interface interface name
} [ log ] any

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

©
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



. redirect nexthop (any)

Usage Guidelines

| A

IPv6 ACL Configuration Mode Commands |

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an alpha
and/or numeric string from 1 to 79 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

any

Indicates all packets will match the redirect regardless of source and/or destination.

Define a catch all rule to place at the end of the list of rules to provide explicit handling of rules which do not
fit any other criteria.

Important

It is suggested that any rule which is added to be a catch all should also have the log option specified. The
logged packets may be used to determine if the current list of rules is adequate or needs modification to ensure
proper security. The maximum number of rules that can be configured per ACL varies depending on how the
ACL is to be used. For more information, refer to the Engineering Rules appendix in the System Administration
Guide. Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers
facilitated by a specific context.

Example

The following command defines a rule that redirects packets to the next hop host at 192.168.10.4,
the context with the context ID of 23 and any source IP:

redirect nexthop 192.168.10.4 context 23 any

The following sets the insertion point to before the first rule defined above:
before redirect nexthop 192.168.10.4 context 23 any

The following command sets the insertion point after the second rule defined above:
after redirect nexthop 192.168.10.4 context 23 any

The following deletes the first rule defined above:

no redirect nexthop 192.168.10.4 context 23 any
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redirect nexthop (by host IP address)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the targeted host IP address sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] host source ip address

after redirect nexthop nexthop addr { context context id | interface interface name
} [ log 1 host source ip address

before redirect nexthop nexthop addr { context context id | interface
interface name } [ log ] host source ip address

no redirect nexthop nexthop addr { context context id | interface interface name
} [ log 1 host source ip address

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

©
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.
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Usage Guidelines

|

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an alpha
and/or numeric string from 1 to 79 characters.

log

Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

Define a rule when a very specific remote host is to be blocked. In simplified networks where the access
controls need only block a few hosts, this command allows the rules to be very clear and concise.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the next hop host at 192.168.10.4,
the context with the context ID of 23 and a host IP address of 192.168.200.11:

redirect nexthop 192.168.10.4 context 23 host 192.168.200.11

The following sets the insertion point to before the first rule defined above:

before redirect nexthop 192.168.10.4 context 23 host 192.168.200.11
The following command sets the insertion point after the second rule defined above:

after redirect nexthop 192.168.10.4 context 23 host 192.168.200.11
The following deletes the first rule defined above:

no redirect nexthop 192.168.10.4 context 23 host 192.168.200.11

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



| IPv6 ACL Configuration Mode Commands

redirect nexthop (by source ICMP packets) .

redirect nexthop (by source ICMP packets)

Product

Privilege

Command Modes

Syntax Description

|

Used to redirect subscriber sessions based on the internet control message protocol packets sent by the source
to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] icmp { source address source wildcard | any | host source host address } {
dest address dest wildcard | any | host dest host address } [ icmp type [ icmp code
11

after redirect nexthop nexthop addr { context context id | interface interface name
} [ log 1 icmp { source address source wildcard | any | host source host address
} { dest address dest wildcard | any | host dest host address } [ icmp type [ icmp code
11

before redirect nexthop nexthop addr { context context id | interface
interface name } [ log ] icmp { source address source wildcard | any | host
source host _address } { dest address dest wildcard | any | host dest host address } [
icmp type [ icmp code 1 1

no redirect nexthop nexthop addr { context context id | interface interface name
} [ log 1 icmp { source address source wildcard | any | host source host address
} { dest address dest wildcard | any | host dest host address } [ icmp type [ icmp code

11

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

Important

If the options specified do not exactly match an existing rule, the insertion point does not change.

hefore

Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.

This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
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|

Important  [f the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an alpha
and/or numeric string from 1 to 79 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

|

Important  The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3,7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.
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any

Specifies that the rule applies to all packets.

host
Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_ wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

Usage Guidelines

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

icmp_type

Specifies that all ICMP packets of a particular type are to be filtered. The type can be an integer value from
0 through 255.

icmp_code

Specifies that all ICMP packets of a particular code are to be filtered. The type can be an integer value from
0 through 255.

Define a rule to block ICMP packets which can be used for address resolution and possible be a security risk.

The IP redirecting allows flexible controls for pairs of individual hosts or groups by IP masking which allows
the redirecting of entire subnets if necessary.
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|

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the next hop host at fe80::c0a8:a04,
the context with the context ID of 23, and ICMP packets coming from the host with the IP address
2002::c6a2:64195:

redirect nexthop fe80::c0aB8:a04 context 23 icmp host 2002::c6a2:6419

The following sets the insertion point to before the first rule defined above:

before redirect nexthop fe80::c0a8:a04 context 23 icmp host 2002::c6a2:6419
The following command sets the insertion point after the second rule defined above:

after redirect nexthop fe80::c0a8:a04 context 23 icmp host 2002::c6a2:6419
The following deletes the first rule defined above:

no redirect nexthop fe80::c0a8:a04 context 23 icmp host 2002::c6a2:6419

redirect nexthop (by IP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the internet protocol packets sent by the source to the mobile
node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl)#

redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] ip { source address source wildcard | any | host source host address } {
dest address dest wildcard | any | host dest host address } [ fragment ] [ protocol

num ]

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.
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This moves the insertion point to be immediately after the rule which matches the exact options specified
such that new rules will be added, in order, after the matching rule.

.
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
before
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  f the options specified do not exactly match an existing rule, the insertion point does not change.

Removes the rule which exactly matches the options specified.

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an
alphanumeric string from 1 through 79 characters.

log
Default: packets are not logged.

Indicates all packets which match the redirect are to be logged.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.
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|

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.
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|

redirect nexthop (by TCP/UDP packets) .

Important

Usage Guidelines

|

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

fragment

Indicates packet redirection is to be applied to IP packet fragments only.

protocol num
Indicates that the packet filtering is to be applied to a specific protocol number.

num can be an integer from 0 through 255.

Block IP packets when the source and destination are of interest.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

redirect nexthop (by TCP/UDP packets)

Product

Privilege

Command Modes

Syntax Description

Used to redirect subscriber sessions based on the transmission control protocol/user datagram protocol packets
sent by the source to the mobile node or the network.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [Pv6 ACL Configuration
configure > context context_name > ipv6 access-list ipv6_acl_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ipvé-acl) #

redirect nexthop nexthop addr { context context id | interface interface name }
[ log ] { tep | udp } { { source address source wildcard | any | host
source host address } [ eqQ source port | gt source port | 1t source port | neq
source port 1 } { { dest address dest wildcard | any | host dest host address } [ eq
dest _port | gt dest port | 1t dest port | neq dest port ] }

after redirect nexthop nexthop addr { context context id | interface interface name
} [ log] { tep | udp } { { source address source wildcard | any | host

source host_address } [ eqQ source port | gt source port | 1t source port | neq
source port 1 } { { dest address dest wildcard | any | host dest host address } [ eq
dest _port | gt dest port | 1t dest port | neq dest port ] }

before redirect nexthop nexthop addr { context context id | interface
interface name } [ log ] { tep | udp } { { source address source wildcard | any |
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host source host address } [ eq source port | gt source port | 1t source port | neq
source port ] } { { dest address dest wildcard | any | host dest host address } [
eq dest port | gt dest port | 1lt dest port | neq dest port ] }

no redirect nexthop nexthop addr { context context id | interface interface name
} [ log] { tep | udp } { { source address source wildcard | any | host
source host address } [ eq source port | gt source port | 1t source port | neq
source port 1 } { { dest address dest wildcard | any | host dest host address } [ eq
dest port | gt dest port | 1t dest port | neq dest port ] }

after

Indicates all rules defined subsequent to this command are to be inserted after the command identified by the
exact options listed.

This moves the insertion point to immediately after the rule which matches the exact options specified such
that new rules will be added, in order, after the matching rule.

|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.
bhefore
Indicates all rules defined subsequent to this command are to be inserted before the command identified by
the exact options listed.
This moves the insertion point to be immediately before the rule which matches the exact options specified
such that new rules will be added, in order, before the matching rule.
|
Important  If the options specified do not exactly match an existing rule, the insertion point does not change.

no

Removes the rule which exactly matches the options specified.

nexthop nexthop_addr
The IP address to which the IP packets are redirected.

context context_id

The context identification number of the context to which packets are redirected. At the executive mode
prompt, use the show context all command to display context names and context IDs.

interface interface_name

The name of the logical interface to which the packets should be redirected. interface_name must be an
alphanumeric string from 1 through 79 characters.

log
Default: packets are not logged.
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redirect nexthop (by TCP/UDP packets) .

Indicates all packets which match the redirect are to be logged.

tep | udp
Specifies the redirect is to be applied to [P-based transmission control protocol or the user datagram protocol.

* tcp: Redirect applies to TCP packets.

« udp: Redirect applies to UDP packets.

source_address
The IP address(es) form which the packet originated.
This option is used to filter all packets from a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this option. The range can then
be configured using the source_wildcard parameter.

source_wildcard

This option is used in conjunction with the source_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the source_addressparameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the source_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB).

any

Specifies that the rule applies to all packets.

host

Specifies that the rule applies to a specific host as determined by its IP address.

source_host_address

The IP address of the source host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

dest_host_address

The IP address of the destination host to filter against expressed in IPv6 colon-separated-hexadecimal notation.

eq source_port

Specifies a single, specific source TCP port number to be filtered.
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|

source_port must be configured to an integer value from 0 to 65535.

gt source_port
Specifies that all source TCP port numbers greater than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

It source_port
Specifies that all source TCP port numbers less than the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

neq source_port
Specifies that all source TCP port numbers not equal to the one specified are to be filtered.

source_port must be configured to an integer value from 0 to 65535.

dest_address
The IP address(es) to which the packet is to be sent.
This option is used to filter all packets to a specific IP address or a group of IP addresses.

When specifying a group of addresses, the initial address is configured using this parameter. The range can
then be configured using the dest_wildcard parameter.

dest_wildcard

This option is used in conjunction with the dest_address option to specify a group of addresses for which
packets are to be filtered.

The mask must be entered as a complement:

* Zero-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be identical.

* One-bits in this parameter mean that the corresponding bits configured for the dest_address parameter
must be ignored.

Important

The mask must contain a contiguous set of one-bits from the least significant bit (LSB). Therefore, allowed
masks are 0, 1, 3, 7, 15, 31, 63, 127, and 255. For example, acceptable wildcards are 0.0.0.3, 0.0.0.255, and
0.0.15.255. A wildcard of 0.0.7.15 is not acceptable since the one-bits are not contiguous.

eq dest_port
Specifies a single, specific destination TCP port number to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

gt dest_port

Specifies that all destination TCP port numbers greater than the one specified are to be filtered.
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redirect nexthop (by TCP/UDP packets) .

dest_port must be configured to an integer value from 0 to 65535.

It dest_port
Specifies that all destination TCP port numbers less than the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

neq dest_port
Specifies that all destination TCP port numbers not equal to the one specified are to be filtered.

dest_port must be configured to an integer value from 0 to 65535.

Block IP packets when the source and destination are of interest but for only a limited set of ports.

Important

The maximum number of rules that can be configured per ACL varies depending on how the ACL is to be
used. For more information, refer to the Engineering Rules appendix in the System Administration Guide.
Also note that "redirect" rules are ignored for ACLs applied to specific subscribers or all subscribers facilitated
by a specific context.

Example

The following command defines a rule that redirects packets to the next hop host at fe80::c0a8:a04,
the context with the context ID of 23, and UDP packets coming from any host are matched:

redirect nexthop fe80::c0aB8:a04 context 23 udp any

The following sets the insertion point to before the rule defined above:

before redirect nexthop fe80::c0a8:a04 context 23 udp any
The following command sets the insertion point after the rule defined above:

after redirect nexthop fe80::c0aB8:a04 context 23 udp any
The following command deletes the first rule defined above:

no redirect nexthop fe80::c0a8:a04 context 23 udp any
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CHAPTER 1 8

IPv6 to IPv4 Tunnel Interface Configuration Mode
Commands

The IPv6 to IPv4 Tunnel Interface Configuration Mode is used to create and manage the IP interface for
addresses, address resolution options, etc.

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > [Pv6 to [Pv4 Tunnel
Interface Configuration
configure > context context_name > interface interface_nametunnel > tunnel-mode ipv6ip

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-tunnel-ipv6ip)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* destination address, on page 219
» mode, on page 220

* source, on page 221

* tos, on page 222

* ttl, on page 223

destination address

Product

Privilege

Configures the destination of the tunnelled packets for a manual tunnel.
All

Administrator
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mode

Product

Privilege

Command Modes

Syntax Description

IPv6 to IPv4 Tunnel Interface Configuration Mode Commands |

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > IPv6 to IPv4 Tunnel
Interface Configuration

configure > context context_name > interface interface_name tunnel > tunnel-mode ipv6ip
Entering the above command sequence results in the following prompt:
[context name]host name(config-if-tunnel-ipvé6ip) #

destination address address

no destination address

no

Removes configuration for the specified keyword.

address

Specifies the IP address of the destination device. address must be specified in IPv4 dotted decimal or IPv6
colon-separated-hexadecimal notation.

Use this command to configure the IP address of the destination end of the tunnel.

Example
The following command sets the destination address for packets on this tunnelled interface to 10.2.3.4:

destination address 10.2.3.4

Configures the mode of IPv6 to IPv4 tunneling. The default is set to manual mode.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > IPv6 to IPv4 Tunnel
Interface Configuration

configure > context context_name > interface interface_name tunnel > tunnel-mode ipv6ip

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-if-tunnel-ipv6ip)#

mode{ 6to4 | manual }

default mode

6tod
Configures automatic IPv6-to-1Pv4 (6to4) tunnels as specified in RFC 3056.
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Usage Guidelines

source

Product

Privilege

Command Modes

Syntax Description

source .

Configures point-to-point manual [Pv6-to-IPv4 tunnels by specifying the IPv4 address of the tunnel remote
end.

default
Resets the mode of [Pv6-to-1Pv4 tunneling to manual mode.

There can be only one [Pv6-to-IPv4 tunnel possible in a context. Once an [Pv6-to-IPv4 tunnel is configured,
all subsequent tunnels will be configured as manual tunnels.

Example

The following command configures the mode to IPv6-to-1Pv4 (6t04).
mode 6to4

The following command configures the mode to 6to4.

mode manual

Configures the source of tunneled packets.

PDSN
HA

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > [Pv6 to IPv4 Tunnel
Interface Configuration
configure > context context_name > interface interface_nametunnel > tunnel-mode ipv6ip

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-tunnel-ipv6ip)#

source { address ip address | interface interface name }
no source { address | interface }

address ip_address
Specifies the [Pv4 address to use as the source address of the tunnel.

ip_address must be expressed in IPv4 dotted-decimal notation.

interface interface_name

Specifies the name of a non-tunnel IPv4 interface, whose address is used as the source address of the tunnel.
interface must be an alphanumeric string of 1 through 79 characters.
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tos

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

IPv6 to IPv4 Tunnel Interface Configuration Mode Commands |

no source { address | interface }
Removes configuration for the specified keyword.
Configures the source IPv4 address of the tunnel by either specifying the IP address (host address) or by

specifying another configured non-tunnel IPv4 interface. The source address must be an existing interface
address before it is used. State of source address will affect the operational state of the tunnel.

Example

The following command configures the source address of the tunnel.
source address 10.2.3.4

The following command specifies the source interface as testsourcel.

source interface testsourcel

Configures the type of service (TOS) settings of the outer IPv4 header of the tunneled packets.

PDSN
HA

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > IPv6 to IPv4 Tunnel
Interface Configuration
configure > context context_name > interface interface_name tunnel > tunnel-mode ipv6ip

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-if-tunnel-ipv6ip)#

tos { copy | value tos value }
default tos

copy
Copies the DC octet of the IPv6 packet to the TOS octet of IPv4 packet.

default

Configures default setting for the specified keyword.

value tos_value

Configures the raw TOS value ranging from 0 to 255. The default is 0.

Sets the TOS parameter to be used in the tunnel transport protocol or copies the TOS value from the original
[Pv6 DC byte to the TOS value of the encapsulating IPv4 header.
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ttl

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Example
The following command sets the tos value to 1:

tos value 1

Configures the TTL (Time to live) value of the outer IPv4 header of the tunneled packets.

PDSN
HA

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Tunnel Interface Configuration > IPv6 to IPv4 Tunnel
Interface Configuration

configure > context context_name > interface interface_name tunnel > tunnel-mode ipv6ip

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-tunnel-ipv6ip)#

ttl value ttl value

default

Configures default setting for the specified keyword.

value tt/_value

ttl_valueis an integer from 1 through 255. The default is 16.

Configures the TTL parameter to be used in the tunnel transport protocol.

Example
The following command sets the TTL value to 25.
ttl value 25
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CHAPTER 1 9

IP VRF Context Configuration Mode Commands

The IP VRF Context Configuration Mode is used to create and manage the Virtual Routing and Forwarding
(VRF) context instance for BGP/MPLS VPN, GRE, IPSec tunneling or service interfaces for virtual routing,
addresses, address resolution options, etc.

Exec > Global Configuration > Context Configuration > IP VRF Context Configuration

configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* associate 12-mapping-table, on page 225
* description, on page 226

* ip aggregate-address, on page 227

* ip guarantee, on page 228

* ip maximum-routes, on page 229

» mpls map-dscp-to-exp, on page 230

» mpls map-exp-to-dscp, on page 231

associate 12-mapping-table

Product

Associates a global QoS-to-Level 2 mapping table with this VRF.

ePDG
HSGW
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P-GW
SAEGW
S-GW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [P VRF Context Configuration
configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

associate 1l2-mapping-table { name table name | system-default }
no associate 1l2-mapping-table

no

Disassociates an existing L2 mapping table from this VRF.

name fable_name
Specifies the name of an existing internal table from which to map QoS to L2 values.

table_name is an alphanumeric string of 0 through 80 characters.

system-default

Associates the system-default table with this VRF. This is useful if the base-context has a different explicit
mapping.

Use this command to associates a global QoS-to-Level 2 mapping table with this VRF.

Internal-QoS will be mapped to an actual L2 value (either or both of 802.1p/MPLS) using a per-VRF based
table.

Important

If an [2-mapping-table association is made at both the VRF and VPN level, the VRF level takes precedence.

The mapping table is configured via the Global Configuration mode qos |2-mapping-table command.

Example
The following command associates this VRF with Qos-to-L2 mapping table vrf10.

associate 12-mapping-table name vrfl0

description

Allows you to enter descriptive text for this configuration.
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Product

Privilege

Syntax Description

Usage Guidelines

ip aggregate-address .

All
Security Administrator, Administrator

description text
no description

no

Clears the description for this configuration.

text
Enter descriptive text as an alphanumeric string of 1 to 100 characters.
If you include spaces between words in the description, you must enclose the text within double quotation

marks (" "), for example, "AAA BBBB".

The description should provide useful information about this configuration.

Ip aggregate-address

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Specifies an IPv4 address/mask for aggregating frame routes in the VRF.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IP VRF Context Configuration
configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

ip aggregate-address ipv4 address/mask [summary-only]
no ip aggregate-address ipv4 address/mask

no

Deletes the specified IPv4 aggregate address.

ipv4_address/mask

Specifies the IP address and mask in IPv4 CIDR dotted-decimal notation.

[summary-only]

When this option is configured, the constituent routes are removed from the VRF.

Use this command to configure aggregate framed-routes in a VRF. It enables inserting an aggregate-address
in a VRF and its advertisement in the routing domain if at least one constituent framed-route exists in that
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VREF. By default, the constituent routes will also be present along with the aggregate address. However, if the
summary-only option is configured, the constituent routes will be removed from the VRF. Up to 32 aggregate
addresses can be configured in a VRF.

Example

The following example sets an IPv4 aggregate address for the VFR:ip aggregate-address
196.168.34.55/24

Ip guarantee

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Enables and disables local switching of framed route packets.

GGSN
P-GW
SAEGW

Administrator

Exec > Global Configuration > Context Configuration
configure > context context_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx)#
[no] ip guarantee framed-route local-switching

no

Disables local switching of framed route packets.

framed-route local-switching
Enables local switching of framed route packets. By default, this functionality is disabled.

Use this command to enable and disable local switching of framed route packets. This functionality will be
applicable only when there are some NEMO/framed route sessions in a context.

Example
The following command enables local switching of framed route packets:

ip guarantee framed-route local-switching
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Ip maximum-routes

This command configures the maximum number of routes in an IP VRF routing table configured in this
context.

|

Important  This command should only be used for framed or NEMO (Network Mobility) routes of the VRF.

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [P VRF Context Configuration

configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

Syntax Description ip maximum-routes max routes
no ip maximum-routes

Disables the configured maximum routes in specific IP VRF context.

max_routes
Sets the maximum number of routes in a specific IP VRF context.

max_routes must be an integer from 1 through 32768 or 65536 (release 17.0+).

Usage Guidelines Use this command to configure the maximum number of routes in a particular VRF routing table. When the
number of routes in the VRF is more than the maximum limit configured, a critical log is generated indicating
that the number of routes is over the limit. Once the number of routes in the VRF goes under the limit, a clear
log is generated.

The maximum routes configured using this command will be sent to the threshold configuration logic for
appropriate action. For more information on threshold configuration, refer to descriptions of the threshold
route-service and threshold poll route-serviceinterval commands in the Global Configuration Mode
Commands chapter.

Example
The following command sets 1000 routes as a maximum limit for specific VRF context:

ip maximum-routes 1000
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mpls map-dscp-to-exp

|

This command maps the final differentiated services code point (DSCP) bit value in the IP packet header to
the final Experimental (EXP) bit value in the MPLS header for incoming traffic.

Important

Product

Privilege

Command Modes

Syntax Description

This command has been deprecated beginning with Release 15.0.

GGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [P VRF Context Configuration
configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-context-vrf)#

[ no ] mpls map-dscp-to-exp dscp dscp bit value €Xp exp bit value

no

Disables the configured DSCP bit value mapping to the EXP bit value from a specific IP VRF context.

dscp dscp_bit_value

Specifies the final DSCP bit value which is to map with the final EXP bit value in MPLS header for incoming
traffic.

dscp_bit_value specifies the value of DSCP bit values separated in eight groups and represented with integers
from O through 7.

The default representation of DSCP value in eight groups is given in the following table:

DSCP Marking Value DSCP Map Group

0-7 0

8-15 1

16-23

24-31

40-47

48-55

2
3
32-39 4
5
6
7

56-63
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Usage Guidelines

mpls map-exp-to-dscp .

exp exp_bit_value

Specifies the final EXP bit value in MPLS header to which the final DSCP bit value 0 to 7 (represented in
eight values) coming from incoming traffic will be mapped.

exp_bit value is the value of EXP bit in MPLS header and must be an integer between 0 through 7.

Use this command to map the final DSCP value coming from incoming IP traffic to a final EXP value in
MPLS header. This mapping determines the QoS and service parameters to which the packet is assigned.

Example
The following command maps the DSCP value 3 (24 to 31) to EXP bit 3 in MPLS header:
mpls map-dscp-to-exp dscp 3 exp 3

mpls map-exp-to-dscp

|

Maps incoming the Experimental (EXP) bit value in MPLS header to the internal differentiated services code
point (DSCP) bit value in IP packet headers for outgoing traffic.

Important

Product

Privilege

Command Modes

Syntax Description

This command has been deprecated beginning with Release 15.0.

GGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IP VRF Context Configuration
configure > context context_name > ip vrf vrf_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-context-vrf)#
[ no ] mpls map-exp-to-dscp exp exp bit value dsSCp dscp bit value

no

Disables the configured EXP bit value mapping to DSCP bit value from specific [P VRF context.

exp exp_bit_value

Specifies the incoming EXP bit value in MPLS header to which the internal DSCP bit value 0 to 7 (represented
in 8 values) in IP traffic will be mapped.

exp_bit_value is the value of the EXP bit in an MPLS header and must be an integer from 0 through 7.

dscp dscp_bit_value
Maps the DSCP bit value with the incoming EXP bit value in an MPLS header.
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dscp_bit value specifies the value of the DSCP bit values separated in eight groups and represented with
integers between 0 through 7.

The default representation of DSCP value in eight groups is given in the following table:

DSCP Marking Value DSCP Map Group

0-7 0

8-15 1

16-23 2

24-31 3

32-39 4
5
6
7

40-47
48-55

56-63

Usage Guidelines Use this command to map the incoming EXP bit value in MPLS headers to the DSCP bit value in IP traffic.
This mapping determines the QoS and service parameters to which the packet is assigned.

Example
The following command maps the EXP bit value 4 to DSCP value 6 (48 to 55) in IP header:

mpls map-exp-to-dscp exp 4 dscp 6
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CHAPTER 20

ISAKMP Configuration Mode Commands

Modification(s) to an existing ISAKMP policy configuration will not take effect until the related security
association has been cleared. Refer to the clear crypto security-association command described in the Exec
Mode (A-C) Commands chapter for more information.

The ISAKMP Configuration Mode is used to configure Internet Security Association Key Management
Protocol (ISAKMP) policies that are used to define Internet Key Exchange (IKE) security associations (SAs).
Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy _number

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page 1 chapter.

* authentication, on page 233
* encryption, on page 234

* group, on page 235

* hash, on page 236

* lifetime, on page 237

authentication

Product

Privilege

Configures the ISAKMP policy authentication mode.

PDSN
HA
GGSN

Security Administrator, Administrator
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. encryption

Command Modes Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy_number

Syntax Description =~ @uthentication preshared-key
[ default | no ] authentication

default authentication

Restores the default setting of this parameter. This command is enabled by default.

no authentication

Disables the preshared key authentication mode.

preshared-key
Specifies that the policy will be authenticated through the use of the pre-shared key.

Usage Guidelines When the system is configured to use ISAKMP-type crypto maps for establishing IPSec tunnels, this command
is used to indicate that the policy will be authenticated through the use of the pre-shared key configured in
the ISAKMP crypto map.

Example
The following command sets policy authentication mode to use a pre-shared key:

authentication preshared-key

encryption

Configures the encryption protocol to use to protect subsequent IKE SA negotiations.

Product PDSN
HA
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy_number

Syntax Description ~ encryption { 3des-cbc | aes-cbc-128 | aes-cbc-256 | des-cbc }
[ default | no ] encryption

default encryption

Restores the default setting of this parameter.
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Usage Guidelines

group

Product

Privilege

Command Modes

Syntax Description

group .

no encryption

Removes a previously configured encryption type.

3des-chc

Specifies that the encryption protocol is Triple Data Encryption Standard (3DES) in chain block (CBC) mode.

aes-chc-128

Specifies that the encryption protocol is Advanced Encryption Standard (AES) in CBC mode with a 128-bit
key.

aes-chc-256

Specifies that the encryption protocol is Advanced Encryption Standard (AES) in CBC mode with a 256-bit
key.

des-chc

Specifies that the encryption protocol is DES in CBC mode. This is the default setting.

Once the D-H exchange between the system and the security gateway has been successfully completed,
subsequent IKE SA negotiations will be protected using the protocol specified by this command.

Example
The following command sets the IKE encryption method to 3des-cbc:

encryption 3des-cbc

Configures the Oakely group (also known as the Diffie-Hellman [D-H] group) in which the D-H exchange
occurs.

PDSN
HA
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy _number

group { 1 | 2 | 5}
[ default | no ] group
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Usage Guidelines

hash

Product

Privilege

Command Modes

Syntax Description

ISAKMP Configuration Mode Commands |

default group

Restores the default setting of this parameter.

no group

Removes a previously configured group.

{1]2]|5}
Default: 1
Specifies the number of the Oakley group. The following groups are allowed:

* 1: Enables Oakley Group 1 using a 768-bit modp as defined in RFC 2409.
* 2: Enables Oakley Group 2, using a 1024-bit modp as defined in RFC 2409.
* 5: Enables Oakley Group 5, using a 1536-bit modp as defined in RFC 3526.

Specifies the Oakley group that determine the length of the base prime numbers that are used during the key
exchange process.

Example
The following command sets the group to 5 which specifies 1536-bit base prime numbers:

group 5

Configures the IKE hash protocol to use during IKE SA negotiations.

PDSN
HA
GGSN

Security Administrator, Administrator\

Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy _number

hash { md5 | shal }
[ default | no ] hash

default

Restores the default setting of this parameter.

no

Removes a previously configured hash algorithm.
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Usage Guidelines

lifetime

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

lifetime [Jj

md5
Specifies that the hash protocol is Message Digest 5 truncated to 96 bits.

shat

Specifies that the hash protocol is Secure Hash Algorithm-1 truncated to 96 bits. This is the default setting
for this command.

Use this command to configure the hash algorithm used during key negotiation.

Example
Set the hash algorithm to Message-Digest 5 by entering the following command:
hash md5

Configures the lifetime of the IKE Security Association (SA).

PDSN
HA
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > ISAKMP Configuration

configure > context context_name > isakmp policy policy_number

lifetime seconds
default lifetime

default lifetime

Restores the default setting of this parameter.

seconds
Default: 86400

The number of seconds for the SA to live. seconds must be an integer from 60 to 86400.

Use this command to set the time that an ISAKMP SA will be valid. The lifetime is negotiated with the peer
and the lowest configured lifetime duration is used.

Example

The following command sets the SA lifetime to 100 seconds:
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B itetime

lifetime 100

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



Command Modes

|

CHAPTER 21

luPS Service Configuration Mode Commands

The TuPS Service configuration mode is used to define properties for the [uPS service which controls the
[u-PS interface connections to Radio Network Controllers (RNCs) of the UMTS Terrestrial Radio Access
Network (UTRAN).

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Important

\}

The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).

Note From R15.0 onwards, License Control is implemented on all Network Sharing related commands.
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* access-protocol, on page 240

* associate, on page 241

* blacklist-timeout-gtpu-bind-addresses, on page 242
* empty-cr, on page 242

» force-authenticate consecutive-security-failure , on page 243
* gtpu, on page 245

* inter-rnc-procedures, on page 246

* iu-hold-connection, on page 247

* iu-recovery, on page 248

* iu-release-complete-timeout, on page 249

* loss-of-radio-coverage ranap-cause, on page 250

* mbms, on page 251
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* network-sharing cs-ps-coordination, on page 251
» network-sharing failure-code, on page 252

* network-sharing non-shared, on page 254

* network-sharing stop-redirect-reject-cause, on page 254
* plmn, on page 255

* rab-assignment-response-timeout, on page 257

» radio-network-controller, on page 258

» rai-skip-validation , on page 259

« relocation-alloc-timeout, on page 259

» relocation-complete-timeout, on page 260

* reset, on page 261

* rnc, on page 262

* security-mode-complete-timeout, on page 263

* service-request-follow-on, on page 264

* srns-context-response-timeout, on page 265

* tigoc-timeout, on page 265

* tintc-timeout, on page 266

access-protocol

This command configures the access protocol parameters for the IuPS service.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [uPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Syntax Description =~ @ccess-protocol sccp-network sccp net id
no access-protocol sccp-network

Removes a previously configured access protocol value.

sccp-network scep_net _id
Specifies the Signaling Connection Control Part (SCCP) for this IuPS service to use.

scep_net_id must be an integer from 1 to 16.

Usage Guidelines Use this command to configure access protocol parameters for the current IuPS service.
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associate

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

associate .

Example
The following command specifies that the current Iu-PS service should use SCCP 1:

access-protocol sccp-network 1

This command associates a configured DSCP marking template with this IuPS service and associated Iu
interface.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

associate dscp-template downlink dscp template name
no associate dscp-template downlink

no

Removes a previously configured association.

dscp_template_name

Specifies a DSCP marking template that was previously configured with the commands in the DSCP Template
configuration mode.

dscp_template_name- Enter an alphanumeric string of 1 to 64 characters, including dots (.), dashes (-), and
forward slashes (/), to identify a unique instance of a DSCP marking template.

Use this command to associate a specific DSCP marking template with this IuPS service and associated Tu
interface. The DSCP template provides a mechanism for differentiated services code point (DSCP) marking
of control packets and signaling messages at the SGSN's M3UA level on the Tu interface. This DSCP marking
enables the SGSN to perform classifying and managing of network traffic and to determine quality of service
(QoS) for the interface to the IP network.

Example
The following command associates a DSCP marking template named dscptempl with the Tu interface:
associate dscp-template downlink dscptempl

The following command disassociates a previously associated DSCP marking template named
templated with this TuPS service configuration:
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no associate dscp-template downlink

blacklist-timeout-gtpu-bind-addresses

This command specifies the time period that a GTP-U bind address (loopback address) will not be used (is
blacklisted) in RAB-Assignment requests after a RAB assignment request, with that GTP-U bind address,
has been rejected by an RNC with the cause - Unspecified Error. This is a failure at the RNC's GTP-U 1P

interface.
Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [uPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Syntax Description =~ bPlacklist-timeout-gtpu-bind-addresses seconds
default blacklist-timeout-gtpu-bind-addresses
no blacklist-timeout-gtpu-bind-addresses

no

Disables the Blacklisting timeout configuration.

default

Resets the blacklist time to 60 seconds.

seconds
Number of seconds that the GTP-U bind (loopback) address will not be used in a RAB-Assignment request.

seconds : Must be an integer from 1 to 1800.

Usage Guidelines Use this command to configure the blacklist period.

Example
The following command specifies a 15 minutes (460 seconds) blacklist period.

blacklist-timeout-gtpu-bind-addresses 460

empty-cr

This command allows the operator to determine how empty Connection Request messages will be handled.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

force-authenticate consecutive-security-failure .

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

empty-cr procedure reject
[ default | no ] empty-cr procedure reject

default | no

Using either default or no with the command disables the rejection function and returns the system to the
default behavior, which is to ignore receipt of the empty CRs.

Use this command to enable/disable the procedure for handling empty (not containing dataparameters)
Connection Request (CR) messages.

This feature can be used in the following scenario: During 4G to 3G handovers, some Connection Requests
from mobile subscribers might be ignored by the SGSN, even though their UE would display that the WCDMA
was available. The RNC would send an SCCP Connection Request (CR) over the Iu interface to the SGSN.
Normally, this message contains a RANAP message and GMM, but according to 3GPP and ITU Q.713
standards, it is permissible to send an SCCP CR without any data parameters. In such a situation, normally
the SGSN would ignore these SCCP CR messages, because without these data parameters the SGSN would
be unable to derive the DeMux key which is the basis for determining the Session Manager instance to be
used for a subscriber. Using this feature allows the SGSN to send a Reject to the mobile subscriber when an
"empty" SCCP CR is sent from their UE.

Fields have been added to the output of the following CLI show commands to track the receipt and rejection
of Connect Request (CR) messages:

* show gmm-sm statistics
* show gmm-sm statistics verbose

Example

The following command enables the empty CR handling procedure:
empty-cr procedure reject

The following command disables the empty CR handling procedure:

default empty-cr procedure reject

force-authenticate consecutive-security-failure

Disable/enable authentication when the MS/UE security fails and configures the procedures and frequency
for authentication
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. force-authenticate consecutive-security-failure

Product

Privilege

Command Modes

Syntax Description

SGSN
Security Administrator, Administrator, Operator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

force-authenticate consecutive-security-failure { inter-sgsn-rau |
local-messages count frequency | non-local-messages count frequency }
[ default | no ] force-authenticate consecutive-security-failure {
inter-sgsn-rau | local-messages | non-local-messages }

default

Resets the values to defaults. Forced authentication is enabled for all the types of event procedures with the
default values for determining frequency for authentication.

no

Disables the specified authentication configuration.

inter-sgsn-rau
Default: enabled
Enables/disables authentication for inter-SGSN RAU.

The SGSN does not remember previous inter-SGSN-RAU failures for a P-TMSI/RAI because the SGSN
clears all contexts on the occurrence of an inter-SGSN-RAU security failure. So the next inter-SGSN-RAU
can only be authenticated forcefully if it comes before the previous context is cleared. This type of forced
authentication is enabled by default because this type of failure is fairly common.

local-messages count frequency
Default: 5

Enables/ disables authentication for local messages (such as local RAUs, Service Requests, Detach Requests,
etc) . Consecutive security failures is fairly rare for local messages so the default count frequency is fairly
high, 5. Setting the count frequency enables the feature and sets the number of consecurity local message
security failures that must occur prior t o authentication being forced.

frequency: Enter an integer from 1 to 10.

non-local-messages count count
Default: 1

Enables/ disables authentication for non-local messages (such as inter-RAT RAUs and all types of attaches)
. Consecutive security failures for non-local messages is fairly common so the default count frequency is 1.

Setting the count frequency enables the feature and sets the number of consecurity non-local message security
failures that must occur prior t o authentication being forced.
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Usage Guidelines

gtpu

Product

Privilege

Command Modes

Syntax Description

gtpu .

frequency: Enter an integer from 1 to 10.

GMM authentication is optional for UMTS. When GMM authentication is skipped, the SGSN and the MS
continue to re-use the latest keys exchanged during the most recent GMM authentication procedure. This can
result in the SGSN and the MS going out of sync with the CK and IK currently in use. If a mismatch occurs
when the MS continues to use the correct parameters (e.g., cksn or P-TMSI signature) in the next Iu and if
the SGSN skips authentication on the Iu, then, usually, the security mode will timeout or be rejected because
the MS will not be able to decipher or perform an integrity check on the network messages. This scenario
results in a lot of useless signaling in the network. This command allows the operator to enable a forced GMM
authentication that will either resolve this type of problem or avoid it. As well, the operator can configure a
frequency of authentication that best meets their needs.

Example
The following command enables forced authentication after every 3rd local message security failure:

force-authenticate consecutive-security-failure local-messages count 3

This commands configures parameters for the GTP user (GTP-U) dataplane.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [uPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

gtpu { bind ip addr | echo-interval seconds | max-retransmissions number

retransmission-timeout seconds | sync-echo-with-peer }

no gtpu { bind address ip addr | echo-interval | max-retransmissions |

retransmission-timeout | sync-echo-with-peer }

default gtpu { echo-interval | max-retransmissions | retransmission-timeout
| sync-echo-with-peer }

no

Removes the configured parameter value.

default

Sets the specified parameter to its default setting.

bind address ip_addr
This command binds the specified IP address to the Iu-PS GTP-U endpoint.
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Usage Guidelines

luPS Service Configuration Mode Commands |

ip_addr: Must be an IP v4 IP address in dotted decimal notation.

echo-interval seconds

Default: 60

Configures the rate, in seconds, at which GTP-U echo packets are sent to the UTRAN over the Iu-PS interface.
seconds : Must be an integer from 60 through 3600.

max-retransmissions number
Default: 5
Configures the maximum number of transmission retries for GTP-U packets.

number : Must be an integer from 0 through 15.

retransmission-timeout seconds
Default: 5
Configures the retransmission timeout for GTPU packets in seconds.

seconds : Must be an integer from 1 through 20.

sync-echo-with-peer
This keyword is applicable to the SGSN only.

This keyword enables the SGSN to synchronize path management procedures with the peer after a GTP service
restart recovery.

After GTP service recovery, the SGSN restarts the timers for GTP echo transmission, hence a drift in echo
request transmission time (from the pre-recovery time) can occur causing the SGSN to be out of sync with
the peer. By using this keyword, when the SGSN receives the first Echo Request (GTPC or GTPU) from the
peer after the GTP service restart, in addition to replying with an ECHO Response, the SGSN transmits an
ECHO Request to the peer and the SGSN restarts the timers associated with the path management procedures.
This causes the path management procedure at SGSN to synchronize with the peer node.

Default: Enabled

Use this command to configure GTP-U parameters for the [u-PS interface.

Example

The following command binds the IP address 192.168.0.10 to the [u-PS interface for communication
with the UTRAN:

gtpu bind address 192.168.0.10

inter-rnc-procedures

This command enables the processing of SRNS relocation when the source RNC is behaving as the target
RNC
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Product

Command Modes

Syntax Description

Usage Guidelines

iu-hold-connection .

SGSN
Insert product and tag this paragraph appropriately.

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

[ no ] inter-rnc-procedures [ source-rnc-as-target-rnc |
use-old-location-info ]

no

Disables SRNS relocation when the source RNC is behaving as the target RNC. This is the default behavior.

source-rnc-as-target-rnc

Configures the SGSN to complete SRNS relocation when the source RNC is behaving as the target RNC. For
example, in the case of a Femtocell-to-Femtocell handoff - the femtocell gateway may act both as the source
and target RNC to the femtocells, although from the SGSN's perspective it is the same RNC.

use-old-location-info
Selects and uses the old values of LAC, RAC and SAC for S-CDRs and ULI information sent to the GGSN
during an intra-SRNS procedure.

Use this command to enable/disable SRNS relocation when the source RNC is behaving as the target RNC.

Example

Enter this command to enable SRNS relocation for those scenarios where the source RNC is behaving
as the target RNC.

inter-rnc-procedures source-rnc-as-target-rnc

iu-hold-connection

Product

Privilege

Command Modes

Defines the type and duration of the Iu hold connection.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#
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Syntax Description iu-hold-connection [ always | requested-by-ms ] [ hold-time seconds ]
default iu-hold-connection
no iu-hold-connection

default

Resets the Iu hold connection parameters to requested-by-ms and 100 second duration.

no

Removes the configuration information for the specified Iu hold connection parameter.

always

Specifies that there is always to be an Iu hold connection procedure.

requested-by-ms
Specifies that there is only an Iu hold connection procedure if requested by the MS/UE.

This is the default setting for Iu-hold-connection.

hold-time time
This variable configures the interval (in seconds) that the SGSN holds the Tu connection.
time: must be an integer from 1 to 3600.

time: must be an integer from 10 to 3600.

|

Important It is recommended to use a minimum value of "10" seconds. If a value less than "10" seconds is used, more
collisions may be observed. If the minimum value of "1" is set, after a re-load, INTRA-RAU (with unknown
ptmsi, old-rai known) will be released in "1" second if the Identity Rsp does not come within "1" second.

Default is 100.

Usage Guidelines Define the amount of time the Iu connection will be held open.

Example
Instruct the SGSN to hold the Tu connection open for 120 seconds

iu-hold-connection always hold-time 120

iu-recovery

| A

Important  This command has been deprecated and is no longer available.
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Product

Command Modes

iu-release-complete-timeout .

SGSN

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Iu-release-complete-timeout

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the SGSN's timer for waiting for an Tu Release Complete message from the RNC.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

iu-release-complete-timeout time
default iu-release-complete-timeout

default

Resets the timer to its default setting.

time

This variable defines the amount of time (in seconds) that the SGSN waits to receive an 'Tu Release Complete'
message from the RNC.

Default: 10.

time: Must be an integer from 1 to 60.

Configure the number of seconds that the SGSN waits to receive the Iu Release Complete message.

Example
Set the SGSN to wait 20 seconds for Tu-Release-Complete:

iu-release-complete-timeout 20
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. loss-of-radio-coverage ranap-cause

loss-of-radio-coverage ranap-cause

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command sets the detection cause included in the Tu Release message. This command is unique to releases
9.0 and higher.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

loss-or-radio-coverage ranap-cause cause number
default loss-of-radio-coverage ranap-cause

default

This keyword resets the configuration to the default cause ID number.

ranap-cause cause_number

This number identifies the reason the SGSN has detected, from Iu Release messages, for the loss of radio
coverage (LORC). This value is included in the IE messages the SGSN sends to either the GGSN or the GGSN
and the peer SGSN to indicate LORC state. The range of reasons is a part of the set defined by 3GPP 25413.

cause_number : Must be an integer from 1 to 512.

Default: 46 (MS/UE radio connection lost)

By defining a cause code, the SGSN knows to detect the LORC state of the mobile from Iu Release messages
it receives for the subscriber. This configuration also instructs the SGSN to include the defined cause code
for the LORC state in the IE portion of various messages sent to the GGSN and optionally the peer SGSN.

This command is one of the two commands required to enable the SGSN to work with the GGSN and,
optionally the peer SGSN, to implement the Overcharging Protection feature (see the SGIN Overview in the
SGSN Administration Guide for feature details. The other command needed to implement the Overcharging
Protection feature is the gtp private extension command explained in the SGSN APN Policy Configuration
Mode chapter of the Command Line Interface Reference.

Example

Use the following command to set the cause code to indicate that there are no radio resources available
in the target cell, cause 53.

loss-or-radio-coverage ranap-cause 53
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mbms

mbms .

This command is in development for future use so the command and keywords that you might see are not
currently supported.

network-sharing cs-ps-coordination

|

Enables/disables the SGSN service to perform a CS-PS coordination check.

Important

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

With the release of 15.0, both 2G and 3G MOCN functionality is license controlled and the license is required
to use all previously available network sharing SGSN configuration commands. For additional information,
contact your Cisco Account Representative.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [uPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#
network-sharing cs-ps-coordination [ homer | roamer ]

default network-sharing cs-ps-coordination
no network-sharing cs-ps-coordination

default

Including this keyword resets the SGSN service to allow the check to be performed.

no

Disables this CS-PS coordination checking for this ITuPS service.

homer

Enables checking for CS-PS co-ordination for homers (UEs registered in the home network) only.

roamer

Enables checking for CS-PS co-ordination for roamers (UEs from outside the home network) only.

Use this command to facilitate the network sharing functionality. With this command, the SGSN can be
instructed to perform a check to determine if CS-PS coordination is needed.
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. network-sharing failure-code

3GPP TS 25.231 section 4.2.5 describes the functionality of the SGSN to handle CS-PS
(circuit-switching/packet-switching) coordination for attached networks not having a Gs-interface. In compliance
with the standard, the SGSN rejects an Attach in a MOCN configuration with cause 'CS-PS coordination
required', after learning the IMSI, to facilitate the RNC choosing the same operator for both CS and PS
domains.

Example
Use the following syntax to disable the CS-PS coordination check:
no network-sharing cs-ps-coordination

Use the following command to enable the CS-PS coordination check only for UEs from outside the
home network:

no network-sharing cs-ps-coordination roamer

network-sharing failure-code

| A

Configure the reject cause code to included in network-sharing Reject messages.

Important

Product

Privilege

Command Modes

Syntax Description

With the release of 15.0, both 2G and 3G MOCN functionality is now license controlled and the license is
required to use all previously available network sharing SGSN configuration commands. For additional
information, contact your Cisco Account Representative.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

network-sharing failure railure code
default network-sharing failure

default
Resets the SGSN service to use the default cause code,14 (GPRS services not allowed in this PLMN).

failure_code

Enter one of the GMM failure cause codes listed below (from section 10.5.5.14 of the 3GPP TS 124.008
v7.2.0 R7):

2 - IMSI unknown in HLR
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network-sharing failure-code .

* 3 - Illegal MS

* 6 - lllegal ME

* 7 - GPRS services not allowed

* 8 - GPRS services and non-GPRS services not allowed
* 9 - MSID cannot be derived by the network

* 10 - Implicitly detached

* 11 - PLMN not allowed

* 12 - Location Area not allowed

* 13 - Roaming not allowed in this location area

* 14 - GPRS services not allowed in this PLMN

* 15 - No Suitable Cells In Location Area

* 16 -MSC temporarily not reachable

* 17 - Network failure

* 20 - MAC failure

* 21 - Synch failure

* 22 - Congestion

* 23 - GSM authentication unacceptable

* 40 - No PDP context activated

* 48 to 63 - retry upon entry into a new cell

* 95 - Semantically incorrect message

* 96 - Invalid mandatory information

* 97 - Message type non-existent or not implemented

* 98 - Message type not compatible with state

* 99 - Information element non-existent or not implemented
* 100 - Conditional IE error

* 101 - Message not compatible with the protocol state

* 111 - Protocol error, unspecified

Usage Guidelines Use this command to determine which failure code will be included in Reject messages sent by the SGSN
when there is a network-sharing failure.
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. network-sharing non-shared

Example

Use the following syntax to indicate that roaming is not allowed (#13) as the cause for the
network-sharing failure:

network-sharing failure 13

network-sharing non-shared

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command allows non-shared area access when network-sharing is enabled.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

network-sharing non-shared
[ default | no ] network-sharing non-shared

default
Resets the default to disable non-shared access.
When non-shared area access is enabled, the SGSN sends the selected-plmn value in Attach/RAU accept if

LAI is having one of the selected-plmn and "selected-plmn" or "Redirect-attempt flag" IEs are not included
in the request message.

Example
Disable non-shared area access if it has already been configured:

no network-sharing non-shared

network-sharing stop-redirect-reject-cause

Product

Enables the operator to disable the default behavior which sends Redirection Indication IE in RANAP Reject
messages when reject is due to GMM cause #17 (network failure) related to System Failure or Unexpected
Data value MAP errors from the HLR. This change of the default behavior would only be applicable to 3G
Roamers.

SGSN
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Privilege

Command Modes

Syntax Description

Usage Guidelines

pimn

Product

Privilege

Command Modes

plmn .

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

network-sharing stop-redirect-reject-cause network-failure
{ default | no } network-sharing stop-redirect-reject-cause

default

Instructs the SGSN to use the default behavior and send redirect indication in Attach Reject or RAU Reject
if reject is due to GMM cause 'network failure' which resulted from one of the MAP errors unexpected data
value or system failure.

no

Disables this function and returns to the default behavior.

With this command, the operator would change the SGSN's default behavior (complies with 3GPP Release
11) for roaming subscribers and send Redirection Complete IE in Attach and RAU Reject messages when the
reject is due to GMM cause #17 (network failure) in response to receiving System Failure or Unexpected
Data value MAP errors from the HLR

Example
Configure the SGSN to send Redirect Indication IE in RANAP reject messages:

default network-sharing stop-redirect-reject-cause

Configures the PLMN (public land mobile network) related parameters for the TuPS service. This command
is appicable to releases 8.1 and higher.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#
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Syntax Description

|
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plmn id mcc mcc num mnc mnc num [ network-sharing common-plmn mcc mcc num mnc
mnc_num [ plmn—list mCcC mcc num MNC mnc num [ mCcC mcc num mnc mncﬁnum'l' ] ] ]
no plmn id

no

Removes the PLMN ID from the configuration.

id
Creates a PLMN configuration instance based on the PLMN ID (comprised of the MCC and MNC). In
accordance with TS 25.413, the SGSN supports up to 32 PLMN configurations for shared networks.

mcc mec_num
Specifies the mobile country code (MCC) portion of the PLMN's identifier.
mcc_num: The PLMN MCC identifier and can be configured to any integer value between 100 and 999.

mnc mnc_num
Specifies the mobile network code (MNC) portion of the PLMN's identifier.

mnc_num: The PLMN MNC identifier and can be configured to any 2-digit or 3-digit value between 00 and
999.

network-sharing common-plmn mec mec_num mne mnc_num

When network sharing is employed, this set of keywords is required to define the PLMN Id of the common
PLMN. The common PLMN is usually not the same as the local PLMN.

Important

Usage Guidelines

With the release of 15.0, both 2G and 3G MOCN functionality is now license controlled and the license is
required to use all previously available network sharing SGSN configuration commands. For additional
information, contact your Cisco Account Representative.

plmn-list mcc mecc_num mnc mnc_num

When network sharing is employed and more than two PLMNs are available, then use the plmn-list keyword
to begin a list of all additional PLMNSs.

Use this command to configure the PLMN associated with the SGSN. There can only be one PLMN associated
with an SGSN unless one of the following features is enabled and configured: network sharing or multiple
PLMN.

For network sharing, use of the networ k-sharing keywords make it possible to identify more than one PLMN.
Including the PLMN identified initially. None have precedence. They are all treated equally but they must
each be unique. In a MOCN configuration, the PLMN list will not be used as there would only be one local
PLMN.

For multiple PLMN support, the SGSN can support up to 8 Iu-PS configurations for PLMNs. These [u-PS
service configurations must be associated with the SGSN via the ran-protocol command in the SGSN Service
configuration mode.
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rab-assignment-response-timeout .

Example

Use the following command to identify a PLMN by the MCC 313 and MNC 23 and instruct the
SGSN to perform network sharing with a single common PLMN identified by MCC 404 and MNC
123:

plmn id mcc 313 mnc 23 network-sharing common-plmn mcc 404 mnc 123

rab-assignment-response-timeout

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the RAB assignment timer.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

rab-assignment-response-timeout time
default rab-assignment-response-timeout

default

Resets the timer to its default setting.

time

This variable configures the amount of time (in seconds) that the SGSN waits to receive a RAB assignment
from the RNC.

time: must be an integer from 1 to 60.

Default: 8.

This command defines time the SGSN waits for the completion of the RAB assignment procedure.

Example
Change the timer setting to 11 seconds.

rab-assignment-response-timeout 11
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radio-network-controller

This command creates an instance of an RNC configuration to associate with the TuPS service for the SGSN.
This command is only available in release 8.0; use the rnc command for releases 8.1 and higher.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IuPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-iups-service)#

Syntax Description radio-network-controller id rnc id mCc mcc_num MNC mnc_num
no radio-network-controller id rnc id mcc mcc_num MNC mnc_num

no

Removes the configuration information for the specified RNC.

id rnc_id
Define the instance number of the RNC configuration.

rnc_id : Must be an integer from 0 to 4095.

mcc mcc_num
Specifies the mobile country code (MCC).

mcc_num : Must be an integer between 100 and 999.

mnc mnc_num
Specifies the mobile network code (MNC).

mnc_num : Must be an integer between 00 and 999.

Usage Guidelines Use this command to configure information for the IuPS service to use to contact specific RNCs.

This command also provides access to the RNC configuration mode.

Example

The following command creates or accesses RNC configuration instance #1 with MCC of 131 and
MNC of 22:

radio-network-controller id 1 mcc 131 mnc 22
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rai-skip-validation .

rai-skip-validation

Enable or disable if validation checks are done to verify the MCC and MNC fields received in the old RAI
IE in Attach/RAU Requests.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [uPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Disables skipping the validation of the old RAI MCC/MNC fields and enables the default behavior to validate.

Usage Guidelines This command configures the SGSN to enable or disable rejection of RAU requests with invalid MCC/MNC
values in the old RAI field. By default, this configuration is disabled allowing the default behavior to validate
the old RAI MCC/MNC fields.

This command also impacts the PTMSI attaches where the old RAI field is invalid. If the OLD RAI field is
invalid and if the validation is enabled, the identity of the MS is requested directly from the MS instead of
the peer SGSN.

Validation checks are done per 3GPP TS 24.008 for the MCC/MNC fields of the old RAI IE in Attach/RAU
Requests. RAU requests with invalid MCC/MNC values in the old RAI field are rejected. For Attach requests
with invalid MCC/MNC values in the old RAI field, the identity of the MS is retrieved directly from the MS
instead of sending an identity request to the peer Node where the MS identity is derived from the valid old-RAL

Example

Use this command to configure rejection of RAU requests with invalid MCC/MNC values in the old
RAI field:

no rai-skip-validation

relocation-alloc-timeout

This command defines the amount of time the SGSN waits for a Relocation Request message.

Product SGSN

Privilege Security Administrator, Administrator
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. relocation-complete-timeout

Command Modes

Syntax Description

Usage Guidelines

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

relocation-alloc-timeout timeout value
default relocation-alloc-timeout

default

Resets the configuration to a 5 second wait time.

timeout_value

Time in seconds that the SGSN waits to receive a Relocation Request message.

timeout_value : Must be an integer from 1 to 60.

Default : 5 seconds.

Use this command to configure the number of seconds the SGSN will wait for a Relocation Request message

to be received. This timeout needs to be set with sufficient time so that SRNS procedure aborts can be avoided
if the peer fails to respond in a timely fashion in the case of a hard handoff.

Example
The following command sets the wait time to 10 seconds.

relocation-alloc-timeout 10

relocation-complete-timeout

Product

Privilege

Command Modes

Syntax Description

This command specifies the maximum time for the SGSN to wait for a Relocation Completion from the core
network.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

relocation-complete-timeout timeout value
default relocation-complete-timeout
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Usage Guidelines

reset

Product

Privilege

Command Modes

Syntax Description

reset .

default

Resets the configuration to a 5 second wait time.

timeout_value

Time in seconds that the SGSN waits for relocation to be completed.

timeout_value : Must be an integer from 1 to 60.

Default : 5 seconds.

Use this command to configure the number of seconds the SGSN will wait for a relocation to be completed.

This timeout needs to be set with sufficient time so that SRNS procedure aborts can be avoided if the peer
fails to respond in a timely fashion in the case of a hard handoff.

Example
The following command sets the wait time for 10 seconds.

relocation-complete-timeout 10

Defines the configuration specific to the RESET procedure.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [uPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-iups-service)#

reset { ack-timeout time | guard-timeout time | max-retransmissions retries
| sgsn-initiated }

default reset { ack-timeout | guard-timeout | max-retransmissions |

sgsn-initiated }

no reset sgsn-initiated

default

Returns to the default settings for the Reset procedure.

no

Removes the SGSN-initiated reset procedure from the configuration.
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. rnc

ack-timeout time

Configures the interval (in seconds) for which the SGSN waits for RESET-ACK from the RNC.
time must be an integer from 5 to 60.

Default: 20.

guard-timeout
Configures the interval (in seconds) after which the SGSN sends RESET-ACK to the RNC.
time must be an integer from 5 to 60.

Default : 10

max-retransmissions

Configures maximum retries for RESET message.
retries must be an integer from 0 to 2.

Default: 1.

sgsn-initiated
Enables SGSN initiated RESET procedure.
Default: disabled.

Usage Guidelines Configures the parameters that determine a RESET.

Example
Use the following to have the SGSN initiate the RESET procedure:

reset sgsn-initiated

e

This command creates or accesses an instance of an RNC (radio network controller) configuration.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > IuPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Syntax Description ~ rnc id rnc id
no rnc id rnc id
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Usage Guidelines

security-mode-complete-timeout .

no

Removes the configuration information for the specified RNC.

id rnc_id

Set the identification number of the RNC configuration instance.

rnc_id : Must be an integer from 0 to 4095 for 8.1 releases. Must be an integer from 0 to 65535 for releases
9.0 and higher.

Use this command to configure information for the IuPS service to use to contact specific RNCs.

This command also provides access to the RNC configuration mode.

Example
The following command creates an RNC configuration instance #3442:

rnc id 3442

security-mode-complete-timeout

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command configures the security mode timer.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [uPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-ctx-iups-service)#

security-mode-complete-timeout time
default security-mode-complete-timeout

default

Resets the timer configuration to the default settings.

time

Configures the interval (in seconds) the SGSN waits for the security mode from the MS to complete.
time must be an integer from 1 to 60.

Default is 5

Use this command to configure the timer that determines how long the SGSN waits for a Security Mode
Complete message from the MS (mobile station).
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. service-request-follow-on

Example
Instruct the SGSN to wait 7 seconds:

security-mode-complete-timeout 7

service-request-follow-on

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Instructs the SGSN not to release an Iu immediately.
SGSN
Administrator

Exec > Global Configuration > Context Configuration > IuPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

[ default | no ] service-request-follow-on

default

Resets the configuration to the default, this function is enabled.

no

Disables this function so that Iu is released without waiting for the Tu-Hold-Timer to expire.

For an Iu established as the result of a Service Request (signaling), the SGSN, by default, waits for the
Tu-Hold-Timer to expire.

Use this command with the 'no' prefix to disable this function.

Use this command with the 'default' prefix or without any prefix if the configuration was modified previously
with by no service-request-follow-on.

Example

Disable this function to wait for the Tu-Hold-Timer to expire:
no service-request-follow-on

Enable this function if it was previously disabled:

service-request-follow-on

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



| luPS Service Configuration Mode Commands
srns-context-response-timeout .

srns-context-response-timeout

This command configures the SGSN context response timer.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [uPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

Syntax Description srns-context-response-timeout time
default srns-context-response-timeout

default

Resets the timer configuration to the default setting.

time
Configures the interval (in seconds) for which the SGSN waits for an SRNS Context Request message.
time must be an integer from 1 to 60.

Default: 5.

Usage Guidelines Configures the time to wait before the SGSN sends a response to the SRNS Context-Request message.

Example
Configure the SGSN to wait 7 seconds for an SRNS Context-Request response:

srns-context-response-timeout 7

tigoc-timeout

This command configures the TigOc interval.

Product SGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > [uPS Service Configuration

configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines
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[context name]lhost name(config-ctx-iups-service)#

tigoc-timeout time
default tigoc-timeout

default

Resets the timer configuration to the default setting.

time

This command sets the time in seconds.
time : Must be an integer from 1 to 60.
Default: 5.

Define the amount of time that the SGSN ignores any overload messages for TigOc interval after receiving
one overload message from the RNC.

Example
Use the following command to change the default TigOc interval to 4 seconds:

tigoc-timeout 4

tintc-timeout

Product

Privilege

Command Modes

Syntax Description

This command configures the TinTc interval..
SGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > [uPS Service Configuration
configure > context context_name > iups-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-ctx-iups-service)#

tintc-timeout time
default tintc-timeout

default

Resets the timer configuration to the default setting.

time
Set the number of seconds to wait.

time : Must be an integer from 1 to 60.
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Default: 30.

Usage Guidelines Define 4 as the number of seconds that the SGSN waits before decrementing (by one) the traffic level of the
RNC.

Example

tintc-timeout 4
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Command Modes

CHAPTER 22

LAC Service Configuration Mode Commands

The LAC Service Configuration Mode is used to create and manage L2TP services within contexts on the
system. L2TP Access Concentrator (LAC) services facilitate tunneling to peer L2TP Network Servers (LNSs).
Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* allow, on page 270

* bind, on page 271

+ data sequence-number, on page 272

* default, on page 273

* hide-attributes, on page 275

* keepalive-interval, on page 276

* load-balancing, on page 277

* local-receive-window, on page 278

* max-retransmission, on page 278

* max-session-per-tunnel, on page 279

» max-tunnel-challenge-length, on page 280
» max-tunnels, on page 281

* peer-Ins, on page 281

* proxy-lcp-authentication, on page 283

* retransmission-timeout-first, on page 284
* retransmission-timeout-max, on page 285
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allow

Product

Privilege

Command Modes

Syntax Description

LAC Service Configuration Mode Commands |

* single-port-mode, on page 285

* snoop framed-ip-address, on page 286
* trap, on page 287

» tunnel selection-key, on page 288

« tunnel-authentication, on page 289

This command configure the system to allow different attributes in the LAC Hostname Attribute Value Pair
(AVP) and Called-Number AVP for L2TP messages exchanged between LAC and LNS.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#

allow { aaa-assigned-hostname | called-number value apn | calling-number
value imsi }

default allow { aaa-assigned-hostname | called-number value apn }
no allow { aaa-assigned-hostname | called-number value apn | calling-number

}

Disable the configured attribute and returns to the behavior that uses the LAC-Service name as the HostName
AVP.

aaa-assigned-hostname

When enabled if AAA assigns a valid Tunnel-Client-Auth-ID attribute for the tunnel, it is used as the HostName
AVP in the L2TP tunnel setup message.

This keyword works in conjunction with the local-hostname hostname keyword applied via the tunnel 12tp
command in APN Configuration mode.

When Tunnel parameters are not received from the RADIUS Server, Tunnel parameters configured in an
APN are considered for the LNS peer selection. When APN configuration is selected, the local-hostname
configured with the tunnel [2tp command in the APN for the LNS peer will be used as an LAC Hostname.
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| A

bind [

called-number value apn

Configures the system to send the APN name in the Called-Number AVP as a part of ICRQ message sent to
the LNS. If this keyword is not configured, Called-Number AVP will not be included in ICRQ message sent
to the LNS.

calling-number value imsi

Configures the system to allow the IMSI to be used as Calling-Number as a part of ICRQ message sent to the
LNS. If this keyword is not configured, then MSISDN will be used as Calling-Number.

Important

Usage Guidelines

bind

Product

Privilege

Command Modes

This is a customer-specific keyword available for PDSN. Please contact your local Cisco sales representative
for more information.

Use this command to configure the attribute for the HostName AVP for L2TP messages exchanged between
LAC and LNS.

LAC Hostname will be different for the subscribers corresponding to the different corporate APNs. In the
absence of a AAA assigned HostName, the LAC-Service name is used as HostName. By default the
LAC-Service name is used as the HostName AVP.

Example

The following command enables the use of the value of Tunnel-Client-Auth-ID attribute for the
HostName AVP:

allow aaa-assigned-hostname

Use the following command to reset the behavior so that the LAC-Service uses the LAC-Service
name as the HostName AVP:

no allow aaa-assigned-hostname

This command assigns a local end point address to the LAC service in the current context.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines

data seque

Product

Privilege

Command Modes

LAC Service Configuration Mode Commands |

[context name]lhost name(config-lac-service)#

bind ip address [ max-subscribers ]
no bind ip address

no

Unassign, or unbind, the local end point to the LAC service.

ip_address

This must be a valid IP address entered using IPv4 dotted-decimal notation.

max-subscribers
The maximum number of subscribers that can use the endpoint for this LAC service. Must be an integer from

1 to 2500000.

Use this command to bind a local end point IP address to the LAC service.

Example

The following command binds the local end point IP address 10.10.10.100 to the LAC service in the
current context:

bind 10.10.10.100
The following command removes the binding of the local end point to the LAC service:

no bind

nce-number

Enables data sequence numbering for sessions that use the current LAC service. Data sequence numbering is
enabled by default.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#
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Syntax Description

Usage Guidelines

default

Product

Privilege

Command Modes

Syntax Description

default .

[ no ] data sequence-number

no
Disables data sequence numbering for sessions.
An L2TP data packet header has an optional data sequence numbers field. The data sequence number may be

used to ensure ordered delivery of data packets. This command is used to re-enable or disable the use of the
data sequence numbers for data packets.

Example

Use the following command to disable the use of data sequence numbering:
no data sequence-number

Use the following command to re-enable data sequence numbering:

data sequence-number

This command sets the specified LAC service parameter to its default value or setting.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

default { data sequence-number | hide-attributes | keepalive-interval |
load-balancing | local-receive-window | max-retransmission |
max-session-per-tunnel | max-tunnel-challenge-length | max-tunnels |

proxy-lcp-authentication | retransmission-timeout-first |
retransmission-timeout-max | trap all | tunnel-authentication }

data sequence-number

Enables data sequence numbering for sessions.
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Usage Guidelines

LAC Service Configuration Mode Commands |

hide-attributes

Disables hiding attributes in control messages sent from the LAC to the LNS.

keepalive-interval

Sets the interval for send L2TP Hello keepalive if there is no control or data transactions to the default value
of 60 seconds.

load-balancing

Sets the load balancing algorithm to be used when many LNS peers have been configured to the default of
round robin.

local-receive-window

Sets the window size to be used for the local side for the reliable control transport to the default of 16.

max-retransmission

Sets the maximum number of retransmissions to the default of 5.

max-session-per-tunnel

Sets the maximum number of sessions per tunnel at any point in time to the default of 512.

max-tunnel-challenge-length

Sets the maximum length of the tunnel challenge to the default of 16 bytes.

max-tunnels

Sets the maximum number of tunnels for this service to the default of 32000.

proxy-lcp-authentication

Sets sending of proxy LCP authentication parameters to the LNS to the default state of enabled.

retransmission-timeout-first

Sets the first retransmit interval to the default of 1 second.

retransmission-timeout-max

Sets the maximum retransmit interval to the default of 8 seconds.

trap all
Generates all supported SNMP traps.

tunnel-authentication

Sets tunnel authentication to the default state of enabled.

Use the default command to set LAC service parameters to their default states.
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hide-attributes .

Example
Use the following command to set the keep alive interval to the default value of 60 seconds:

default
keepalive-interval

Use the following command to set the maximum number of sessions per tunnel to the default value
of 512:

default max-session-per-tunnel

hide-attributes

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Enables hiding certain attributes (such as proxy-auth-name and proxy-auth-rsp) in control messages sent from
the LAC to the LNS. The LAC hides such attributes only if tunnel authentication is enabled between the LAC
and the LNS.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#

[ no ] hide-attributes

no

Disable hiding attributes.

Use this command to hide certain attributes from control messages when tunnel authentication is enabled
between the LAC and the LNS.

Example

The following command enables hiding attributes:

hide-attributes
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keepalive-interval

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command specifies the amount of time to wait before sending a Hello keep alive message.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

keepalive-interval seconds
no keepalive-interval

no

Disables the generation of Hello keepalive messages on the tunnel.

seconds
Default: 60

The number of seconds to wait before sending a Hello keepalive message. The number can be configured to
an integer from 30 to 2147483648.

Use this command to set the amount of time to wait before sending a Hello keepalive message or disable the
generation of Hello keep alive messages completely. A keepalive mechanism is employed by L2TP in order
to differentiate tunnel outages from extended periods of no control or data activity on a tunnel. This is
accomplished by injecting Hello control messages after a specified period of time has elapsed since the last
data or control message was received on a tunnel. As for any other control message, if the Hello message is
not reliably delivered then the tunnel is declared down and is reset. The transport reset mechanism along with
the injection of Hello messages ensures that a connectivity failure between the LNS and the LAC is detected
at both ends of a tunnel.

Example

Use the following command to set the Hello keepalive message interval to 120 seconds:
keepalive-interval 120

Use the following command to disable the generation of Hello keepalive messages:

no keepalive-interval
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load-balancing .

load-balancing

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures how LNSs are selected for this LAC service.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

load-balancing { balanced | prioritized | random }

balanced

LNS selection is made without regard to prioritization, but in a sequential order that balances the load across
the total number of LNS nodes available.

prioritized

LNS selection is made based on the priority assigned in the Tunnel-Preference attribute. An example of this
method is three LNS nodes, with preferences of 1, 2, and 3 respectively. In this example, the RADIUS server
always tries the tunnel with a preference of 1 before using any of the other LNS nodes.

random
Default: Enabled
LNS selection is random in order, wherein the RADIUS server does not use the Tunnel-Preference attribute

in determining which LNS to select.

Use this command to configure the load-balancing algorithm that defines how the LNS node is selected by
the LAC when there are multiple peer LNSs configured in the LAC service.

Example
The following command sets the LAC service to connect to LNSs in a sequential order;
load-balancing balanced

The following command sets the LAC service to connect to LNSs according to the priority assigned
through the Tunnel-Preference attribute:

load-balancing prioritized
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local-receive-window

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Specifies the number of control messages the remote peer LNS can send before waiting for an
acknowledgement.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

local-receive-window integer

integer
Default: 4
Specifies the number of control messages to send before waiting for an acknowledgement. The number can

be configured to an integer from 1 to 256.

Use this command to set the size of the control message receive window being offered to the remote peer
LNS. The remote peer LNS may send the specified number of control messages before it must wait for an
acknowledgment.

Example
The following command sets the local receive window to 10 control messages:

local-receive-window 10

max-retransmission

Product

Sets the maximum number of retransmissions of a control message to a peer before the tunnel and all sessions
within it are cleared.

GGSN
PDSN
P-GW
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Privilege

Command Modes

Syntax Description

Usage Guidelines

max-session-per-tunnel .

SAEGW
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

max-retransmission integer

integer
Default: 5

Specifies the maximum number of retransmissions of a control message to a peer. This value must be an
integer from1 through 10.

Each tunnel maintains a queue of control messages to be transmitted to its peer. After a period of time passes
without acknowledgement, a message is retransmitted. Each subsequent retransmission of a message employs
an exponential backoff interval. For example; if the first retransmission occurs after 1 second, the next
retransmission occurs after 2 seconds has elapsed, then the next after 4 seconds. If no peer response is detected
after the number of retransmissions set by this command, the tunnel and all sessions within are cleared.

Use this command to set the maximum number of retransmissions that the LAC service sends before closing
the tunnel and all sessions within. it.

Example

The following command sets the maximum number of retransmissions of a control message to a peer
to 7:

max-retransmissions 7

max-session-per-tunnel

Product

Privilege

Command Modes

Sets the maximum number of sessions that can be facilitated by a single a tunnel at any time.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name
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Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

Syntax Description ~Max-sessions-per-tunnel integer

integer
Default: 512

The maximum number of sessions expressed as an integer from 1 through 65535.

Usage Guidelines Use this command to set the maximum number of sessions you want to allow in a tunnel.

Example
The following command sets the maximum number of sessions in a tunnel to 5000:

max-sessions-per-tunnel 5000

max-tunnel-challenge-length

Sets the maximum length of the tunnel challenge in bytes.The challenge is used for tunnel authentication
purposes during tunnel creation.

Product GGSN
PDSN
P-GW
SAEGW
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#

Syntax Description =~ Mmax-tunnel-challenge-length bytes

bytes
Default: 16

Specifies the maximum length (in bytes of the tunnel challenge. This must be an integer from 4 through 32.

Usage Guidelines Use this command to set the maximum length (in bytes) for the tunnel challenge that is used during tunnel
creation.
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max-tunnels .

Example
The following command sets the maximum length of the tunnel challenge to 32 bytes:

max-tunnel-challenge-length 32

max-tunnels

The maximum number of tunnels that the current LAC service can support.

Product GGSN
PDSN
P-GW
SAEGW
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

Syntax Description =~ Mmax-tunnels integer

integer
Default: 32000

The maximum number of tunnels expressed as an integer from 1 through 32000.

Usage Guidelines Use this command to set the maximum number tunnels that this LAC service can support at any on time.

Example

Use the following command to set the maximum number of tunnels for the current LAC service to
20000:

max-tunnels 20000

peer-Ins

Adds a peer LNS address for the current LAC service. Up to eight peer LNSs can be configured for each LAC
service.

Product GGSN
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Privilege

Command Modes

Syntax Description
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PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

peer-1lns ip address [ encrypted ] secret secret [ crypto-map map name { [
encrypted ] isakmp-secret secret } ] [ description text ] [ preference integer

1

no peer-lns ip address

no peer-Ins ip_address

Deletes the peer LNS at the IP address specified by ip_address. ip_address must be entered in [Pv4
dotted-decimal notation.

ip_address

The IP address of the peer LNS for the current LAC service. ip_addressmust be entered in IPv4 dotted-decimal
notation.

[ encrypted ] secret secret

Designates the secret which is shared between the current LAC service and the peer LNS. secret must be an
alphanumeric string of 1 through 256 characters that is case sensitive.

encrypted secret secret: Specifies that encryption should be used when communicating the secret with the
peer LNS.

crypto-map map_name{ [ encrypted ] isakmp-secret secret }

map_name is the name of a crypto map that has been configured in the current context. map_name must be
an alphanumeric string of 1 through 127 characters that is case sensitive.

isakmp-secret secret: The pre-shared key for IKE. secret must be an alphanumeric string of 1 through 127
characters that is case sensitive.

encrypted isakmp-secret secret: The pre-shared key for IKE. Encryption must be used when sending the
key. secret must be an alphanumeric string of 1 through 127 characters.

description fext

Specifies the descriptive text to use to describe the specified peer LNS. text must be an alphanumeric string
of 0 through 79 characters.
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Usage Guidelines

proxy-lcp-authentication .

preference integer
This sets the priority of the peer LNS if multiple peer LNSs are configured. integer must be an integer from
1 through 128.

Use this command to add a peer LNS address for the current LAC service.

Example

The following command adds a peer LNS to the current LAC service with the IP address of
10.10.10.100, sets encryption on, specifies the shared secret to be 1b34nnf5d, and sets the preference
to 3:

peer-1ns 10.10.10.100 encrypted secret 1b34nnf5d preference 3

The following command removes the peer LNS with the IP address of 10.10.10.200 for the current
LAC service:

no peer-lns 10.10.10.200

proxy-lcp-authentication

Product

Privilege

Command Modes

Syntax Description

Enables and disables the sending of proxy LCP authentication parameters to the LNS.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#

[ no ] proxy-lcp-authentication

no

Disables the sending of proxy LCP authentication parameters to the LNS.

proxy-lep-authentication
Default: Enabled

Enables the sending of proxy LCP authentication parameters to the LNS.
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. retransmission-timeout-first

Usage Guidelines

Use this feature in situations where the peer LNS does not understand the proxy LCP Auth AVPs that the
system sends and does not do an LCP renegotiation and tears down the call.

Example

Use the following command to disable the sending of proxy LCP authentication parameters to the
LNS;

no proxy-lcp-authentication

Use the following command to re-enable the sending of proxy LCP authentication parameters to the
LNS:

proxy-lcp-authentication

retransmission-timeout-first

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Each tunnel maintains a queue of control messages to transmit to its peer. After a period of time passes without
acknowledgement, a message is retransmitted. This command sets the initial timeout for retransmission of
control messages.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lac-service)#

retransmission-timeout-first integer

integer
Default: 1
The amount of time to wait (in seconds) before sending the first control message retransmission. This must

be an integer from 1 through 100.

Use this command to set the initial timeout before retransmitting control messages to the peer.

Example
The following command sets the initial retransmission timeout to 3 seconds:

retransmission-timeout-first 3
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retransmission-timeout-max .

retransmission-timeout-max

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures maximum amount of time between two retransmission of control messages.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

retransmission-timeout-max integer

integer

Default: 8

integer is the maximum time (in seconds) to wait before retransmitting control messages expressed as e an
integer from 1 through 100.

Use this command to set the maximum amount of time that can elapse before retransmitting control messages.

Each tunnel maintains a queue of control messages to transmit to its peer. After a period of time passes without
acknowledgement, a message is retransmitted. Each subsequent retransmission of a message employs an
exponential backoff interval.

Example
The following command sets the maximum retransmission time-out to 10 seconds:

retransmission-timeout-max 10

single-port-mode

Product

This command enables/disables the L2TP LAC service always to use standard L2TP port 1701 as source port
for all L2TP control and data packets originated from LAC node.

GGSN
PDSN
P-GW
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. snoop framed-ip-address

Privilege

Command Modes

Syntax Description

Usage Guidelines

A

SAEGW
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

[ default | no ] single-port-mode

default
Default: Enabled

Sets this command to its default state of disabled. By default single source port configuration for L2TP LAC
packets is disabled.

no

Disables the configured single source port configuration from this LAC service.

Use this command to enable or disable the single port mode for L2TP LAC service.

If this feature is enabled, then L2TP LAC service will always use standard L2TP port 1701 as source port for
all L2TP control/data packets originated from LAC (instead of the default scheme in which each L2TPMgr
uses a dynamic source port). L2ZTPMgr instance 1 will handle all L2TP calls for the service.

Caution

Changing this configuration, while the service is already running, will cause restart of the service.

Example

The following command enables the LAC service to use port 1701 as source port for all L2TP control
and data packets:

single-port-mode

snoop framed-ip-address

Product

When enabled, this feature allows the LAC to detect IP Control Protocol (IPCP) packets exchanged between
the mobile node and the LNS and extract the framed-ip-address assigned to the mobile node. The address will
be reported in accounting start/stop messages and displayed for subscriber sessions.

GGSN

PDSN

P-GW
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Privilege

Command Modes

Syntax Description

Usage Guidelines

| A

trap .

SAEGW
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

[ default | no ] snoop framed-ip-address

default
Disabled.

no

Disables the feature. Accounting start/stop will occur before the PPP session is established and the framed IP
address field will be reported as 0.0.0.0.

This feature is available to address simple IP roaming scenarios. If this feature is enabled, the Accounting
Start will be sent only after the framed-ip-address is detected. If the framed-ip-address is not detected within
16 seconds, an Accounting Start will be sent for the session with the 0.0.0.0 address. If the session is
disconnected during the detection attempt, Accounting Start/Stop will be sent for the session. If the session
renegotiates IPCP, an Accounting Stop will be generated with a framed-ip-address from the old session, and
an Accounting Start will be generated with an IP address for the new session. [Pv6 address detection is not
supported.

Important

trap

Product

Privilege

Command Modes

When this feature is enabled and the show subscribers all command is invoked, the framed-IP-address is
displayed for the PDSN Simple IP subscriber in the output display.

This command generates SNMP traps.

GGSN
PDSN
P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name
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Syntax Description

Usage Guidelines

LAC Service Configuration Mode Commands |

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

[ no ] trap all

no

Disables SNMP traps.

Use this command to enable/disable all supported SNMP traps.

Example
To enable all supported SNMP traps, enter the following command:
trap all

tunnel selection-key

Product

Privilege

Command Modes

Syntax Description

Enables the creation of tunnels between an L2TP service and an LNS server on the basis of a key received
from AAA server.

GGSN

PDSN

P-GW

SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LAC Service Configuration
configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

tunnel selection-key { none | tunnel-client-auth-id | tunnel-server-auth-id

}
default tunnel selection-key
default

Disables the creation of tunnel between LAC service and LNS based on a key value received from AAA
server.

none

Default: Enabled
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Usage Guidelines

tunnel-authentication .

This keyword disables the creation of multiple tunnels between a pair of LAC service and LNS server. LAC
will not make use of the key to choose a tunnel with LNS in this setup.

tunnel-client-auth-id
Default: Disabled

This keyword enables the creation of tunnels between LAC service and an LNS server on the basis of domain
attribute "Tunnel-Client-Auth-ID" value received from AAA server.

tunnel-server-auth-id
Default: Disabled

This keyword enables the creation of tunnels between LAC service and an LNS server on the basis of domain
attribute "Tunnel-Server-Auth-ID" value received from AAA server.

Use this command to enable or disable the creation of additional L2TP tunnels between LAC service and LNS
server on the basis of "Tunnel-Client-Auth-ID" or "Tunnel-Server-Auth-ID" attribute value received from
AAA Server in Access-Accept message. This value of attribute is treated as a key for tunnel selection and
creation.

When the LAC needs to establish a new L2TP session, it first checks for an existing L2TP tunnel with the
peer LNS based on the value of the key configured. If no such tunnel exists for the key, it will create a new
tunnel with the LNS.

The default configuration has the selection-key as none. Hence, LAC will not make use of key to choose a
tunnel with LNS in default setup.

The maximum number of sessions, as configured via the max-sessions-per-tunnel command, is applicable
for each tunnel created through this command. By default, each tunnel supports 512 sessions.

If the LAC service needs to establish a new tunnel for a new L2TP session with LNS and the tunnel create
request fails because maximum tunnel creation limit is reached, LAC will try other LNS addresses received
from AAA server in Access-Accept message for the APN/subscriber. If all available peer-LNS are exhausted,
LAC service will reject the call.

Example

The following command enables the use of "Tunnel-Server-Auth-ID" attribute value received from
AAA Server in Access-Accept message as a key for tunnel selection and creation:

tunnel selection-key tunnel-server-auth-id

tunnel-authentication

Product

Enables tunnel authentication. When tunnel authentication is enabled, a configured shared secret is used to
ensure that the LAC service is communicating with an authorized peer LNS. The shared secret is configured
by the peer-Inscommand in the LAC Service Configuration mode, the tunnel [2tp command in the Subscriber
Configuration mode, or the Tunnel-Passwor d attribute in the subscribers RADIUS profile.

GGSN

PDSN
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. tunnel-authentication

P-GW
SAEGW
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LAC Service Configuration

configure > context context_name > lac-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lac-service)#

Syntax Description [ no ] tunnel-authentication

no
Disables tunnel authentication.

Tunnel authentication is enabled by default.

Usage Guidelines Disable or enable the usage of secrets to authenticate a peer LNS when setting up a tunnel.

Example

To disable tunnel authentication, use the following command:
no tunnel-authentication

To re-enable tunnel authentication, use the following command:

tunnel-authentication
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CHAPTER 23

Line Configuration Mode Commands

The Line Configuration Mode is used to manage the terminal line characteristics for output formatting.

Exec > Global Configuration > Line Configuration
configure > line

Entering the above command sequence results in the following prompt:

[local]lhost name(config-line)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

length

Product

Privilege

Command Modes

on page | chapter.

* length, on page 291
* width, on page 292

Configures the output for the display's length (number of rows).
All
Security Administrator, Administrator

Exec > Global Configuration > Line Configuration
configure > line

Entering the above command sequence results in the following prompt:

[local]lhost name(config-line)#
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B wiin

Syntax Description [ default ] length number

default

Restores the default value for the number of rows (length) that will be displayed in the output.

number

Specifies the number of rows (lines) of output that can be displayed on the terminal. number must be 0 or an
integer from 5 through 512, where the special value 0 implies an infinite number of rows.

Usage Guidelines Use this command to set the display terminal's output length other than the default. The special infinite value
(0) is typically used when logging the output of a session from a remote machine since this will result in no
pagination of output.

Example
The following command sets the length of the display to 33 rows.
length 33

width

Configures the output for the displays width (number of characters in a single row).

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Line Configuration

configure > line

Entering the above command sequence results in the following prompt:

[local]lhost name(config-line)#

Syntax Description [ default ] width number

default

Restores the default value for the number of characters in a single row (width) that will be displayed in the
output on the terminal.

number

Specifies the number of characters in a single row that can be displayed on the terminal. number must be an
integer from 5 through 512.

Usage Guidelines Use this command to set the display terminal's output width other than the default.
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width JJjj

Example
The following command sets the width of the display to 75 characters.
width 75
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B wiin
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CHAPTER 24

Link Configuration Mode Commands

The Link configuration mode defines the MTP3 link parameters for a specific link in a linkset of an SS7
routing domain instance.

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* arbitration, on page 296

» mtp2-aerm-emergency-threshold, on page 297
* mtp2-aerm-normal-threshold, on page 297
» mtp2-eim-decrement, on page 298

» mtp2-eim-increment, on page 299

» mtp2-eim-threshold, on page 299

* mtp2-error-correction, on page 300

» mtp2-Issu-len, on page 301

» mtp2-max-outstand-frames, on page 302

» mtp2-suerm-threshold, on page 303

* mtp3-discard-priority, on page 303

» mtp3-max-slt-try, on page 304

» mtp3-msg-priority, on page 305

» mtp3-msg-size, on page 305

* mtp3-pl-qlen, on page 306

» mtp3-p2-qlen, on page 307
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» mtp3-p3-qlen, on page 308

* mtp3-test-pattern, on page 308

* priority, on page 309

» signaling-link-code, on page 310
* sscf-nni-nl, on page 310

* $scop-max-cc, on page 311

* sscop-max-pd, on page 312

* sscop-max-stat, on page 313

* timeout, on page 313

arbitration

This command configures link arbitration.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description ~arbitration { active | passive }
no arbitration

Removes the arbitration configuration for the link.

active

The SSCOP initiates the transmission of PDUs.

passive
The SSCOP waits to receive PDUs.

Usage Guidelines Sets the configuration to initiate transmission of PDUs.

Example

arbitration active
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mtp2-aerm-emergency-threshold .

mtp2-aerm-emergency-threshold

Configure the alignment error rate monitor (AERM) emergency threshold value. This command is only
available for a lowspeed-narrowband link-type.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description mtp2-aerm-emergency-threshold value
default mtp2-aerm-emergency-threshold

default

Resets the parameter to the default value of 1.

value

value : Enter an integer from 1 to 50. Default: 1.

Usage Guidelines This command sets the emergency threshold for the MTP2 alignment error rate monitor.

Example
Set the emergency AERM threshold to 17:

mtp2-aerm-emergency-threshold 17

mtp2-aerm-normal-threshold

Configure the alignment error rate monitor (AERM) normal threshold value. This command is only available
for a lowspeed-narrowband link-type.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
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Syntax Description

Usage Guidelines

Link Configuration Mode Commands |

Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-aerm-normal-threshold value
default mtp2-aerm-normal-threshold

default

Resets the parameter to the default value of 4.

value

value : Enter an integer from 4 to 100. Default: 4.

This command sets the normal threshold for the MTP2 alignment error rate monitor.

Example
Set the normal AERM threshold to 55:

mtp2-aerm-normal-threshold 55

mtp2-eim-decrement

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configure the errored interval monitor (EIM) emergency decrement value. This command is only available
for a highspeed-narrowband link-type.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-eim-decrement value
default mtp2-eim-decrement

default

Resets the parameter to the default value of 11.

value

value : Enter an integer from 1 to 63. Default: 11.

This command sets the emergency decrement value for the EIM.
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mtp2-eim-increment .

Example
Reset the EIM emergency decrement to 1:

default mtp2-eim-decrement

mtp2-eim-increment

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configure the errored interval monitor (EIM) emergency increment value. This command is only available
for a highspeed-narrowband link-type.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-eim-increment value
default mtp2-eim-increment

default

Resets the parameter to the default value of 198.

value

value : Enter an integer from 1 to 1023. Default: 198.

This command sets the emergency increment value for the EIM.

Example
Set the EIM emergency increment to 2:

mtp2-eim-increment 2

mtp2-eim-threshold

Product

Configure the errored interval monitor (EIM) emergency threshold value. This command is only available
for a highspeed-narrowband link-type.

SGSN

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



Link Configuration Mode Commands |
. mtp2-error-correction

Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description mtp2-eim-threshold value
default mtp2-eim-threshold

default

Resets the parameter to the default value of 794.

value

value : Enter an integer from 1 to 65535. Default: 794.

Usage Guidelines This command sets the emergency threshold value for the EIM.

Example
Set the EIM emergency threshold to 154:
mtp2-eim-threshold 154

mtp2-error-correction

Configure the error correction method to be used. This command is only available for lowspeed or highspeed
narrowband link-types.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description mtp2-error-correction { basic | preventive-cyclic-retransmission }
default mtp2-error-correction

default

Resets the parameter to the default value.
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Usage Guidelines

mtp2-Issu-len .

basic

Basic error correction (BEC) is a positive / negative acknowledgement method that uses backwards
retransmission. This method is best for links with less than 30 ms one-way propagation delays.
preventtive-cyclic-retransmission

PCR is recommended for links with 125 ms, or higher, propagation delays.

Set the method of MTP2 layer error correct to be used on the link.

Example
Set error correction for a link with 15 ms propagaion delay::

mtp2-error-correction basic

mtp2-Issu-len

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command sets the length of the link status signal unit (LSSU) which carries link status information used
to manage link alignment and indicate the status of the signaling points to each other. This command is only
available for lowspeed or highspeed narrowband link-types.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-1lssu-len # octets
default mtp2-lssu-len

default

Using this keyword with the command resets the length to the default of 1 octet.

# octets
Sets the number of octets for the length of the LSSU.
# octets: Must be either 1 or 2.

Use this command to define the maximum amount of link status information that is to be shared between
signaling points.
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. mtp2-max-outstand-frames

Example
You can use the following command to set the LSSU length to 2 octets - the maximum length:

mtp2-lssu-len 2

mtp2-max-outstand-frames

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command sets the maximum number of outstanding packets to be sent by the link manager (linkmgr) -
applicable for both high speed (HSL) and low speed (LSL) narrowband links.

SGSN

Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id

Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-max-outstand-frames # bytes
default mtp2-max-outstand-frames

default

Using this keyword with the command resets number of packets to the default of 7 bytes.

# bytes

Sets the maximum number of packets sent by the linkmgr that can be allowed to be outsanding.

#_bytes: Must be an integer from 5 to 10.

The linkmgr (MTP2) sends data at a higher rate, than the narrowband (NB) E1 link speed, when in congestion
and performing retransmission. This can lead to more congestion leading to more time taken for the link to
come out of congestion. If using a value of 10 during congestion, then linkmgr pumps data at a rate higher

than 2.5 mbps. To avoid this problem, a lower value is usually considered optimal. This configuration holds
good for both HSL and LSL.

Example

Use the following command to reset the default number of outstanding packets sent by the LinkMgr:
default mtp2-max-outstand-frames

Set the maximum number of oustanding packets the linkmgr can send to 6:

mtp2-max-outstand-frames ¢
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mtp2-suerm-threshold .

mtp2-suerm-threshold

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configure the signal unit error rate monitor (SUERM) threshold. This command is only available for
lowspeed-narrowband link-types.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

mtp2-suerm-threshold value
default mtp2-suerm-threshold

default

Resets the parameter to the default value.

value
Defines the threshold for number of bad frames

value: Enter an integer from 64 to 1023. Default is 64.

Sets the threshold for link monitoring of bad frames.

Example
Set a new link monitoring bad frames (SEURM) threshold of 256:

mtp2-suerm-threshold 256

mtp3-discard-priority

Product

Privilege

Command Modes

Configure MTP3 message discard priority.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
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Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description =~ ™tp3-discard-priority priority
default mtp3-discard-priority

default

Resets the priority to the default value.

priority
priority: must be an integer between 0 and 3.

Default is 0.

Usage Guidelines Use this command to manage MTP3 messaging.
Example

mtp3-discard-priority 2

mtp3-max-sit-try

Configure maximum number of times to retry SLT (signaling link test).

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description ~Mtp3-max-slt-try retries
default mtp3-max-slt-try

default

Resets the number of retries to the default value.

retries
retries: must be an integer between 1 to 65535.

Default is 10.
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Usage Guidelines Use this command to troubleshoot MTP3 link mismatch.
Example

mtp3-max-slt-try 35

mtp3-msg-priority

Configures the priority for sending MTP3 management messages.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description mtp3-msg-priority priority
default mtp3-msg-priority
default

Resets the number of priority to the default value.

priority
priority: must be an integer from 0 to 3.
Default: 0

Usage Guidelines Use this command to set the priority for sending MTP3 management messages.

Example
Use the following to set the message priority to 3:

mtp3-msg-priority 3

mtp3-msg-size

Configures the size of messages from layer 3 to layer 2.

Product SGSN
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Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description =~ Mtp3-msg-size size
default mtp3-msg-size
default
Resets the the size to the default value which is 4096 (for q.2140) or 272 (for MTP2)

size
size: must be an integer from 1 to 272 for high-speed or low-speed narrowband SS7 links.

size: must be an integer from 1 to 4096 for ATM broadband links.

Usage Guidelines Use this command to set the maximum message size, in bytes.

Example
Use this command to set the MTP3 message size to 4096 bytes:

mtp3-msg-size 4096

mtp3-p1-glen

Configure the size for the MTP3 pl queue length.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description ™MtpP3-pl-qlen size
default mtp3-pl-glen
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default

Resets the number of size of the priority 1 queue to the default value.

size
size: integer from 1 to 65535. Size should be less than MTP3 p2 glen and p3 glen.
Default: 1024

Usage Guidelines Use this command to configure the queue length threshold for raising the congestion priority to level 1.

Example
Use this command to set the queue length priority to 128:

mtp3-pl-gqlen 128

mtp3-p2-qlen

Configure the size of the priority 2 queue.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id

Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description ~Mtp3-p2-qlen size
default mtp3-p2-glen
default

Resets the number of size of the priority 2 queue to the default value.

size
size: integer from 1 to 65535. Size should be less than MTP3 p3 glen and greater than p1 glen.
Default: 1024

Usage Guidelines Use this command to configure the queue length threshold for raising the congestion priority to level 2.

Example

Use this command to set the queue length threshold to 256:

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



Link Configuration Mode Commands |
. mtp3-p3-glen

mtp3-p2-gqlen 256

mtp3-p3-glen

Configure the size of the priority 3 queue.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description ~Mmtp3-p3-qlen size
default mtp3-p3-glen
default

Resets the number of size of the priority 3 queue to the default value.

size
size: integer from 1 to 65535. Size should be greater than MTP3 p1 glen and p2 glen .
Default: 1024

Usage Guidelines Use this command to configure the queue length threshold for raising the congestion priority to level 3.
Example

mtp3-p3-glen 1024

mtp3-test-pattern

Configures the character string for the test message.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
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priority .

Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description =~ Mtp3-test-pattern pattern
default mtp3-test-pattern

default

Resets the pattern to the default value.

pattern
pattern: 1 to 15 alphanumeric characters.

Default: SGSN-ORIGINATED

Usage Guidelines Use this command to define a test pattern string for the signalling link test match (SLTM).

Example

mtp3-test-pattern TESTI-HomeOffice

priority

Configures the MTP3 Link Priority.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description =~ Priority pri value
no priority

no

Removes the priority configuration.

pri_value

pri_value: 0 represents highest priority and 15 represents the lowest priority.

Usage Guidelines Use this command to configure the link priority within the MTP3 link set.
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Example

priority 2

signaling-link-code

Configures the signaling link code (SLC).

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

Syntax Description signaling-link-code code
no signaling-link-code

no

Removes the SLC configuration.

code

code: integer from 0 to 15.

Usage Guidelines Use this command to uniquely identify the signaling link to be used for MTP3 management messages.

Example

signaling-link-code 4

sscf-nni-n1

Configures the SSCF NNI N1. This command is only available for ATM-broadband link-types.

Product SGSN

Privilege Security Administrator, Administrator

Command Modes Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration
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Syntax Description

Usage Guidelines

SScop-max-cc .

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

sscf-nni-nl value
no sscf-nni-nl

default

Removes the sscf-nni-nl configuration.

value
value: integer from 1 to 65535.
Default: 1000

Use this command to identify the network-to-node interface (NNI) between the MTP3 and SSCOP layers.

Example

sscf-nni-nl 4064

SSCOpP-Max-ccC

Product

Privilege

Command Modes

Syntax Description

Configure the maximum value for the SSCOP connection control (CC) state variable. his command is only
available for ATM-broadband link-types.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[locallhost name(config-ss7-rd-linkset-linkset id-link-link id)#

sSscop-max-ccC value
no sscop-max-cc

default

Removes the sscop-max-cc configuration.

value

value: integer from 1 to 65535.
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Usage Guidelines
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Default: 4

Use this command as part of the configuration responsible for managing the SSCOP connection. This command
sets the number of times retries.

Example

sscop-max-cc 256

sscop-max-pd

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the maximum acceptable value for the SSCOP state variable VT(PD). his command is only
available for ATM-broadband link-types.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

sscop-max-pd value
no sscop-max-pd

default

Removes the sscop-max-pd configuration.

value
value: integer from 1 to 65535.
Default: 500

Use this command to define the maximum number of data PDUs transmitted between POLL PDUs.

Example

sscop-max-pd 2500
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sscop-max-stat .

sscop-max-stat

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

timeout

Product

Privilege

Command Modes

Configures the maximum number of elements included in a status PDU. his command is only available for
ATM-broadband link-types.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

sscop-max-stat value
no sscop-max-stat

default

Removes the sscop-max-stat configuration.

value
value: integer from 3 to 65535. This parameter should be an odd integer greater than or equal to 3.
Defaultz; 67

Received in response to a POLL PDU, the STAT PDU includes information about the number of SD PDUs
that have been received.

Example

sscop-max-stat 56000

This command enables configuration of an array of signaling and flow control timers - for MTP, SSCF, and
SSCOP.

SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration > Link
Configuration

configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id > link id link_id
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Syntax Description

| A
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Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id-link-link id)#

[ no ] timeout timer timer value

no

Adding no to the timeout command removes the timer configuration.

timer timer_value

Select the timer and enter a value from the range.

For timers having different ranges for highspeed and lowspeed links or for different variants, the appropriate

ranges will be displayed based on the link-type configured.

Important
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Currently, the China variant uses ITU values.

seconds)

Timer Link Type & Variant Range of Times Default Time
Granularity = 100ms
mtp2-tmr-t1 Highspeed; ITU 160..3500 (16 - 350 3000 (300 seconds)
Alignment ready timer seconds)
Lowspeed; ITU 120 - 500 (12 - 50 400 (40 seconds)
seconds)
Highspeed; ANSI 160 - 3500 (16 to 350 1700 (170 seconds)

Lowspeed; ANSI

120 - 500 (12 - 50
seconds)

130 (13 seconds)

mtp2-tmr-t2

Not aligned timer

Highspeed; ITU

50 - 1500 (5-150
seconds)

50 (5 seconds)

Lowspeed; ITU

50 - 150 (5 - 15 seconds)

50 (5 seconds)

Highspeed; ANSI

50 -1500 (5 - 150
seconds)

230 (23 seconds)

Lowspeed; ANSI

50 - 150 (5 - 15 seconds)

115 (11.5 seconds)

mtp2-tmr-t3 Highspeed/Lowspeed, 10 - 140 (1 - 14 seconds) |15 (1.5 seconds)
Aligned timer 1Ty
Highspeed/Lowspeed, 10 - 140 (1 - 14 seconds) | 115 (11.5 seconds)
ANSI
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timeout .

Timer

Link Type & Variant

Range of Times

Granularity = 100ms

Default Time

mtp2-tmr-tde

Emergency proving
period timer

Highspeed; ITU

4 - 60 (400 milliseconds -
6 seconds)

5 (500 milliseconds)

Lowspeed; ITU

4 -6 (400 - 600
milliseconds)

5 (500 milliseconds)

Highspeed; ANSI

4 - 60 (400 milliseconds -
6 seconds)

50 (5 seconds)

Lowspeed; ANSI

4 -6 (400 - 600
milliseconds)

6 (600 milliseconds)

mtp2-tmr-t4n
Normal proving period

timer

Once set this timer can be
reset but it can not be
disabled.

Highspeed; ITU

30-700 (3 to 70 seconds)

3 (30 seconds)

Lowspeed; ITU

20 - 95 (2 - 9.5 seconds)

82 (8.2 seconds)

Highspeed; ANSI

30-700 (3 to 70 seconds)

3 (30 seconds)

Lowspeed; ANSI

20 - 95 (2 - 9.5 seconds)

23 (2.3 seconds)

mtp2-tmr-t5 Highspeed/Lowspeed 1-2(100-200 1 (100 milliseconds)
Sending status indication | ITU/ANSI milliseconds)

busy (SIB) timer

mtp2-tmr-t6 Highspeed/Lowspeed 10 - 60 (1 to 6 seconds) |30 (3 seconds)
Remote congestion timer | ITU/ANSI

mtp2-tmr-t7 Highspeed/Lowspeed 5-20 (500 milliseconds - | 10 (1 second)
Excessive delay of ITU/ANSI 2 seconds)

acknowledgement timer

mtp2-tmr-t8 Highspeed 1-2(100-200 1 (100 milliseconds)
Interval timer for error | ITU/ANSI milliseconds)

interval monitor timer

mtp3-tmr-t1 Highspeed/Lowspeed 5-12(500 - 1200 5 (500 milliseconds
Delay to avoid ITU/ANSI milliseconds)

mis-sequencing on
changeover timer
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Timer Link Type & Variant Range of Times Default Time
Granularity = 100ms

mtp3-tmr-t12 Highspeed/Lowspeed 8 -15(800-1500 8 (800 milliseconds

Waiting for uninhibit ~ |TTU/ANSI milliseconds

acknowledgement timer

mtp3-tmr-t13 Highspeed/Lowspeed 8- 15 (800 - 1500 8 (800 milliseconds

Waiting for force ITU/ANSI milliseconds

uninhibit timer

mtp3-tmr-t14 Highspeed/Lowspeed 20 - 30 (2000 - 3000 20 (2000 milliseconds

Waiting for inhibition | ITU/ANSI milliseconds

acknowledgement timer

mtp3-tmr-t17 Highspeed/Lowspeed 8- 15 (800 - 1500 8 (800 milliseconds

Delay to avoid oscillation
of initial alignment failure
and link restart

ITU/ANSI

milliseconds

mtp3-tmr-t2 Highspeed/Lowspeed 7 -20 (700 - 2000 7 (700 milliseconds

Waiting for changeover | ITU/ANSI milliseconds

acknowledgement

mtp3-tmr-t22 Highspeed/Lowspeed 1800 - 3000 (180 - 300 | 1800 (180 seconds)

Local inhibit test timer | TTU/ANSI seconds

mtp3-tmr-t23 Highspeed/Lowspeed 1800 - 3000 (180 - 300 | 1800 (180 seconds)

Remote inhibit test timer | I[TU/ANSI seconds

mtp3-tmr-t24 Highspeed/Lowspeed 5-15(500 - 1500 5 (500 milliseconds)
Stabilising timer after ITU/ANSI milliseconds)

removal of local processor
outage, used in LPO
latching to RPO (national
option)

mtp3-tmr-t3 Highspeed/Lowspeed 5-12(500 - 1200 5 (500 milliseconds)
Time controlled ITU/ANSI milliseconds)

diversion-delay to avoid

mis-sequencing on

changeback

mtp3-tmr-t31 Highspeed/Lowspeed 50-100 (5 to 10 seconds) | 50 (5 seconds)

BSN requested timer ITU/ANSI
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timeout .
Timer Link Type & Variant Range of Times Default Time
Granularity = 100ms
mtp3-tmr-t32 Highspeed/Lowspeed 40 - 120 (4 - 12 seconds) | 100 (10 seconds)
SLT timer ITU/ANSI
mtp3-tmr-t33 Highspeed/Lowspeed 50-100 (5to 10 seconds) | 50 (5 seconds)
Connecting timer ITU/ANSI
mtp3-tmr-t34 Highspeed/Lowspeed 300 - 900 (30 to 90 600 (60 seconds)
Periodic signalling link | ITU/ANSI seconds)
test timer
mtp3-tmr-t4 Highspeed/Lowspeed 5-12 (500 to 1200 5 (500 milliseconds)
Waiting for changeback | ITU/ANSI milliseconds)
acknowledgement (first
attempt)
mtp3-tmr-t5 Highspeed/Lowspeed 5-12 (500 to 1200 5 (500 milliseconds)
Waiting for changeback | ITU/ANSI milliseconds)
acknowledgement (second
attempt)
mtp3-tmr-t7 Highspeed/Lowspeed 10 - 20 (1000 - 2000 10 (1000 milliseconds)
Waiting for signalling ITU/ANSI milliseconds)
data link connection
acknowledgement
Timer Link type & Variant Range of Times Default Time
sscf-nni-tmr-t1 ATM Broadband 1 - 65535 (10 - 655350 |500 (5 seconds)
ITU/ANSI milliseconds)
Granularity = 10 ms
sscf-nni-tmr-t2 ATM Broadband 1-65535(10-655350 [3000 (30 seconds)
ITU/ANSI milliseconds)
Granularity = 10 ms
sscf-nni-tmr-t3 ATM Broadband 1 - 65535 (10-655350 |1 (10 milliseconds)
ITU/ANSI milliseconds)
Granularity = 10 ms
Sscop-tmr-cc ATM Broadband 1 -65535 (100 - 6553500 |2 (200 milliseconds)
SSCOP CC timer ITU/ANSI milliseconds)

Granularity = 100 ms
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. timeout

Timer Link type & Variant Range of Times Default Time
sscop-tmr-idle ATM Broadband 1 -65535 (100 - 6553500 | 1 (100 milliseconds)
SSCOP idle timer ITU/ANSI milliseconds)

(UNI 3.1 only) Granularity = 100 ms

sscop-tmr-keep-alive ATM Broadband 1 -65535 (100 - 6553500 | 1 (100 milliseconds)

SSCOP keep alive timer |ITU/ANSI milliseconds)

For stability purposes, Granularity = 100 ms

tmrKeepAlive >/=tmrPoll
and tmrKeepAlive <
tmrNoResponse.

Sscop-tmr-no-rsp ATM Broadband 1 - 65535 (100 - 6553500 | 15 (1.5 seconds)

SSCOP no response timer | [TU/ANSI milliseconds)
Granularity = 100 ms

For stability purposes,

tmrNoResponse >

tmrKeepAlive.

sscop-tmr-poll ATM Broadband 1 -65535 (100 - 6553500 | 1 (100 milliseconds)
SSCOP poll timer ITU/ANSI milliseconds)

For stability purposes, Granularity = 100 ms

tmrPoll <=tmrKeepAlive.

Usage Guidelines For a single link and specified link-type (highspeed or lowspeed), this command sets the timer values listed
above. The SS7 variant is determined when the SS7 routing domain is first defined from the Global
Configuration mode.

Repeat the timeout command (one timer and value per entry) as needed to configure all required timers.

| A

Important  Currently, the China variant uses the same timers, values, and defaults as the ITU variant.

Example

timeout timer timer value
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CHAPTER 25

Linkset Configuration Mode Commands

The Linkset configuration mode defines the MTP3 linkset parameters for a specific SS7 routing domain
instance.

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration
configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* adjacent-point-code, on page 319
* link, on page 320
* self-point-code, on page 321

adjacent-point-code

Product

Privilege

Command Modes

This command defines the point-code for the adjacent (next) network element in the SS7 network.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration
configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id)#
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Syntax Description
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adjacent-point-code point-code
no adjacent-point-code
point-code

Point-code is an SS7 address for an element in the SS7 network. Point-codes must be defined in dotted-decimal
format in a string of 1 to 11 digits. Format options include:

* 0.0.1 to 7.255.7 for point-code in the ITU range.
* 0.0.1 to 255.255.255 for point-code in the ANSI range.
¢ 0.0.1 to 15.31.255 for point-code in the TTC range.

* a string of 1 to 11 digits in dotted-decimal to represent a point-code in a different range.

no

Removes the adjacent-point-code configuration for this linkset in the SS7 routing domain

Important

Usage Guidelines

link

Product

Privilege

Command Modes

Syntax Description

Removing the linkset configuration will result in the termination of all of the links within the linkset.

Use this command to define the point-code for the adjacent element in the SS7 network.

Example

adjacent-point-code 6.202.7

This command creates an MTP3 link configuration for the SS7 linkset and enters the Link configuration mode.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration
configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id
Entering the above command sequence results in the following prompt:

[local]lhost name(config-ss7-rd-linkset-linkset id)#

link id id [ link-type [ atm-broadband | highspeed-narrowband |

lowspeed-narrowband ]
no link id id
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|

self-point-code .

no

Disables the specified link configuration.

Important

|

Removing the link configuration will result in the termination of traffic on the specified link.

# octets

Sets the number of octets for the length of the LSSU.

id
This number uniquely identifies the link in the linkset.

id: an integer between 1 and 16.

link-type
Identifies the signalling type for this link; options include:

* ATM broadband -- ATM AALS over an optical line card (OLC2)
* high speed-narrowband -- 64 kbps over a channelized optical line card (CLC2)
* low speed-narrowband -- 4.8 kbps over a channelized optical line card (CLC2)

Important

Usage Guidelines

Be default link-type is ATM-broadband. To support narrowband SS7, one of the other options must be set.

Access the Link configuration mode to configure the parameters for the the link.

Example
Access configuration for link 4:

link id ¢

self-point-code

Product

Privilege

Command Modes

This command defines the SS7 network point-code to identify this SGSN.
SGSN
Security Administrator, Administrator

Exec > Global Configuration > SS7 Routing Domain Configuration > Linkset Configuration
configure > ss7-routing-domain domain_id variant var_type > linkset id linkset_id
Entering the above command sequence results in the following prompt:

[locallhost _name(config-ss7-rd-linkset-linkset id)#
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. self-point-code

Syntax Description ~ Self-point-code point-code
no self-point-code

point-code

Point-code is an SS7 address for an element in the SS7 network. Point-codes must be defined in dotted-decimal
format in a string of 1 to 11 digits. Format options include:

* 0.0.1 to 7.255.7 for point-code in the ITU range.
* 0.0.1 to 255.255.255 for point-code in the ANSI range.
¢ 0.0.1 to 15.31.255 for point-code in the TTC range.

* a string of 1 to 11 digits in dotted-decimal to represent a point-code in a different range.

no

Removes the self-point-code configuration for this linkset in the SS7 routing domain.

|

Important  Removing the self-point-code will result in the termination of all traffic on this link.

Usage Guidelines Use this command to define the SS7 point-code to identify this system.

Example

self-point-code 6.192.7
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CHAPTER 26

LMA Service Configuration Mode Commands

The LMA Service Configuration Mode is used to create and manage the Local Mobility Anchor configuration
supporting Proxy Mobile IP on a PDN Gateway in an eHRPD and E-UTRAN/EPC network.

Exec > Global Configuration > Context Configuration > LMA Service Configuration

configure > context context_name > Ima-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lma-service)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* aaa accounting, on page 324

* alt-coa-allowed, on page 324

* bind address, on page 326

* heartbeat, on page 327

* heartbeat monitor-max-peers, on page 329
* mobility-option-type-value, on page 329

* refresh-advice-option, on page 330

» refresh-interval-percent, on page 331

» reg-lifetime, on page 332

* revocation, on page 333

* sequence-number-validate, on page 334

* setup-timeout, on page 334

* signalling-packets, on page 335

* simul-bindings, on page 336

« standalone, on page 336

* timestamp-option-validation, on page 337
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. aaa accounting

* timestamp-replay-protection, on page 337

aaa accounting

Enables the LMA to send AAA accounting information for subscriber sessions.

Product P-GW
SAEGW
Privilege Administrator
Command Modes Exec > Global Configuration > Context Configuration > LMA Service Configuration

configure > context context_name > Ima-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lma-service)#

Syntax Description [ default | no ] aaa accounting

default

Sets the command to the default condition of enabled.

no

Disables the ability of the LMA to send AAA accounting information.

Usage Guidelines Use this command to enable the LMA service to send all accounting data (start, stop, and interim) to the
configured AAA servers.

| A

Important  [n order for this command to function properly, AAA accounting must be enabled for the context in which
the LMA service is configured using the aaa accounting subscriber radius command.

Example
The following command disables aaa accounting for the LMA service:

no aaa accounting

alt-coa-allowed

Allows Alternate Care-of-address support to be added at LMA to separate signaling and control plane traffic.

Product P-GW

Privilege Administrator
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Command Modes

Syntax Description

Usage Guidelines

| A

alt-coa-allowed .

Exec > Global Configuration > Context Configuration > LMA Service Configuration
configure > context context_name > Ima-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lma-service)#

[ default | no ] alt-coa-allowed

default
Including this keyword with the command disables the feature. The feature is disabled by default.

no

Disables the specified functionality.

This command allows Alternate Care-of-address support to be added at LMA to separate signaling and control
plane traffic.

Important

The support of the extensions and functionality is defined in RFC 6275 and RFC 6463 for IPv6 and 1Pv4
transport respectively.

Proxy Mobile IPv6 is a network-based mobility management protocol. The mobility entities involved in the
Proxy Mobile IPv6 protocol, the Mobile Access Gateway (MAG) and the Local Mobility Anchor (LMA),
setup tunnels dynamically to manage mobility for a mobile node within the Proxy Mobile IPv6 domain. There
is an extension to the Proxy Mobile IPv6 protocol to register an IPv4 or IPv6 data plane address that is different
from the Proxy Care-of Address with the LMA. This allows separation of control and data plane. Some of
the deployments of Proxy Mobile IPv6 separated the control and data plane end points for Mobile Access
Gateway. There will be a separate IP address for the entity that sends and received the Proxy Mobile IPv6
signaling messages. Similarly, there will be a separate IP address for the entity that encapsulates and
decapsulates the data traffic to and from the mobile node.

In order to allow the separation of the control and data plane, the address of the data plane traffic endpoint

needs to be sent in a separate extension to register two IP addresses with the LMA. The IP address used for
the signaling messages will continue to be called the Proxy Care-of-Address. A separate IP address for the

data plane is carried in the Proxy Binding Update to indicate the tunnel end point for the data traffic.

The extension Alternate Care-of-Address Mobility Option defined in RFC 6275 should be used. When using
IPv6 transport and IPv4 transport, Alternate Ipv4 Care of Address Mobility Option defined in RFC 6463
should be used.

Normally, a binding update specifies the desired care-of-address in the source address field of the IPv6 header.
However, in some cases such as when the mobile node wishes to indicate a Care-of Address that it cannot
use as a topologically correct source address or when the used security mechanism does not protect the IPv6
header it is not possible.

The Alternate Care-of-Address option is for this type of situation. This option is valid only in binding update.
The Alternate Care-of Address field contains an address to use as the care-of-address for binding rather than
using the source address of the packet as the care-of-address.
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Example
The following command disables Alternate Care-of-address support:

no alt-coa-allowed

bind address

Product

Privilege

Command Modes

Syntax Description

Binds the LMA service to a logical IP interface serving as the S2a (HSGW) or S5/S8 (S-GW) interface and
specifies the maximum number of subscribers that can access this service over the configured interface.
P-GW

SAEGW

Administrator

Exec > Global Configuration > Context Configuration > LMA Service Configuration
configure > context context_name > Ima-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lma-service)#

bind address ipv6 address [ ipv4-address ipv4 address ] [ max-subscribers num

1

no bind address

no

Removes the interface binding from this service.

address ipv6_address

Specifies the IPv6 address of the interface configured as the S2a or S5/S8 interface. ipv6_addressis specified
in colon separated notation.

ipvd-address ipv4_address

Specifies optional IPv4 HA/P-GW address to support DSMIP6 session using IPv4 transport.ipv4_address
must be entered as a standard IPv4 address in dotted decimal notation.

max-subscribers num
Default: 3000000

Specifies the maximum number of subscribers that can access this service on this interface. nuUM must be
configured to an integer between 0 and 3,000,000.
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|

heartheat .

Important

Usage Guidelines

heartheat

Product

Privilege

Syntax Description

The maximum number of subscribers supported is dependant on the license key installed and the number of
active PSCs in the system. A fully loaded system with 13 active PSCs can support 3,000,000 total subscribers.
Refer to the license key command and the Usage section (below) for additional information.

Associate the LMA service to a specific logical IP address. The logical IP address or interface takes on the
characteristics of an S2a or S5/S8 interface that provides the session connectivity to an HSGW (S2a) or S-GW
(S5/S8). Only one interface can be bound to a service. The interface should be configured prior to issuing this
command.

This command also sets a limit as to the number of simultaneous subscribers sessions that can be facilitated
by the service/interface at any given time.

When configuring the max-subscriber s option, be sure to consider the following:

* The total number of S2a or S5/S8 interfaces you will configure

* The total number of subscriber sessions that all of the configured interfaces may handle during peak busy
hours

* An average bandwidth per session multiplied by the total number of sessions

* The type of physical port (10/100Base-T or 1000Base-Tx) that these interfaces will be bound to

Taking these factors into account and distributing your subscriber session across all available interfaces will
allow you to configure your interfaces to optimally handle sessions without degraded performance.

Example

The following command would bind the logical IP interface with the address of

4551:0db8: 85a3: 08d3: 3319: 8a2e: 0370: 1344 to the LMA service and specifies that a maximum of
300,000 simultaneous subscriber sessions can be facilitated by the interface/service at any given
time:

bind address 4551:0db8:85a3:08d3:3319:8a2e:0370:1344 max-subscribers
300000

Configures the PMIPv6 heartbeat message interval, retransmission timeout, and max retransmission for the
LMA Service.

P-GW

Administrator

heartbeat { interval seconds | retransmission { max number [ exceed-action
drop-session ] | timeout seconds } }

default heartbeat { interval | retransmission { max | timeout } }
no heartbeat
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no

Disables the PMIPv6 heartbeat functionality. The P-GW starts sending heartbeat request to peers when the
heartbeat interval is configured.

default

Resets the specified parameter to the system default value.

interval seconds

The interval in seconds at which heartbeat messages are sent.
seconds is an integer from 30 through 3600.

Default: 60

retransmission max number
The maximum number of heartbeat retransmissions allowed.
number is an integer from 1 through 15.

Default: 3

exceed-action

Specifies the action to be taken after the maximum number of heartbeat retransmission is reached.

Important

|

This keyword is valid only for NEMO-LMA sessions and takes effect if the Heartbeat feature is enabled.

drop-session

Used for dropping the session when path failure is detected.

Important

Usage Guidelines

This keyword is valid only for NEMO-LMA sessions and takes effect if the Heartbeat feature is enabled.

retransmission timeout seconds

The timeout in seconds for heartbeat retransmissions.

seconds is an integer from 1 through 20.

Default: 3

Proxy Mobile IPv6 (PMIPv6) is a network-based mobility management protocol to provide mobility without

requiring the participation of the mobile node in any PMIPv6 mobility related signaling. The Local Mobility
Anchor (LMA) service sets up tunnels dynamically to manage mobility for a mobile node.

This command provides configuration of heartbeat messages between the LMA and MAG services to know
the reachability of the peers, to detect failures, quickly inform peers in the event of a recovery from node
failures, and allow a peer to take appropriate action.
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Example

The following command enables PMIPv6 heartbeat messaging to known LMA service peers and
sets the heartbeat interval to 160 seconds.

heartbeat interval 160

heartheat monitor-max-peers

Configures monitoring of a maximum of 128000 PMIP sessions through the heartbeat mechanism.

Product P-GW
SAEGW
Privilege Administrator

Syntax Description [ default ] heartbeat monitor-max-peers

default

Monitors 256 peers through the heartbeat mechanism.

heartheat monitor-max-peers

Monitors a maximum of 128000 peers through the heartbeat mechanism.

Usage Guidelines Use this command to monitor a maximum of 128000 PMIP sessions through the heartbeat mechanism.

This CLI is disabled by default.

Example

The following command enables monitoring of a maximum of 128000 peers through the heartbeat
mechanism.

heartbeat monitor-max-peers

mobility-option-type-value

Changes the mobility option type value used in mobility messages.

Product P-GW
SAEGW
Privilege Administrator
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Syntax Description

Usage Guidelines
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mobility-option-type-value { customl | custom2 | standard }
default mobility-option-type-value

default

Sets the command to the default value of custom]l.

custom1

(Default) Non-standard type values used before they were defined by IANA.

custom2

Standard type values, as defined by IANA, and some customer-specific message formats.

standard

Standard type values as defined by IANA. In addition, standard option uses type values defined in RFC 5844
for HoA options for PMIPv6 PBU/PBA/revocation message.

Use this command to change the mobility option type value used in mobility messages.
Example

The following command changes the mobility option type value to standard:

mobility-option-type-value standard

refresh-advice-option

Product

Privilege

Syntax Description

Usage Guidelines

Configures inclusion of a refresh advice option in the binding acknowledgement message sent by the LMA.

P-GW
SAEGW

Administrator

[ default | no ] refresh-advice-option

default

Returns the command setting to the default setting of disabled.

no

Disables the inclusion of the refresh advice option in the binding acknowledgement message sent by the LMA

Use this command to enable the LMA to include this option in a binding acknowledgment sent to the requesting
MAG. The option provides a "hint" to the MAG of when it should refresh the binding.
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|

refresh-interval-percent .

As defined in RFC 3775 "Mobility Support in IPv6", the binding refresh advice option can only be present
in the binding acknowledgement sent from the mobile node's home agent in reply to a registration request. A
refresh interval parameter determines the amount of time until the mobile node must send a new registration
to the home agent to avoid de-registration and loss of session.

Important

Refer to the refresh-interval-percent and reg-lifetime commands for a complete understanding of registration
(binding) lifetimes and refresh intervals.

refresh-interval-percent

Product

Privilege

Syntax Description

Usage Guidelines

|

Configures percentage of the granted registration lifetime to be used in the refresh interval mobility option in
a binding acknowledgement message sent by the LMA service.

P-GW

SAEGW

Administrator

refresh-interval-percent number
default refresh-interval-percent

default

Resets the command value to the default setting of 75.

number
Default: 75
Sets the percent value for session lifetimes for this service.

number must be an integer value from 1 to 99.

Use this command to configure the amount of the granted registration lifetime to be used in the refresh interval
mobility option in the binding acknowledgement message sent by the LMA service to the requesting MAG.

Refreshing a binding or registration is based on the granted registration lifetime. Since a refresh request must
be within the granted range of a registration lifetime, this command provides a method of setting the interval
of when a refresh request is sent.

As described in RFC 3775 "Mobility Support in IPv6", if a binding refresh advice option is present in the
binding acknowledgement, the refresh interval field in the option must be a value less than the binding lifetime
(also returned in the binding acknowledgement). The mobile node then should attempt to refresh its registration
at the shorter refresh interval. The home agent will still honor the registration for the lifetime period, even if
the mobile node does not refresh its registration within the refresh period.

Important

Refer to the refresh-advice-option and reg-lifetime commands for a complete understanding of registration
(binding) lifetimes and refresh intervals.
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Example
The following command sets the refresh interval percent to 90:

refresh-interval-percent 90

reg-lifetime

Configures the Mobile IPv6 session registration lifetime for this service.

Product P-GW
SAEGW
Privilege Administrator

SVntax Description reg—llfetlme seconds
default reg-lifetime
default

Resets the command value to the default setting of 600.

seconds
Default: 600
Sets the time value for session lifetimes for this service.

seconds must be an integer value from1 to 262140.

Usage Guidelines Use this command to limit PMIPv6 lifetime on this service. If the PBU contains a lifetime shorter than what
is specified, it is granted. If the lifetime is longer, then HA service will limit the granted lifetime to the
configured value.

|

Important  Refer to the refresh-interval-percent and refresh-advice-option commands for a complete understanding of
registration (binding) lifetimes and refresh intervals.

Example

The following command sets the registration lifetime for Mobile IPv6 sessions using this service to
1200 seconds (20 minutes):

reg-lifetime 1200
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revocation

Enables the MIP revocation feature and configures revocation parameters.

Product P-GW
SAEGW
Privilege Administrator

Syntax Description revocation { enable | max-retransmission number | retransmission-timeout
msecs '}
default revocation { enable | max-retransmission | retransmission-timeout

}

no revocation enable

default

Resets the keyword to its default value.

no

Disables revocation for this service.

enable
Default: disabled

Enables the MIP registration revocation feature for the LMA service. When enabled, if revocation is negotiated
with a MAG and a MIP binding is terminated, the LMA can send a Revocation message to the MAG. This
feature is disabled by default.

max-retransmission number
Default: 3

The maximum number of retransmissions of a Revocation message before the revocation fails. number must
be an integer value from 0 through 10.

retransmission-timeout msecs

Default: 3000

The number of milliseconds to wait for a Revocation Acknowledgement from the MAG before retransmitting
the Revocation message. msecs must be an integer value from 500 through 10000.

Usage Guidelines Use this command to enable or disable the MIP revocation feature on the LMA or to change settings for this
feature.

Example

The following command sets the maximum number of retries for a Revocation message to 6:
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revocation max-retransmission 6
The following command sets the timeout between retransmissions to 10:

revocation retransmission-timeout 10

sequence-number-validate

Product

Privilege

Syntax Description

Usage Guidelines

Configures sequence number validation of the received MIPv6 control packets by the LMA service according
to RFC 3775.

P-GW
SAEGW

Administrator

[ default | no ] sequence-number-validate

default

Resets the command value to the default setting of enabled.

no
Disables the feature.
Use this command to configure the sequence number validation of the received MIPv6 control packets (PBUs)

by the LMA service. This feature validates MIPv6 control packets and insures that any incoming packets with
a sequence number prior to the last number received is consider invalid.

If this service has no cache entry of the home address included in the PBU, it will accept any sequence value
in the initial PBU from the mobile node.

setup-timeout

Product

Privilege

Syntax Description

The maximum amount of time allowed for session setup.

P-GW
SAEGW

Administrator

setup-timeout seconds
default setup-timeout

default

Resets the command value to the default setting of 60.
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Usage Guidelines

signalling-packets .

seconds
Default: 60 seconds
The maximum amount of time, in seconds, to allow for setup of a session in this service. seconds must be an

integer value from 1 through 1000000.

Use this command to set the maximum amount of time allowed for setting up a session.

Example

The following command sets the maximum time allowed for setting up a session to 5 minutes (300
seconds):

setup-timeout 300

signalling-packets

Product

Privilege

Syntax Description

Usage Guidelines

Enables the DSCP marking feature for IP headers carrying outgoing signalling packets.

P-GW
SAEGW

Administrator

signalling-packets ip-header-dscp value
{ default | no } signalling-packets ip-header-dscp

default

Restores the specified parameter to its default setting of 0xO0.

no

Disables the specified functionality.

ip-header-dscp value

Used to configure the QoS Differentiated Services Code Point (DSCP) marking for IP header encapsulation.
value: Represents the DSCP setting. It represents the first six most-significant bits of the ToS field. It can be
configured to any hex value from 0x0 through 0x3F. Default is 0x0.

Use this command to enable or disable the DSCP marking feature for IP headers carrying outgoing signalling
packets. DSCP marking is disabled by default.

Example

The following command configures the HSGW service to support DSCP marking for IP headers
carrying outgoing signalling packets:
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signalling-packets ip-header-dscp 0x21

simul-bindings

Product

Privilege

Syntax Description

Usage Guidelines

Specifies the maximum number of "care-of" addresses that can simultaneously be bound for the same user as
identified by NAI and Home address.

P-GW

SAEGW

Administrator

simul-bindings number
default simul-bindings

default

Resets the command value to the default setting of 1.

number
Default: 1
Configures maximum number of "care of" addresses that can be simultaneously bound for the same user as

identified by their NAI and home address. number must be an integer value between 1 and 3.

Per RFC 5213 (and 3775), the LMA service creates a binding record known as a binding cache entry (BCE)
for each subscriber session it is facilitating. Each BCE is associated with a care-of address. As the mobile
node roams, it is possible that the session will be associated with a new care of address.

Typically, the LMA service will delete an old binding and create a new one when the information in the
registration request changes. However, the mobile node could request that the LMA maintains previously
stored BCEs. This command allows you to configure the maximum number of BCEs that can be stored per
subscriber if more than one is requested.

Example
The following command configures the service to support up to 2 addresses per subscriber:

simul-bindings 2

standalone

Product

Configures the LMA service to start in standalone mode.

P-GW
SAEGW
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Privilege Administrator

Syntax Description [ default | no ] standalone

default

Resets the command value to the default setting.

no

Disables the feature.

Usage Guidelines Use this command to start the LMA service in standalone mode.

timestamp-option-validation

Configures validation of timestamp option in binding update messages. By default, timestamp option is

mandatory.
Product P-GW

SAEGW
Privilege Administrator

Syntax Description [ default | no ] timestamp-option-validation

default

Resets the command value to the default setting of enabled.

no

Disables the feature.

Usage Guidelines Use this command to configure timestamp validation in binding update messages.

timestamp-replay-protection

Designates timestamp replay protection scheme as per RFC 4285.

Product P-GW
SAEGW
Privilege Administrator

Syntax Description timestamp-replay-protection tolerance seconds
{ default | no } timestamp-replay-protection tolerance
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default

Resets the command value to the default setting of 7.

no

Disables the timestamp replay protection feature.

tolerance seconds
Default: 7

Defines the acceptable difference in timing (between timestamps) before rejecting packet, in seconds. seconds
must be an integer value between 0 and 65535.

Usage Guidelines Use this command to define the acceptable difference in timing (between timestamps) before rejecting packet.

Example
The following command sets the acceptable difference for timestamps to 10 seconds:

timestamp-replay-protection tolerance 10
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CHAPTER 27

LNS Service Configuration Mode Commands

The LNS Service Configuration Mode is used to create and manage L2TP services within contexts on the
system. L2TP Network Server (LNS) services facilitate tunneling with peer L2TP Access Concentrators
(LACs).

Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* aaa accounting, on page 340

* authentication, on page 341

* avp map called-number apn, on page 343
* bind, on page 343

* data sequence-number, on page 344

* default, on page 345

* ip source-violation, on page 347

* keepalive-interval, on page 349

* local-receive-window, on page 350

* max-retransmission, on page 351

* max-session-per-tunnel, on page 351

» max-tunnel-challenge-length, on page 352
» max-tunnels, on page 353

* nai-construction domain, on page 353

* newcall, on page 354
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* peer-lac, on page 355

* proxy-lcp-authentication, on page 356

* retransmission-timeout-first, on page 357
* retransmission-timeout-max, on page 358
* setup-timeout, on page 359

* single-port-mode, on page 359

* trap, on page 360

* tunnel-authentication, on page 361

* tunnel-switching, on page 361

aaa accounting

Enables the sending of authentication, authorization, and accounting (AAA) accounting information by the

LNS.
Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

Syntax Description @22 accounting [ roaming ]
[ no ] aaa accounting

Disables this option.

roaming

Enables the sending of AAA accounting information by the LNS only for roaming subscribers.

Usage Guidelines Use this command to enable the sending of AAA accounting information by the LNS. By default this is
enabled.

Example
The following command enables the sending of AAA accounting information by the LNS:

aaa accounting
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authentication .

authentication

Product

Privilege

Command Modes

Syntax Description

Configures the type of subscriber authentication for PPP sessions terminated at the current LNS.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

authentication { { [ allow-noauth ] [ chap chap priority ] [ mschap
mschap priority 1 [ pap pap priority ] } | msid-auth }

allow-noauth
Default: Disabled

Configures the LNS to allow PPP sessions access even though they have not been authenticated. This command
issued by itself causes the LNS not to attempt authentication for any PPP sessions.

When the allow-noauth option is used in conjunction with commands specifying other authentication protocols
and priorities to use, then if attempts to use those protocols fail, the system treats the allow-noauth option as
the lowest priority.

If no authentication is allowed, the system constructs an Network Access Identifier (NAI) to provide accounting
records for the PPP session.

chap chap_priority
Default: 1

Configures the LNS to attempt to use Challenge Handshake Authentication Protocol (CHAP) to authenticate
the PPP session.

A chap_priority must be specified in conjunction with this option. Priorities specify which authentication
protocol should be attempted first, second, third and so on.

chap_priority must be an integer from 1 through 1000. The lower the integer, the higher the preference. CHAP
is enabled by default as the highest preference.

mschap mschap_priority
Default: Disabled

Configures the LNS to attempt to use the Microsoft Challenge Handshake Authentication Protocol (MSCHAP)
to authenticate the PPP session.

A mschap_priority must be specified in conjunction with this option. Priorities specify which authentication
protocol should be attempted first, second, third and so on.
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mschap_priority must be an integer from 1 through 1000. The lower the integer, the higher the preference.

pap pap_priority
Default: 2

This option configures the LNS to attempt to use the Password Authentication Protocol (PAP) to authenticate
the PPP session.

A pap_priority must be specified in conjunction with this option. Priorities specify which authentication
protocol should be attempted first, second, third and so on.

pap_priority must be an integer from 1 through 1000. The lower the integer, the higher the preference. PAP
is enabled by default as the second highest preference.

msid-auth

Default: Disabled

This option configures the LNS to attempt to authenticate the PPP session based on the Mobile Station Identity
(MSID).

Use to specify how the LNS service should handle authentication and what protocols to use. The flexibility
is given to configure this option to accommodate the fact that not every mobile will implement the same
authentication protocols.

By default LNS authentication options are set as follows:
* allow-noauth disabled
* chap enabled with a priority of 1
» mschap disabled
* msid-auth disabled

* pap enabled with a priority of 2

Important

At least one of the keywords must be used to complete the command.

Example

The following command configures the LNS service to allow no authentication for PPP sessions and
would perform accounting using the default NAI-construct of username@domain:

authentication allow-noauth

The following command configures the system to attempt authentication first using CHAP, then
MSCHAP, and finally PAP. If the allow-noauth command was also issued, when all attempts to
authenticate the subscriber using these protocols failed, then the subscriber would be allowed access:

authentication chap 1 mschap 2 pap 3
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avp map called-number apn

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

bind

Product

Privilege

This command maps an incoming Attribute Value Pair (AVP) to a GGSN Access Point Name (APN) for
authentication and authorization of the call.

GGSN
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

[ default | no ] avp map called-number apn

default

Disables mapping.

no

Disables mapping.

For LNS calls received through a LAC, the ICRQ message includes an APN name in the Called Number
AVP. This mapping function enables a GGSN system to provide RADIUS authentication/authorization via

a defined APN in place of an LNS configuration. If the mapped APN has not been defined within the GGSN
configuration then the call will be rejected.

Example

Enter the following command to enable mapping:
avp map called-number apn

Enter the following command to disable mapping:

no avp map called-number apn

This command assigns the IP address of an interface in the current context to the LNS service.

PDSN
GGSN

Security Administrator, Administrator
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Command Modes

Syntax Description

Usage Guidelines

data seque

Product

Privilege

Command Modes
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Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

bind ip address [ max-subscribers max value ]
no bind ip address

no

Unassign, or unbind, the local end point to the LNS service.

ip_address

Specifies the IP address of an interface in the current context. This must be a valid IP address entered using
IPV4 dotted-decimal notation.

max-subscribers max_value

Default: 10000

Specifies the maximum number of subscribers that can be connected to this service at any time. max_value
must be an integer from 1 through 2500000.

Use this command to bind the IP address of an interface in the current context to the LNS service.

Example

The following command binds the current context interface IP address 192.168.100.10 to the current
LNS service:

bind 192.168.100.10
The following command removes the binding of the IP address from the LNS service:

no bind

nce-number

Enables data sequence numbering for sessions that use the current LNS service. Data sequence numbering is
enabled by default.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name
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Syntax Description

Usage Guidelines

default

Product

Privilege

Command Modes

Syntax Description

default .

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

[ no ] data sequence-number

no
Disables data sequence numbering for sessions.
An L2TP data packet header has an optional data sequence numbers field. The data sequence number may be

used to ensure ordered delivery of data packets. This command is used to re-enable or disable the use of the
data sequence numbers for data packets.

Example

Use the following command to disable the use of data sequence numbering:
no data sequence-number

Use the following command to re-enable data sequence numbering:

data sequence-number

This command sets the specified LAC service parameter to its default value or setting.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

default { authentication | data sequence-number | ip source-violation |
keepalive-interval | load-balancing | local-receive-window |
max-retransmission | max-session-per-tunnel | max-tunnel-challenge-length
| max-tunnels | proxy-lcp-authentication | retransmission-timeout-first
| retransmission-timeout-max | setup-timeout| single-port-mode |
subscriber| trap all tunnel-authentication}

authentication
Sets the authentication parameters for PPP sessions to the following defaults:

« allow-noauth disabled
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* chap enabled with a priority of 1
» mschap disabled
* msid-auth disabled

* pap enabled with a priority of 2

data sequence-number

Enables data sequence numbering for sessions.

ip source-violation

Sets the IP source violation parameters to the following defaults:
* drop-limit 10
* period 120 seconds

* reneg-limit 5

keepalive-interval

Sets the interval for send L2TP Hello keepalive if there is no control or data transactions to the default value
of 60 seconds.

local-receive-window

Sets the window size to be used for the local side for the reliable control transport to the default of 4.

max-retransmission

Sets the maximum number of retransmissions to the default of 5.

max-session-per-tunnel

Sets the maximum number of sessions per tunnel at any point in time to the default of 65535.

max-tunnel-challenge-length

Sets the maximum length of the tunnel challenge to the default of 16 bytes.

max-tunnels

Sets the maximum number of tunnels for this service to the default of 32000.

proxy-lep-authentication

Sets sending of proxy LCP authentication parameters to the LNS to the default state of enabled.

retransmission-timeout-first

Sets the first retransmit interval to the default of 1 second.
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retransmission-timeout-max

Sets the maximum retransmit interval to the default of 8 seconds.

setup-timeout

Sets the maximum time allowed for session setup to the default of 60 seconds.

single-port-mode

Disables assignment of only port 1107 for incoming tunnels and allows dynamic assignment of ports.

subscriber

Sets the name of the default subscriber configuration to use.

tunnel-authentication

Sets tunnel authentication to the default state of enabled.

trap all
Generates all supported SNMP traps.

tunnel-switching

Sets the ability of the LNS to create subsequent tunnels to the default of enabled.

Usage Guidelines Use the default command to set LAC service parameters to their default states.

Example
Use the following command to set the keepalive interval to the default value of 60 seconds:
default keepalive-interval

Use the following command to set the maximum number of sessions per tunnel to the default value
of 512:

default max-session-per-tunnel

Ip source-violation

This command configures settings related to IP source-violation detection.

Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name
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Syntax Description

Usage Guidelines

LNS Service Configuration Mode Commands |

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

ip source-violation { clear-on-valid-packet | drop-limit num | period secs
| reneg-limit num }
no ip source-violation clear-on-valid-packet

clear-on-valid-packet
Default: disabled

Configures the service to reset the reneg-limit and drop-limit counters after receipt of a properly addressed
packet.

drop-limit num
Default: 10

Sets the number of allowed source violations within a detection period before forcing a call disconnect. If
num is not specified, the value is set to the default.

num can be an integer from 1 through 1000000.

period secs
Default: 120

The length of time (in seconds) for a source violation detection period to last. drop-limit and reneg-limit
counters are decremented each time this value is reached.

The counters are decremented in this manner: reneg-limit counter is reduced by one (1) each time the period
value is reached until the counter is zero (0); drop-limit counter is halved each time the period value is reached
until the counter is zero (0). If secsis not specified, the value is set to the default.

Secs can be an integer from 1 through 1000000.

reneg-limit num
Default: 5

Sets the number of allowed source violations within a detection period before forcing a PPP renegotiation. If
num s not specified, the value is set to the default.

num can be an integer from 1 through 1000000.

This function allows the operator to configure a network to prevent problems such as when a user gets handed
back and forth between two PDSNs a number of times during a handoff scenario.

When a subscriber packet is received with a source address violation, the system increments both the IP
source-violation reneg-limit and drop-limit counters and starts the timer for the IP-source violation period.
Every subsequent packet received with a bad source address during the [P-source violation period causes the
reneg-limit and drop-limit counters to increment.

For example, if reneg-limit is set to 5, the system allows five packets with a bad source address (source
violations), but on the fifth packet, it re-negotiates PPP.
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keepalive-interval .

If the drop-limit is set to 10, the above process of receiving five source violations and renegotiating PPP occurs
only once. After the second 5-source violation, the call is dropped. The period timer continues to count
throughout this process.

If at any time before the call is dropped, the configured source-violation period is exceeded, the counters for
drop-limit is decremented by half and reneg-limit is decremented by 1. See period definition above.

Example

To set the maximum number of source violations before dropping a call to 100, enter the following
command:

ip source-violation drop-limit 100

keepalive-interval

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command specifies the amount of time to wait before sending a Hello keepalive message.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:
[context name]host name(config-lns-service)#

keepalive-interval seconds
no keepalive-interval

no

Disables the generation of Hello keepalive messages on the tunnel.

seconds
Default: 60

Specifies the number of seconds to wait before sending a Hello keepalive message as an integer from 30
through 2147483648.

Use this command to set the amount of time to wait before sending a Hello keepalive message or disable the
generation of Hello keepalive messages completely. A keepalive mechanism is employed by L2TP in order
to differentiate tunnel outages from extended periods of no control or data activity on a tunnel. This is
accomplished by injecting Hello control messages after a specified period of time has elapsed since the last
data or control message was received on a tunnel. As for any other control message, if the Hello message is
not reliably delivered then the tunnel is declared down and is reset. The transport reset mechanism along with
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the injection of Hello messages ensures that a connectivity failure between the LNS and the LAC is detected
at both ends of a tunnel.

Example

Use the following command to set the Hello keepalive message interval to 120 seconds:
keepalive-interval 120

Use the following command to disable the generation of Hello keepalive messages:

no keepalive-interval

local-receive-window

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Specifies the number of control messages the remote peer LAC can send before waiting for an
acknowledgement.

PDSN

GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

local-receive-window integer

integer
Default: 4
Specifies the number of control messages to send before waiting for an acknowledgement as an integer from

1 through 256.

Use this command to set the size of the control message receive window being offered to the remote peer
LAC. The remote peer LAC may send the specified number of control messages before it must wait for an
acknowledgment.

Example
The following command sets the local receive window to 10 control messages:

local-receive-window 10
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max-retransmission .

max-retransmission

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Sets the maximum number of retransmissions of a control message to a peer before the tunnel and all sessions
within it are cleared.

PDSN

GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

max-retransmission integer

integer
Default: 5

Specifies the maximum number of retransmissions of a control message to a peer as an integer from 1 through
10.

Each tunnel maintains a queue of control messages to be transmitted to its peer. After a period of time passes
without acknowledgement, a message is retransmitted. Each subsequent retransmission of a message employs
an exponential backoff interval. For example; if the first retransmission occurs after 1 second, the next
retransmission occurs after 2 seconds has elapsed, then the next after 4 seconds. If no peer response is detected
after the number of retransmissions set by this command, the tunnel and all sessions within are cleared.

Use this command to set the maximum number of retransmissions that the LAC service sends before closing
the tunnel and all sessions within. it.

Example

The following command sets the maximum number of retransmissions of a control message to a peer
to 7:

max-retransmissions 7

max-session-per-tunnel

Product

Sets the maximum number of sessions that can be facilitated by a single tunnel at any time.

PDSN
GGSN
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. max-tunnel-challenge-length

Privilege

Command Modes

Syntax Description

Usage Guidelines

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#
max-sessions-per-tunnel integer
integer

Default: 512

Specifies the maximum number of sessions as an integer from 1 through 65535.

Use this command to set the maximum number of sessions you want to allow in a tunnel.

Example
The following command sets the maximum number of sessions in a tunnel to 5000:

max-sessions-per-tunnel 5000

max-tunnel-challenge-length

Product

Privilege

Command Modes

Syntax Description

Sets the maximum length of the tunnel challenge in bytes. The challenge is used for authentication purposes
during tunnel creation.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

max-tunnel-challenge-length bytes

bytes
Default: 16

Specifies the number of bytes to set the maximum length of the tunnel challenge as an integer from 4 through
32.
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Usage Guidelines Use this command to set the maximum length, in bytes, for the tunnel challenge that is used during tunnel
creation.

Example
The following command sets the maximum length of the tunnel challenge to 32 bytes:

max-tunnel-challenge-length 32

max-tunnels

The maximum number of tunnels that the current LNS service can support.

Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

Syntax Description =~ Mmax-tunnels integer

integer
Default: 32000

Specifies the maximum number of tunnels as an integer from 1 through 32000.

Usage Guidelines Use this command to set the maximum number tunnels that this LNS service can support at any one time.

Example

Use the following command to set the maximum number of tunnels for the current LNS service to
20000:

max-tunnels 20000

nai-construction domain

Designates the alias domain name to use for Network Access Identifier (NAI) construction.

Product PDSN
GGSN
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Privilege

Command Modes

Syntax Description

Usage Guidelines

newcall

Product

Privilege

Command Modes

Syntax Description

LNS Service Configuration Mode Commands |

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

nai-construction domain domain name { @ | $ | - | \ | # | / }
no nai-construction domain

no

Deletes the NAI construction domain alias.

domain_name { @ | % |- [\|#]/}
Specifies the desired domain name alias followed immediately by a separator from the valid list. domain_name

must be an alphanumeric string of from 1 through 79 characters.

Use this command to specify the domain alias and separator to use for NAI construction. The specified domain
name must be followed by a valid separator (@ | % |- |\ | #|/).

Example

To specify a domain alias of mydomain@ with a separator of @, enter the following command:
nai-construction domain mydomain@

To delete the current setting for the NAI construction domain alias, enter the following command:

no nai-construction domain

Configures new call related behavior.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

newcall duplicate-subscriber-requested-address { accept | reject }
default newcall duplicate-subscriber-requested-address
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peer-lac

Product

Privilege

Command Modes

Syntax Description

peer-lac .

default

Sets or restores default value assigned for specified parameter

duplicate-subscriber-requested-address

Configures how duplicate sessions with same address request are handled.

Example
The following command configures new call with duplicate address request to accept:

newcall duplicate-subscriber-requested-address accept

Adds a peer LAC address for the current LNS service. Up to eight peer LACs can be configured for each LNS
service.

PDSN

GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

peer-lac { ip address | ip address/mask } [ encrypted ] secret secret [
description text ]
no peer-lac ip address

no peer-lac ip_address

Deletes the peer LAC IP address specified by ip_address. ip_addressmust be entered using IPv4 dotted-decimal
notation.

ip_address

The IP address of a specific peer LAC for the current LNS service. ip_address must be entered using IPv4
dotted-decimal notation.

ip_address/mask

A network prefix and mask enabling communication with a group of peer LACs. ip_addressis the network
prefix expressed in IPv4 dotted-decimal notation.

mask is the number of bits that defines the prefix.
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encrypted
Specifies the encrypted shared key between the LAC and the LNS service.

This keyword is intended only for use by the system while saving configuration scripts. The system displays
the encrypted keyword in the configuration file as a flag that the variable following the secret keyword is the
encrypted version of the plain text secret. Only the encrypted secret is saved as part of the configuration file.

secret secret

Designates the secret which is shared between the current LNS service and the peer LAC. secret must ben
alphanumeric string of 1 through 127 characters that is case sensitive.

description text

Specifies the descriptive text to use to describe the specified peer LAC. text must be an alphanumeric string
of 0 through 79 characters.

Usage Guidelines Use this command to add a peer LAC address for the current LNS service.

Specific peer LACs can be configured by specifying their individual IP addresses. In addition, to simplify
configuration, communication with a group of peer LACs can be enabled by specifying a network prefix and
a mask.

Example

The following command adds a peer LAC to the current LNS service with the IP address of
10.10.10.100, and specifies the shared secret to be 1b34nnf5d:

peer-lac 10.10.10.100 secret 1b34nnf5d

The following command enables communication with up to 16 peer LACs on the 192.168.1.0 network
each having a secret of abc123:

peer-lac 92.168.1.0/28 secret abcl23

The following command removes the peer LAC with the IP address of 10.10.10.200 for the current
LNS service:

no peer-lac 10.10.10.200

proxy-lcp-authentication

Enables/disables proxy LCP authentication.

Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name
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Syntax Description

Usage Guidelines

retransmission-timeout-first .

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

[ no ] proxy-lcp-authentication

no

Disables the processing of proxy LCP authentication parameters from the LAC.

proxy-lcp-authentication

Default: Enabled

Enables the processing proxy LCP authentication parameters from the LAC.

When enabled, if proxy LCP authentication parameters are received from the LAC and are acceptable, the
LNS resumes the PPP session from the authentication phase and goes to the IPCP phase.

When disabled, PPP is always started from the LCP phase, ignoring and discarding any proxy LCP
authentication parameters received from the LAC. Disable this feature in situations where accept proxy LCP
Auth AVPs that the peer LAC sends should not be expected.

Example

Use the following command to disable the processing of proxy LCP authentication parameters from
the LAC:

no proxy-lcp-authentication

Use the following command to re-enable the processing of proxy LCP authentication parameters
from the LAC:

proxy-lcp-authentication

retransmission-timeout-first

Product

Privilege

Command Modes

Syntax Description

Configures the initial timeout for the retransmission of control messages to the peer LAC.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

retransmission-timeout-first integer
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. retransmission-timeout-max

Usage Guidelines

integer
Default: 1
Specifies the amount of time (in seconds) to wait before sending the first control message retransmission.

This value is an integer from 1 through 100.

Each tunnel maintains a queue of control messages to transmit to its peer. After a period of time passes without
acknowledgement, a message is retransmitted.

Example
The following command sets the initial retransmission timeout to 3 seconds:

retransmission-timeout-first 3

retransmission-timeout-max

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the maximum amount of time that can elapse before retransmitting control messages to the peer
LAC.

PDSN

GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

retransmission-timeout-max integer

integer
Default: 8
Specifies the maximum time (in seconds) to wait before retransmitting control messages. If this limit is reached,

the tunnel, and all sessions within it, is cleared. This value is an integer from 1 through 100.

Each tunnel maintains a queue of control messages to transmit to its peer. After a period of time passes without
acknowledgement, a message is retransmitted. Each subsequent retransmission of a message employs an
exponential backoff interval. For example; if the first retransmission occurs after 1 second, the next
retransmission occurs after 2 seconds has elapsed, then the next after 4 seconds. This continues until the limit
set by this command is reached. If this limit is reached, the tunnel, and all sessions within it, is cleared.

Example

Use the following command to set the maximum retransmission time-out to 10 seconds:
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retransmission-timeout-max 10

setup-timeout

Configures the maximum amount of time, in seconds, allowed for session setup.

Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration

configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

Syntax Description setup-timeout seconds

seconds
Default: 60

Specifies the maximum time (in seconds) to wait for the setup of a session. seconds must be an integer from
1 through 1000000.

Usage Guidelines This command controls the amount of time allowed for tunnel establishment with a peer LAC. If this timer
is exceeded the tunnel setup is aborted.

Example
The following command configures a maximum setup time of 120 seconds:

setup-timeout 120

single-port-mode

When enabled, this command sets the LNS to use only the default local UDP port (port 1701) for the life of

a tunnel.
Product PDSN
GGSN
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > LNS Service Configuration
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Syntax Description

Usage Guidelines

trap

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

LNS Service Configuration Mode Commands |

configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

[ default | no ] single-port-mode

no

Disable single port mode

Use this command to control the L2TP LNS tunnel local UDP port assignment mode. If single-port-mode is
enabled, the LNS-service uses the standard UDP port (port 1701) for the life of the incoming tunnel. Otherwise,
it assigns a new local UDP port number for a tunnel when it responds to a tunnel create request received on
the standard port number. This is done for load distributing the tunnel processing between multiple tasks
within the system to increase the capacity and performance. Even though all L2TP LACs are required to
support such dynamic port assignments during tunnel establishments, there exist some LACs that do not

support port assignment other than port 1701. This single-port-mode feature can be enabled to support such
LAC peers. This configuration must be applied for the LNS-Service before the bind command is executed.

Example
The following command enables single port mode for the current LNS service:

single-port-mode

This command generates SNMP traps.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

[ no ] trap all

no

Disables SNMP traps.

Use this command to enable/disable all supported SNMP traps.
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tunnel-authentication .

Example
To enable all supported SNMP traps, enter the following command;
trap all

tunnel-authentication

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Enables/disables L2TP tunnel authentication for the LNS service.

PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-lns-service)#

[ no ] tunnel-authentication

no

Disables tunnel authentication

Tunnel authentication is enabled by default.

When tunnel authentication is enabled, a configured shared secret is used to ensure that the LNS service is
communicating with an authorized peer LAC. The shared secret is configured by the peer-lac command, the

tunnel 12tp command in the Subscriber Configuration mode, or the Tunnel-Password attribute in the
subscribers RADIUS profile.

Example

To disable tunnel authentication, use the following command:
no tunnel-authentication

To re-enable tunnel authentication, use the following command:

tunnel-authentication

tunnel-switching

Enables or disables the LNS service from creating tunnels to another LAC for an existing tunnel.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines
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PDSN
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > LNS Service Configuration
configure > context context_name > Ins-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-lns-service)#

[ no ] tunnel-switching

no
Disable tunnel switching.
Tunnel switching is enabled by default.

Tunnel switching is when the LNS has a tunnel connected to a LAC and creates a tunnel to a different LAC
and routes the data from the original LAC through the new tunnel to the other LAC.

Example
To disable tunnel switching in the LNS, enter the following command,

no tunnel-switching
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CHAPTER 28

Local Policy Actiondef Configuration Mode
Commands

The Local Policy Actiondef Configuration Mode is used to define the action definitions to be used for local
QoS policies.

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Actiondef Configuration
configure > local-policy-service service_name > actiondef actiondef _name

Entering the above command sequence results in the following prompt:

[context name]host name(config-local-policy-actiondef)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

action

Product

Privilege

Command Modes

on page | chapter.

* action, on page 363

This command configures the action priority for an actiondef.

P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Actiondef Configuration
configure > local-policy-service service_name > actiondef actiondef _name

Entering the above command sequence results in the following prompt:
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[context name]lhost name(config-local-policy-actiondef)#

action priority priority action name arguments
no action priority priority

priority priority

Specifies a priority for the specified action.

priority must be a unique integer from 1 to 2048.

action_name arguments

The following actions are supported. arguments specify a set of parameters to be used when invoking the
action.

activate-ambr uplink bandwidth downlink bandwidth

Sets the aggregated maximum bit rate (AMBR) for the APN.

Configures uplink and downlink bandwidth. bandwidth must be an integer from 1 to 1000000000.
activate-flow-detection { initiation | termination } ruledef ruledef_name

Detects a flow and takes action.

initiation ruledef: Checks for flow initiation and adds a rule definition.

termination ruledef: Checks for flow termination and adds a rule definition.

ruledef_name must be an existing ruledef.

activate-lp-rule name Iprule_name

Activates a local-policy rule within service scheme when a subscriber is in the configured RAI or TAI
range.

Iprule_namemust be an existing local-policy rule within the service scheme expressed as an alphanumeric
string of 1 through 63 characters.

[ 1

Important [ ocal-Policy can support up to 7 Ip-rules to be activated for a given session.

When the subscriber moves out of the configured RAI or TAI range, the local-policy rule is deactivated.
This option is added as part of Location Based QoS Override feature. For more information on this
feature, see the ECS Administration Guide.

activate-rule namerule_name
Activates a rule within ECS rulebase for a subscriber.

rule_name must be an existing rule within this local QoS policy service expressed as an alphanumeric
string of 1 through 63 characters.

activate-rulebase namerulebase _name
Associates the session with a specific rulebase.

rulebase_name must be an existing rulebase within this local QoS policy service expressed as an
alphanumeric string of 1 through 63 characters.
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action .

« allow-requested-qos
Allow a specific UE initiated QoS request.

» allow-session
Allows the session to continue.

» deactivate-flow-detection { initiation | termination } ruledef ruledef_name
Deactivates detection of flow and takes action.
initiation ruledef: Checks for flow initiation and adds a rule definition.
termination ruledef: Checks for flow termination and adds a rule definition.

ruledef_name must be an existing ruledef.

deactivate-rule name rule_name
Deactivates a rule within ECS.

rule_name must be an existing rule within this local QoS policy service expressed as an alphanumeric
string of 1 through 63 characters.

deactivate-rulebase name rulebase_name
Disassociates the rulebase from a session.

rulebase_name must be an existing rulebase within this local QoS policy service expressed as an
alphanumeric string of 1 through 63 characters.

default-qos qci value arp value
Sets the default QoS parameters for the session
qci value must be an integer from 1 through 254.

arp value must be an integer from 1 through 15 (StarOS v12.1 and earlier) or 1 through 127 (StarOS
v12.2 and later).

event-trigger s { default-bearer-qos-change | ecgi-change | qos-change | tai-change | uli-change }
This action specifies to enable the event triggers — Default EPS bearer QoS change event trigger,

ECGI-Change event trigger and QoS change event trigger.

The ECGI-Change event trigger is added as part of Location Based Local-Policy Rule Enforcement
feature. For more information on this feature, see the Gx Interface Support chapter in the administration
guide for the product you are deploying.

The TAI-Change and ULI-Change event triggers are added as part of Location Based QoS Override
feature. For more information on this feature, see the ECS Administration Guide.

reconnect-to-server [ send-usage-report |

Reconnects to the PCRF server to handle fallback scenario. That is, when the session falls back to local
policy, this action specifies to retry connecting to the PCRF server.

send-usage-report: Triggers CCR-U with volume report immediately. The default behavior is that the
CCR-U will not be triggered immediately.

On timer-expiry, if the initial failure is due to CCR-U failure, and if send-ccru-immediateis configured,
then CCR-U will be sent with the usage report immediately.
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Usage Guidelines
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* rgject-requested-qos
Rejects UE QoS resource request.

* retry-count value
Retry action. This applies to start-timer/activate-rule/activate-ruledef.
value must be an integer from 0 through 65535.

« start-timer name duration valueretry-count value

Starts a named timer. On expiry of this timer, the local policy engine is contacted to initiate the appropriate
action, such as termination of a session.

duration value: Enter a timer duration from 0 through 28800 seconds. A value of 0 can be used to leave
the local policy until the subscriber disconnects. Default timer value is 14400 (seconds).

retry-count specifies the maximum number of times the server will be retried before terminating the
call.

retry-count value must be an integer from 0 through 65535. Default retry count is 3.
* stop-timer name

Stops the designated timer.
* terminate-session

Terminates the session.

no action priority priority

Deletes the specified action.

Use this command to enable the setting of parameters to be used when invoking actions. Actions are a series
of operations that are triggered by activated rules.

This command can be entered multiple times to configure multiple actions for an actiondef. The actions are
examined in priority order until a match is found and the corresponding action is applied.

Example
The following command creates an action to allow a session to continue with priority set to 125:

action priority 125 allow-session
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CHAPTER 29

Local Policy Eventhase Configuration Mode
Commands

The Local Policy Eventbase Configuration Mode is used to configure the events to be used for local QoS
policies.

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Eventbase Configuration
configure > local-policy-service service_name > eventbase eventbase_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-local-policy-eventbase)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

rule

Product

Privilege

Command Modes

on page | chapter.

* rule, on page 367

This command enables the setting of event rules. An event is something that occurs in the system which would
trigger a set of actions to take place, such as new-call or rat-change.

P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Eventbase Configuration

configure > local-policy-service service_name > eventbase eventbase_name
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Entering the above command sequence results in the following prompt:

[context name]lhost name(config-local-policy-eventbase)#

rule priority priority [ event list of events ] ruledef ruledef name actiondef
actiondef name [ continue ]

no rule priority priority

priority priority

Specifies a priority for the specified rule.

priority must be unique and an integer from 1 to 2048.

event /ist_of events

The event is defined by any of the following events. Upon triggering the event, the rules specified in the
eventbase are executed.

« apn-ambr-mod-failure: This event is triggered as a result of a APN AMBR Modification failure.

» def-eps-bearer-qos-mod-failure: This event is triggered as a result of a Default EPS bearer QoS
Modification failure.

« default-gos-change: This event is triggered as a result of a default QoS change.

» ecgi-change: This event is triggered as a result of any change relating to ECGI. This event trigger is
added as part of Location Based Local-Policy Rule Enforcement feature. For more information on this
feature, see the Gx Interface Support chapter in the administration guide for the product you are deploying.

« fallback: This event is triggered as a result of fallback from PCRF.

« location-change: This event is triggered as a result of any change relating to location.

« new-call: This event is initiated when a new call is established.

» out-of-credit: This event is initiated on out of OCS credit.

« realloc-of-credit: This event is initiated on OCS reallocation of credit.

* request-qos: This event is initiated as the result of UE requested QoS.

* rule-report-status: This event is initiated as the result of rule report status provided to PCRF.

» service-flow: This event is triggered as a result of a new service flow being detected for the subscriber.

« tai-change: This event is triggered as a result of any change relating to TAI. This event trigger is added
as part of Location Based QoS Override feature. For more information on this feature, see the ECS
Administration Guide.

« timer-expiry: This event is triggered as a result of the expiry of Local Policy Timer.

ruledef ruledef_name
Associates the rule with a specific ruledef.

ruledef_name must be an existing ruledef within this local QoS policy service.
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Usage Guidelines

| A

rule .

actiondef actiondef_name
Associates the rule with a specific actiondef.

actiondef_name must be an existing actiondef within this local QoS policy service expressed as an alphanumeric
string of 1 through 63 characters.

continue

Subsequent rules are also matched; otherwise, rule evaluation is terminated on first match.

no rule priority priority

Deletes the specified rule.

Use this command to create, configure, or delete event rules.

The rules are executed in priority order, and if the rule is matched the action specified in the actiondef is
executed. If an event qualifier is associated with a rule, the rule is matched only for that specific event. If a
qualifier of continue is present at the end of the rule, the subsequent rules are also matched; otherwise, rule
evaluation is terminated on first match.

This command can be entered multiple times to configure multiple rules for an eventbase.

Important

A maximum of 256 rules are suggested in an eventbase for performance reasons.

Example

The following command creates a rule with priority set to 2 and associated with ruledef rule5 and
actiondef action7:

rule priority 2 ruledef rule5 actiondef action7
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. rule
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CHAPTER 30

Local Policy Ruledef Configuration Mode
Commands

The Local Policy Ruledef Configuration Mode is used to configure the rule definitions to be used for local
QoS policies.

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Ruledef Configuration
configure > local-policy-service service_name > ruledef ruledef_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-local-policy-ruledef)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

condition

Product

Privilege

Command Modes

on page | chapter.

* condition, on page 371

This command is used to configure the conditions which trigger the ruledef event.

P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration > Local Policy Ruledef Configuration
configure > local-policy-service service_name > ruledef ruledef_name

Entering the above command sequence results in the following prompt:
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[context name]lhost name(config-local-policy-ruledef)#

condition priority priority { variable { eq | ge | gt | 1le | 1t | match | ne
| nomatch } regex | string value | int value | set }

no condition priority priority

priority priority

Specifies a priority for the specified condition.

priority must be unique and an integer from 1 to 2048.

variable
The following variables are supported:
* 3g-uli mec mec_num mnc mnc_numtac

Configures 3G-ULI parameter with values for MCC, MNC and LAC. Operator takes specific action or
applies local-policy rule based on the 3G-ULI value in Change event notification from MME.

* mcc mec_num : MCC is a three digit number from 001 to 999. It is a string of size 3 to 3.
* mnc mnc_num : MNC is a two or three digit number from 01 to 999. It is a string of size 2 to 3.

* lac: LAC is a 4 byte field. It is a string of 4 hexadecimal values from 0x1 to Oxffff.

oapn

The APN associated with the current session expressed as an alphanumeric string of 1 through 63
characters.

. a_rp
The ARP value associated with the current session expressed as an integer from 1 through 15.
* bandwidth

Total bandwidth associated with the QCI and ARP value associated with the request, expressed as an
integer from 0 through 1000000000.

* bsid

Base Station Identifier associated with the subscriber expressed as an alphanumeric string of 1 through
63 characters.

« cause-code

Failure Cause Code associated with the subscriber expressed as an alphanumeric string of 1 through 63
characters.

« date
Date value to match. <Clock in format YYYY:MM:DD>
« day-of-month
The day of the month to match the rule to, expressed as an integer from 1 through 31.

- day-of-week
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condition .

Sunday...Saturday, expressed as an integer from 1 to 7.

€cgi mcc mcc_num mnc mnc_num eci

Configures E-UTRAN Cell Global Identifier with values for MCC, MNC and ECI. Operator takes specific
action or applies local-policy rule based on the ECGI value in ECGI-Change event notification from
MME.

* mcc mec_num : MCC is a three digit number from 001 to 999. It is a string of size 3 to 3.
* mnc mnc_num : MNC is a two or three digit number from 01 to 999. It is a string of size 2 to 3.

* eci: ECI is a hexadecimal number from 0x1 to OX{ffffff. It is a string of size 1 to 7.

final-unit-action { redirect | restrict-access | terminate} [ filter-id ] [ eq | ge| gt | le] It | match | ne
| nomatch ] filter-id

This variable allows configuring different filter IDs and different Final-Unit-Action (FUA) actions for
the events like out-of-credit, etc. Based on the FUA and filter ID values, local policy engine will either
install pre-configured redirection rules/pre-configured rule that might drop all packets, or push a different
rule/policy.

When the FUA received from the session manager during out-of-credit scenario matches with the
configured FUA, then one of the following actions will be taken. If multiple filter-ids are configured,
then at least one filter-id should be matched.

« redirect: Redirects the service
* restrict-access : Restricts the service
» terminate: Terminates the service

filter-id: This variable denotes the name of the filter list for the user. filter-id is a string of 1 through 128
characters. Note that match, nomatch, ne, and eq are more appropriate operators though other values
can also be used. Wild card values can be specified for string match.

[ N

Important  This feature of supporting FUA in local policy will be active only when Gx
Assume Positive is active.

imeisv

IMEISV of the user equipment expressed as an alphanumeric string of 1 through 63 characters.
imsi

IMSI associated with the subscriber expressed as an alphanumeric string of 1 through 63 characters.
local-policy-mode [ fallback | dual-mode | Ip-only ]

This variable allows selecting different actions for different modes like local-policy only, dual-mode,
and fallback mode for the same event.

« fallback: This mode indicates that the action has to be taken only when the call is with local-policy
because of failure-handling.

+ dual-mode: This mode indicates that action has to be taken if the call is in dual-mode wherein both
PCREF and local-policy co-exist.

* I[p-only: This mode indicates that action has to be taken when only local-policy exists and PCRF
does not.
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* meid

MEID associated with the subscriber expressed as an alphanumeric string of 1 through 63 characters.
» month-of-year

Jan, Feb....Dec, expressed as an integer from 1 through 12.
* msisdn

MSISDN associated with the session expressed as an alphanumeric string of 1 through 63 characters.
* nai

NAI associated with the session expressed as an alphanumeric string of 1 through 63 characters.
* pdn-type

Type of PDNs associated with the same APN.

* |PV4: IPv4 PDN Type
* IPV4V6: IPv4v6 PDN Type
* |PV6: IPv6 PDN Type

e qci
QCI associated with the current event expressed as an integer from 1 through 254.

« radio-access-technology
Radio access technology associated with the subscriber:

» cdma-1xrtt: CDMA 1X RTT radio access technology

» cdma-evdo: CDMA-EVDO radio access technology

+ cdma-evdo-reva: CDMA EVDO REVA radio access technology
» cdma-other: Other CDMA radio access technologies

+ ehrpd: EHRPD radio access technology

« eutran: EUTRAN radio access technology

* gan: GAN radio access technology

* gprs-geran: GPRS GERAN radio access technology

* gprs-other: Other GPRS radio access technology

* hspa: HSPA radio access technology

+ unknown: Unknown radio access technology

» wcdma-utran: WCDMA UTRAN radio access technology
» wimax: WiMax radio access technology

* wireless-lan: Wireless LAN radio access technology

* serving-node-address
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Usage Guidelines

condition .

IP address associated with the current node serving the subscriber entered using [Pv4 dotted-decimal or
IPv6 colon-separated-hexadecimal notation.

* serving-plmn

PLMN associated with the current node serving the subscriber expressed as an alphanumeric string of 1
through 63 characters.

* tai mcc mcc_num mnc mnc_numtac

Configures Tracking Area Identification associated with the subscriber. Operator takes specific action
or applies local-policy rule based on the TAI value in TAI-Change event notification from MME.

» mcc mecc_num : MCC is a three digit number from 001 to 999. It is a string of size 3 to 3.
* mnc mnc_num : MNC is a two or three digit number from 01 to 999. It is a string of size 2 to 3.

« tac: TAC is a 4 byte field. It is a string of 4 hexadecimal values from 0x1 to Oxffff.

« time-of-day

Time associated with the change. <Clock in format HH:mm:ss or HH:mm >

eq | ge | gt|le|It| match | ne | nomatch
eq: Operation equal to

ge: Operation greater than or equal to
gt: Operation greater than

le: Operation less than or equal to

It: Operation less than

match: Operation match

ne: Operation not equal to

nomatch: Operation nomatch

no condition priority priority

Deletes the specified condition.

Use this command to configure the conditions which trigger the ruledef event. A ruledef represents a set of
matching conditions.

This command can be entered multiple times to configure multiple conditions for a ruledef. The conditions
are examined in priority order until a match is found and the corresponding condition is applied.

Example
The following command creates a condition with priority set to 5 and configured match apn myapn*:

condition priority 5 apn match myapn¥*
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. condition
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CHAPTER 31

Local Policy Service Configuration Mode
Commands

Important

Command Modes

A maximum of 16 local QoS policy services are supported.

The Local Policy Service Configuration Mode is used to configure the local QoS policy for one or more
services.

Exec > Global Configuration > Local Policy Service Configuration
configure > local-policy-service service_name
Entering the above command sequence results in the following prompt:

[context name]lhost name(config-local-policy-service)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

actiondef

Product

on page | chapter.

* actiondef, on page 377

* eventbase, on page 379

* ruledef, on page 380

* suppress-cra, on page 381

This command enables creating, configuring, or deleting action definitions for an event.

P-GW
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Command Modes

Syntax Description

Usage Guidelines

|
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SAEGW
Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration
configure > local-policy-service service_name

Entering the above command sequence results in the following prompt:

[context name]host name(config-local-policy-service)#

actiondef actiondef name [ -noconfirm ]
no actiondef actiondef name

no

Deletes the specified actiondef from the local QoS policy service.

actiondef_name
Specifies name of the actiondef.

actiondef_name must be unique within the service expressed as an alphanumeric string of 1 through 63
characters.

If the named actiondef does not exist, it is created, and the CLI mode changes to the Local Policy Actiondef
Configuration Mode wherein the actiondef can be configured.

If the named actiondef already exists, the CLI mode changes to the Local Policy Actiondef Configuration
Mode for that actiondef.

-noconfirm

Specifies that the command must execute without prompting for confirmation.

Use this command to create, configure, or delete an actiondef. The actiondef configuration is used to configure
the action definitions for an event. The event ruledef will have one or more rules and associated action(s).

This command can be entered multiple times to specify multiple actiondefs.

Important

A maximum of 256 actiondefs are suggested in a local QoS policy service for performance reasons. An
actiondef can be referenced by multiple eventbases.

Entering this command results in the following prompt:
[context name]hostname (config-local-policy-actiondef) #

Local Policy Actiondef Configuration Mode commands are defined in the Local Policy Actiondef Configuration
Mode Commands chapter.

Example

The following command creates an actiondef named actiondefl and enters the Local Policy Actiondef
Configuration Mode:
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eventbhase

Product

Privilege

Command Modes

Syntax Description

| A

eventbhase .

actiondef actiondefl

This command enables creating, configuring, or deleting an eventbase.

P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration
configure > local-policy-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-local-policy-service)#

eventbase eventbase name [ —noconfirm ]
no eventbase eventbase name

no

Deletes the specified eventbase from the local QoS policy service.

eventhase_name
Specifies name of the eventbase.

eventbase_name must be unique within the service expressed as an alphanumeric string of 1 through 63
characters.

Important

Usage Guidelines

Currently, only one eventbase is supported, and it must be named "default".

If the named eventbase does not exist, it is created, and the CLI mode changes to the Local Policy Eventbase
Configuration Mode wherein the eventbase can be configured.

If the named eventbase already exists, the CLI mode changes to the Local Policy Eventbase Configuration
Mode for that eventbase.

-noconfirm

Specifies that the command must execute without prompting for confirmation.

Use this command to create, configure, or delete an eventbase.

Entering this command results in the following prompt:

[context name]hostname (config-local-policy-eventbase) #
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Local Policy Service Configuration Mode Commands |

Local Policy Eventbase Configuration Mode commands are defined in the Local Policy Eventbase Configuration
Mode Commands chapter.

Example

The following command creates an eventbase named default and enters the Local Policy Eventbase
Configuration Mode:

eventbase default

This command enables creating, configuring, or deleting a rule definition.

P-GW
SAEGW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration
configure > local-policy-service service_name
Entering the above command sequence results in the following prompt:

[context name]host name(config-local-policy-service)#

ruledef ruledef name [ —noconfirm ]
no ruledef ruledef name

no

Deletes the specified ruledef from the local QoS policy service.

ruledef_name
Specifies name of the ruledef.
ruledef_name must be unique within the service expressed as an alphanumeric string of 1 through 63 characters.

If the named ruledef does not exist, it is created, and the CLI mode changes to the Local Policy Ruledef
Configuration Mode wherein the ruledef can be configured.

If the named ruledef already exists, the CLI mode changes to the Local Policy Ruledef Configuration Mode
for that ruledef.

-noconfirm

Specifies that the command must execute without prompting for confirmation.

Use this command to create, configure, or delete a ruledef. A ruledef represents a set of matching conditions.

This command can be entered multiple times to specify multiple ruledefs.
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suppress-cra .

Important

A maximum 256 ruledefs are suggested in a local QoS policy service for performance reasons.

Entering this command results in the following prompt:

[context name] hostname (config-local-policy-ruledef) #

Local Policy Ruledef Configuration Mode commands are defined in the Local Policy Ruledef Configuration
Mode Commands chapter.

Example

The following command creates a ruledef named ruleb and enters the Local Policy Ruledef
Configuration Mode:

ruledef ruleb5

suppress-cra

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command allows to suppress the Change Reporting Action (CRA) for event triggers enabled in local
policy configurations.

GGSN
P-GW

Security Administrator, Administrator

Exec > Global Configuration > Local Policy Service Configuration
configure > local-policy-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-local-policy-service)#

suppress-cra event-triggers { ecgi-change | tai-change | uli-change } +
no suppress-cra

This variant is used to configure the default behavior. By default, the CRA notification is sent to MME if one
or a combination of these event triggers is installed.

suppress-cra event-triggers { ecgi-change | tai-change | uli-change } +

This keyword restricts sending of CRA towards MME depending on the ECGI-Change, TAI-Change and
ULI-Change event triggers configured in local-policy service.

Use this command to control the CRA notification towards MME based on the configured event triggers in
the local-policy configuration.
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Example
The following command suppresses CRA if ECGI-Change event trigger is installed:

suppress-cra event-triggers ecgi-change

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



Command Modes

CHAPTER 32

Location Service Configuration Mode Commands

The Location Service Configuration Mode is used to manage LoCation Services (LCS). Using LCS, the system
(MME or SGSN) can collect and use or share location (geographical position) information for connected UEs
in support of a variety of location services.

Exec > Global Configuration > Context Configuration > Location Service Configuration

configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

associate

Product

Privilege

on page | chapter.

* associate, on page 383

* destination-host, on page 385
* pla, on page 386

* slr, on page 386

* timeout, on page 387

Associates or disassociates supportive interfaces or services with this location service instance.

MME
SGSN

Administrator
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Exec > Global Configuration > Context Configuration > Location Service Configuration
configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#

associate { diameter { dictionary standard | endpoint endpoint name } |
map-service map svc name | sls—-service sls svc name }

default associate diameter dictionary

no associate { diameter endpoint | map-service | sls-service }

default

Returns the command to its default value of 'standard'.

no

Disassociates a previously associated interface or service with this location service.

diameter dictionary standard

Associates a Diameter dictionary with this location service. The standard dictionary contains definitions per
the 3GPP definition.

diameter endpoint endpoint_name

Specifies the Diameter endpoint for this location service, which includes the hostname, peer configuration,
and other Diameter base configuration.

map-service map_svc_name
Associates a Mobile Application Part (MAP) service with this location service.
This keyword is applicable for SGSN only.

map_sv_svc_namespecifies the name for a pre-configured MAP service to associate with this location service.

sls-service sIs_svc_name

Associates an SLs service with this location service. The SLs service provides an interface between the MME
and Evolved Serving Mobile Location Center (E-SMLC).

This keyword is applicable for MME only.

dls svc_name specifies the name for a pre-configured SLs service to associate with this location service.
Use this command to specify the Diameter dictionary and endpoint to be used for this location service, or
associate supportive services with this location service.

The location service provides SLg (MME) interface support or Lg (SGSN) interface support via the Diameter
protocol between the MME or SGSN and the GLMC.
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destination-host .

Example

The following command associates a pre-configured Diameter endpoint named test12 to this location
service:

associate diameter endpoint testl2

destination-host

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Configures the host name of the GLMC to be used for this Location service. When defined, this host name
is populated in the destination-host AVP.

MME
Administrator

Exec > Global Configuration > Context Configuration > Location Service Configuration
configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#

destination-host destination host
no destination-host

no

Removes the configured destination host.

destination_host

Defines the host name to be used, as an alphanumeric string from 1 to 63 characters.

To comply with 3GPP TS29.172, the Destination-Host AVP is sent to the GMLC for all the Location Report
Request (LRR) messages initiated by MME.

Use this command to configure the destination-host AVP for this Location service.

If this command is not configured, the peer host name configured in the diameter endpoint is encoded as
Destination-Host AVP. Refer to the peer command in the Diameter Endpoint Configuration Mode.

Example
The following command specifies a destination host named host123 for the location service:

destination-host hostl1l23
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. pla

pla

Configures the experimental result code for pla.

Product MME
Privilege Administrator
Command Modes Exec > Global Configuration > Context Configuration > Location Service Configuration

configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#

Syntax Description Pla ue-state [ detached | not-reachable ]send
experimental-result-codeexperimental result code
[ no ] pla ue-state [ detached | not-reachable ]send
experimental-result-code

no

Disables the experimental result code for pla.

ue-state

Specifies that the pla can be either not-reachable (No paging Response) or detached.

detached

Specifies the UE disconnecting.

not-reachable

Specifies no paging response.

send

Specifies sending of ue-state.

experimental-result-code experimental_result_code

Specifies the result code value to be encoded in PLA depending on ue-state when PLR is received with GMLC
Location type set to Current or Last Known Location.

experimental_result_code must be an integer between 1000 and 6000.

sir

Controls the Subscriber Location Report (SLR) trigger generated from MME towards GMLC for emergency
calls, based on the dedicated bearer states either creation or deletion.
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Privilege

Command Modes

Syntax Description

Usage Guidelines

timeout

Product

Privilege

Command Modes

timeout .

MME
Administrator

Exec > Global Configuration > Context Configuration > Location Service Configuration
configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#

[ no ] slr emergency dedicated-bearer-only

no

Disables the SLR trigger for dedicated bearer states.

slr

Specifies the SLR message from MME.

emergency

Specifies the trigger for sending the SLR message for emergency calls.

dedicated-bearer-only

Specifies the MME to trigger SLR towards GMLC upon dedicated bearer creation and deletion.

Use this command to enable or disable the Subscriber Location Report (SLR) message trigger for emergency
calls based on the dedicated bearer states either creation or deletion. In case of multiple dedicated bearers,
SLR message with Call-Origination is sent upon the creation of first dedicated bearer and Call-Release is sent
upon the deletion of last dedicated bearer irrespective of QCI. This command will override the current/default

behavior of MME which initiates the SLR towards GMLC only upon Emergency Attach/PDN creation/PDN
deletion and Detach.

By default, MME triggers the SLR message towards GMLC upon successful Emergency Attach/PDN
creation/PDN deletion and Detach with appropriate event type (Call-Origination/Call-Release/Call-Handover).

Configures the timers used to control various location service procedures.
SGSN
Administrator

Exec > Global Configuration > Context Configuration > Location Service Configuration
configure > context context_name > location-service service_name

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-location-service)#
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Syntax Description

Usage Guidelines
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timeout { area-event-invoke-timer area event timer | lesn lcsn seconds |
periodic-event-invoke-timer period event timer | ue-available-guard-timer
ue guard timer }

default timeout { area-event-invoke-timer | lcsn |
periodic-event-invoke-timer | ue-available-guard-timer }

default

Resets the specified timer to the default value.

area-event-invoke-timer area_event_timer
This timer, set in seconds, is used to guard the area event invoke procedure.

area_evt_timer is an integer from 10 through 20. Default is 15.

lesn lesn_seconds

Sets the NAS location service notification timer defining how long the SGSN will wait (in seconds) before
aborting the Location Service Request, and release all resources allocated for the transaction.

Icsn_seconds is an integer from 10 through 20. Default is 15.

periodic-event-invoke-timer period_event_timer
Thi timer, set in seconds, is used to guard the period location invoke procedure.

period_evt_timer is an integer from 10 to 20. Default is 15.

ue-available-guard-timer ue_guard_timer

This timer, set in seconds, is used to guard the packet-switched deferred location request (UE available event)
procedures.

ue_guard_timer is an integer from 10 to 600. Default is 600.

Use this command to set the amount of time the SGSN waits to perform various location service procedures.

Example

The following command is used to set the time the SGSN will wait, for example 12 seconds, before
aborting the Location Service Request:

timeout lcns 12
The following command is used to set the timeout for the UE available guard timer to 460 seconds:

timeout ue-available-guard-timer 460
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CHAPTER 33

Logical eNode Configuration Mode Commands

Important

Command Modes

In Release 20, 21.0 and 21.1, HeNBGW is not supported. Commands in this configuration mode must not be
used in these releases. For more information, contact your Cisco account representative.

The Logical eNodeB configuration option enables the configuration of one or more logical eNodeBs within
the HeNB-GW. The Logical eNodeB configuration can be used to support load balancing within a pool of
TAIs.

Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >
Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
pImn id mcc mec_id mnc mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:

[context name]lhost name(logical-enb)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* associate mme-pool, on page 390
* associate tai-list-db, on page 390
* bind s1-mme, on page 391

* sl-mme ip qos-dscp, on page 392
* sl-mme sctp port, on page 394
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associate mme-pool

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Associates a previously configured MME pool to this logical eNodeB. An MME pool must be configured in
LTE Policy Configuration mode before using this configuration.

HeNB-GW
Security Administrator, Administrator
Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >

Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
plmn id mcc mec_id mne mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:

[context name]host name(logical-enb)#

associate mme-pool pool name
no associate mme-pool

no

Removes the associated MME pool from this logical eNodeB configuration.

pool_name

Identifies the name of the pre-configured MME pool to associate with this logical eNodeB.

pool_name is an alphanumeric string of 1 through 63 characters.

Use this command to bind/associate a pre-configured MME pool to this logical eNodeB. The MME pool can

be configured in LTE Policy configuration mode. The associate configuration is used to establish associations
with other helper services in general.

Each logical eNodeB can connect up to 8 MMEs. Since 8 logical eNodeBs can be configured per HeNB-GW
Network service, a total of 64 associations can be established between HeNB-GW and MME.

Example
The following command associates an MME pool named pool 1 with specific logical eNodeB:

associate mme-pool pooll

associate tai-list-db

Product

Associates a previously configured TAI database name to this logical eNodeB. A TAI database name for TAI
configuration must be configured in LTE Policy Configuration mode before using this configuration.

HeNB-GW
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Privilege

Command Modes

Syntax Description

Usage Guidelines

bind s1-mme .

Security Administrator, Administrator
Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >
Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
pIlmn id mcc mec_id mnc mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:

[context name]host name(logical-enb)#

associate tai-list-db tai db name
no associate tai-list-db

no

Removes the associated TAI database from this logical eNodeB configuration.

tai_db_name

Identifies the name of the pre-configured TAI database to associate with this logical eNodeB.
tai_db_nameis an alphanumeric string of 1 through 63 characters.

Use this command to bind/associate a pre-configured TAI database to this logical eNodeB. The MME pool

can be configured in LTE Policy configuration mode. The associate configuration is used to establish
associations with other helper services in general.

A maximum number of 8 TAI databases are supported. Each TAI database can accommodate up to 256
configurations of Tracking Area Codes (TACs). Therefore a total of 2048 TACs are supported.

Example
The following command associates a TAI database named henbtail with specific logical eNodeB:

associate tai-list-db henbtail

bind s1-mme

Product

Privilege

Command Modes

Binds the pre configured Local SCTP IP Address for S1 association to MME.
HeNB-GW
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >
Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
plmn id mcc mec_id mnc mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:
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Syntax Description

Usage Guidelines
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[context name]host name(logical-enb)#

bind sl-mme { ipv4-address | ipvé6-address } ip addr
no bind sl-mme

no

Removes the binding of SI-MME interface from this logical eNodeB configuration.

ip_addr
Identifies the IP address of the SI-MME interface to associate with this HeNB-GW Network service.
addr_val must be entered in the IPv4 (dotted decimal notation) or IPv6 (: / :: notation).

Use this command to bind the pre-configured IPv4 / IPv6 address of the S1-MME interface to the logical
eNodeB.

Example

The following command binds the SI-MME interface having 192:168:100:101 IP address with
specific logical eNodeB.

bind sl-mme ipvé6-address 192:168:100:101

s1-mme ip qos-dscp

Product

Privilege

Command Modes

Syntax Description

This command configures the quality of service (Do's) differentiated service code point (DSCP) marking for
IP packets sent out on the S1-MME interface, from the HeNB-GW to the MMECs).

HeNB-GW
Security Administrator, Administrator
Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >

Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
pIlmn id mcc mec_id mnc mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:

[context name]host name(logical-enb)#

sl-mme ip qgos-dscp { afll | afl2 | afl3 | af2l | af22 | af23 | af31 |

af32 | af33 | af4l | af42 | af43 | be | ¢csO0O | csl | cs2 | cs3 | cs4 | csb5
| cs6 | cs7 | ef }

default sl-mme ip qgos-dscp

qos-dscp { af11 | af12 | af13 | af21 | af22 | af23 | af31 | af32 | af33 | afd1 | af42 | af43 | be | cs0 | cs1| cs2 | es3 |
cs4 | cs5|cs6 | cs7 | ef }

Default: af11
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Usage Guidelines

s1-mme ip qos-dscp .

Specifies the DSCP for the specified QoS traffic pattern. qos-dscp can be configured to any one of the
following:

af11: Assured Forwarding 11 per-hop-behavior (PHB)
af12: Assured Forwarding 12 PHB

af13: Assured Forwarding 13 PHB

af21: Assured Forwarding 21 PHB

af22: Assured Forwarding 22 PHB

af23: Assured Forwarding 23 PHB

af31: Assured Forwarding 31 PHB

af32: Assured Forwarding 32 PHB

af33: Assured Forwarding 33 PHB

af41: Assured Forwarding 41 PHB

af42: Assured Forwarding 42 PHB

af43: Assured Forwarding 43 PHB

be: Best effort forwarding PHB

cs0: Designates use of Class Selector 0 PHB.This is same as DSCP Value BE.
csl: Designates use of Class Selector 1 PHB

cs2: Designates use of Class Selector 2 PHB

cs3: Designates use of Class Selector 3 PHB

cs4: Designates use of Class Selector 4 PHB

cs5: Designates use of Class Selector 5 PHB

cs6: Designates use of Class Selector 6 PHB

cs/: Designates use of Class Selector 7 PHB

ef: Expedited forwarding PHB

DSCP levels can be assigned to specific traffic patterns to ensure that data packets are delivered according to

the precedence with which they are tagged. The diffserv markings are applied to the IP header of every
subscriber data packet transmitted over the S1-MME interface(s).

Example
The following command sets the DSCP-level for data traffic sent over the SI-MME interface to af 12:

sl-mme ip qos-dscp afl2
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s1-mme sctp port

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

This command configures the local Stream Control Transmission Protocol (SCTP) port used for binding the
SCTP socket to communicate with the MMEs over SI-MME interface.

HeNB-GW
Security Administrator, Administrator
Exec > Global Configuration > Context Configuration > HENBGW-NETWORK Service Configuration >

Logical eNodeB Configuration

configure > context context_name > henbgw-networ k-service service_name > logical-enb global-enb-id
plmn id mcc mec_id mne mnc_id { home-enb-id henb_id | macro-enb-id menb_id }

Entering the above command sequence results in the following prompt:

[context name]host name(logical-enb)#

sl-mme sctp port port num
default sl-mme sctp port

default
Sets the SCTP port to the default value of 36412 to communicate with the MMEs using S1-MME interface.

port_num

Specifies the SCTP port number to communicate with the HeNBs using SI-MME interface as an integer from
1 through 65535. Default: 36412

Use this command to assign the SCTP port with SCTP socket to communicate with the HeNB using S1AP.

Only one SCTP port can be associated with one MME service.

Example

The following command sets the SCTP port number 699 to interact with Home eNodeB using STAP
on S1-MME interface:

sl-mme sctp port 699
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CHAPTER 34

Loopback Interface Configuration Mode
Commands

The Loopback Interface Configuration Mode is used to create and manage an internal IP network address.
The address must be configured with a 32-bit mask.

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration
configure > context context_name > interface interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #

|
Important  Available commands or keywords/variables vary based on platform type, product version, and installed
license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* crypto-map, on page 395

* description, on page 396

* ip address, on page 397

* ip ranged-address, on page 398
* ip vrf, on page 399

* ipv6 address, on page 400

* ipv6 ospf, on page 401

crypto-map

Product

Applies the specified IPSec crypto-map to this interface.

All

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



. description

Privilege

Command Modes

Syntax Description

Usage Guidelines
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Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration
configure > context context_name > interface interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]lhost name(config-if-loopback) #

crypto-map map name [ secondary-address sec ipv4vé addr ]
no crypto-map map name

no

Deletes the application of the crypto map on this interface.

map_name

Specifies the name of the crypto map being applied as an alphanumeric string of 1 through 127 characters
that is case sensitive.

secondary-address sec_ipv4v6_addr

Applies the crypto map to the secondary address for this interface. sec_ipv4v6_addr must be an IPv4 address
in dotted-decimal notation or an IPv6 address in colon-separated hexadecimal notation.

In order for ISAKMP and/or manual crypto maps to work, they must be applied to a specific interface using

this command. Dynamic crypto maps should not be applied to interfaces.

The crypto map must be configured in the same context as the interface.

Example
The following command applies the IPSec crypto map named cmapl to this interface:

crypto-map cmapl

description

Product

Privilege

Command Modes

Sets the descriptive text for the current interface.
All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration
configure > context context_name > inter face interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #
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Syntax Description =~ description text
no description

no

Clears the description for the interface.

text

Specifies the descriptive text as an alphanumeric string of 0 through 79 characters.

Usage Guidelines Set the description to provide useful information on the interface's primary function, services, end users, etc.
Any information useful may be provided.

Example
The following command sets the description samplel nterfaceDescriptiveText for the interface:

description sampleInterfaceDescriptiveText

ip address

Specifies the primary and optional secondary IPv4 addresses and subnets for this interface.

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration

configure > context context_name > inter face interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #

Syntax Description ip address ipv4 address { mask | /mask } [ secondary ipv4 address
] [ srp-activate ]
no ip address ipv4 address

no

Removes the IPv4 address from this interface.

ipv4_address{ mask | /mask}

Configures the IPv4 address and mask for the interface. ipv4_addressmust be entered using IPv4 dotted-decimal
notation. IPv4 dotted-decimal or CIDR notation is accepted for the mask.

|

Important  For IPv4 addresses, 31-bit subnet masks are supported per RFC 3021.
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|
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secondary ipv4_address

Configures a secondary IPv4 address on the interface.

Important

Usage Guidelines

You must configure the primary [Pv4 address before you will be allowed to configure a secondary address.

srp-activate

Activates the [Pv4 address for Interchassis Session Recovery (ICSR). Enable this IPv4 address when the
Service Redundancy Protocol (SRP) determines that this chassis is ACTIVE. Requires an ICSR license on
the chassis to activate.

Use this command to specify the primary and optional secondary IPv4 addresses and subnets for this interface.

Example
The following command configures an IPv4 address 192.154.3.5/24 for this interface:
ip address 192.154.3.5/24

Ip ranged-address

Product

Privilege

Command Modes

Syntax Description

Specifies an IPv4 address and subnet; all addresses in the subnet are local. Configures the range or group of
IP address for the loopback interface. This command enables support for multiple Enterprise HAs in one HA
service.

All
Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration
configure > context context_name > interface interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #
[ no ] ip ranged-address ipv4 address [ mask | /mask ] [ srp-activate ]

Removes the IPv4 ranged address from this interface.

ipv4_address] mask | /mask]

Configures the IPv4 address and mask for the interface. ipv4_addressmust be entered using IPv4 dotted-decimal
notation. [Pv4 CIDR notation is accepted for the mask.
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ip vrf .

|

Important  This interface configuration is allowed only for IPv4 addresses and must be bound to the HA Service.

srp-activate

Enables the IPv6 address when the Service Redundancy Protocol determines this chassis to be ACTIVE.

Usage Guidelines This command provides Enterprise HA support on HA service for multiple enterprise nodes. Refer HA
Administration Guide for more information.

This IP address range configuration must meet the following criteria:

* The ranged address must be a primary address.

* The ranged address must be unique across the interface configuration.

* The ranged address must be unique across the context.

* The IP address specified in the ranged address must not be part of any other interface.
* The ranged-address can be an SRP-activated address.

Example
The following command configures a ranged IPv4 address 192.154.3.5/24 for this interface:
ip ranged-address 192.154.3.5/24

ip vrf

Associates this interface with a specific Virtual Routing and Forwarding (VRF) table.

Product All
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration

configure > context context_name > interface interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #

Syntax Description ip vrf forwarding vrf name
no ip vrf forwarding

Removes the specified VRF table from this interface.

vrf_name

Specifies the name of an existing VRF table as an alphanumeric string of 1 through 63 characters.
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. ipv6 address

Use the ip vrf forwarding command in the Context Configuration mode to preconfigure the VRF name.

Usage Guidelines Use this command to associate a preconfigured IP VRF instance for the current interface.

Example
The following command associates this interface with VRF named vrf012:

ip vrf forwarding vrf012

ipv6 address

Specifies an IPv6 address and subnet mask.

Product PDSN
HA
Privilege Security Administrator, Administrator
Command Modes Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration

configure > context context_name > inter face interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #

Syntax Description [ no ] ipv6 address ipv6 address/mask [ srp-activate ]

no

Removes the IPv6 address from this interface.

ipv6_address/mask

Specifies an individual host IP address to add to this host pool in IPv6 colon-separated hexadecimal CIDR
notation.

| A

Important  On the ASR 5000, routes with IPv6 prefix lengths less than /12 and between the range of /64 and /128 are not
supported.

srp-activate

Enables the IPv6 address when the Service Redundancy Protocol determines this chassis to be ACTIVE.

Usage Guidelines Configures the IPv6 address and subnet mask for a specific interface.
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ipv6 ospf

Product

Privilege

Command Modes

Syntax Description

ipv6 ospf .

Example
The following command configures an IPv6 address 2002: 0:0: 0: 0: 0:c014:101/128 for this interface:
ipv6 address 2002:0:0:0:0:0:c014:101/128

This command configures Open Shortest Path First Version 3 (OSPFv3) parameters on the IPv6 interface.

PDSN
HA
GGSN

Security Administrator, Administrator

Exec > Global Configuration > Context Configuration > Ethernet Interface Configuration
configure > context context_name > inter face interface_name loopback

Entering the above command sequence results in the following prompt:

[context name]host name(config-if-loopback) #

[ no ] ipv6é ospf [ area { integer | ipv4 address } | cost cost value |
dead-interval dead interval | hello-interval hello interval | priority p value
| retransmit-interval retx interval | transmit-delay td interval ]

no

Removes a previously configured access group association.

area{ integer| ipv4_address}
Enables OSPFv3 routing on this interface.
decimal_value: Specifies the identification number of the area as an integer from 0 to 4294967295.

ipv4_address: Specifies the IP address of the area in IPv4 dotted-decimal notation.

cost cost_value

Configures the OSPF interface cost. The link cost is carried in the LSA updates for each link. The cost is an
arbitrary number. cost_value is an integer from 1 to 65535.

dead-interval dead_interval

Configures the OSPF interface dead-interval in seconds, the interval after which a neighbor is declared dead
when no hello packets are sent. dead_interval is an integer from 1 to 65535.
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Usage Guidelines
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hello-interval hello_interval

Configures the OSPF interface hello-interval in seconds, the interval between hello packets that OSPFv3
sends on an interface. hello_interval is an integer from 1 to 65535.

priority p_value

Configures the priority of the OSPF interface. p_valueis an integer from 0 to 255.

retransmit-interval retx_interval

Configures the OSPF interface retransmit-interval in seconds, the time between link-state advertisement (LSA)
retransmission for adjacencies belonging to the OSPFv3 interface. retx_interval is an integer from 1 to 65535.

transmit-delay td_interval
Configures the OSPF interface transmit delay in seconds, the estimated time required to send a link-state

update packet on the interface. td_interval is an integer from 1 to 65535.

Use this command to configure an OSPFv3 interface in this context.

Example
The following command specifies the link cost as 555:

ipv6 ospf cost 555
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CHAPTER 35

LTE Custom TAI List Configuration Mode
Commands

The LTE Custom TAI List Configuration Mode is used to create and manage custom TAI lists on this system.
Exec > Global Configuration > LTE Policy Configuration > LTE TAI Management Database Configuration
> Custom TAI List Configuration

configure > Ite-policy > tai-mgmt-db db_name > tai-custom-list tac value

Entering the above command sequence results in the following prompt:

[local]l hostname (tai-cstm-list) #

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

tail

Product

Privilege

Command Modes

on page | chapter.

* tai, on page 403

Configures a Tracking Area Identifier (TAI) for this custom TAI list.
MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE TAI Management Database Configuration
> Custom TAI List Configuration
configure > Ite-policy > tai-mgmt-db db_name > tai-custom-list tac value

Entering the above command sequence results in the following prompt:
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[local]lhostname (tai-cstm-1list) #

[ no ] tai mcc number mnc number { tac value } +

no

Removes a configured TAI from the TAI management object.

mcc number

Specifies the mobile country code (MCC) portion of a PLMN identifier. number is an integer from 100 to
999.

mnc number

Specifies the mobile network code (MNC) portion of a PLMN identifier. number is a 2- or 3-digit integer
from 00 to 999.

tac value

Specifies the Tracking Area Code portion of the TAIL valueis an integer from 1 to 65535. Up to 16 TAC
values can be entered on a single line.

+

Indicates that the TAC values can be entered multiple times. Up to 16 TAC values can be entered on a single
line.

Use this command to configure one or more TAIs for this custom TAI list. A maximum of 15 TAIs can be
configured per Custom TAI List.

A TAC can be added in this custom TAI list only if it has already configured in any of the TAI management
objects within this TAI Management Database.

All the TAIs configured within a Custom TAI List are assumed to use same S-GW, time-zone, zone-code,
and other configurations within the TAI Management Object. If a Custom TAI List includes TAls from
different objects then those objects should be configured with same S-GW address, time-zone, zone-code,
etc.

If the TAU/Attach comes with a TAI that matches a Custom TAI List, the resulting
ATTACH_ACCEPT/TAU_ACCEPT will include all the TAIs present in Custom TAI List as well as the
received TAL

If the Custom TAI List is configured without any TAIs, the ATTACH_ACCEPT/TAU_ACCEPT will include
all the TAIs from TAI Management object in which received TAI is present.

Example

The following set of commands show a Custom TAI List with TAC 3024, which includes TACs
3022, 3023, 3025, and 3026:

tai-custom-list tac 3024
tai mcc 311 mnc 480 tac 3022
tai mcc 311 mnc 480 tac 3023
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tai .

tai mcc 311 mnc 480 tac 3025
tai mcc 311 mnc 480 tac 3026
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. tai
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CHAPTER 36

LTE Emergency Profile Configuration Mode
Commands

This mode configures parameters supporting the I[P Multimedia Subsystem (IMS) emergency bearer services.
Connectivity to an emergency Packet Data Network (PDN) is statically configured in this mode.

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-profile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

ambr

on page | chapter.

» ambr, on page 407

* apn, on page 408

* associate, on page 409

* Ics-qos, on page 410

* local-emergency-num, on page 411

* local-emergency-num-ie, on page 412
* pgw fqdn, on page 413

* pgw ip-address, on page 414

* qos, on page 415

* ue-validation-level, on page 416

Configures the aggregated maximum bitrate (AMBR) for uplink and downlink for this emergency profile.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

apn

Product

Privilege

Command Modes

LTE Emergency Profile Configuration Mode Commands |

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

ambr max-ul bitrate max-dl bitrate
no ambr

no

Removes the AMBR configuration for this emergency profile.

max-ul bitrate

Configures the maximum aggregated uplink bitrate value. bitrate is an integer from 0 to 1410065408.

max-dl bitrate

Configures the maximum aggregated downlink bitrate value. bitrate is an integer from 0 to 1410065408.

Use this command to configure uplink and downlink maximum aggregated bitrate values to be shared across
all non-guaranteed bitrate bearers established for the emergency session.

Example

The following command configures the uplink AMBR value to 2000 bps and the downlink AMBR
value to 2000 bps:

ambr max-ul 2000 max-dl 2000

Configures the name and PDN type of the access point name (APN) used for emergency PDN connections.
MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#
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Syntax Description

Usage Guidelines

associate

associate .

apn apn name pdn-type { ipv4 | ipv4v6é | ipv6é } [ restoration-priority
priority value ]
no apn

no

Removes the selected APN from the profile.

apn_name

apn_name specifies the APN name of the emergency bearer services which will be used for emergency
sessions. apn_name must be an alphanumeric string of 1 to 64 characters.

pdn-type { ipv4 | ipvav6 | ipv6 }

Configures the packet data network type supported by the APN and this profile.
ipv4: Specifies that the PDN supports IPv4 network traffic.

ipv4v6: Specifies that the PDN supports both IPv4 and IPv6 network traffic.
ipv6: Specifies that the PDN supports IPv6 network traffic.

conf

restoration-priority priority_value

Configures the APN restoration priority value for emergency sessions for this APN profile. The reactivation
of emergency PDNs after a P-GW restart notification is processed in the order of this priority.

priority_value is an integer from 1 to 16 where "1" is the highest priority and "16" is the lowest priority.
Default: 16 (lowest priority).

To define the APN restoration priority for non-emergency sessions, refer to the apn-restoration command
in the APN Profile Configuration Mode.

Use this command to select the APN to be used for emergency bearer services. APNs are configured through
the APN Configuration mode. For more information, see the APN Configuration Mode Commands chapter.

Example

The following command specifies that the APN named apn-3.comis to be used for emergency bearer
services and that the PDN supports IPv4 traffic only:

apn apn-3.com pdn-type ipv4

The following command configures the APN Restoration Priority for APN profile named eap with
restoration priority value 1:

apn eap pdn-type ipv4 restoration-priority 1

Associates a location service with this LTE emergency profile.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Ics-qos

Product

Privilege

Command Modes

Syntax Description

LTE Emergency Profile Configuration Mode Commands |

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

associate location-service location svc name
no associate location-service

no

Disassociates a previously associated location service with this LTE emergency profile.

location-service location_svc_name

Associates a location service with this LTE emergency profile. Only one location service can be associated
with an LTE emergency profile.

location_svc_name specifies the name for a pre-configured location service to associate with the LTE emergency
profile as an alphanumeric string of 1 through 63 characters.
Use this command to associate a pre-configured location service with an LTE emergency profile. This enables

the associated location service to provide location information of emergency calls to the GMLC.

For more information about Location Services (LCS), refer to the location-service command in the Context
Configuration Mode Commands|-M chapter as well as the Location Services Configuration Mode Commands
chapter.

Further details can be found in the Location Services chapter of the MME Administration Guide.

Configures the required Location service (LCS) Quality of Service (QoS) settings for this emergency profile.
MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

lcs-gos horizontal-accuracy variable [ vertical-accuracy variable ]
no lcs-gos
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Usage Guidelines

local-emergency-num .

no

Removes the configured LCS QoS settings for this emergency profile.

horizontal-accuracy variable
Defines the horizontal (longitude and latitude) accuracy of the LCS request.

variable must be entered as an integer from 0 to 127, where 0 is the most accurate.

vertical-accuracy variable

Defines the vertical (altitude) accuracy of the LCS request.

variable must be entered as an integer from 0 to 127, where 0 is the most accurate.

Use this command to define the location service QoS settings to be used for this emergency profile.
Configuration of these settings is optional.

For Emergency Services, the MME will always set the Response Time to Low Delay. If QoS is configured,
the horizontal accuracy is mandatory. If a vertical accuracy is specified in this command, the MME will set
the Vertical Requested flag.

Refer to 3GPP TS 29.171 and 3GPP TS 23.032 for more details about these settings.

Example

The following command sets the LCS QoS horizontal accuracy to 20, which represents an accuracy
of 57.3 meters. No vertical accuracy is specified.

lcs-gos horizontal-accuracy 20

local-emergency-num

Product

Privilege

Command Modes

Syntax Description

This command configures Local Emergency Numbers to be sent in Attach/TAU responses.
MME
Security Administrator, Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

[ no ] local-emergency-num emergency number { ambulance | custom custom number
| fire | marinegaurd | mountain-rescue | police }

no

Removes the specified Local Emergency Number from the list.
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. local-emergency-num-ie

Usage Guidelines

emergency_number

The emergency number is a number assigned to a type of emergency number (ambulance, marine, and so on)
with a string of size 1 to 10.

custom_number
Is specific to the custom local emergency number. custom_number is an hexadecimal number from 0x1 to
OxFF.

This command allows the subscriber to download a list of local emergency numbers used by the serving
network. This list is downloaded by the network to the User Equipment (UE) at successful registration as well
as subsequent registration updates.

Example
The following configuration allows the operator to assign an emergency number for ambulance:
local-emergency-num 123 ambulance

The following configuration allows the operator to remove the emergency number assigned for
ambulance:

no local-emergency-num 123 ambulance

local-emergency-num-ie

Product

Privilege

Command Modes

Syntax Description

This command is used to configure local emergency numbers to be sent only over TAU messages.
MME
Security Administrator, Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

local-emergency-num-ie { inter-mme-tau | tau }
no local-emergency-num-ie

inter-mme-tau

The local-emer gency-num-ie keyword with inter-mme-tau option allows the configured local emergency
number list to be sent in a TAU Accept during Inter-MME-TAUS, that is, when the UE switches from a 2G
network to 4G network, from a 3G network to 4G network or from a 4G network to 4G network handover
(for both idle and connected mode).
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Usage Guidelines

pgw fqdn

Product

Privilege

Command Modes

Syntax Description

pgw fqdn .

tau
The local-emer gency-num-ie keyword with tau option allows the configured local emergency number list
to be sent in a TAU Accept message during all TAUs (for example, periodic TAUs and so on).

This command configuration of the local emergency numbers is to be sent only over TAU messages.

Example

The following configuration allows the operator to send the emergency number list over
Inter-MME-TAU messages:

local-emergency-num-ie inter-mme-tau

The following configuration allows the operator to send the emergency number list over all TAU
messages:

local-emergency-num-ie tau

The following command removes the configuration of local emergency numbers sent over TAU
messages:

no local-emergency-num-ie

This command configures a fully qualified domain name (FQDN) for P-GW to support emergency bearer
services.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-pr ofile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

pagw fqdn rgdn
no pgw fqgdn

no

Removes the specified P-GW FQDN from this profile.

fqdn

Specifies the domain name of the P-GW as an alphanumeric string of 1 through 256 characters.
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. pgw ip-address

|

Important A maximum of one P-GW FQDN configuration is allowed per profile.

Usage Guidelines Use this command to configure the FQDN for P-GW to support emergency bearer services.

Example

The following command configures the P-GW supporting emergency bearer services for this profile
as pdn-911.gov:

pgw fqdn pdn-911.gov

pgw ip-address

This command configures the IPv4 or IPv6 address of the P-GW to support emergency bearer services.

Product MME

Privilege Administrator

Command Modes Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration
configure > Ite-policy > Ite-emer gency-profile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

Syntax Description =~ P9W ip-address address protocol { both | gtp | pmip } weight value
collocated-nodecollocated node name ue-usage-type ue usage type value
no pgw ip-address address

no

Removes the specified P-GW IP address from this profile.

ip-address address

Specifies the IP address for the P-GW in IPv4 dotted-decimal or IPv6 colon-separated hexadecimal notation.

|

Important A maximum of four P-GW IP address configurations are allowed per profile.

protocol { both | gtp | pmip }
Specifies the protocol that P-GW supports. Options are:
* both: Specifies that both GTP and PMIP are supported.

* gtp: Specifies that only GTP is supported.
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qos .

* pmip: Specifies that only PMIP is supported.

weight value
Assigns a weight to the P-GW IP address to use as a preferred P-GW.

value is an integer from 1 to 100. Lowest value has the least preference.

collocated-node
Configures the collocation name to select the collocated S/PGW node IP addresses for MME.

collocated _node_name must be a string of size 1 to 255.

ue-usage-type

Configures the ue-usage-type for the gateway. ue_usage type value must be an integer between 1 through
255.

Usage Guidelines Use this command to configure the IPv4 or IPv6 address for P-GW to support emergency bearer services
through this profile.

Example

The following command configures the P-GW with an IPv4 address of 10.2.3.4, supporting GTP
only, and having a weight of 10:

pgw ip-address 10.2.3.4 protocol gtp weight 10

qos

Configures the quality of service (QoS) parameters for the emergency bearer service.

Product MME
Privilege Administrator
Command Modes Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration

configure > Ite-policy > Ite-emer gency-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

Syntax Description ~ 9°S gci gci arp arp value preemption-capability { may | shall-not }
vulnerability { not-preemptable | preemtable }
no gos

qci gei

Specifies the QoS Class Identifier (QCI) for the emergency bearer profile as an integer from 0 through 255.
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arp arp_value

Defines the address retention priority value as an integer from 1 through 15.

preemption-capability { may | shall-not }
Specifies the preemption capability flag. Options are:

* may: Bearer may be preempted.

« shall-not: Bearer shall not be preempted.

vulnerability { not-preemptable | preemptable }
Specifies the vulnerability flag. Options are:

* not-preemptable: Bearer cannot be preempted.

* preemptable: Bearer can be preempted.

Usage Guidelines Use this command to set the QoS ARP and QCI parameters for the emergency bearer configuration.

Example

The following command sets the QCI number to 7, the ARP value to 2 the preemption capability to
may, and the vulnerability flag to preemptable:

gos gci 7 arp 2 preemption-capability may vulnerability preemptable

ue-validation-level

Configures the type of user equipment (UE) that can use the emergency bearer service through the profile.

Product MME
Privilege Administrator
Command Modes Exec > Global Configuration > LTE Policy Configuration > LTE Emergency Profile Configuration

configure > Ite-policy > Ite-emer gency-profile profile_name
Entering the above command sequence results in the following prompt:

[local]lhost name(lte-emergency-profile)#

Syntax Description ue-validation-level { auth-only | full | imsi | none }
default ue-validation-level

default
Returns the command to its default setting.

Default: hone
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ue-validation-level .

{ auth-only | full | imsi | none }
Specifies the type of UE allowed to use the emergency bearer service. Options are:

» auth-only: Specifies that UEs that have been authenticated are allowed to use the emergency bearer
service. These UEs may be in a limited service state, they may be in an area with restricted service or
where they are restricted from services. Enabling this option also causes subscription and location
validation to be bypassed.

« full: Specifies that only UEs that have been authenticated and have successfully passed subscription and
location validation are allowed to use the emergency bearer service. Enabling this option indicates that
only UEs that are capable of normal attach procedures will be allowed to use the emergency bearer
service.

* imsi: Specifies that UEs with an International Mobile Subscriber Identity (IMSI) are allowed to use the
emergency bearer service regardless of authentication. Even if authentication fails, the UE is granted
access.

* none: Specifies that all UEs are allowed to use the service. This is the default value for the command.

Usage Guidelines Use this command to indicate which UEs can use the emergency bearer service through this profile.

Example

The following command configures the imsi type of UE to use the emergency bearer service to "IMSI
required, authentication optional":

ue-validation-level imsi
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CHAPTER 37

LTE Forbidden Location Area Configuration Mode
Commands

The LTE Forbidden Location Area Configuration Mode is used to create and manage forbidden 3G location
area code (LAC) configurations.

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration > LTE
Forbidden Location Area Configuration

configure > Ite-policy > ho-restrict-list list_name > for bidden location-area plmnid plmn_id

Entering the above command sequence results in the following prompt:

[local]lhost name(forbidden la)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

lac

Product

Privilege

Command Modes

on page | chapter.

* lac, on page 419

Configures a 3G location area code (LAC) or area codes where a UE, associated with this LTE policy, is
restricted from participating in a handover scenario.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration > LTE
Forbidden Location Area Configuration
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configure > Ite-policy > ho-restrict-list list_name > for bidden location-area plmnid plmn_id
Entering the above command sequence results in the following prompt:

[local]lhost name(forbidden la)#

[ no ] lac area code +

no

Removes a configured forbidden handover area code or area codes from this policy. If no location area code
is specified, then all location area codes are removed.

area_code

Specifies an area code or area codes from which UEs are restricted from participating in a handover as an
integer from 0 to 65535. Multiple area codes can be entered (up to 128 in a single line, separated by spaces).

+
Indicates that multiple area codes up to 128 in a single line, separated by spaces, can be entered in this

command.

Use this command to configure 3G location-based area codes that will be forbidden to UEs associated with
this LTE policy.

Example

The following command configures eight location-based area codes (1, 2, 3, 4, 5, 6, 7, 8) where a
UE, associated with this LTE policy, is restricted from participating in a handover scenario:

lac 1 23456738
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CHAPTER 38

LTE Forbidden Tracking Area Configuration Mode
Commands

The LTE Forbidden Tracking Area Configuration Mode is used to create and manage forbidden tracking area
code (TAC) configurations.

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration > LTE
Forbidden Tracking Area Configuration

configure > Ite-policy > ho-restrict-list list_name > forbidden tracking-area plmnid plmn_id

Entering the above command sequence results in the following prompt:

[local]lhost name(forbidden ta)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

tac

Product

Privilege

Command Modes

on page | chapter.

* tac, on page 421

Configures a tracking area code (TAC) or area codes where a UE, associated with this LTE policy, is restricted
from participating in a handover scenario.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration > LTE
Forbidden Tracking Area Configuration
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configure > Ite-policy > ho-restrict-list list_name > forbidden tracking-area plmnid plmn_id
Entering the above command sequence results in the following prompt:

[local]lhost name(forbidden ta)#

[ no ] tac area code +

no

Removes a configured forbidden handover area code or area codes from this policy. If no tracking area code
is specified, then all tracking area codes are removed.

area_code

Specifies a tracking area code or area codes from which UEs are restricted from participating in a handover
as an integer from 0 to 65535. Multiple area codes can be entered (up to 128 in a single line, separated by
spaces).

+
Indicates that multiple area codes up to 128 in a single line, separated by spaces, can be entered in this

command.

Use this command to configure tracking area codes that will be forbidden to UEs associated with this LTE
policy.

Example

The following command configures eight tracking area codes (1, 2, 3, 4, 5, 6, 7, 8) where a UE,
associated with this LTE policy, is restricted from participating in a handover scenario:

tac 1 2345678
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CHAPTER 39

LTE Foreign PLMN GUTI Management Database
Configuration Mode Commands

The LTE Foreign PLMN GUTI Management Database Configuration Mode is used to is used to create
restrictions on foreign PLMNS, thereby avoiding DNS request attempts to foreign PLMNSs.

Exec > Global Configuration > LTE Policy Configuration > Foreign PLMN GUTI Management Database
configure > Ite-policy > foreign-plmn-guti-mgmt-db

Entering the above command sequence results in the following prompt:

[local]lhost name(foreign-plmn-guti-mgmt-db) #

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

plmn

Product

Privilege

Command Modes

on page | chapter.

* plmn, on page 423

Configures a foreign Public Land Mobile Network (PLMN) entry in the Foreign PLMN GUTI management
database. This optional configuration is used to control the acceptance or immediate reject of Attach Requests
and TAU Requests containing a GUTI from this PLMN.

MME

Administrator

Exec > Global Configuration > LTE Policy Configuration > Foreign PLMN GUTI Management Database

configure > Ite-policy > foreign-plmn-guti-mgmt-db
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Entering the above command sequence results in the following prompt:

[local]lhost name(foreign-plmn-guti-mgmt-db) #

plmn mcc { mcc value | any } mnc { mnc value | any } { allow | reject }
no plmn mcc { mcc value | any } mnc { mnc value | any }

no

Removes the specified PLMN entry from the Foreign PLMN GUTI management database.

mcc { mec_value | any }

Specifies the mobile country code (MCC) portion of the PLMN identifier. mcc_value is an integer from 100
to 999. Use the optional any keyword to specify a wildcard, representing any MCC.

mnc { mnc_value | any }

Specifies the mobile network code (MNC) portion of the PLMN identifier. mnc_valueis a 2- or 3-digit integer
from 00 to 999. Use the optional any keyword to specify a wildcard, representing any MNC.

Important

Usage Guidelines

The any keyword can only be used for the MNC value when a specific MCC value is given. For example,
the following command is not allowed:

plmn mcc any mnc 456 allow

allow

Configures the MME to allow foreign GUTIs from this PLMN.

reject

Configures the MME to reject foreign GUTIs from this PLMN.

Use this command to create and configure a foreign Public Land Mobile Network (PLMN) entry in the Foreign
PLMN GUTI management database. This optional configuration is used to control the acceptance or immediate
reject of Attach Requests and TAU Requests containing a GUTI from this PLMN.

If the configured action is Reject, the MME takes the following actions:

« Attach Request: A NAS Identity Request is sent to the UE to determine its IMSI and no DNS lookup is
performed to find a peer MME or SGSN.

* TAU Request: A TAU Reject message is sent immediately with cause code 9 (UE Identity cannot be
derived by the network) and no DNS lookup is performed to find a peer MME or SGSN.

If the configured action is Allow, the MME continues processing the Attach Request or TAU Request and a
DNS request may be made.

A maximum of 16 foreign PLMN entries can be added to a Foreign PLMN GUTI management database.
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plmn .

Example

The following command creates a PLMN entry in the foreign PLMN GUTI management database.
The entry specifies that GUTIs from PLMNs with the MCC of 123 and any MNC be rejected.

plmn mcc 123 mnc any reject
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. plmn
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CHAPTER 40

LTE HeNBGW MME Pool Configuration Mode
Commands

Important

Command Modes

In Release 20, 21.0 and 21.1, HeNBGW is not supported. Commands in this configuration mode must not be
used in these releases. For more information, contact your Cisco account representative.

The MME Pool configuration is used to configure one or more MMEs to which the HeNB-GW is to
communicate. This configuration is available under Ite-policy configuration mode. Adding or modifying an
MME pool instance puts the user into the MME Pool configuration mode.

Exec > Global Configuration > LTE Policy Configuration > HeNBGW MME Pool Configuration
configure > Ite-policy > henbgw mme-pool mme_pool_name

Entering the above command sequence results in the following prompt:

[local]lhost name(mme-pool) #

mme

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

Product

on page | chapter.

* mme, on page 427

Configures a specific MME to HeNBGW.

HeNB-GW
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. mme

Privilege Administrator

Command Modes Exec > Global Configuration > LTE Policy Configuration > HeNBGW MME Pool Configuration
configure > Ite-policy > henbgw mme-pool mme_pool_name

Entering the above command sequence results in the following prompt:

[local]lhost name(mme-pool) #

Syntax Description [ no ] mme mme name { ipvé4-address ipv{ address [ ipvé4-address ipv4 address ] |
ipv6-address ipvé address [ ipv6-address ipvé address ] [ sctp port port val ]

}

no

Removes the configured MME to HeNBGW.

mme_name

Specifies the MME name as an alphanumeric string of size 1 through 63 characters.

ipvd-address ipv4_address

Specifies the remote SCTP IPv4 Address for S1 association to MME. ipv4_addressis specified using a
dotted-decimal notation.

ipv6-address ipv6_address

Specifies the remote SCTP IPv6 Address for S1 association to MME. ipv6_address is specified using a
colon-separated hexadecimal notation.

sctp
Configures the SI-MME SCTP parameters.

port port_val
Designates the SCTP port.
port_val is an integer ranging from 1 through 65535.

Usage Guidelines Use this command to configure a specific MME to HeNBGW.

Example

The following command configures the MME with name mmel, IPv4 address 10.0.0.1 with SCTP
port value 302:

mme mmel ipv4-address 10.0.0.1 sctp port 302
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CHAPTER 41

LTE Handover Restriction List Configuration
Mode Commands

The LTE Handover Restriction List Configuration Mode is used to create and manage the LTE handover
restriction lists for LTE/SAE networks. Handover restriction lists are used to restrict user equipment (UE)
from participating in specified handovers. The MME creates the handover restriction lists as part of its local
policy and provides them to the eNobeB where the restrictions are enforced.

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration
configure > Ite-policy > ho-restrict-list list_name

Entering the above command sequence results in the following prompt:

[local]lhost name(ho-restrict-list)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

forbidden

Product

Privilege

Command Modes

on page | chapter.

» forbidden, on page 429

Configures the handover restriction lists provided to eNodeBs where handover restrictions are enforced for
UEs.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE HO Restriction List Configuration
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Syntax Description

| A

LTE Handover Restriction List Configuration Mode Commands |

configure > Ite-policy > ho-restrict-list list_name
Entering the above command sequence results in the following prompt:

[local]lhost name(ho-restrict-list)#

[ no ] forbidden { inter-rat { all | cdma2000 | geran | utran } |
location-area plmnid id | tracking-area plmnid id }
default forbidden inter-rat

default
Removes the forbidden inter-RAT configuration from the LTE policy.

no

Removes the forbidden configuration from the LTE policy.

inter-rat{ all | cdma2000 | geran | utran }

Specifies that one or all Radio Access Technology (RAT) handovers are to be prohibited for UEs associated
with the LTE policy.

all: Specifies that all inter-RAT handovers are to be prohibited for UEs associated with the LTE policy.

cdma2000: Specifies that all CDMA2000 handovers are to be prohibited for UEs associated with the LTE
policy.

geran: Specifies that all GSM EDGE Radio Access Network (GERAN) handovers are to be prohibited for
UEs associated with the LTE policy.

utran: Specifies that all UMTS Terrestrial Radio Access Network (UTRAN) handovers are to be prohibited
for UEs associated with the LTE policy.

location-area plmnid id

Specifies that handovers to 3G location area codes defined through this keyword and subsequent configuration
mode are to be prohibited for UEs associated with the LTE policy. Enters the LTE Forbidden Location Area
Configuration Mode. id must be a valid PLMN ID expressed as an integer comprised of an MCC (Mobile
Country Code) and MNC (Mobile Network Code) [five-digit minimum, six-digit maximum)].

Important

Up to 16 forbidden location area PLMN IDs can be configured per handover restriction list.

Entering this command results in the following prompt:

[context name]hostname (forbidden la)#

The related commands are defined in the LTE Forbidden Location Area Configuration Mode Commands
chapter.

tracking-area plmnid id

Specifies that handovers to 4G tracking area codes defined through this keyword and subsequent configuration
mode are to be prohibited for UEs associated with the LTE policy. Enters the LTE Forbidden Tracking Area
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| A

forbidden [

Configuration Mode. id must be a valid PLMN ID and be an integer value comprising an MCC and MNC
(five-digit minimum, six-digit maximum).

Important

Usage Guidelines

Up to 16 forbidden tracking area PLMN IDs can be configured per handover restriction list.

Entering this command results in the following prompt:
[context name]hostname (forbidden ta)#

The related commands are defined in the LTE Forbidden Tracking Area Configuration Mode Commands
chapter.

Use this command to create the list of restricted handover types that apply to all UEs associated with the LTE
policy.

Example

The following command prohibits UEs associated with this LTE policy from participating in a
handover to a GERAN network type:

forbidden inter-rat geran

The following command prohibits UEs, associated with this LTE policy and a mobile network with
a PLMN ID of 12345, from participating in a handover to location area codes defined in the Location
Area Configuration Mode:

forbidden location-area plmnid 12345
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CHAPTER 42

LTE MME HeNB-GW Management Database
Configuration Mode Commands

Important

Command Modes

In Release 20, 21.0 and 21.1, HeNBGW is not supported. Commands in this configuration mode must not be
used in these releases. For more information, contact your Cisco account representative.

The LTE MME HeNB-GW Management Database Mode is used to create and manage a list of HeNB-GWs.
The HeNB-GWs defined in this database are used by the MME during S1-based handovers to Home eNodeBs
when the HeNBs are connected to the MME via HeNB-GWs.

Exec > Global Configuration > LTE Policy Configuration > MME HeNB-GW Management Database
configure > Ite-policy > mme henbgw mgmt-db db_name

Entering the above command sequence results in the following prompt:

[local]lhost name(henbgw-mgmt-db) #

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* henbgw-global-enbid, on page 433

henbgw-global-enbid

Product

This command configures the Global eNodeB Id and TAI of a Home eNodeB within the HeNB-GW
management database.

MME
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Privilege

Command Modes

Syntax Description

Usage Guidelines

LTE MME HeNB-GW Management Database Configuration Mode Commands |

Administrator

Exec > Global Configuration > LTE Policy Configuration > MME HeNB-GW Management Database
configure > Ite-policy > mme henbgw mgmt-db db_name

Entering the above command sequence results in the following prompt:

[local]lhost name(henbgw-mgmt-db) #

[ no ] henbgw-global-enbid mcc number mnc number enbid number

no

Removes a configured entry in the MME HeNB-GW management database.

mcc number

Specifies the mobile country code (MCC) portion of a PLMN identifier as an integer from 100 through 999.

mnc number

Specifies the mobile network code (MNC) portion of a PLMN identifier as a 2- or 3-digit integer from 00
through 999.

enbid number

Specifies the Global eNodeB ID for this HeNB-GW as an integer value from 1 through 1048575.

Use this command to configure the global eNodeB ID and TAI of one or more HeNB-GWs within the
HeNB-GW management database.

A maximum of § HeNB-GWs can be configured within the HeNB-GW management database.

Example

This following command configures the Global eNodeB ID and TAI for an HeNB-GW entry within
the HeNB-GW management database:

henbgw-global-enbid mcc 123 mnc 456 enbid 789
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CHAPTER 43

LTE Network Global MME ID Management
Database Configuration Mode Commands

The LTE Network Global MME ID Management Database Configuration Mode is used to create associations
between PLMN IDs and MME group ID ranges.

Exec > Global Configuration > LTE Policy Configuration > LTE Network Global MME ID Management
Database Configuration

configure > Ite-policy > networ k-global-mme-id-mgmt-db

Entering the above command sequence results in the following prompt:

[local]lhost name (network-global-mme-id-mgmt-db) #

plmn

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

Product

Privilege

on page | chapter.

* plmn, on page 435

Configures associations between public land mobile network (PLMN) IDs and ranges of MME group IDs.
On the S4-SGSN, this command allows the operators to configure a custom list of MME group IDs if networks
have been configured with LACs in the 32768-65535 range for UMTS and GPRS coverage.

MME
SGSN

Administrator
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Command Modes

Syntax Description

Usage Guidelines

LTE Network Global MME ID Management Database Configuration Mode Commands |

Exec > Global Configuration > LTE Policy Configuration > LTE Network Global MME ID Management
Database Configuration

configure > Ite-policy > networ k-global-mme-id-mgmt-db

Entering the above command sequence results in the following prompt:

[local]lhost name(network-global-mme-id-mgmt-db) #

[ no ] plmn mcc mcc value mNC mnc value mme-group-id-range first id last id

no

Removes the selected PLMN ID to MME group ID range from the MME ID management database.

mcc mcc_value mnc mnc_value

mcc mec_value: Specifies the mobile country code (MCC) portion of the PLMN identifier as an integer from
100 through 999.

mnc mnc_value: Specifies the mobile network code (MNC) portion of the PLMN identifier a 2- or 3-digit
integer from 00 through 999.

mme-group-id-range first id last id

Specifies the range of MME group IDs to apply to the PLMN ID as an integer from 0 to 65535.

Use this command to create associations between PLMN IDs and a range of MME group IDs.

On the S4-SGSN, use this command to create a custom list of MME group IDs on the S4-SGSN if networks
have been configured with LACs in the 32768-65535 range for UMTS and GPRS coverage. The S4-SGSN
will use this custom list to identify whether the received LAC is a native LAC or a LAC mapped from a
globally unique temporary identifier (i.e., an MME group code part of GUTI). Once the pImn configuration
is completed, operators must associate the configuration with the GPRS and/or SGSN services configured on
the S4-SGSN using the associate networ k-global-mme-id-mgmt-db command. Refer to the SGSN Service
Configuration Mode and GPRS Service Configuration Mode chapters in the GPRYUMTS Command Line
Reference for a description of this command.

Example

The following command creates an association between a PLMN ID of 12323 and a set of MME
group IDs with a range of 500 through 575:

plmn mcc 12323 mnc 23 mme-group-id-range first 500 last 575
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CHAPTER 44

LTE Paging Map Configuration Mode Commands

The LTE Paging Map Configuration Mode is used to create and manage the LTE paging maps supporting
MME configurations on the system.

Exec > Global Configuration > LTE Policy Configuration > LTE Paging Map Configuration

configure > Ite-policy > paging-map map_name

Entering the above command sequence results in the following prompt:

[local]lhost name(paging-map) #

[
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* precedence, on page 437

precedence

Product

Privilege

Command Modes

Enables the operator to apply a priority for different paging-profiles based on traffic type. When the MME
service is associated with a paging map, the system checks the profile map to determine which paging-profile
to adopt for a given paging trigger.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Paging Map Configuration
configure > Ite-policy > paging-map map_name
Entering the above command sequence results in the following prompt:

[local]lhost name(paging-map) #
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precedence priority traffic-type { cs [ other | sms | voice ] | ps [
apn-profile profile name | arp arp value | gci gci value | sms paging-profile
paging profile name ] | signaling [ detach | idr | lcs | node-restoration ]

} paging—profile paging profile name
no precedence priority

no

Remove the paging map from the system.

precedence priority

precedence: For StarOS releases 16.5 and higher, enter an integer from 1 to 19, where 1 is the highest priority
and 19 is the lowest priority. For StarOS releases prior to 16.5, enter an integer from 1 to 7, where 1 is the
highest priority and 7 is the lowest priority. For releases 20.0 onwards enter an integer from 1 to 35, where
1 is the highest priority and 35 is the lowest priority. The numbers of paging-profiles supported are increased
from 8 to 16.

traffic-type { cs [ voice | sms | other ] | ps [ qci gci_value | apn-profile profile_name] | signaling [ detach | idr
| Ies | node-restoration ]}

Defines the type of traffic of the incoming call.

* cs(Circuit Switched) - All data and control activities that involve CSFB. Paging requests from the MSC
for mobile-terminated calls alone are treated as CS type. Paging requests for SMS are treated as PS type.

Optionally, define the CS traffic sub-type:

* other: MM Information Request messages coming from MSC can also trigger paging if UE is in
IDLE state. These requests are mapped to 'other' sub-traffic type.

* sms: Paging requests from MSC for mobile terminated SMS requests.

* voice: Paging requests from MSC for mobile terminated voice calls.

If a sub-traffic-type is not configured then paging-profile configured for CS (with no sub traffic-type
qualification) is applied. If no such entry exists, then default heuristics based paging behavior is applied.

ps(Packet Switched) - All data and control activities that involve packet services. SRVCC is also mapped
to this traffic-type as the voice is carried using PS service. PS traffic type is further qualified using a set
of QCI values or ARP values or APN profile names. These qualified entries are only used for paging
triggered by S11 Downlink Data Notifications or Create Bearer Request or Update Bearer Request

Optionally, define the APN Profile for PS traffic:
apn-profile profile_name
where profile_name is an alphanumeric string of size 1 to 64.

The MME supports paging profile selection based on APN. A maximum of four APN profiles can be
configured per precedence using this command.

When heuristics paging is enabled, the MME selects the paging profile based on the APN profile, if
paging-profile with matching APN profile name is fetched from the APN information corresponding to
the EBI received in DDN is configured in the paging-map. If the incoming DDN does not have the EBI
information then the APN information is received from the bearers stored in the MME for the UE. If
multiple APN information is available, then the mapping with the highest precedence is picked. MME
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Usage Guidelines

precedence .

warns the user of duplicate APN profile names in a given entry. The same APN profile name cannot be
configured with more than one precedence level.

Optionally, define the ARP priority based paging for PS traffic type in the paging-map:
arp arp_value

The allowed ARP value " arp_value" is an integer from 1 through 15.

Optionally, define the QoS Class Identifier (QCI) value for this PS traffic:

qci qci_value

The QCI values can be either standard or non-standard. The qci_value is an integer from 1 through 9,
65, 66, 69, 70 (standard values) and from 128 up to 255 are non-standard values.

QCI qualified entries can only be used for paging triggered by Downlink Data Notifications received on
S11. If the incoming DDN contains EPS Bearer ID (EBI) information, the QCI corresponding to that
PDN is used to find the appropriate 'ps qci xx' entry and its configured paging-profile.

If there are multiple EBIs included in the DDN the mapping entry with highest precedence is selected.

If no QCI specific mapping exists, or if the incoming DDN does not have the EBI information then the
qgci corresponding to the bearers stored in MME for the UE shall be used to find the appropriate 'ps qci
xx' entry and its configured paging-profile. The MME warns the user of duplicate QCI values in a given
entry, same QCI values cannot be configured with more than one precedence level.

SMS

Configures paging profile for SMS via SGd.

signaling [ detach | idr | Ics| node-restoration ]: UE level signaling requests. This traffic can be
optionally qualified according to the following sub-traffic types:

detach: Paging requests triggered due to UE getting detached.
idr: Paging triggered in response to an IDR event, such as receiving an IDR Request.

Ics: (Location Services) — Paging requests triggered due to Positioning Requests coming from SMLC
over SLs interface. Mobile Terminated Location Requests arriving on SLg interface can also trigger
paging if UE is in IDLE state, and are included in this sub-traffic type.

node-restor ation: Paging requests triggered due to node restoration (for example, due to P-GW Restart
Notification (PRN)). By default, no precedence is assigned to node restoration signaling traffic. The
MME treats node restoration paging with the least priority.

If a sub-traffic-type is not configured then paging-profile configured for signaling (with no sub traffic-type
qualification) shall be applied. If no such entry exists then default-heuristics based paging behavior is
applied.

paging-profile paging_profile_name

The paging-profile to apply for paging UE.

Use this command to apply different paging-profiles based on traffic types.

The command defines the order (1 - highest, 35 - lowest) in which the MME checks the entries in this
paging-map. If the paging trigger (like Downlink Data Notification or MSC request) matches the traffic-type
of that entry, then the corresponding paging-profile is used for paging the UE. If the paging trigger does not
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Related Commands

LTE Paging Map Configuration Mode Commands |

match, then the next entry in the precedence order is picked and checked for a match. If no match is found in
the entire paging-map table then default heuristic paging profile is adopted.

If the MME receives another paging trigger (for example from the MSC for CSFB) while paging is already
in progress, the MME checks whether a higher precedence paging profile can be applied. If the new trigger
has a paging-map entry with a higher precedence, the MME restarts the paging process using the paging-profile
associated with the new map entry.

Paging is typically triggered when either the MSC indicates that there is an incoming call to the UE (Call
Service, CS), or when the S-GW sends a Downlink Data Notification (Packet Service, PS) to the MME, or
when there is a bearer/PDN request coming from the P-GW/S-GW.

The paging profile with the highest precedence is selected when QCI, ARP and APN Profile, all are configured
in the paging-map. If no QCI, ARP and APN-Profile specific mapping exists then the default 'PS' traffic type
configuration in the paging-map will be picked and the paging-profile corresponding to that mapping is used.
If a paging trigger is received while a paging procedure is on-going, and if the new paging trigger has a higher
precedence (considering QCI, ARP or APN-profile configuration mapping) then the paging-profile
corresponding to that will be used in the next paging retry. One precedence level can be configured with only
one of, QCI or ARP or APN-Profile name, at any point of time.

Refer to the Heuristic and Intelligent Paging chapter in the MME Administration Guide for more information.

Refer to the paging-profile command in the LTE Policy Configuration Commands chapter to create the paging
profiles used in this command.

Example

The following example specifies a special paging-profile for IMS-Voice and a default paging-profile
for the rest of PS paging triggers:

precedence 1 traffic-type ps qci 1 paging-profile profile-voice
precedence 2 traffic-type ps paging-profile profile-default

In the following example, Mobile Terminated voice triggered paging requests will use profile-voice.
All other CS traffic types like MM-InformationRequest and MT-SMS use profile-cs:

precedence 1 traffic-type cs voice paging-profile profile-voice
precedence 2 traffic-type cs paging-profile profile-cs

In the following example, signaling paging requests due to a node restoration (P-GW Restart
Notification (PRN)) will use the prnpaging map, and is assigned a lower precedence of 3:

precedence 3 traffic-type signaling node-restoration paging-profile prn
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CHAPTER 45

LTE Paging Profile Configuration Mode
Commands

The LTE Paging Map Configuration Mode is used to create and manage the paging profiles that control the
different stages of paging for MME configurations on the system.

Exec > Global Configuration > LTE Policy Configuration > LTE Paging Profile Configuration

configure > Ite-policy > paging-profile profile_name

Entering the above command sequence results in the following prompt:

[local]lhost name(paging-profile)#

|
Important  The commands or keywords/variables that are available are dependent on platform type, product version, and
installed license(s).
|
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

critical

Product

Privilege

Command Modes

on page | chapter.

» critical, on page 441
* paging-stage, on page 442

This command enables paging criticality and continues the paging procedure even when the MMEMgr is
busy.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Paging Profile Configuration

configure > Ite-policy > paging-pr ofile profile_name
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Entering the above command sequence results in the following prompt:

[local]lhost name(paging-profile)#

[ no ] critical paging stage

no

Disables the paging criticality that is configured for all paging stages and applies the default configuration.
Stage-1 is considered as critical by default.

critical paging_stage

Enables the paging criticality for the specified paging stages. The paging procedure continues even when the
MMEMgr is busy. paging_stage specifies the paging stage precedence as an integer from 1 to 5 where 1 is
the highest and 5 is the lowest.

Use this command to enable paging criticality and continue the paging procedure even when the MMEMgr
is busy. By default, stage-1 is considered as critical if the operator does not configure paging criticality for
any paging stages.

Example
The following command enables paging criticality for paging-stages 1, 2, and 3:

critical 1 2 3

paging-stage

Product

Privilege

Command Modes

Syntax Description

Enables the operator to configure different stages of paging in the order of desired execution with parameters
that control the pace, volume, and behavior of a given paging stage.

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Paging Profile Configuration
configure > Ite-policy > paging-pr ofile profile_name
Entering the above command sequence results in the following prompt:

[locallhost name(paging-profile) #

[ no ] paging-stage level match-criteria { ue-contact-time seconds | all }
action { last-n-enb-last-tai max-n-enb vaiue | all-enb-last-tai |
all-enb-all-tai } t3413-timeout seconds max-paging-attempts attempts
[t3415-timeout t3415 dur ]

no

Remove the paging-stage from the system.
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paging-stage .

level

Defines different levels of paging-stages, each with a different match-criteria and different action. level must
be an integer from 1 to 5.

match-criteria
Specifies the criteria for selecting a given paging stage.

* ue-contact-time seconds: Number of seconds elapsed since the MME last heard from UE. This time, if
set, acts as an upper time limit to consider a given paging-stage for paging purposes. sSeconds must be
an integer from 0 to 86400.

« all: No criteria. Operator can use this match-criteria for the final paging stage.

action
Defines how the paging request should be formulated.

* last-n-enb-last-tai max-n-enb value: Sends paging request to the last known number of eNodeBs
(configured using max-n-enb value) and to the last known TAI. value must be an integer from 1 to 5.

« all-enb-last-tai: Sends paging request to all eNodeBs and to last known TAIL
« all-enb-all-tai: Sends paging request to all eNodeBs and to all TAIs.

t3413-timeout seconds

Defines the time-interval in seconds between paging requests. The MME uses this timer for retransmission
of an S1 Paging request to UE for PS paging. timeout must be an integer from 0 to 20.

CS triggered S1 Paging requests are transmitted only once by the MME (no retransmission). For a CS paging
to be sent again, another SGs paging request needs to be sent by MSC/VLR towards MME.

t3415-timeout t3415_dur

The keyword t3415-timeout t3415_dur is used to configure the T3415 paging timeout value. The t3415 dur
must be an integer in the range 1 up to 20 seconds.

max-paging-attempts attempts

Defines the number of paging requests to be sent out during this paging-stage.

attempts must be an integer from 0 to 5.

Use this command to configure paging procedure stages, which in turn control the pace, volume, and behavior
of paging for each stage. This command is not enabled by default. There are no re-tries in a paging stage. The

MME uses the T3413 timer for non-eDRX UEs to re-transmit paging. For eDRX UEs the MME uses the
T3415 timer and on expiry of T3415 timer, the network aborts the paging procedure.

If a session recovery occurs then the eDRX timer re-starts only for the remaining time of the total time
configured before session recovery. This is to ensure that the UE and MME are in sync with respect to the
paging occasion.

See the paging-map command in the LTE Policy Configuration Commands chapter to assign a priority for
this paging profile based on traffic type.

Command Line Interface Reference, Modes I - Q, Star0S Release 21.25 .



LTE Paging Profile Configuration Mode Commands |
. paging-stage

Example

The following configuration example creates a paging-profile in the Ite-policy configuration mode:

paging-stage 1 match-criteria all action all-enb-all-tai t3413-timeout 5 max-paging-attempts
4
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CHAPTER 46

LTE Peer Map Configuration Mode Commands

The LTE Peer Map Configuration Mode enables the operator to map LTE Policy to a peer profile based on
matching criteria and precedence for the criteria.

Exec > Global Configuration > LTE Policy Configuration > LTE Peer Map Configuration

configure > Ite-policy > peer-map map_name

Entering the above command sequence results in the following prompt:

[local]lhost name(peer-map) #

[
Important  Available commands or keywords/variables vary based on platform type, product version, and installed
license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

on page | chapter.

* precedence, on page 445

precedence

Product

Privilege

Command Modes

Configures the matching criteria and precedence for mapping an LTE Policy with a peer profile.

P-GW

SAEGW

S-GW

Administrator

Exec > Global Configuration > LTE Policy Configuration > LTE Peer Map Configuration

configure > Ite-policy > peer-map map_name

Entering the above command sequence results in the following prompt:
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[local]lhost name(peer-map) #

precedence priority match-criteria { all peer-profile-name profile name |
peer-ip-address { ip address(IPv4/IPv6) | ip address(IPv4/IPv6)/mask } [
serving-plmnid mcc mcc mnc mnc ] peer-profile-name profile name |
serving-plmnid mcc mcc mnc mnc [ peer-ip-address { ip address | ip address/mask
} 1 peer-profile-name profile name }

no precedence priority

no
Removes the selected precedence priority number from the peer map.

priority must be an integer from 1 to 1024.

priority

priority must be an integer from 1 to 1024. Precedence 1 has highest priority.

match-criteria

Defines the criteria to be used to match peer nodes.

all
Specifies that all peer nodes are to be associated with the peer map.

To map a peer to a profile when there is no specific criteria required, use the all keyword.

peer-profile-name profile_name
Sets the peer profile with which the matching criteria is associated.

profile_name must be an existing peer profile expressed as an alphanumeric string of 1 through 64 characters.

peer-ip-address ip_address [ ip_address/mask
Specifies the IP address of the peer node.
ip_address must be specified using the standard IPv4 dotted decimal notation or colon notation for IPv6.

ip_address/mask must be specified using the standard IPv4 dotted decimal notation or colon notation for IPv6,
followed by the mask.

serving-plmnid mcc mee mne mne

Specifies serving nodes with criteria matching the PLMN ID (MCC and MNC) are to be associated with a
specified peer map.

mcc mcc: Specifies the mobile country code (MCC) portion of the PLMN ID.
mcc must be a three-digit number between 100 and 999.
mnc mnc: Specifies the mobile network code (MNC) portion of the PLMN ID.

mNC must be a two- or three-digit number between 00 and 999.
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Usage Guidelines Use this command to map LTE Policy to a peer profile based on matching criteria and precedence for the
criteria.

A maximum of 1024 precedence entries can be configured.

Example

The following command associates the peer profile named pp5 with peers associated with a serving
node PLMN ID MCC of 111 and an MNC of 222:

precedence 100 match-criteria serving-plmnid mcc 111 mnc 222
peer-profile-name pp5

The following command associates the peer profile named pp5 with IP address of the peer node:

precedence 1 match-criteria peer-ip-address 1.1.1.1 PEER-profile-name pp5
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. precedence
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Command Modes

CHAPTER 47

LTE Policy Configuration Mode Commands

The LTE Policy Configuration Mode is used to create and manage the LTE policies supporting ePDG, MME,
S-GW, SAEGW, SGSN, and HeNBGW configurations on the system.

Exec > Global Configuration > LTE Policy Configuration

configure > Ite-poalicy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

[
Important  Available commands or keywords/variables vary based on platform type, product version, and installed
license(s).
[
Important  For information on common commands available in this configuration mode, refer to the Common Commands,

Syntax Description

on page | chapter.

monitoring-event-profile profile monte profile name
events <List of Supported Events>

loss-of-connectivity

Specifies Loss of connectivity.

ue-reachability

Specifies reachability of UE.

location-reporting

Specifies location information.
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communication-failure

Specifies Radio connection status.

availability-after-ddn-failure

Specifies whether UE is active after DDN Failure.

idle-status-indication

Indicates that UE moves to idle status. The idle status can be either for ue-reachability or for DDN failure.

pdn-connectivity-status

Indicates PDN status change.

number-of-ue-in-geo-area

Specifies number of UEs present in a geographic area.

external identifier
MME updates HSS to handle the support.

If external identifier is received from HSS as part of Monitoring Event Configuration Grouped AVP it is read
and the same is sent in as RIR to SCEF.

If external identifier AVP is NOT received as part of Monitoring Event Configuration AVP but received the
same in Subscription Data AVP this will be read and sent in as RIR to SCEF.

* cause-code-group, on page 451

* congestion-action-profile, on page 452

* enb-group, on page 453

» foreign-plmn-guti-mgmt-db, on page 454

* henbgw mme-pool, on page 455

* henbgw overload-control, on page 456

* henbgw qci-dscp-mapping-table, on page 457
* henbgw s1-reset, on page 458

* henbgw session-recovery idle-timeout, on page 458
* ho-restrict-list, on page 459

* imei-tac-group, on page 460

* imsi-group, on page 461

* lte-emergency-profile, on page 462

* mec-tai-grp, on page 463

» mme henbgw mgmt-db, on page 464

* mme paging cache, on page 465

* network-global-mme-id-mgmt-db, on page 466
* paging-map, on page 467

* paging-profile, on page 468

* peer-map, on page 469

* sgsn-mme, on page 470

* subscriber-map, on page 471
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cause-code-group .

* tai-list-db, on page 472
* tai-mgmt-db, on page 473

cause-code-group

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Creates a new cause code group, or specifies an existing cause code group and enters the Cause Code Group
Configuration Mode.

MME

SGSN

Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

[ no ] cause-code-group group name protocol { bssgp | ranap | slap }

no

Removes the specified cause code group with all related configuration from the LTE Policy.

group_name

Specify a name of a cause-code-group to create, modify, or remove. This name must be an alphanumeric
string of 1 through 16 characters. Each new cause-code-group must have a unique name.

A maximum of 4 cause code groups can be defined across all services (MME+GPRS+SGSN).

protocol
Specifies the protocol for the cause code group being created/accessed. Options include:

* BSSGP for 2G.
* RANAP for 3G
* S1-AP

Use this command to create or modify a group of cause codes.

Entering this command results in a prompt, with the protocol ID included, similar to the following:
[context name] hostname (slap-cause-code) #

Depending upon the protocol you have selected, the Cause Code Group configuration commands are defined
in the

» BSSGP Cause Code Configuration Mode Commands chapter of this guide.
» RANAP Cause Code Configuration Mode Commands chapter of this guide.
+ SIAP Cause Code Configuration Mode Commands chapter of this guide.
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. congestion-action-profile

Example
The following command creates an S1-AP cause code group named move-ue-to-idle.

cause-code-group move-ue-to-idle protocol slap

congestion-action-profile

|

Creates an action profile for MME or ePDG or HeNBGW critical, major and minor congestion thresholds.
The profile defines the action to be taken when these thresholds are exceeded.

Important

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

In Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

ePDG
HeNBGW
MME

Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#
[ no ] congestion-action-profile profile name

no

Removes the specified profile from the system.

profile_name

Specifies the name of the action profile. If the entered name does not refer to an existing profile, a new profile
is created. profile_nameis an alphanumeric string of 1 through 64 characters.

-noconfirm

Executes the command without any additional prompt and confirmation from the user.

Use this command to establish MME or ePDG action profiles to be associated with critical, major and minor
congestion thresholds. This command is also used to remove an existing profile.
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\}

enb-group .

Note

Syntax Description

Usage Guidelines

enb-group

Product

Privilege

Command Modes

Syntax Description

| A

This command is part of a licensed feature and requires a proper license to function: MME Resiliency Bundle.

For information on setting the action to be taken within this profile, see the Congestion Action Profile
Configuration Mode Commands chapter in this guide, and the Congestion Control chapter in the System
Administration Guide.

Example

The following command creates a major congestion action profile named mme_major_profile and
moves to the Congestion Action Profile Configuration mode:

congestion-action-profile mme major profile

drop | reject monitoring-event-config-request
drop|reject
Drops or rejects every new incoming Monitoring Event configuration without any reply.

Use this command to drop or reject the Monitoring Event Configuration Request if the system detects
congestion.

Creates eNB Group mode.
MME
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

[ no ] enb-group enb group name

Important

Maximum of 20 eNB groups are allowed to be configure at any given point of time.

Removes the specific eNB group.
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. foreign-plmn-guti-mgmt-db

enb-group enb_group_name
Creates the eNB Group. enb_group_name must be a string of 1 to 64 characters.
bits Must be an Integer from 1 to 28.

By entering this command you enter new mode enb-group

foreign-plmn-guti-mgmt-db

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

Creates a new, or enters the existing Foreign PLMN GUTI management database.
MME
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

foreign-plmn-guti-mgmt-db db name [ -noconfirm ]
no foreign-plmn-guti-mgmt-db db name

no

Remove the specified management database from the system.

-noconfirm

Executes the command without any additional prompt and confirmation from the user.

db_name

Specifies the name of the management database. If the name does not refer to an existing database, a new
database is created.

db_name is an alphanumeric string of 1 through 64 characters.
Use this command to create a new, or enter the existing Foreign PLMN GUTI management database. This

management database allows for the optional configuration of foreign PLMNs for which Attach Requests or
TAU Requests containing a GUTI from such a PLMN can either be allowed or immediately rejected.

A maximum of four separate Foreign PLMN GUTI management databases can be configured.

Entering this command results in the following prompt:

[context name]hostname (foreign-plmn-guti-mgmt-db) #

Global MME ID management database commands are defined in the LTE Foreign PLMN GUTI Management
Database Configuration Mode Commands chapter.
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henbgw mme-pool .

Example
The following command creates a Foreign PLMN GUTI management database named fguti-db1.

foreign-plmn-guti-mgmt-db fguti-db1 -noconfirm

henbgw mme-pool

|

Important

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

|

In Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

Creates or configures a specified MME or MME pool to which the HeNB-GW is to communicate and enters
the MME pool configuration mode.

HeNB-GW
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-poalicy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#
[ no ] henbgw mme-pool pool name [ -noconfirm ]

no

Removes an already configured MME or MME pool from the system.

pool_name

Specifies the name of the MME pool being created or accessed. If the pool name does not refer to an existing
profile, a new pool is created. pool_name is an alphanumeric string of 1 through 63 characters.

-noconfirm

Executes the command without any additional prompt and confirmation from the user.

Use this command to enter the MME Pool Configuration Mode for an existing pool or for a newly defined
MME pool. This command is also used to remove an existing MME pool.

Important

A maximum of eight MME pools are allowed per system.

Entering this command results in the following prompt:
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. henbgw overload-control

[context name] hostname (mme-pool) #

MME Pool Configuration Mode commands are defined in the MME Pool Configuration Mode Commands
chapter.

Example

The following command helps entering the MME Pool Configuration Mode for a new or existing
profile named henb_mme_pool:

henbgw mme-pool henb mme pool

henbgw overload-control

|

Important

Product

Privilege

Command Modes

Syntax Description

In Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

Configures HENBGW overload control parameters.
HeNBGW
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-poalicy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

henbgw overload-control [ load-reduction-indicator percentage value |
ochl-guard-time minutes ]

default mme henbgw overload-control [ load-reduction-indicator |
ochl-guard-time ]

default

Sets/Restores the default values assigned to HeNBGW overload control parameters. The default value of load
Reduction indication is 99 percent.

load-reduction-indicator percentage_value

Designates the percentage of HeNBs to relay overload start message if traffic load Reduction indication IE
is not present in the overload start message.

percentage valueis the percentage value, which is an integer between 1 and 99.
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Usage Guidelines

henbgw qci-dscp-mapping-table .

ochl-guard-time minutes

Designates the guard timeout value (in minutes) for sending overload stop messages if overload stop message
is not received from MME to all the HeNBs in corresponding MME's overload control HeNBs list. The guard
timeout value is an integer between 0 and 2147483647.

Use this command to configure HENBGW overload control parameters.

Example

The following command configures HONBGW overload control parameter ochl-guar d-time as 45
minutes:

henbgw overload-control ochl-guard-time 45

henbgw qci-dscp-mapping-table

|

Important

Product

Privilege

Command Modes

Syntax Description

| A

In Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

Use this command to configure qci-dscp-mapping-table for HENBGW. The maximum limit for the tables
that can be configured is 32.

HeNB-GW
Security Administrator, Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

[ no ] henbgw gci-dscp-mapping-table table name

no

Removes the qci-dscp-mapping-table for HENBGW.

Important

Usage Guidelines

This command on execution will open a new mode HeNBGW QCI DSCP Mapping Table mode.

table_name

It is the qci-dscp-mapping-table for HENBGW, a string of size between 1 and 63.

Use this command to configure qci-dscp-mapping-table for HENBGW.
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. henbgw s1-reset

Example
Following command configures qci-dscp-mapping-table by name tablel for HENBGW.
henbgw gci-dscp-mapping-table tablel

henbgw s1-reset

| A

Important  In Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

Configures option to enable/disable s1-reset/partial-reset messages sent from HeNBGW.

Product HeNBGW
Privilege Administrator
Command Modes Exec > Global Configuration > LTE Policy Configuration

configure > Ite-policy

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

Syntax Description [ no ] henbgw sl-reset

no

This command prefix disables s1-reset/partial-reset messages sent from HeNBGW.

s1-reset

Configures option to enable or disable sending s1-reset/partial-reset messages from HeNBGW.

Example
The following command configures HENBGW s1-reset messages:
henbgw sl-reset

henbgw session-recovery idle-timeout

| A

Important  [n Release 20, 21.0 and 21.1, HeNBGW is not supported. This command must not be used for HeNBGW in
these releases. For more information, contact your Cisco account representative.

. Command Line Interface Reference, Modes | - Q, Star0S Release 21.25



| LTE Policy Configuration Mode Commands

Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

ho-restrict-list .

Configures HENBGW session recovery. The HENBGW session recovery is valid only when require session
recovery is configured. Base session recovery feature will enable recovery of IP-Sec tunnels when integrated
IP-Sec is used. Enhanced HENBGW session recovery feature will enable recovery of SCTP/UE sessions in
HENBGW. This feature should be enabled if henb(s) have the capability to retain UE S1AP state across SCTP
connection restarts.

HeNBGW
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[locallhost name(lte-policy)#

henbgw session-recovery [ idle-timeout timeout value ]
no henbgw session-recovery

no

Removes the HENBGW session recovery configuration.

idle-timeout timeout_value
Configures the idle timeout.

Designates the maximum duration of the session recovered without any activity, in seconds, before system
automatically terminates the session. Zero indicates function is disabled.

The timeout_value specifies the idle timeout in seconds (0 is disabled). It is an integer between 0 through
2147483647.

Use this command to configure HENBGW session recovery with idle timeout.

Example
The following command configures HeNBGW session recovery with idle timeout 45 seconds:

henbgw session-recovery idle-timeout 45

ho-restrict-list

Product

Creates a handover (HO) restriction list or specifies an existing HO restriction list and enters the Handover
Restriction List Configuration Mode.

MME
ePDG
SAEGW
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Privilege

Command Modes

Syntax Description

Usage Guidelines

LTE Policy Configuration Mode Commands |

S-GW
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[locallhost name(lte-policy)#

[ no ] ho-restrict-list list name [ -noconfirm ]

no

Removes the specified restriction list from the system.

-noconfirm

Executes the command without any additional prompt and confirmation from the user.

list_name

Specifies the name of the HO restriction list. If the entered list name does not refer to an existing list, a new
list is created. list_name is an alphanumeric string of 1 through 64 characters.

Use this command to enter the Handover Restriction List Configuration Mode for an existing list or for a
newly defined list. This command is also used to remove an existing list.

Entering this command results in the following prompt:

[context name]hostname (ho-restrict-list)#

Handover Restriction List Configuration Mode commands are defined in the LTE Handover Restriction List
Configuration Mode Commands chapter.

Example

The following command enters the Handover Restriction List Configuration Mode for a new or
existing list named ho_restricit_list1:

ho-restrict-list ho_restrict listl

Imei-tac-group

|

Creates an IMEI-TAC group and provides commands to configure up to 25,000 IMEI-TACs (international
mobile equipment identity - type allocation code (IMEI-TAC) that can be used as the filtering criteria for
Operator Policy selection.

Important

This functionality is available on releases 18.6, 19.4, and 20.0 and higher.
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Product

Privilege

Command Modes

Syntax Description

Usage Guidelines

imsi-group

Product

Privilege

Command Modes

imsi-group .

MME
Administrator

Exec > Global Configuration > LTE Policy Configuration
configure > Ite-policy

Entering the above command sequence results in the following prompt:

[locallhost name(lte-policy)#

[ no ] imei-tac-group group name

no

Removes the specified IMEI-TAC group with all related configuration from the LTE Policy.

group_name

Specify a name for the IMEI-TAC group to create, modify, or remove the group. This name must be an
alphanumeric string of 1 through 64 characters. Each new IMEI-TAC group must have a unique name.

A maximum of 50 IMEI-TAC groups can be defined on the MME.
Use this command to create, modify, or delete an IMEI-TAC group. Create up to 50 IMEI-TAC groups. Each

group can contain up to 500 unique IMEI-TAC values and/or up to 20 IMEI-TAC ranges, which can be
overlapping.

This command is used as part of the configuration required to enable operator policy selection based on
IMEI-TAC. Including the type allocation code (TAC) in the operator policy selection process supports network
access restrictions being applied to UEs based on the type of wireless device identified by the IMEI-TAC.
For details about this feature and all the other commands required for its configuration, refer to the Operator
Policy Selection Based on IMEI-TAC chapter in the MME Administration Guide.

Example
The following command creates an S1-AP cause code group named move-ue-to-idle.

cause-code-group move-ue-to-idle protocol slap

This command configures the International Mobile Subscriber Identity (IMSI) group.

MME
SGSN

Administrator

Exec > Global Configuration > LTE Policy Configuration

configure > Ite-policy
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Syntax Description

Usage Guidelines

LTE Policy Configuration Mode Commands |

Entering the above command sequence results in the following prompt:

[local]lhost name(lte-policy)#

imsi-group group name

imsi-group group_name
Specifies the IMSI group name. group_name must be an alphanumeric string of 1 through 64 characters. It

can have a maximum of 50 groups.

Use this command to create the IMSI group. An IMSI group can contain up to 500 elements of either individual
IMSI or range of IMSI numbers. Once an IMSI group is created, each group can be configured with up to
500 unique IMSI values. Multiple lines of IMSI and IMSI-range can be up to 20 lines per group.

This command allows you to enter the IMSI Group Configuration Mode.
Entering this command results in the following prompt:
[context_name]hosthame(config-imsi-group)#

IMSI Group Configuration Mode commands are defined in the IMS Group Configuration Mode Commands
chapter.

Ite-emergency-profile

Product

Privilege

Command Modes

Syntax Description

Creates an LTE emergency profile or specifies an existing emergency profile and enters the LTE Emergency
Profile Configuration Mode.

MME
ePDG
SAEGW
S-GW

Administrator

Exec > Global Configuration > LTE Policy Configuration
configure> Ite-policy

Entering the above command sequence results in the following prompt:

[locallhost name(lte-policy)#

[ no ] lte-emergency-profile profile name [ —noconfirm ]

Removes an LTE emergency profile from the system.
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Usage Guidelines

|

mec-tai-grp .

profile_name

Specifies the name of the LTE emergency profile being created or accessed. If the profile name does not refer
to an existing profile, a new profile is created. profile_nam