
Engineering Rules

This appendix provides engineering guidelines for configuring the system to meet network deployment
requirements.

The Engineering Rules listed in this appendix reflect the maximum capacity of StarOS. The actual limits
of VPC running in a VM are governed by the amount of vCPU and vMemory capacity allocated to the
instance.

Note

• StarOS CLI Session Rules, page 1

• VPC Interface and Port Rules, page 1

• Context Rules, page 2

• Subscriber Rules, page 4

• Service Rules, page 5

• Access Control List (ACL Engineering Rules), page 5

StarOS CLI Session Rules
Multiple StarOS CLI session support is based on the amount of available memory. The Resource Manager
reserves enough resources to support a minimum of six CLI sessions at all times. One of the six sessions is
further reserved for use exclusively by a CLI session on the vSerial interface.

Additional CLI sessions beyond the prereserved limit are permitted if sufficient VPC resources are available.
If the Resource Manager is unable to reserve resources for a CLI session beyond those that are prereserved,
users with administratorprivileges are prompted to create the newCLI session, even without reserved resources.

VPC Interface and Port Rules
The rules discussed in this section pertain to the vNIC Ethernet ports designated via the hypervisor for
subscriber traffic.
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vNIC Ethernet Ports
• Give all hypervisorassigned logical interfaces a unique name to differentiate the interface from others
in the same context.

• A single virtual port can support multiple hypervisorassigned logical interfaces when you configure
VLAN tags for that port. You can use VLAN tagging to bind a single port to multiple logical interfaces
that reside in different contexts.

• Each vNIC port for subscriber traffic may contain up to a maximum of 1,024 VLAN tags (maximum
of 4,000 VLANs per VPC chassis.

• All hypervisorassigned logical interfaces must have a valid IP address and subnet.

• If multihoming is supported on the network, you can assign all logical interfaces a single primary
IP address and up to 16 secondary IP addresses.

• You configure a single StarOS logical (named interface per context. That named interface can have up
to 512 ethernet+ppp+tunnel interfaces.

• Different StarOS contexts can can share the same logical (named interface.

• You can apply a maximum of 256 access control list (ACL rules to a StarOS logical interface.

• In StarOS all ports are identified by their <slot>/<port>.

Packet Data Network (PDN Interface Rules
The following engineering rules apply to the interface to the packet data network (PDN:

• Configure the logical interfaces used to facilitate the PDN interface within the egress context.

• The default is to use a single interface within the egress context to facilitate the PDN interface.

• You can configure multiple interfaces in the egress context by using static routes or dynamic routing
protocols.

• You may also configure nexthop default gateways.

Context Rules
• A maximum of 63 contexts may be configured per VPC.

• Interfaces per Context

◦Up to 16 interfaces can be configured within a single context.

◦512 Ethernet+PPP+tunnel interfaces

◦32 ipv6ip tunnel interfaces

◦511 GRE tunnels (2,048 GRE tunnels per chassis)

◦256 loopback interfaces
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• IP Addresses and IP Address Pools

◦Up to 2,000 IPv4 address pools can be configured within a single context, regardless of the number
of packet processing cards with a total system limit of 5,000 IPv4 address pools for all contexts.

◦Up to 256 IPv6 pools can be configured within a single context.

◦There is also a limit of 4,000,000 pool addresses and 32,000,000 static addresses that can be
configured per context. Therefore, the number of pools depends on how many addresses are being
used and how they are subnetted.

◦Each context supports up to 32,000,000 static IP pool addresses. You can configure a maximum
total of 96,000,000 static IP pool addresses per chassis. Each static IP pool can contain up to
500,000 addresses.

◦Each context supports up to 16,000,000 dynamic IP pool addresses. You can configure a maximum
total of 32,000,000 dynamic IP pool addresses per chassis. Each dynamic IP pool can contain up
to 500,000 addresses.

Each address in the pool requires approximately 60 bytes of memory. The amount of
memory required, however, depends on a number of factors such as the pool type, and
holdtimer usage. Therefore, in order to conserve available memory, you may need to
limit the number of pools depending on the number of addresses to be configured and
the number of installed application cards.

Note

• Themaximum number of simultaneous subscriber sessions is controlled by the installed capacity license
for the services supported.

• The maximum number of static address resolution protocol (ARP) entries per context is 128.

• The maximum number of domains per context is 2,048.

• Routes

◦Up to 1,200 static routes per context (48,000 per chassis).

◦6,000 pool routes per context (6,000 per chassis)

◦5,000 pool explicit host routes per context (6,000 per chassis)

◦64 route maps per context

• The maximum number of unique VPNv4/VPNv6 learned prefixes per context is 1,024 with 32 Equal
Cost Multiple Paths [ECMPs], as 32000 Next-Hop Label Forwarding Entries (NHLFE) per context are
supported.

• The maximum number of unique VPNv4/VPNv6 learned prefixes per chassis is 4,096 with 32 ECMP
paths, as 128000 NHLFE per chassis are supported.

• Themaximum number of unique learned prefixes per chassis (either IPv4/IPv6/VPNv4/VPNv6) is 4,096
with 32 ECMP paths per prefix, as only 4k ECMP groups are supported.

• BGP

◦16,000 BGP prefixes can be configured per context (64,000 per chassis)
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• The maximum number of IPSec ACL rules per crypto map is 8.

• The maximum number of ACLs you can configure per context is limited by the number of rules allowed
within each ACL. If each ACL contained the maximum number of rules (128, the maximum number of
ACLs per context is 8 (128 X 8 ACLs = 1,024 ACL rules per context.

• The maximum number of ACLs applied to an IP access group is 1, whether it is configured for a port
or context. Since the maximum number of IP access groups you can apply to an interface or context is
16, the following calculations apply:

• For each interface/port: 8 rules per ACL multiplied by 16 IP access groups = 128 (the ACL rules
limit per port

• For each context: 64 rules per ACLmultiplied by 16 IP access groups = 1,024 (the ACL rules limit
per context
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