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Guidelines for Using SMB Direct support on Windows 2019
using RDMA over converged Ethernet (RoCE) v2

General Guidelinesand Limitations:

* Cisco UCS Manager release 4.1.x and later releases support Microsoft SMB Direct with RoOCEv2 on
Microsoft Windows Server 2019. Cisco recommends that you have all KB updates from Microsoft for
your Windows Server 2019.

N

Note RoCEv2 is not supported on Microsoft Windows Server 2016.

* Cisco recommends you check UCS Hardware and Software Compatibility specific to your UCS Manager
release to determine support for Microsoft SMB Direct with RoCEv2 on Microsoft Windows 2019.

* Microsoft SMB Direct with RoCEv2 is supported only with fourth generation Cisco UCS VIC 1400
Series adapters. It is not supported with UCS VIC 12xx Series and 13xx Series adapters. SMB Direct
with RoCEv2 is supported on all UCS Fabric Interconnects.

N

Note RoOCE vl is not supported with any fourth generation Cisco UCS VIC 1400 Series
adapters.
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Guidelines for Using SMB Direct support on Windows 2019 using RDMA over converged Ethernet (RoCE) v2

* RoCEV2 configuration is supported only between Cisco adapters. Interoperability between Cisco adapters
and third party adapters is not supported.

* RoCEV2 supports two RoCEv2 enabled vNIC per adapter and four virtual ports per adapter interface,
independent of SET switch configuration.

* RoCEV2 cannot be used on the same vNIC interface as NVGRE, NetFlow, and VMQ features.

* RoCEv2 cannot be used with usNIC.

* RoCEv2-enabled vNIC interfaces must have the no-drop QoS system class enabled in UCS Manager.
» The RoCE Properties queue pairs setting must for be a minimum of 4 queue pairs.

* Maximum number of queue pairs per adapter is 2048.

* The QoS No Drop class configuration must be properly configured on upstream switches such as Cisco
Nexus 9000 series switches. QoS configurations will vary between different upstream switches

* The maximum number of memory regions per rNIC interface is 131072.

» UCS Manager does not support fabric failover for viNICs with RoCEv2 enabled.
* SMB Direct with RoCEv2 is supported on both IPv4 and IPv6.

* RoCEv2 cannot be used with GENEVE offload.

MTU Properties:

* In older versions of the VIC driver, the MTU was derived from either a UCS Manager service profile or
from the Cisco IMC vNIC MTU setting in standalone mode. This behavior changed for 4th generation
VIC 1400 Series adapters, where MTU is controlled from the Windows OS Jumbo Packet advanced
property. A value configured from UCS Manager or Cisco IMC has no effect.

* The RoCEv2 MTU value is always power-of-two and its maximum limit is 4096.

* RoCEv2 MTU is derived from the Ethernet MTU.

* RoCEv2 MTU is the highest power-of-two that is less than the Ethernet MTU. For example:
« if the Ethernet value is 1500, then the RoOCEv2 MTU value is 1024
« if the Ethernet value is 4096, then the RoCEv2 MTU value is 4096
« if the Ethernet value is 9000, then the RoCEv2 MTU value is 4096

Windows NDPK | M odes of Operation:

* Cisco's implementation of Network Direct Kernel Provider Interface (NDPKI) supports two modes of
operation: Mode 1 and Mode 2. Modes 1 and 2 relate to the implementation of Network Direct Kernel
Provider Interface (NDKPI): Mode 1 is native RDMA, and Mode 2 involves configuration for the virtual
port with RDMA. Cisco does not support NDPKI Mode 3 operation.

* The recommended default adapter policy for RoCEv2 Model is Win-HPN-SMBd .
The recommended default adapter policy for RoOCEv2 Mode2 is MQ-SMBd.

* RoCEV2 enabled vNICs for Mode2 operation require the QoS host control policy set to full.

* Mode 2 is inclusive of Mode 1: Mode 1 must be enabled to operate Mode 2.
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Overview of Configuring RoCEv2 Modes 1 and 2 in Windows .

* On Windows. the RoCEv2 interface supports MSI & MSIx interrupt modes. By default, it is in MSIx
interrupt mode. Cisco recommends you avoid changing interrupt mode when the interface is configured
with RoCEv2 properties.

Downgrade Limitations:

* Cisco recommends you remove the RoCEv2 configuration before downgrading to any non-supported
RoCEv2 release. If the configuration is not removed or disabled, downgrade will fail.

Overview of Configuring RoCEv2 Modes 1 and 2 in Windows

Configuration of ROCEv2 on the Windows platform requires first configuring RoCEv2 Mode 1, then configuring
RoCEv2 Mode 2. Modes 1 and 2 relate to the implementation of Network Direct Kernel Provider Interface
(NDKPI): Mode 1 is native RDMA, and Mode 2 involves configuration for the virtual port with RDMA.

To configure RoCEv2 mode 1, you will:

* Configure a no-drop class in CoS System Class. By default, Platinum with CoS 5 is a default in UCS
Manager.

* Configure an Ethernet adapter policy for Mode 1 in UCS Manager.

* Configure Mode 1 on the host system.

RoCEv2 Mode 1 must be configured before configuring Mode 2.
To configure RoCEv2 mode 2, you will:

» Either create an Ethernet VMQ connection policy for RoCEv2 or use the UCS Manager MQ-SMBd
policy.

Windows Requirements

Configuration and use of RDMA over Converged Ethernet for RoCEv2 in Windows Server requires the
following:

* Windows 2019 with latest Microsoft updates
» UCS Manager release 4.1.1 or later
* VIC Driver version 5.4.0.x or later

» UCS M5 B-Series or C-Series servers with VIC 1400 Series adapters: only Cisco UCS VIC 1400 Series
adapters are supported.

\}

Note  All Powershell commands or advanced property configurations are common across Windows 2019 unless
explicitly mentioned.
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. Configuring SMB Direct Mode 1 on UCS Manager

Configuring SMB Direct Mode 1 on UCS Manager

To avoid possible RDMA packet drops, make sure same no-drop COS is configured across the network.

Before you begin

Configure a no-drop class in UCSM QoS Policies and use it for RDMA supported interfaces. Go to LAN >
LAN Cloud > QoS System Class and enable Priority Platinum with CoS 5.

LAN | LAN Clowt | QoS System Class
: Prog
Crwnen @ Local
Prigity Enabled CoS Packet Waight Waight M1y Multicast
Drop =) Optimized
Platinum o 5 i v 34 v
Procedure

Step 1 In the Navigation pane, click Servers.
Step 2 Expand Servers> Policies.
Step 3 Expand the node for the organization where you want to create the policy.

If the system does not include multitenancy, expand the root node.

Step 4 Expand Adapter Policies and choose the existing adapter policy for Win-HPN-SMBd.
States
Cperational Speed - Line Rate
State - Applied
Policies
Adapter Policy D Win-HPN-SMBd

Adapter Policy Instance

44

srrs Foamt et srevfile Wi - HDMN S
crg-root/eth-profle-Win-HPN-5,

QoS Policy » | platinum w

If using a user-defined adapter policy, use the configuration steps below.

a) On the General tab, scroll down to ROCE and click the Enabled radio button.

b) Inthe ROCE Propertiesfield, under Version 1, click the Disabled radio button. For Version 2, click the
Enabled radio button.
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¢) For QueuePairs, enter 256.

d) For Memory Regions, enter 131072.

e) For Resource Groups, enter 2.

Configuring SMB Direct Mode 1 on UCS Manager .

f) For Priority, choose Platinum No-Drop COS. from the dropdown.

This setting assumes you are using the default No-Drop policy.

RoCE Disabled (o) Enabled
RoCE Properties
Version 1: [(e) Disabled Enabled
Version 2 : Disabled (o) Enabled
Queue Pans : | 256 [1-8192]
Memory Regions : | 131072 [1-524288]
Resource Groups - | 2 [1-128]
Priorty  : | Platmum v
g) Click Save Changes.
Step 5 Next, create an Ethernet Adapter Policy. In the Navigation pane, click LAN.
Step 6 Expand LAN > Policies.
Step 7 Right-click the VNIC Templates node and choose Create vNIC Template.
Step 8 Go to VNIC Propertiesunder the General tab and modify the vNIC policy settings as follows:
a) SetMTU to 1500 or 4096.
b) For the Adapter Policy, select Win-HPN-SMBd
¢) For the QoS policy, specify Platinum.
States
Operational Speed Line Rate
State Applied
Policies

Adapter Policy
Adapter Policy Instance

QoS Policy

Win-HPN-SMBd

platinum w

Step 9 Click Save Changes.
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. Configuring SMB Direct Mode 1 on the Host System

Step 10 After you save the changes, UCS Manager will prompt you to reboot. Reboot the system.

What to do next

When the server comes back up, configure RoCEv2 mode 1 on the Host.

Configuring SMB Direct Mode 1 on the Host System

You will configure connection between smb-client and smb-server on two host interfaces. For each of these
servers, smb-client and smb-server, configure the RoCEv2-enabled vNIC as described below.

Before you begin

Configure RoCEv2 for Mode 1 in UCS Manager.

Procedure

Step 1 In the Windows host, go to the Device Manager and select the appropriate Cisco VIC Internet Interface.
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Configuring SMB Direct Mode 1 on the Host System .

Cisco VIC Ethernet Interface #2 Properties X

General Advanced Driver Details Events Resources

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right.
Property: Ib Value:
Compatible Operation ~ Enabled ;{

Encapsulated Task Offload
Encapsulation overhead

Intermupt Moderation

IPV4 Checksum Offload

Jumbo Packet

Large Send Offload V2 (IPv4)
Large Send Offload V2 (IPvE)
Maximum Number of RSS Process
Maximum Number of RSS Queues

Nvgre Encapsulated Task Offload
QoS

Receive Side Scaling nd

OK Cancel

Step 2 Go to Tools> Computer Management > Device Manager > Networ k Adapter > click on VIC Networ k
Adapter > Properties> Advanced > Network Direct Functionality. Perform this operation for both the
smb-server and smb-client vNICs.
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. Configuring SMB Direct Mode 1 on the Host System

Step 3

Step 4

Cisco VIC Ethernet Interface #2 Properties

General Advanced Driver Details Events Resources

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

Encapsulated Task Offload

Encapsulation overhead

Intermupt Moderation

IPV4 Checksum Offload

Jumbo Packet

Large Send Offload V2 (IPv4)

Large Send Offload V2 (IPvE)

Maximum Number of RSS Process

Maximum Number of RSS Queues

gv%re Encapsulated Task Offload
o

Receive Side Scaling nd

on the right.
Property: Ib Value:
Compatible Operation ~ Enabled ;{

OK Cancel

Verify that RoCE is enabled on the host operating system using PowerShell.

The Get-NetOffloadGlobalSetting command shows NetworkDirect is enabled.

PS C:\Users\Administrator> Get-NetOffloadGlobalSetting

ReceiveSideScaling : Enabled

ReceiveSegmentCoalescing : Enabled

Chimney : Disabled

TaskOffload : Enabled

NetworkDirect : Enabled

NetworkDirectAcrossIPSubnets : Blocked

PacketCoalescingFilter : Disabled

Note If the NetworkDirect setting is showing as disabled, enable it using the command:

Set-NetOffloadGlobalSetting -NetworkDirect enabled

Bring up Powershell and enter the command:

get-SmbClientNetworkInterface
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¢ R5S

Capable

False

C:\UsersyAdministrator>

Configuring SMB Direct Mode 1 on the Host System .

nterface

IpAdd

Friendly Mame

Y vEthernet
¥ wvEthernet

Ethernet
Ethernet

2
(Kernel Debugger)
Ethernet 3

Step 5 Enter enable - netadapterrdma [-name] [" Ethernetname” ]
Step 6 Verify the overall RoOCEv2 Mode 1 configuration at the Host as follows:
a) Use the Powershell command netstat -xan to verify the listeners in both the smb-client and smb-server
Windows host; listeners will be shown in the command output.
PS C:\Users\Administrator>
PS5 C:\Users\Administrator:> etstat
Active NetworkDirect Connections, Listeners, SharedEndpoints
Mode IfIndex Type Local Address Foreign Address
Kernel Listener MNA
Kernel Listener MNA
PS C:\Users\Administrator>
b) Go to the smb-client server fileshare and start an I/O operation.
¢) Go to the performance monitor and check that it displays the RDMA activity.
A Computer Management
File Action View Help
|2 @ e B
A+ Computer Management (Local | 54 BEx-lda s aO0ER 1
~ [} System Tools
) Task Scheduler
| 3l Event Viewer h\WEN—RSDGg1HKMFI’ ]
<] RDMA Activity Hyper-V Virtual Ethernet Adapter #2
2l Shared Folders RDMA Accepted Connections 2.000
d¥ Local Users and Groups RDMA Active Connections 2.000
v & F‘_erforrnance RDMA Completion Queue Errors 0.000
~ g Monitoring Tools RDMA Connection Errors 0.000
Bl Performance Mc L:gl}m Failed Connection Attempts 0.000
—» Data Collector Sets DMA Inbound Bytes/sec 598,340,974.3534
o RDMA Inbound Frames/sec 553,916.589
@ Reports 7 < 2
8 Device Manager RDMA Initiated Connections 0.000
... RDMA Outbound Bytes/sec 6,588,510.951
~ 3 Storage RDMA Outbound Frames/sec 35 589.270
ﬁn Windows Server Backug
= Disk Management
=. Services and Apolications
Step 7 In the Powershell command window, check the connection entries with the netstat -xan output command to

make sure they are displayed. You can also run netstat -xan from the command prompt. If the connection
entry shows up in netstat-xan output, the RoOCEv2 model connections are correctly established between client

and server.
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Step 8

Configuring SMB Direct with RoCEv2 in Windows |

ersh\Administrator>= netstat
Active NetworkDirect Connections, Listeners, SharedEndpoints

Mode IfIndex Type Address Foreign Address

Kernel
Kernel
Kernel
K

Connection .6 2 50.3
Connection . d 50.
Connection . 50.
Connection .61, 50.
Connection
Connection
Connection
Connection
Listener
Listener
Listener
Listener

b
NHE S

s (Pl R
(AR

Kernel
Kernel

aNHBAAON

P =

Note IP values are representative only.

By default, Microsoft's SMB Direct establishes two RDMA connections per RDMA interface. You can change
the number of RDMA connections per RDMA interface to one or any number of connections.

For example, to increase the number of RDMA connections to 4, type the following command in PowerShell:

PS C:\Users\Administrator> Set-ItemProperty -Path
"HKLM:\SYSTEM\CurrentControlSet\Services\LanmanWorkstation\Parameters"
ConnectionCountPerRdmaNetworkInterface -Type DWORD -Value 4 -Force

Configuring Mode 2 on UCS Manager

You will apply the VMQ Connection Policy as vmmg.

Before you begin
Configure RoCEv2 Policies in Mode 1.

Use the pre-defined default adapter policy “MQ-SMBd”, or configure a user-defined Ethernet adapter policy
with the following recommended RoCE-specific parameters:
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Configuring Mode 2 on UCS Manager .

Servers |/ Policies / root / Adapter Policies / Eth Adapter Policy MQ-SMBd

Eth Adapter Policy SMBClient

Pl B e P e am

All -
A ] General Events
v root {5
¥ Adapter Policies RoCE Disabled () Enabled
Eth Adapter Policy default RoCE Properties
Eth Adapter Policy Linux )
' Version 1: |() Disabled Enabled
Eth Adapter Policy Linux-Nvie
Eth Adapter Policy MQ Version 2 : Disabled (e Enabled

Eth Adapter Policy MQ-SMBd ks 28R (1-8192]

Memory Regions : 65536 [1-524288]
Eth Adapter Policy SMBServer
Eth Adapter Policy Solanis Resource Groups : | 2 [1-128]
Eth Adapter Policy SRIOV Priotity Platinuem e

* RoCE: Enabled

* Version 1: disabled

* Version 2: enabled

* Queue Pairs: 256

* Memory Regions: 65536
» Resource Groups: 2

* Priority: Platinum

Create a VMQ connection policy with the following values:

* Multi queue : Enabled
* Number of sub-vNIC: 16
* VMMQ adapter policy: MQ-SMBd

All LAN / Policies [ root

» VO Connection Policies | General | Evenis
MEEge 1281 WITHTg

_ -

Dalete

wmmg 16
Show Policy Usage
WITIg
* usNIC Connechon Policles
* wNIC Templates
* Sub-Crganizatons

* Pools

[ VMQ Connection Policies /| vmmg

Properties

Mame: © wmmg
Dwxscripbion

Mkt Cueus z ' Dvsabled () Enabled

Nurnber of Sub vNICs ¢ 16

VMM Adapter Policy : | MO-SMEd w
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. Configuring Mode 2 on UCS Manager

Step 1
Step 2
Step 3
Step 4

Step 5
Step 6
Step 7
Step 8

Procedure

In the Navigation pane, click Servers.
Expand Servers> Service Profiles.
Expand Service Profiles> vNICs and choose the VMQ Connection policy profile to configure.

Go to VNIC Properties under the General tab and scroll down to the Policies area. Modify the vNIC policy

settings as follows:

a) For the Adapter Policy, make sure it uses Win-HPN-SMBd or the adapter policy configured earlier for
Mode 1.

b) For the QoS policy, select best-effort.

Servers /| Service Profiles | root | Senvice Profide i | wNICs | wNIC RNICT

Actual Assignmend 1
Connection Palicies

g MG ) GaIC () WD

Click Save Changes.

In the Navigation pane, click L AN.

Expand LAN > Policies> QoS Policy Best Effort.
Set Host Control to Full.
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Step 9
Step 10

Configuring Mode 2 on the Host System .

= LAN /| Policies / root | QoS Policies | QOS5 Policy best_effort

Actions Proparties

Hame © best_effort
Cwwmer @ Local

Egress

Pricaity Best Effort

10240

Rate(Kbps) ling-rate

WITIME Host Control Mome (e Full

Click Save Changes.

After you save the changes, UCS Manager will prompt you to reboot. Reboot the interface.

What to do next

When the server comes back up, configure Mode 2 on the Host.

Configuring Mode 2 on the Host System

Step 1
Step 2

This task uses Hyper-V virtualization software that is compatible with Windows Server 2019.

Before you begin

* Configure and confirm the connection for Mode 1 for both the UCS Manager and Host.

* Configure Mode 2 in UCS Manager.

Procedure

Go the the Hyper-V switch manager.

Create a new Virtual Network Switch (vswitch) for theRoCEv2-enabled Ethernet interface.
a) Choose External Network and select VIC Ethernet I nterface 2 and Allow management operating

system to sharethis network adapter.
b) Click OK to create the create the virtual switch.

Configuring SMB Direct with RoCEv2 in Windows .
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. Configuring Mode 2 on the Host System

Bring up the Powershell interface.

Step 3 Configure the non-default vport and enable RDMA with the following Powershell commands:
add-vmNetworkAdapter -switchname vswitch -name vpl -managementOS

enable-netAdapterRdma —-name "vEthernet (vpl"

a) Configure set-switch using the following Powershell command.

new-vmswitch -name setswitch -netAdapterName “Ethernet x” -enableEmbeddedTeam S$true
This creates the switch. Use the following to display the interfaces:
get-netadapterrdma

add-vmNetworkAdapter -switchname setswtch -name svpl

. Configuring SMB Direct with RoCEv2 in Windows
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Configuring Mode 2 on the Host System .

You will see the new vport when you again enter
get-netadapterrdma
b) Add a vport.
add-vmNetworkAdapter -switchname setswtch -name svpl
You will see the new vport when you again enter
get-netadapterrdma
c) Enable the RDMA on the vport:

enable-netAdapterRdma -name “vEthernet (svpl)”

Step 4
Step 5

Configure the IPV4 addresses on the RDMA enabled vport in both servers.

Create a share in smb-server and map the share in the smb-client.
a) For smb-client and smb-server in the host system, configure the RoOCEv2-enabled vNIC as described
above.

b) Configure the IPV4 addresses of the primary fabric and sub-vNICs in both servers, using the same 1P

subnet and same unique vlan for both.
¢)
Finally, verify the Mode 2 configuration.

Create a share in smb-server and map the share in the smb-client.

Step 6
a) Use the Powershell command netstat -xan to display listeners and their associated IP addresses.

netstat

Active NetworkDirect Connections, Listeners, SharedEndpoints

Local Address

Foreign Address

Listener
Listener
nistrator:>

NA
NA

b) Start any RDMA I/O in the file share in smb-client.

A= Computer Management
File
- =

Action View Help

-
.

e | B
S

A Computer Management (Local > B
w System Tools

(%) Task Scheduler

(|

-

=X 7 ]|

!
e

fMWIN-RSOG91THKMFT |

l.-_:| Event Viewer
Shared Folders

W Windows Server Backup
= Disk Management
Z Services and Apolications

RDMA Activity

Hyper-V Virtual Ethernet Adapter #2

= RDMA Accepted Connections 2.000
k Local Users and Groups RDMA Active Connections 2.000
~ (W) Performance RDMA Completion Queue Errors 0.000
v _m Monitoring Tools RDMA Connection Errors 0.000
Bl Perdformance Mc \RDMA Failed Connection Attempts 0.000
-3 Data Collector Sets L\*DM# Inbound Bytes/sec 598,340,974.354
= R RDMA Inbound Frames/sec 553,916.589
@ Reports 7 Z "
e e cataer RDMA Initiated Connections 0.000
o o 9 RDMA Outbound Bytes/sec 6,588,510.951
v &l Dlorage RDMA Outbound Frames/sec 35,589.270

¢) Issue the netstat -xan command again and check for the connection entries to verify they are displayed.
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. Configuring Mode 2 on the Host System

Active NetworkDirect Connections,

Mode

Kernel
Kernel
Kernel
Kernel
Kernel
Kernel
Kernel

VAdministrator>
Administrator> netstat

IfIndex

Tvpe

Connection
Connection
Connection
Connection
Connection
Connection
Connection
Connection
Listener

Listener

C:\Users\Administrator>

What to do next

Troubleshoot any items if necessary.

. Configuring SMB Direct with RoCEv2 in Windows
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(LR N T Y ]
QDO

-
=
7.
7

Listeners, Sha

-68.158:445

Configuring SMB Direct with RoCEv2 in Windows |

redEndpoints
Foreign Address

37.61.184:4
1.184:
1.214:
.61.214:
.61.224:
224 :4
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