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     . It also provides information about how to obtain related documentation.
 
     
      [bookmark: pgfId-1038865]Related Documentation[bookmark: marker-1039148]
 
      [bookmark: pgfId-1039025]The documentation set for the Cisco Unified Computing System (UCS) C-Series rack-mount servers is described in the road map document at the following link:
 
      [bookmark: pgfId-1039027]Cisco UCS C-Series Documentation Roadmap
 
    
 
     
      [bookmark: pgfId-1039028]Audience
 
      [bookmark: pgfId-1039029]This publication is for experienced network administrators who configure and maintain Cisco servers.
 
    
 
     
      [bookmark: pgfId-1033930]Organization
 
      [bookmark: pgfId-1038345]This guide is organized as follows:
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           [bookmark: pgfId-1038348]Chapter
          
  
         	
           
           [bookmark: pgfId-1038350]Title
          
  
         	
           
           [bookmark: pgfId-1038352]Description
          
  
        
 
         
         	 [bookmark: pgfId-1038354]Chapter 1
  
         	 
  
         	 [bookmark: pgfId-1038361]Provides an overview of the Cisco UCS (Unified Computing System) C460 server.
  
        
 
         
         	 [bookmark: pgfId-1038366]Chapter 2
  
         	 
  
         	 [bookmark: pgfId-1038373]Describes how to install the server in a rack, how to cable and power on the server, and how to initially set the server up.
  
        
 
         
         	 [bookmark: pgfId-1038375]Chapter 3
  
         	 
  
         	 [bookmark: pgfId-1038382]Describes the server LEDs and buttons, identifies the replaceable components of the server, and describes how to replace them.
  
        
 
         
         	 [bookmark: pgfId-1038384]Appendix A
  
         	 
  
         	 [bookmark: pgfId-1038391]Lists physical, environmental, and power specifications for the server.
  
        
 
         
         	 [bookmark: pgfId-1039172]Appendix B
  
         	 
  
         	 [bookmark: pgfId-1039176]Lists specifications for the supported international power cords.
  
        
 
         
         	 [bookmark: pgfId-1038789]Appendix C
  
         	 
  
         	 [bookmark: pgfId-1038793]Provides server RAID controller information.
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-1038403]Conventions[bookmark: marker-1039149]
 
      [bookmark: pgfId-1037723]This document uses the following conventions for notes, cautions, and safety warnings. Notes and cautions contain important information that you should know.
 
      
       
     
 
     
 
     [bookmark: pgfId-1037726]Note Means reader take note. Notes contain helpful suggestions or references to material that are not covered in the publication.

      
     

     
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1037727]
      Caution Means 
      reader be careful. Cautions contain information about something you might do that could result in equipment damage or loss of data.
       
       
 
      

     
 
      [bookmark: pgfId-1037728]Safety warnings appear throughout this guide in procedures that, if performed incorrectly, can cause physical injuries. A warning symbol precedes each warning statement.
 
      [bookmark: pgfId-1037944]
 
      
      
        
        	 
          
           
         
 
         
 [bookmark: pgfId-1037731]Warning 

          
         

  
        	  IMPORTANT SAFETY INSTRUCTIONS
  [bookmark: pgfId-1037734]This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard practices for preventing accidents. Use the statement number provided at the end of each warning to locate its translation in the translated safety warnings that accompanied this device. Statement 1071
  [bookmark: pgfId-1037735]SAVE THESE INSTRUCTIONS
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037739]BELANGRIJKE VEILIGHEIDSINSTRUCTIES
  [bookmark: pgfId-1037740]Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie die lichamelijk letsel kan veroorzaken. Voordat u aan enige apparatuur gaat werken, dient u zich bewust te zijn van de bij elektrische schakelingen betrokken risico's en dient u op de hoogte te zijn van de standaard praktijken om ongelukken te voorkomen. Gebruik het nummer van de verklaring onderaan de waarschuwing als u een vertaling van de waarschuwing die bij het apparaat wordt geleverd, wilt raadplegen.
  [bookmark: pgfId-1037741]BEWAAR DEZE INSTRUCTIES
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037745]TRKEIT TURVALLISUUSOHJEITA
  [bookmark: pgfId-1037746]Tm varoitusmerkki merkitsee vaaraa. Tilanne voi aiheuttaa ruumiillisia vammoja. Ennen kuin ksittelet laitteistoa, huomioi shkpiirien ksittelemiseen liittyvt riskit ja tutustu onnettomuuksien yleisiin ehkisytapoihin. Turvallisuusvaroitusten knnkset lytyvt laitteen mukana toimitettujen knnettyjen turvallisuusvaroitusten joukosta varoitusten lopussa nkyvien lausuntonumeroiden avulla.
  [bookmark: pgfId-1037747]SILYT NM OHJEET
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037751]IMPORTANTES INFORMATIONS DE SCURIT 
  [bookmark: pgfId-1037752]Ce symbole d'avertissement indique un danger. Vous vous trouvez dans une situation pouvant entraner des blessures ou des dommages corporels. Avant de travailler sur un quipement, soyez conscient des dangers lis aux circuits lectriques et familiarisez-vous avec les procdures couramment utilises pour viter les accidents. Pour prendre connaissance des traductions des avertissements figurant dans les consignes de scurit traduites qui accompagnent cet appareil, rfrez-vous au numro de l'instruction situ  la fin de chaque avertissement.
  [bookmark: pgfId-1037753]CONSERVEZ CES INFORMATIONS
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037757]WICHTIGE SICHERHEITSHINWEISE
  [bookmark: pgfId-1037758]Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation, die zu Verletzungen fhren kann. Machen Sie sich vor der Arbeit mit Gerten mit den Gefahren elektrischer Schaltungen und den blichen Verfahren zur Vorbeugung vor Unfllen vertraut. Suchen Sie mit der am Ende jeder Warnung angegebenen Anweisungsnummer nach der jeweiligen bersetzung in den bersetzten Sicherheitshinweisen, die zusammen mit diesem Gert ausgeliefert wurden.
  [bookmark: pgfId-1037759]BEWAHREN SIE DIESE HINWEISE GUT AUF.
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037763]IMPORTANTI ISTRUZIONI SULLA SICUREZZA 
  [bookmark: pgfId-1037764]Questo simbolo di avvertenza indica un pericolo. La situazione potrebbe causare infortuni alle persone. Prima di intervenire su qualsiasi apparecchiatura, occorre essere al corrente dei pericoli relativi ai circuiti elettrici e conoscere le procedure standard per la prevenzione di incidenti. Utilizzare il numero di istruzione presente alla fine di ciascuna avvertenza per individuare le traduzioni delle avvertenze riportate in questo documento. 
  [bookmark: pgfId-1037765]CONSERVARE QUESTE ISTRUZIONI
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037769]VIKTIGE SIKKERHETSINSTRUKSJONER
  [bookmark: pgfId-1037770]Dette advarselssymbolet betyr fare. Du er i en situasjon som kan fre til skade p person. Fr du begynner  arbeide med noe av utstyret, m du vre oppmerksom p farene forbundet med elektriske kretser, og kjenne til standardprosedyrer for  forhindre ulykker. Bruk nummeret i slutten av hver advarsel for  finne oversettelsen i de oversatte sikkerhetsadvarslene som fulgte med denne enheten.
  [bookmark: pgfId-1037771]TA VARE P DISSE INSTRUKSJONENE
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037775]INSTRUES IMPORTANTES DE SEGURANA 
  [bookmark: pgfId-1037776]Este smbolo de aviso significa perigo. Voc est em uma situao que poder ser causadora de leses corporais. Antes de iniciar a utilizao de qualquer equipamento, tenha conhecimento dos perigos envolvidos no manuseio de circuitos eltricos e familiarize-se com as prticas habituais de preveno de acidentes. Utilize o nmero da instruo fornecido ao final de cada aviso para localizar sua traduo nos avisos de segurana traduzidos que acompanham este dispositivo.
  [bookmark: pgfId-1037777]GUARDE ESTAS INSTRUES 
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037781]INSTRUCCIONES IMPORTANTES DE SEGURIDAD
  [bookmark: pgfId-1037782]Este smbolo de aviso indica peligro. Existe riesgo para su integridad fsica. Antes de manipular cualquier equipo, considere los riesgos de la corriente elctrica y familiarcese con los procedimientos estndar de prevencin de accidentes. Al final de cada advertencia encontrar el nmero que le ayudar a encontrar el texto traducido en el apartado de traducciones que acompaa a este dispositivo. 
  [bookmark: pgfId-1037783]GUARDE ESTAS INSTRUCCIONES
  
       
 
        
        	  
  
        	  [bookmark: pgfId-1037787]VIKTIGA SKERHETSANVISNINGAR
  [bookmark: pgfId-1037788]Denna varningssignal signalerar fara. Du befinner dig i en situation som kan leda till personskada. Innan du utfr arbete p ngon utrustning mste du vara medveten om farorna med elkretsar och knna till vanliga frfaranden fr att frebygga olyckor. Anvnd det nummer som finns i slutet av varje varning fr att hitta dess versttning i de versatta skerhetsvarningar som medfljer denna anordning.
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        	  [bookmark: pgfId-1037844]INSTRUES IMPORTANTES DE SEGURANA
  [bookmark: pgfId-1037845]Este smbolo de aviso significa perigo. Voc se encontra em uma situao em que h risco de leses corporais. Antes de trabalhar com qualquer equipamento, esteja ciente dos riscos que envolvem os circuitos eltricos e familiarize-se com as prticas padro de preveno de acidentes. Use o nmero da declarao fornecido ao final de cada aviso para localizar sua traduo nos avisos de segurana traduzidos que acompanham o dispositivo.
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        	  [bookmark: pgfId-1037850]VIGTIGE SIKKERHEDSANVISNINGER
  [bookmark: pgfId-1037851]Dette advarselssymbol betyder fare. Du befinder dig i en situation med risiko for legemesbeskadigelse. Fr du begynder arbejde p udstyr, skal du vre opmrksom p de involverede risici, der er ved elektriske kredslb, og du skal stte dig ind i standardprocedurer til undgelse af ulykker. Brug erklringsnummeret efter hver advarsel for at finde oversttelsen i de oversatte advarsler, der fulgte med denne enhed.
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     [bookmark: pgfId-1252748]This chapter provides an overview of the Cisco UCS C460 server features.
 
     [bookmark: pgfId-1252715]The Cisco UCS C460 server is a part of the Cisco UCS C-Series rack-mount server family. It is a high-performance, high-memory-capacity server designed with the performance and reliability to power compute-intensive, enterprise-critical standalone applications and virtualized workloads.It operates in a wide range of data center environments. These environments include the Cisco Unified Computing System, the Cisco Nexus switches, and discrete Ethernet and Fibre Channel switches from Cisco and third parties. 
 
     [bookmark: pgfId-1246325]Figure 1-1 shows the front panel features.
 
     [bookmark: pgfId-1248588]Figure 1-1 [bookmark: 61326]Front Panel Features [bookmark: marker-1248587]
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          [bookmark: pgfId-1251861]4
         
  
        	 [bookmark: pgfId-1251863]Power supply status LED
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        	 [bookmark: pgfId-1251879]Operations panel (see Figure 1-2 for a detailed view)
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        	 [bookmark: pgfId-1251887]USB ports, three
  
       
 
      
     
 
    
 
     [bookmark: pgfId-1252020]Figure 1-2 shows the operations panel LEDs and buttons.
 
     [bookmark: pgfId-1252023]Figure 1-2 [bookmark: 71070]Operations Panel LEDs and Buttons[bookmark: marker-1252022]
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     [bookmark: pgfId-1247581]Figure 1-3 shows the rear panel features.[bookmark: server rear panel features]
 
     [bookmark: pgfId-1243740]Figure 1-3 [bookmark: 87910]Rear Panel Features [bookmark: marker-1242991]
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        	 [bookmark: pgfId-1252456]10GBase-T LOM ports, two total
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        	 [bookmark: pgfId-1252464]10G SFP+ LOM ports, two total
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        	 [bookmark: pgfId-1252472]10/100 Management ports M1 and M2
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        	 [bookmark: pgfId-1252526]PCIe slots 1 through 10 (left to right as shown)
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      lists the features of the C460 server.[bookmark: marker-1252222]
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        [bookmark: pgfId-1252230]Table 1-1 [bookmark: 23641]Cisco UCS C460 Server Features 
 
       
      
        
        	 [bookmark: pgfId-1252234]Chassis
  
        	 [bookmark: pgfId-1252236]Four rack-unit (4RU) chassis
  
       
 
        
        	 [bookmark: pgfId-1252238]Processors
  
        	
          
          	 [bookmark: pgfId-1252240]Cisco UCS C460 M1 server: Either 2 or 4 Intel Xeon 7500 Series processors. 
 
          	 [bookmark: pgfId-1253239]Cisco UCS C460 M2 server: Either 2 or 4 Intel E7-4800 or E7-8800 Series processors.
 
         
  [bookmark: pgfId-1252976]Two-CPU configurations require 2 power supplies and 4-CPU configurations require 4 power supplies.
  
       
 
        
        	 [bookmark: pgfId-1252242]Memory
  
        	 Up to 512 GB of industry-standard DDR32 memory.
  
       
 
        
        	 [bookmark: pgfId-1253379]Multi-bit error protection
  
        	 [bookmark: pgfId-1253381]This server supports multi-bit error protection.
  
       
 
        
        	 [bookmark: pgfId-1252246]Storage
  
        	 Up to 6 TB of hot-pluggable storage.
  
       
 
        
        	 [bookmark: pgfId-1252250]Disk Management
  
        	 [bookmark: pgfId-1252606]Factory-configured RAID5 support options:
 
          
          	 [bookmark: pgfId-1253165]RAID 0, 1, and 10 support for up to 8 SAS or SATA drives, with the optional LSI MegaRAID SAS 9240-8i RAID controller
 
          	 [bookmark: pgfId-1253163]RAID 0, 1, 5, 6, 10, 50, and 60 support for up to 12 SAS or SATA drives, with the optional LSI MegaRAID SAS 9260-8i RAID controller
 
         
  [bookmark: pgfId-1252612]There is a dedicated SAS riser slot for the RAID controller card in the chassis. There is also a mounting point inside the chassis for the optional RAID battery backup unit that is available when using the LSI MegaRAID SAS 9260-8i controller.
  [bookmark: pgfId-1253267]See RAID Controller Considerations for more information.
  
       
 
        
        	 [bookmark: pgfId-1252255]PCIe I/O
  
        	 [bookmark: pgfId-1252257]Ten PCIe6 expansion slots, four hot-pluggable.
  [bookmark: pgfId-1252836]See Replacing a PCIe Card for details.
  
       
 
        
        	 [bookmark: pgfId-1253363]InfiniBand
  
        	 [bookmark: pgfId-1253365]The bus slots in this server support the InfiniBand architecture.
  
       
 
        
        	 [bookmark: pgfId-1252259]Network and management I/O
  
        	 [bookmark: pgfId-1252692]The server provides these rear-panel connectors:
 
          
          	 [bookmark: pgfId-1252683]Two dedicated 10/100 Ethernet management ports
 
          	 [bookmark: pgfId-1252262]Two 1Gb Ethernet ports
 
         
  [bookmark: pgfId-1253200]These integrated Gigabit ports support the Wake on LAN (WoL) and TCP/IP Offload Engine (TOE) standards.
 
          
          	 [bookmark: pgfId-1252263]Two 10Gb Base-T Ethernet ports 
 
          	 [bookmark: pgfId-1252264]Two 10Gb SFP+ Ethernet ports
 
         
 
          
           
         
 
         
 [bookmark: pgfId-1253090]Note See Using the 10 Gb Ports for more information about the SFP+ and 10GBase-T 10 Gb ports.

          
         

 
          
          	 [bookmark: pgfId-1252793]One DB9 serial connector.
 
          	 [bookmark: pgfId-1252797]One 15-pin VGA7 connector.
 
          	 [bookmark: pgfId-1252801]Two USB8 2.0 connectors.
 
         
  [bookmark: pgfId-1252805]The server provides these front-panel connectors:
 
          
          	 [bookmark: pgfId-1252817]One 15-pin VGA connector.
 
          	 [bookmark: pgfId-1252821]Three USB 2.0 connectors.
 
         
  
       
 
        
        	 [bookmark: pgfId-1253375]WoL
  
        	 [bookmark: pgfId-1253377]The 1-Gb Base-T Ethernet LAN ports support the wake-on-LAN (WoL) standard.
  
       
 
        
        	 [bookmark: pgfId-1252266]Power
  
        	 Hot-swappable, rear-accessible, and redundant as 2+2 or 3+1.
 
          
           
         
 
         
 [bookmark: pgfId-1252972]Note You can use 2 power supplies with a 2-CPU configuration. In this case, 1+1 redundancy is supported only if your server’s overall power consumption can be supported by a single 850W power supply during the failure and hot-swap. For more information about your server’s power consumption, consult with your Cisco sales representative or use the power calculator accessible at the Unified Computing System Partner Resource Center:

          
         

  
  
       
 
        
        	 [bookmark: pgfId-1253371]ACPI
  
        	 [bookmark: pgfId-1253373]This server supports the advanced configuration and power interface (ACPI) 4.0 standard.
  
       
 
        
        	 [bookmark: pgfId-1252270]Cooling
  
        	 [bookmark: pgfId-1252272]Up to 8 fans, hot-swappable, redundant as 7+1, or non-redundant as 4. 
  [bookmark: pgfId-1252855]Also, there are 4 fans in each power supply for lower-section cooling.
  
       
 
        
        	 [bookmark: pgfId-1253249]Removable media
  
        	 [bookmark: pgfId-1253251]One DVD drive.
  [bookmark: pgfId-1253254]The drive supports the following media types: CD-R, CD-ROM, CD-RW, DVD+R, DVD+RW, DVD-R, DVD-ROM, DVD-RW, +R DL
  
       
 
      
     
 
    
 
     
     
       
       	 1.[bookmark: pgfId-1252575]DIMM = dual inline memory module
 1.[bookmark: pgfId-1252575]DIMM = dual inline memory module
 2.[bookmark: pgfId-1252582]DDR = double data rate (transfer mode)
 2.[bookmark: pgfId-1252582]DDR = double data rate (transfer mode)
 3.[bookmark: pgfId-1252589]SAS = serial attached SCSI
 3.[bookmark: pgfId-1252589]SAS = serial attached SCSI
 4.[bookmark: pgfId-1252598]SATA = serial advanced technology attachment
 4.[bookmark: pgfId-1252598]SATA = serial advanced technology attachment
 5.[bookmark: pgfId-1252605]RAID = redundant array of independent disks
 5.[bookmark: pgfId-1252605]RAID = redundant array of independent disks
 6.[bookmark: pgfId-1252687]PCIe = peripheral component interconnect express
 6.[bookmark: pgfId-1252687]PCIe = peripheral component interconnect express
 7.[bookmark: pgfId-1252796]VGA = video graphics array
 7.[bookmark: pgfId-1252796]VGA = video graphics array
 8.[bookmark: pgfId-1252800]USB = universal serial bus
 8.[bookmark: pgfId-1252800]USB = universal serial bus
  
      
 
     
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1291721][bookmark: 10440]Installing the Server
      
      
 
     
 
 
     [bookmark: pgfId-1291722]This chapter describes how to install the server, and it includes the following sections:
 
     
     	 [bookmark: pgfId-1272605]Unpacking and Inspecting the Server
 
     	 [bookmark: pgfId-1366877]Preparing for Server Installation
 
     	 [bookmark: pgfId-1028271]Installing the Server In a Rack
 
     	 [bookmark: pgfId-1048590]Initial Server Setup
 
     	 [bookmark: pgfId-1313441]System BIOS and CIMC Firmware
 
     	 [bookmark: pgfId-1408271]Motherboard Jumpers for Clearing BIOS Settings
 
    
 
     
      
    
 
    
 
    [bookmark: pgfId-1402970]Note Before you install, operate, or service a server, review the Regulatory Compliance and Safety Information for Cisco UCS C-Series Servers for important safety information.

     
    

    
 
     
      
    
 
    
 
    [bookmark: pgfId-1198822]Warning IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could cause bodily injury. Before you work on any equipment, be aware of the hazards involved with electrical circuitry and be familiar with standard practices for preventing accidents. Use the statement number provided at the end of each warning to locate its translation in the translated safety warnings that accompanied this device. 
Statement 1071

     
    

    
 
     [bookmark: pgfId-1317546]SAVE THESE INSTRUCTIONS
 
   
 
    
     [bookmark: pgfId-1391246][bookmark: 42412]Unpacking and Inspecting the Server
 
     
      
    
 
    
 
    
     [bookmark: pgfId-1366598]
     Caution When handling server components, wear an ESD strap and handle modules by the carrier edges only. 
      
      
 
     

    
 
     
      
    
 
    
 
    [bookmark: pgfId-1366599]Tip Keep the shipping container in case the server requires shipping in the future.

     
    

    
 
     
      
    
 
    
 
    [bookmark: pgfId-1366600]Note The chassis is thoroughly inspected before shipment. If any damage occurred during transportation or any items are missing, contact your customer service representative immediately. 

     
    

    
 
     [bookmark: pgfId-1366601]To inspect the shipment, follow these steps:
 
    
 
     Step 1[image: ] Remove the server from its cardboard container and save all packaging material.
 
     [bookmark: pgfId-1366740]Step 2[image: ] Compare the shipment to the equipment list provided by your customer service representative and Figure 2-1. Verify that you have all items.
 
     [bookmark: pgfId-1366744]Step 3[image: ] Check for damage and report any discrepancies or damage to your customer service representative. Have the following information ready: 
 
     
     	 [bookmark: pgfId-1366745]Invoice number of shipper (see the packing slip)
 
     	 [bookmark: pgfId-1366746]Model and serial number of the damaged unit
 
     	 [bookmark: pgfId-1366747]Description of damage
 
     	 [bookmark: pgfId-1366748]Effect of damage on the installation
 
    
 
     [bookmark: pgfId-1366750]Figure 2-1 [bookmark: 53180]Shipping Box Contents 
 
     [bookmark: pgfId-1366772][bookmark: marker-1366771]
 
     
     [image: ] 
    
 
     
      
      
        
        	
          
          [bookmark: pgfId-1366756]1
         
  
        	 [bookmark: pgfId-1366758]Server
  
        	
          
          [bookmark: pgfId-1366760]2
         
  
        	 [bookmark: pgfId-1366762]Drivers and utilities disk
  
       
 
        
        	
          
          [bookmark: pgfId-1366764]3
         
  
        	 [bookmark: pgfId-1366766]Power cord (optional, up to four)
  
        	
          
          [bookmark: pgfId-1366768]4
         
  
        	 [bookmark: pgfId-1366770]Documentation
  
       
 
      
     
 
    
 
     
 
   
 
    
     [bookmark: pgfId-1380662][bookmark: 58355]Preparing for Server Installation[bookmark: marker-1322173]
 
     [bookmark: pgfId-1028295]This section provides information about preparing for server installation, and it includes the following topics:
 
     
     	 [bookmark: pgfId-1088656]Installation Guidelines
 
     	 [bookmark: pgfId-1312986]Rack Requirements
 
     	 [bookmark: pgfId-1032813]Equipment Requirements
 
     	 [bookmark: pgfId-1407818]Slide Rail Adjustment Range
 
    
 
     
      [bookmark: pgfId-1291778][bookmark: 45258]Installation Guidelines[bookmark: marker-1322182]
 
      
       
     
 
     
 
     [bookmark: pgfId-1397119]Warning To prevent the system from overheating, do not operate it in an area that exceeds the maximum recommended ambient temperature of: 35 C (95 F). 
Statement 1047

      
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-1397129]Warning The plug-socket combination must be accessible at all times, because it serves as the main disconnecting device.
Statement 1019

      
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-1291779]Warning This product relies on the building’s installation for short-circuit (overcurrent) protection. Ensure that the protective device is rated not greater than: 250 V, 15 A.
Statement 1005

      
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-1397280]Warning Installation of the equipment must comply with local and national electrical codes.
Statement 1074

      
     

     
 
      [bookmark: pgfId-1397132]When you are installing a server, use the following guidelines:
 
      
      	 [bookmark: pgfId-1366970]Plan your site configuration and prepare the site before installing the server. See the  Cisco UCS Site Preparation Guide  for the recommended site planning tasks.
 
      	 [bookmark: pgfId-1366971]Ensure that there is adequate space around the server to allow for servicing the server and for adequate airflow. The airflow in this server is from front to back.
 
      	 [bookmark: pgfId-1366974]Ensure that the air-conditioning meets the thermal requirements listed in the  Server Specifications  appendix.
 
      	 [bookmark: pgfId-1366978]Ensure that the cabinet or rack meets the requirements listed in the “Rack Requirements” section.
 
      	 [bookmark: pgfId-1366983]Ensure that the site power meets the power requirements listed in the  Server Specifications  appendix. If available, you can use an uninterruptible power supply (UPS) to protect against power failures. 
 
     
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1367285]
      Caution Avoid UPS types that use ferroresonant technology. These UPS types can become unstable with systems such as the Cisco UCS, which can have substantial current draw fluctuations from fluctuating data traffic patterns.
       
       
 
      

     
 
    
 
     
      [bookmark: pgfId-1312680][bookmark: 44651]Rack Requirements[bookmark: marker-1322187]
 
      [bookmark: pgfId-1317554]This section provides the requirements for the standard open racks, assuming an external ambient air temperature range of 32F to 95F (0C to 35C).
 
      [bookmark: pgfId-1312710]The rack must be of the following type:
 
      
      	 [bookmark: pgfId-1312724]A standard 19-in. (48.3-cm) wide, four-post EIA rack, with mounting posts that conform to English universal hole spacing, per section 1 of ANSI/EIA-310-D-1992. 
 
      	 [bookmark: pgfId-1317562]The rack post holes must be square when you use the supplied slide rails.
 
      	 [bookmark: pgfId-1323785]The minimum vertical rack space per server must be four RUs, equal to 7 in. (17.8 cm). 
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1403244]Tip The Cisco R-Series racks and RP-Series PDUs have been designed for optimum performance with Cisco products and are available from Cisco.

      
     

     
 
    
 
     
      [bookmark: pgfId-1291801][bookmark: 52744]Equipment Requirements[bookmark: marker-1322192]
 
      [bookmark: pgfId-1367574]The slide rails supplied by Cisco Systems do not require any tools for installation, but you might want to use a tape measure and level to help level the slide rails during installation.
 
    
 
     
      [bookmark: pgfId-1407758][bookmark: 50667]Slide Rail Adjustment Range
 
      [bookmark: pgfId-1407759]The slide rails for this server have an adjustment range of 26 to 36 inches (660 to 914 mm).
 
    
 
   
 
    
     [bookmark: pgfId-1341126][bookmark: 65850]Installing the Server In a Rack[bookmark: marker-1400622]
 
     :
 
     
 
     [bookmark: pgfId-1342067]This section describes how to install the server in a rack.
 
     
      
    
 
    
 
    [bookmark: pgfId-1397081]Warning To prevent bodily injury when mounting or servicing this unit in a rack, you must take special precautions to ensure that the system remains stable. The following guidelines are provided to ensure your safety:
This unit should be mounted at the bottom of the rack if it is the only unit in the rack.
When mounting this unit in a partially filled rack, load the rack from the bottom to the top with the heaviest component at the bottom of the rack.
If the rack is provided with stabilizing devices, install the stabilizers before mounting or servicing the unit in the rack. Statement 1006

     
    

    
 
    
 
     Step 1[image: ] [bookmark: 97312]Install the slide rail assemblies in the rack. See Figure 2-2.[bookmark: marker-1400623]
 
     [bookmark: pgfId-1379534] a.[image: ] Place the slide-rail assembly (item 3) against the inside of the front and rear rack posts (item 1), with the slide rail facing the inside of the rack and the front mounting pegs in front of the front rack-post holes (item 4). 
 
     [bookmark: pgfId-1379535] b.[image: ] Expand the slide rail assembly toward the rear of the rack, until the rear mounting pegs seat in the rear rack-post holes (item 2).
 
     [bookmark: pgfId-1393077] c.[image: ] Compress the slide-rail assembly until the mounting pegs are fully seated and the locking clips at both ends of the assembly lock.
 
     [bookmark: pgfId-1318143]Figure 2-2 [bookmark: 58661]Installing the Slide Rail Assemblies in the Rack
 
     [bookmark: pgfId-1318172]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1343560]
 
     
      
      
        
        	
          
          [bookmark: pgfId-1343646]1
         
  
        	 [bookmark: pgfId-1343648]Rack posts
  
        	
          
          [bookmark: pgfId-1343650]2
         
  
        	 [bookmark: pgfId-1343652]Rear mounting pegs and locking clip
  
       
 
        
        	
          
          [bookmark: pgfId-1343654]3
         
  
        	 [bookmark: pgfId-1343656]Slide rail assembly
  
        	
          
          [bookmark: pgfId-1343658]4
         
  
        	 [bookmark: pgfId-1343660]Front mounting pegs and locking clip 
  
       
 
      
     
 
    
 
     [bookmark: pgfId-1318173] d.[image: ] Attach the second slide-rail assembly to the opposite side of the rack. 
 
     [bookmark: pgfId-1318174] e.[image: ] Ensure that the two slide-rail assemblies are level and at the same height.
 
     [bookmark: pgfId-1318175] f.[image: ] Pull the inner slide rails on each assembly out toward the front of the rack until they hit the internal stops and lock in place.
 
     [bookmark: pgfId-1318176]
 
     [bookmark: pgfId-1318177]Step 2[image: ] Attach mounting brackets to the server. See Figure 2-3:
 
     toward the front of the server. 
 
     [bookmark: pgfId-1368153] b.[image: ] Match the three bracket mounting holes with the three mounting pegs (item 3) on the side of the server.
 
     [bookmark: pgfId-1368154] c.[image: ] Slide the bracket toward the rear of the server until the metal tab on the bracket (item 2) locks over the rear mounting peg.
 
     [bookmark: pgfId-1368156]Figure 2-3 [bookmark: 81514]Attaching the Mounting Brackets to the Server
 
     [bookmark: pgfId-1344396]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1344432]
 
     
      
      
        
        	
          
          [bookmark: pgfId-1344409]1
         
  
        	 [bookmark: pgfId-1344411]Mounting bracket
  
        	
          
          [bookmark: pgfId-1344413]2
         
  
        	 [bookmark: pgfId-1344415]Metal tab
  
       
 
        
        	
          
          [bookmark: pgfId-1344417]3
         
  
        	 [bookmark: pgfId-1344419]Mounting pegs
  
        	
          
          [bookmark: pgfId-1344421]4
         
  
        	 [bookmark: pgfId-1344423] Removal release clip
  
       
 
        
        	
          
          [bookmark: pgfId-1396073]5
         
  
        	 [bookmark: pgfId-1396075]Installation release clip
  
        	 
        	 
       
 
      
     
 
    
 
     [bookmark: pgfId-1318216]Step 3[image: ] Insert the server into the slide rails:
 
     [bookmark: pgfId-1318217] a.[image: ] Align the rear of the mounting brackets with the front of the empty slide rails that you installed in Step 1.
 
     [bookmark: pgfId-1318218] b.[image: ] Push the server into the slide rails until it stops at the internal stops.
 
     [bookmark: pgfId-1318219] c.[image: ] Push the plastic installation release clip on each mounting bracket toward the server rear (see item 5 in Figure 2-3).
 
     [bookmark: pgfId-1380354] d.[image: ] Continue pushing the server into the rack until its front flanges touch the rack posts and the thumb latches engage.
 
     [bookmark: pgfId-1380356]Step 4[image: ] (Optional) Attach the Cable Management Arm (CMA) to the rear of the slide rails. Directions in this step use the orientation of facing the rear of the rack and server. See Figure 2-4.[bookmark: marker-1380355]
 
     [bookmark: pgfId-1318225] a.[image: ] [bookmark: 10834]Attach the square metal connector with the blue tab (item 4) to the rear of the left slide rail assembly. Push in the clip until it locks in place.
 
     [bookmark: pgfId-1395492] b.[image: ] Attach Connector B (item 5) to the metal connector that you attached to the left slide rail in step a.
 
     [bookmark: pgfId-1342956] c.[image: ] Attach Connector A (item 2) to the rear end of the right slide rail. Snap the rectangular hole in the end of the connector over the rectangular peg at the end of the slide rail.
 
     [bookmark: pgfId-1342957] d.[image: ] Attach the blue clip connector (item 3) to the right slide rail.
 
     [bookmark: pgfId-1342955] e.[image: ] Attach the metal connector (item 1) to the rear of the mounting bracket that is attached to the right side of the server.
 
     [bookmark: pgfId-1342971]Figure 2-4 [bookmark: 74965]Attaching the Cable Management Arm
 
     [bookmark: pgfId-1380444]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1380483]
 
     
      
      
        
        	
          
          [bookmark: pgfId-1380460]1
         
  
        	 [bookmark: pgfId-1380462]Metal connector
  
        	
          
          [bookmark: pgfId-1380464]2
         
  
        	 [bookmark: pgfId-1380466]Connector A
  
       
 
        
        	
          
          [bookmark: pgfId-1380468]3
         
  
        	 [bookmark: pgfId-1380470]Blue clip connector
  
        	
          
          [bookmark: pgfId-1380472]4
         
  
        	 [bookmark: pgfId-1380474]Square metal connector with blue tab
  
       
 
        
        	
          
          [bookmark: pgfId-1380476]5
         
  
        	 [bookmark: pgfId-1380478]Connector B
  
        	 
        	 
       
 
      
     
 
    
 
     [bookmark: pgfId-1344484]Step 5[image: ] Continue with the Initial Server Setup.
 
     
 
   
 
    
     [bookmark: pgfId-1369176][bookmark: 46057]Initial Server Setup [bookmark: marker-1400627]
 
     [bookmark: pgfId-1401110]This section contains the following topics:
 
     
     	 [bookmark: pgfId-1401113]Connecting and Powering On the Server (Standalone Mode)
 
     	 [bookmark: pgfId-1401122]NIC Modes and NIC Redundancy Settings
 
    
 
     
      [bookmark: pgfId-1401114][bookmark: 98678]Connecting and Powering On the Server (Standalone Mode)
 
      
       
     
 
     
 
     [bookmark: pgfId-1407694]Note This section describes how to power on the server, assign an IP address, and connect to server management when using the server in standalone mode. To use the server in UCS integration, specific cabling and settings are required. See Installation for Cisco UCS Integration.

      
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-1398718]Note The server is shipped with a default NIC mode called Shared LOM EXT, default NIC redundancy is active-active, and DHCP is enabled. Shared LOM EXT mode enables the 1-Gb Ethernet ports and the ports on any installed Cisco virtual interface card (VIC) to access the Cisco Integrated Management Interface (CIMC). If you want to use the dedicated management ports to access the CIMC, you can connect to the server and change the NIC mode as described in Step 3 of the following procedure. In that step, you can also change the NIC redundancy and set static IP settings.

      
     

     
 
      [bookmark: pgfId-1398720][bookmark: 52261]Use the following procedure to perform initial setup of the server. 
 
     
 
      Step 1[image: ] Attach a supplied power cord to each power supply in your server, and then attach the power cord to a grounded AC power outlet. See the Power Specifications for power specifications.[bookmark: marker-1398725]
 
      [bookmark: pgfId-1398726]Wait for approximately two minutes to let the server boot in standby power during the first bootup. 
 
      
       
     
 
     
 
     [bookmark: pgfId-1398727]Note Depending on how much memory is installed in the server, bootup might take two minutes or more because of the memory verification operation during bootup.

      
     

     
 
      [bookmark: pgfId-1398731]You can verify power status by looking at the Power Status LED (see Figure 1-1):
 
      
       
       	 [bookmark: pgfId-1398733]Off—The server is in standby power mode or no power is present. Power is supplied only to the CIMC and some motherboard functions.
 
      
 
      	 [bookmark: pgfId-1398734]Solid green—The server is in main power mode. Power is supplied to all server components.
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1398735]Note During bootup, the server beeps once for each USB device that is attached to the server. Even if there are no external USB devices attached, there is a short beep for each virtual USB device such as a virtual floppy drive, CD/DVD drive, keyboard, or mouse. A beep is also emitted if a USB device is hot-plugged or hot-unplugged during BIOS power-on self test (POST), or while you are accessing the BIOS Setup utility or the EFI shell. [bookmark: marker-1398736]

      
     

     
 
      [bookmark: pgfId-1398737]Step 2[image: ] Connect a USB keyboard and VGA monitor to the USB and VGA connectors on the front panel (see Figure 1-1).
 
      
       
     
 
     
 
     [bookmark: pgfId-1398741]Note Alternatively, you can use the VGA and USB ports on the rear panel. However, you cannot use the front panel VGA and the rear panel VGA at the same time. If you are connected to one VGA connector and you then connect a video device to the other connector, the first VGA connector is disabled. You can then reactivate the first VGA connector only by rebooting the server. 

      
     

     
 
      [bookmark: pgfId-1398743]Step 3[image: ] [bookmark: 33298]Set NIC mode, NIC redundancy, and choose whether to enable DHCP or set static network settings:
 
      button to boot the server. Watch for the prompt to press F8.
 
      when prompted to open the BIOS CIMC Configuration Utility. 
 
      [bookmark: pgfId-1398751] c.[image: ] Set the NIC mode to your choice for which ports to use to access the CIMC for server management (see Figure 1-3 for identification of the ports):[bookmark: marker-1400646]
 
      
       
       	 [bookmark: pgfId-1408381]Shared LOM EXT (default)—This is shared LOM extended mode. This is the factory-default setting, along with Active-active NIC redundancy and DHCP-enabled. With this mode, the shared LOM and Cisco Card interfaces are both enabled. 
 
      
 
     
 
      [bookmark: pgfId-1408382]In this mode, DHCP replies are returned to both the shared LOM ports and the Cisco card ports. If the system determines that the Cisco card connection is not getting its IP address from a Cisco UCS Manager system because the server is in standalone mode, further DHCP requests from the Cisco card are disabled. Use the Cisco Card NIC mode if you want to connect to the CIMC through a Cisco card in standalone mode. 
 
      
       
       	 [bookmark: pgfId-1408383]Dedicated—The dedicated management port is used to access the CIMC. You must select a NIC redundancy and IP setting.
 
       	 [bookmark: pgfId-1408384]Shared LOM—The 1-Gb Ethernet ports are used to access the CIMC. You must select a NIC redundancy and IP setting.
 
       	 [bookmark: pgfId-1408385]Cisco Card—The ports on an installed Cisco UCS virtual interface card (VIC) are used to access the CIMC. You must select a NIC redundancy and IP setting.
 
      
 
      	 [bookmark: pgfId-1400014]Shared LOM 10G—The two 10Gb Ethernet ports are used to access the CIMC. You have to select a NIC redundancy and IP setting.
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1401080]Note See Using the 10 Gb Ports for more information about the SFP+ and 
10G Base-T ports.

      
     

     
 
      
       
     
 
     
 
     [bookmark: pgfId-1398756]Note The Cisco Card NIC mode is currently supported only with a Cisco UCS VIC that is installed in PCIe slot 1. See also Special Considerations for Cisco UCS Virtual Interface Cards.

      
     

     
 
      [bookmark: pgfId-1398760] d.[image: ] Use this utility to change the NIC redundancy to your preference. This server has three possible NIC redundancy settings:[bookmark: marker-1400648]
 
      [bookmark: pgfId-1398761]–[image: ] None—(Available only with the Shipping NIC mode) The Ethernet ports operate independently and do not fail over if there is a problem.
 
      [bookmark: pgfId-1398762]–[image: ] Active-standby—If an active Ethernet port fails, traffic fails over to a standby port.
 
      [bookmark: pgfId-1398763]–[image: ] Active-active—All Ethernet ports are utilized simultaneously. See NIC Modes and NIC Redundancy Settings for more information.
 
      [bookmark: pgfId-1398764] e.[image: ] Choose whether to enable DHCP for dynamic network settings, or enter static network settings. [bookmark: marker-1400649]
 
      
       
     
 
     
 
     [bookmark: pgfId-1398765]Note Before you enable DHCP, your DHCP server must be preconfigured with the range of MAC addresses for this server. The MAC address is printed on a label on the rear of the server. This server has a range of six MAC addresses assigned to the CIMC. The MAC address printed on the label is the beginning of the range of six contiguous MAC addresses. 

      
     

     
 
      [bookmark: pgfId-1398766] f.[image: ] Optional: Use this utility to make VLAN settings, and to set a default CIMC user password.
 
      
       
     
 
     
 
     [bookmark: pgfId-1398767]Note Changes to the settings take effect after approximately 45 seconds. Refresh with F5 and wait until the new settings appear before you reboot the server in the next step.

      
     

     
 
      to save your settings and reboot the server.
 
      
       
     
 
     
 
     [bookmark: pgfId-1399576]Note If you chose to enable DHCP, the dynamically assigned IP and MAC addresses are displayed on the console screen during bootup.

      
     

     
 
      [bookmark: pgfId-1399578]Step 4[image: ] Connect to the CIMC for server management. Connect Ethernet cables from your LAN to the server by using the ports that you selected by your NIC Mode setting in Step 3. The Active-active and Active-passive NIC redundancy settings require you to connect to two ports.
 
      [bookmark: pgfId-1398782]Step 5[image: ] Use a browser and the IP address of the CIMC to connect to the CIMC Setup Utility. The IP address is based upon the settings that you made in Step 3 (either a static address or the address assigned by your DHCP server).
 
      
       
     
 
     
 
     [bookmark: pgfId-1398783]Note The default user name for the server is admin. The default password is password.

      
     

     
 
      for instructions on using those interfaces. The links to these documents are in the C-Series documentation roadmap:
 
      
 
      
 
    
 
     
      [bookmark: pgfId-1400933][bookmark: 87862]NIC Modes and NIC Redundancy Settings[bookmark: marker-1400932]
 
      [bookmark: pgfId-1400934]This server has the following NIC mode settings that you can choose from:
 
      
       
       	 [bookmark: pgfId-1408402]Shared LOM EXT (default)—This is shared LOM extended mode. This is the factory-default setting, along with Active-active NIC redundancy and DHCP-enabled. With this mode, the shared LOM and Cisco Card interfaces are both enabled. 
 
      
 
     
 
      [bookmark: pgfId-1408403]In this mode, DHCP replies are returned to both the shared LOM ports and the Cisco card ports. If the system determines that the Cisco card connection is not getting its IP address from a Cisco UCS Manager system because the server is in standalone mode, further DHCP requests from the Cisco card are disabled. If the system determines that the Cisco card connection is getting its IP address from a Cisco UCS Manager system, the reply has parameters that automatically move the server to UCSM mode. 
 
      
       
       	 [bookmark: pgfId-1408404]Dedicated—The dedicated management port is used to access the CIMC. You must select a NIC redundancy and IP setting.
 
       	 [bookmark: pgfId-1408405]Shared LOM—The 1-Gb Ethernet ports are used to access the CIMC. You must select a NIC redundancy and IP setting.
 
       	 [bookmark: pgfId-1408406]Cisco Card—The ports on an installed Cisco UCS virtual interface card (VIC) are used to access the CIMC. You must select a NIC redundancy and IP setting.
 
      
 
      	 [bookmark: pgfId-1401013]Shared LOM 10G—The two 10Gb Ethernet ports are used to access the CIMC. You have to select a NIC redundancy and IP setting.
 
     
 
      
       
     
 
     
 
     [bookmark: pgfId-1400941]Note The Cisco Card NIC mode is currently supported only with a Cisco UCS VIC that is installed in PCIe slot 4. See also Special Considerations for Cisco UCS Virtual Interface Cards.

      
     

     
 
      [bookmark: pgfId-1400948]This server has the following NIC redundancy settings that you can choose from:
 
      
      	 [bookmark: pgfId-1400949]None—(Available only with the Shipping NIC mode) The Ethernet ports operate independently and do not fail over if there is a problem.
 
      	 [bookmark: pgfId-1400950]Active-standby—If an active Ethernet port fails, traffic fails over to a standby port.
 
      	 [bookmark: pgfId-1400951]Active-active—All Ethernet ports are utilized simultaneously. 
 
     
 
      [bookmark: pgfId-1408815]The active/active setting uses Mode 5 or Balance-TLB (adaptive transmit load balancing). This is channel bonding that does not require any special switch support. The outgoing traffic is distributed according to the current load (computed relative to the speed) on each slave. Incoming traffic is received by the current slave. If the receiving slave fails, another slave takes over the MAC address of the failed receiving slave.
 
    
 
   
 
    
     [bookmark: pgfId-1400929][bookmark: 72302]Using the 10 Gb Ports [bookmark: marker-1401943]
 
     [bookmark: pgfId-1401657]This server has four 10 Gb ports on the rear panel (see Figure 1-3):
 
     
     	 [bookmark: pgfId-1401669]Two 10GBase-T ports 
 
     	 [bookmark: pgfId-1401670]Two SFP+ ports
 
    
 
     [bookmark: pgfId-1401938]We recommend that you use either the two SFP+ ports or the two 10GBase-T ports. 
 
     [bookmark: pgfId-1401962]Although there are four physical ports, only two can have active PHY links at one time. However, the dual media feature of this server does enable more advanced connections that can switch PHY links to alternate media when a PHY link goes down.
 
     [bookmark: pgfId-1401799]The underlying architecture has a dual media-access control (MAC) sub-layer that manages the PHY links for all four ports, as shown in Figure 2-5:
 
     [bookmark: pgfId-1401712]Figure 2-5 [bookmark: 87910]10 Gb Port Architecture [bookmark: marker-1401711]
 
     [bookmark: pgfId-1401716]
 
     
     [image: ] 
    
 
     [bookmark: pgfId-1401708]Note the following considerations:
 
     
     	 [bookmark: pgfId-1401922]Your OS will report only the two PHY links that are active, rather than the four physical ports (for example,  10GE 1 and  10GE 2 ). These could be the SFP+ ports or the 10GBase-T ports, depending on which have active links.
 
     	 [bookmark: pgfId-1401923]You can connect to all four physical 10 Gb ports at once. However, only two of the ports will have active links at one time. 
 
     	 [bookmark: pgfId-1401924]If you connect to all four 10 Gb ports, the 10GBase-T PHY links have priority and they will be the active PHY links. If a 10GBase-T PHY link goes down or is disabled in this configuration, the dual MAC switches traffic to the corresponding SFP+ port.
 
     	 [bookmark: pgfId-1401925]The driver firmware allows you to change the PHY link priority to the SFP+ ports, or to disable the PHY links for either the SFP+ or the 10GBase-T ports. Consult with your Cisco service provider for details of this advanced procedure.
 
    
 
   
 
    
     [bookmark: pgfId-1407249][bookmark: 12165]System BIOS and CIMC Firmware
 
     [bookmark: pgfId-1407250]This section contains information about the system BIOS and it includes the following sections:
 
     
     	 [bookmark: pgfId-1407254]Updating the BIOS and CIMC Firmware
 
     	 [bookmark: pgfId-1407258]Accessing the System BIOS
 
    
 
     
      [bookmark: pgfId-1407262][bookmark: 86530]Updating the BIOS and CIMC Firmware[bookmark: marker-1407261]
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1407263]
      Caution When you upgrade the BIOS firmware, you must also upgrade the CIMC firmware to the same version or the server will not boot. Do not power down the server until the BIOS and CIMC firmware are matching or the server will not boot.
      

      
Cisco provides the Cisco Host Upgrade Utility to assist with simultaneously upgrading the BIOS, CIMC, and other firmware to compatible levels.
       
       
 
      

     
 
      [bookmark: pgfId-1407264]The server uses firmware obtained from and certified by Cisco. Cisco provides release notes with each firmware image. There are several methods for updating the firmware:
 
      
      	 [bookmark: pgfId-1407265] Recommended method for systems running firmware level 1.2 or later : Use the Cisco Host Upgrade Utility to simultaneously upgrade the CIMC, BIOS, LOM, LSI storage controller, and Cisco UCS P81E VIC firmware to compatible levels. 
 
     
 
      for your firmware level at the documentation roadmap link below.
 
      
       
     
 
     
 
     [bookmark: pgfId-1407267]Note Your system firmware must be at minimum level 1.2 to use the Cisco Host Upgrade Utility. If your firmware is prior to level 1.2, you must use the methods below to update the BIOS and CIMC firmware individually.

      
     

     
 
      
      	 [bookmark: pgfId-1407268]You can upgrade the BIOS using the EFI interface, or upgrade from a Windows or Linux platform.
 
     
 
      .
 
      
      	 [bookmark: pgfId-1407270]You can upgrade the CIMC firmware by using the CIMC GUI interface.
 
     
 
      
 
      
      	 [bookmark: pgfId-1407272]You can upgrade the CIMC firmware by using the CIMC CLI interface.
 
     
 
      
 
      [bookmark: pgfId-1407275]For links to the documents listed above, see the documentation roadmap at the following URL:
 
      
 
    
 
     
      [bookmark: pgfId-1407280][bookmark: 91187]Accessing the System BIOS [bookmark: marker-1407279]
 
      [bookmark: pgfId-1407281]You can change the BIOS settings for your server by using the procedure in this section. Detailed instructions are also printed on the BIOS screens.
 
     
 
      key when prompted during bootup. 
 
      
       
     
 
     
 
     [bookmark: pgfId-1407283]Note The version and build of the current BIOS are displayed on the Main page of the utility.

      
     

     
 
      [bookmark: pgfId-1407284]Step 2[image: ] Use the arrow keys to select the BIOS menu page.
 
      [bookmark: pgfId-1407285]Step 3[image: ] Highlight the field to be modified by using the arrow keys. 
 
      to select the field that you want to change, and then modify the value in the field. 
 
      [bookmark: pgfId-1407287]Step 5[image: ] Press the right arrow key until the Exit menu screen is displayed. 
 
      .
 
      
 
    
 
   
 
    
     [bookmark: pgfId-1379038][bookmark: 54166]Motherboard Jumpers for Clearing BIOS Settings
 
     [bookmark: pgfId-1379039]You can use the following three jumpers to clear CMOS settings, to clear the BIOS administrator password, and to initiate BIOS recovery.
 
     
     	 [bookmark: pgfId-1408456]Using a BIOS Recovery Jumper on Header J6D1
 
     	 [bookmark: pgfId-1408793]Using a Clear BIOS Admin Password Jumper on Header J5C3
 
     	 [bookmark: pgfId-1379047]Using a Clear CMOS Jumper on Header J5C2
 
    
 
     [bookmark: pgfId-1398286]Figure 2-6 [bookmark: 40434]Service Jumper Locations[bookmark: marker-1400665]
 
     [bookmark: pgfId-1398358] 
 
     
     [image: ] 
    
 
     
      
      
        
        	
          
          [bookmark: pgfId-1398447]1
         
  
        	 [bookmark: pgfId-1398449]Header J6D1 (BIOS recovery)
  
        	
          
          [bookmark: pgfId-1398451]3
         
  
        	 [bookmark: pgfId-1398453]Header J5C3 (clear BIOS password)
  
       
 
        
        	
          
          [bookmark: pgfId-1398462]2
         
  
        	 [bookmark: pgfId-1398464]Header J5C2 (clear CMOS)
  
        	 
        	 
       
 
      
     
 
    
 
     
      [bookmark: pgfId-1379157][bookmark: 44002]Using a BIOS Recovery Jumper on Header J6D1
 
      [bookmark: pgfId-1408541]The J6D1 jumper is a 3-pin header on the motherboard (see Figure 2-6). You can install a jumper to force the server to flash a new BIOS in the case of a system hang. For example, if the system hangs after a BIOS update, use this procedure to force the server to look for the new firmware.
 
     
 
      Step 1[image: ] Download the latest Cisco C460 M2 Host Upgrade Utility ISO from Cisco.com. 
 
      [bookmark: pgfId-1409040]Step 2[image: ] From the ISO image contents, extract the C460M1-1.5.7c.zip file and then navigate to this folder:
 
      >/bios/
 
      [bookmark: pgfId-1409026]Step 3[image: ] [bookmark: 74701]Copy the BIOS recovery files to the root directory of a USB thumb drive using either one of the following methods:
 
      
      	 [bookmark: pgfId-1408707]Copy the contents of the uefi/ folder to the root directory of a USB thumb drive.
 
      	 [bookmark: pgfId-1408708]The recovery folder contains a recovery ISO image. Extract and copy the contents of the recovery ISO image to the root directory of a USB thumb drive. 
 
     
 
      [bookmark: pgfId-1408574]Step 4[image: ] Power off the server as described in Shutting Down and Powering Off the Server.
 
      [bookmark: pgfId-1408576]Step 5[image: ] Disconnect all power cords from the power supplies.
 
      [bookmark: pgfId-1408577]Step 6[image: ] Slide the server out the front of the rack far enough so that you can remove the top cover. You might have to detach cables from the rear panel to provide clearance. 
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1408578]Caution If you cannot safely view and access the component, remove the server from the rack.
       
       
 
      

     
 
      [bookmark: pgfId-1408581]Step 7[image: ] Remove the top cover as described in Removing and Replacing the Server Top Cover.
 
      [bookmark: pgfId-1408587]Step 8[image: ] Install a shorting jumper on pins 2 and 3 of the J6D1 header (see Figure 2-6). 
 
      [bookmark: pgfId-1408588]Step 9[image: ] Reinstall the top cover and reconnect AC power cords to the server. The server powers up to standby power mode.
 
      [bookmark: pgfId-1408726]Step 10[image: ] Insert the USB thumb drive that you prepared in Step 3 into a USB port on the server.
 
      button on the front panel. The server is in main power mode when the Power LED is green.
 
      [bookmark: pgfId-1408743]The server boots with the updated BIOS boot block. 
 
      
       
     
 
     
 
     [bookmark: pgfId-1408753]Note During the BIOS update, the CIMC will shut down the server and the screen will be blank for about 10 minutes. Do not unplug the power cords during this update. The CIMC will power on the server after the update is complete. 

      
     

     
 
      button to shut down the server to standby power mode, and then remove AC power cords from the server to remove all power.
 
      [bookmark: pgfId-1408592]Step 13[image: ] Remove the top cover from the server.
 
      [bookmark: pgfId-1408593]Step 14[image: ] Remove the shorting jumper from the header pins.
 
      
       
     
 
     
 
     [bookmark: pgfId-1408594]Note If you do not remove the jumper, the CIMC attempts to recover the BIOS every time the server is booted.

      
     

     
 
      [bookmark: pgfId-1408595]Step 15[image: ] Reinstall the top cover. 
 
      button.
 
      
 
    
 
     
      [bookmark: pgfId-1408540][bookmark: 38182]Using a Clear BIOS Admin Password Jumper on Header J5C3 [bookmark: marker-1379156]
 
      [bookmark: pgfId-1379158]The J5C3 jumper is a 3-pin header on the motherboard (see Figure 2-6). This procedure describes how to clear the Admin password for the BIOS back to the default in case the user-selected password is lost of forgotten. 
 
     
 
      Step 1[image: ] Power off the server as described in the “Shutting Down and Powering Off the Server” section.
 
      [bookmark: pgfId-1379164]Step 2[image: ] Slide the server out the front of the rack far enough so that you can remove the top cover. You might have to detach cables from the rear panel to provide clearance. 
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1379165]Caution If you cannot safely view and access the component, remove the server from the rack.
       
       
 
      

     
 
      [bookmark: pgfId-1379168]Step 3[image: ] Remove the top cover as described in the “Removing and Replacing the Server Top Cover” section.
 
      [bookmark: pgfId-1379171]Step 4[image: ] Move the shorting jumper to pins 2 and 3 of the J5C3 header (see Figure 2-6). 
 
      [bookmark: pgfId-1379172]Step 5[image: ] Replace the top cover.
 
      button on the front panel. The server is in main power mode when the Power LED is green.
 
      
       
     
 
     
 
     [bookmark: pgfId-1379188]Note You must allow the entire server to reboot to main power mode to complete the password reset. This is because the state of the jumper cannot be determined without the host CPU running. The password is then cleared. 

      
     

     
 
      button to shut down the server to standby power mode.
 
      [bookmark: pgfId-1379190]Step 8[image: ] Remove the top cover from the server.
 
      [bookmark: pgfId-1379191]Step 9[image: ] Replace the jumper to the default pins 1 and 2 on the J5C3 header.
 
      
       
     
 
     
 
     [bookmark: pgfId-1379192]Note If you do not remove the jumper, the password is cleared every time you power-cycle the server.

      
     

     
 
      [bookmark: pgfId-1379193]Step 10[image: ] Replace the top cover.
 
      button.
 
      
 
    
 
     
      [bookmark: pgfId-1379274][bookmark: 11583]Using a Clear CMOS Jumper on Header J5C2 [bookmark: marker-1400670]
 
      [bookmark: pgfId-1379275]The J5C3 jumper is a 3-pin header on the motherboard (see Figure 2-6). You can use this procedure to clear the server’s CMOS settings in the case of a system hang. For example, if the server hangs because of incorrect settings and does not boot, use this jumper to invalidate the settings and reboot with defaults.
 
      
       
     
 
     
 
     [bookmark: pgfId-1408316]Note The Clear CMOS function on header J5C2 does not restore the defaults to CIMC-controlled BIOS setup parameters. If you need to restore defaults on CIMC-controlled BIOS setup parameters, go to the CIMC GUI’s Server —>BIOS page, then click Configure BIOS to open the Configure BIOS Parameters window. On that window, use the Restore Defaults button to restore defaults. 

      
     

     
 
     
 
      Step 1[image: ] Power off the server as described in the “Shutting Down and Powering Off the Server” section.
 
      [bookmark: pgfId-1379281]Step 2[image: ] Slide the server out the front of the rack far enough so that you can remove the top cover. You might have to detach cables from the rear panel to provide clearance. 
 
      
       
     
 
     
 
     
      [bookmark: pgfId-1379282]Caution If you cannot safely view and access the component, remove the server from the rack.
       
       
 
      

     
 
      [bookmark: pgfId-1379285]Step 3[image: ] Remove the top cover as described in the “Removing and Replacing the Server Top Cover” section.
 
      [bookmark: pgfId-1379288]Step 4[image: ] Install a shorting jumper to pins 2 and 3 of the J5C2 header and leave it there for about 5 seconds (see Figure 2-6). 
 
      [bookmark: pgfId-1396003]Step 5[image: ] Replace the jumper to the default pins 1 and 2 on the J5C2 header.
 
      
       
     
 
     
 
     [bookmark: pgfId-1379304]Note If you do not remove the jumper, the CMOS settings are reset to the default every time you power-cycle the server.

      
     

     
 
      [bookmark: pgfId-1379305]Step 6[image: ] Replace the top cover. 
 
      button.
 
      
 
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1059344][bookmark: 35026]Power Cord Specifications
      
      
 
     
 
 
     [bookmark: pgfId-1030399]This appendix provides supported power cable specifications.
 
   
 
    
     [bookmark: pgfId-1092124]Supported Power Cords and Plugs[bookmark: marker-1092123]
 
     [bookmark: pgfId-1092125]Each power supply has a separate power cord. Standard power cords or jumper power cords are available for connection to the server. The jumper power cords, for use in racks, are available as an optional alternative to the standard power cords. 
 
     
      
    
 
    
 
    [bookmark: pgfId-1092126]Note Only the approved power cords or jumper power cords provided with the server are supported.

     
    

    
 
      lists the power cords for the server power supplies. [bookmark: Supported Power Cord Connectors for MDS 9200 Series][bookmark: Supported Plugs for 6000-W AC, 2500-W AC, and 1900-W AC Power Supplies]
 
     [bookmark: pgfId-1092327]
 
     
      
       
        [bookmark: pgfId-1092139]Table B-1 [bookmark: 40253]Supported Power Cords for the Server 
 
       
      
        
        	 
          
          [bookmark: pgfId-1092147]Description
         
  
        	 
          
          [bookmark: pgfId-1092149]Length
         
  
        	 
          
          [bookmark: pgfId-1092153]Power Cord Reference Illustration
         
  
       
 
        
        	
          
          [bookmark: pgfId-1092157]Feet
         
  
        	
          
          [bookmark: pgfId-1092159]Meters
         
  
       
 
        
        	 Argentina 
  
        	 [bookmark: pgfId-1092165]8.2
  
        	 [bookmark: pgfId-1092167]2.5
  
        	 [bookmark: pgfId-1092172]Figure B-1
  
       
 
        
        	 Australia 
  
        	 [bookmark: pgfId-1092176]8.2
  
        	 [bookmark: pgfId-1092178]2.5
  
        	 [bookmark: pgfId-1092183]Figure B-2
  
       
 
        
        	 China
  
        	 [bookmark: pgfId-1092187]8.2
  
        	 [bookmark: pgfId-1092189]2.5
  
        	 [bookmark: pgfId-1092194]Figure B-3
  
       
 
        
        	 Europe
  
        	 [bookmark: pgfId-1092198]8.2
  
        	 [bookmark: pgfId-1092200]2.5
  
        	 [bookmark: pgfId-1092205]Figure B-4
  
       
 
        
        	 South Africa, United Arab Emirates, India
  
        	 [bookmark: pgfId-1092209]8.2
  
        	 [bookmark: pgfId-1092211]2.5
  
        	 [bookmark: pgfId-1092216]Figure B-5
  
       
 
        
        	 Israel 
  
        	 [bookmark: pgfId-1092220]8.2
  
        	 [bookmark: pgfId-1092222]2.5
  
        	 [bookmark: pgfId-1092227]Figure B-6
  
       
 
        
        	 Italy 
  
        	 [bookmark: pgfId-1092231]8.2
  
        	 [bookmark: pgfId-1092233]2.5
  
        	 [bookmark: pgfId-1092238]Figure B-7
  
       
 
        
        	 Switzerland 
  
        	 [bookmark: pgfId-1092242]8.2
  
        	 [bookmark: pgfId-1092244]2.5
  
        	 [bookmark: pgfId-1092249]Figure B-8
  
       
 
        
        	 United Kingdom 
  
        	 [bookmark: pgfId-1092253]8.2
  
        	 [bookmark: pgfId-1092255]2.5
  
        	 [bookmark: pgfId-1092260]Figure B-9
  
       
 
        
        	 North America 
  
        	 [bookmark: pgfId-1092264]6.6
  
        	 [bookmark: pgfId-1092266]2.0
  
        	 [bookmark: pgfId-1092271]Figure B-10
  
       
 
        
        	 North America 
  
        	 [bookmark: pgfId-1092275]8.2
  
        	 [bookmark: pgfId-1092277]2.5
  
        	 [bookmark: pgfId-1092282]Figure B-11
  
       
 
        
        	 North America
  
        	 [bookmark: pgfId-1092286]8.2
  
        	 [bookmark: pgfId-1092288]2.5
  
        	 [bookmark: pgfId-1092293]Figure B-12
  
       
 
        
        	 Cabinet Jumper Power Cord, 250 VAC 10 A, C13-C14 Connectors
  
        	 [bookmark: pgfId-1092297]2.2
  
        	 [bookmark: pgfId-1092299]0.68
  
        	 [bookmark: pgfId-1092304]Figure B-13
  
       
 
        
        	 Cabinet Jumper Power Cord, 250 VAC 10 A, C13-C14 Connectors
  
        	 [bookmark: pgfId-1092308]6.6
  
        	 [bookmark: pgfId-1092310]2.0
  
        	 [bookmark: pgfId-1092315]Figure B-14
  
       
 
        
        	 Cabinet Jumper Power Cord, 250 VAC 10 A, C13-C14 Connectors
  
        	 [bookmark: pgfId-1092319]9.8
  
        	 [bookmark: pgfId-1092321]3.0
  
        	 [bookmark: pgfId-1092326]Figure B-15
  
       
 
      
     
 
    
 
     
      [bookmark: pgfId-1092328]AC Power Cord Illustrations
 
      [bookmark: pgfId-1092336]This section includes the AC [bookmark: marker-1092329]power cord illustrations. See Figure B-1 through Figure B-15.
 
      [bookmark: pgfId-1092338]Figure B-1 [bookmark: 12077]CAB-250V-10A-AR
 
      [bookmark: pgfId-1092342]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092344]Figure B-2 [bookmark: 61679]CAB-9K10A-AU
 
      [bookmark: pgfId-1092348]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092350]Figure B-3 [bookmark: 99889]CAB-250V-10A-CN
 
      [bookmark: pgfId-1092354]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092356]Figure B-4 [bookmark: 35589]CAB-9K10A-EU
 
      [bookmark: pgfId-1092360]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092362]Figure B-5 [bookmark: 44134]CAB-250V-10A-ID
 
      [bookmark: pgfId-1092366]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092368]Figure B-6 [bookmark: 44342]CAB-250V-10A-IS
 
      [bookmark: pgfId-1092372]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092374]Figure B-7 [bookmark: 81801]CAB-9K10A-IT
 
      [bookmark: pgfId-1092378]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092380]Figure B-8 [bookmark: 99744]CAB-9K10A-SW
 
      [bookmark: pgfId-1092384]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092386]Figure B-9 [bookmark: 35386]CAB-9K10A-UK
 
      [bookmark: pgfId-1092390]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092392]Figure B-10 [bookmark: 54336]CAB-AC-250V/13A
 
      [bookmark: pgfId-1092396]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092398]Figure B-11 [bookmark: 51349]CAB-N5K6A-NA
 
      [bookmark: pgfId-1092402]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092404]Figure B-12 [bookmark: 18171]CAB-9K12A-NA
 
      [bookmark: pgfId-1092408]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092411]Figure B-13 [bookmark: 45761]CAB-C13-CBN, [bookmark: marker-1092410]Jumper Power Cord (0.68 m)
 
      [bookmark: pgfId-1092415]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092418]Figure B-14 [bookmark: 43346]CAB-C13-C14-2M, [bookmark: marker-1092417]Jumper Power Cord (2 m)
 
      [bookmark: pgfId-1092422]
 
      
      [image: ] 
     
 
      [bookmark: pgfId-1092425]Figure B-15 [bookmark: 73042]CAB-C13-C14-AC, [bookmark: marker-1092424]Jumper Power Cord (3 m)
 
      [bookmark: pgfId-1092429]
 
      
      [image: ] 
     
 
    
 
   
 
  
 
  
   
   
   
    
     [bookmark: pgfId-1007671][bookmark: 54764]RAID Controller Considerations
      
      
 
     
 
 
     [bookmark: pgfId-1014325]This appendix provides RAID controller information, and it includes the following sections:
 
     
     	 [bookmark: pgfId-1014329]Supported RAID Controllers and Required Cables
 
     	 [bookmark: pgfId-1018690]RAID Card Firmware Compatibility
 
     	 [bookmark: pgfId-1017717]Mixing Drive Types in RAID Groups
 
     	 [bookmark: pgfId-1016747]Battery Backup Unit
 
     	 [bookmark: pgfId-1016771]RAID Controller Cabling
 
     	 [bookmark: pgfId-1016470]Restoring RAID Configuration After Replacing a RAID Controller
 
     	 [bookmark: pgfId-1014718]For More Information
 
    
 
   
 
    
     [bookmark: pgfId-1016774][bookmark: 98288]Supported RAID Controllers and Required Cables
 
     .
 
     
      
    
 
    
 
    [bookmark: pgfId-1016779]Note Do not mix controller types in the server. Dual controllers are not supported.

     
    

    
 
     [bookmark: pgfId-1016852]
 
     
      
       
        [bookmark: pgfId-1016783]Table C-1 [bookmark: 62436]Cisco UCS C460 Server Supported RAID Options
 
       
      
        
        	
          
          [bookmark: pgfId-1016799]Controller
         
  
        	
          
          [bookmark: pgfId-1016801]Style
         
  
        	
          
          [bookmark: pgfId-1016803]Max. Internal Drives
         
  
        	
          
          [bookmark: pgfId-1016805]SAS
         
  
        	
          
          [bookmark: pgfId-1016807]SATA
         
  
        	
          
          [bookmark: pgfId-1016809]Opt. BBU
         
  
        	
          
          [bookmark: pgfId-1016811]RAID Levels
         
  
        	
          
          [bookmark: pgfId-1016813]Required Cables
         
  
       
 
        
        	
          
          [bookmark: pgfId-1016815]LSI MegaRAID 
          
 SAS 9240-8i
         
  
        	 [bookmark: pgfId-1016817]PCIe
  
        	 [bookmark: pgfId-1016819]8
  
        	 [bookmark: pgfId-1016824]Yes1
  
        	 [bookmark: pgfId-1016826]No
  
        	 [bookmark: pgfId-1016828]No
  
        	 [bookmark: pgfId-1016830]0, 1, 10
  
        	 (use cables included)
  
       
 
        
        	
          
          [bookmark: pgfId-1016834]LSI MegaRAID 
          
 SAS 9260-8i
         
  
        	 [bookmark: pgfId-1016836]PCIe
  
        	 [bookmark: pgfId-1016838]12
  
        	 [bookmark: pgfId-1016843]Yes2
  
        	 [bookmark: pgfId-1016845]Yes
  
        	 [bookmark: pgfId-1016847]Yes
  
        	 [bookmark: pgfId-1016849]0, 1, 5, 6, 10, 50, 60
  
        	 (use cables included)
  
       
 
      
     
 
    
 
     
     
       
       	 1.[bookmark: pgfId-1016823]You can mix SAS and SATA drives when using an LSI SAS3081E-R card. However, you cannot mix SAS and SATA drives within a volume.
 1.[bookmark: pgfId-1016823]You can mix SAS and SATA drives when using an LSI SAS3081E-R card. However, you cannot mix SAS and SATA drives within a volume.
 2.[bookmark: pgfId-1016842]You can mix SAS and SATA drives when using an LSI MegaRAID card. However, you cannot mix SAS and SATA drives within a volume.
 2.[bookmark: pgfId-1016842]You can mix SAS and SATA drives when using an LSI MegaRAID card. However, you cannot mix SAS and SATA drives within a volume.
  
      
 
     
    
 
   
 
    
     [bookmark: pgfId-1018694][bookmark: 81872]RAID Card Firmware Compatibility
 
     [bookmark: pgfId-1018695]Firmware on the RAID controller must be verified for compatibility with the current Cisco IMC and BIOS versions that are installed on the server. If not compatible, upgrade or downgrade the RAID controller firmware accordingly using the Host Upgrade Utility (HUU) for your firmware release to bring it to a compatible level. 
 
     
 
   
 
    
     [bookmark: pgfId-1017610][bookmark: 86021]Mixing Drive Types in RAID Groups
 
      lists the technical capabilities for mixing hard disk drive (HDD) and solid state drive (SSD) types in a RAID group. However, see the best practices recommendations that follow for the best performance.
 
     [bookmark: pgfId-1017637]
 
     
      
       
        [bookmark: pgfId-1017618]Table C-2 [bookmark: 36525]Drive Type Mixing in RAID Groups
 
       
      
        
        	
          
          [bookmark: pgfId-1017622]Mix of Drive Types 
          
 in RAID Group
         
  
        	
          
          [bookmark: pgfId-1017624]Allowed?
         
  
       
 
        
        	 [bookmark: pgfId-1017626]SAS HDD + SATA HDD
  
        	 [bookmark: pgfId-1017628]Yes
  
       
 
        
        	 [bookmark: pgfId-1017630]SAS SSD + SATA SSD
  
        	 [bookmark: pgfId-1017632]Yes
  
       
 
        
        	 [bookmark: pgfId-1017634]HDD + SSD
  
        	 [bookmark: pgfId-1017636]No
  
       
 
      
     
 
    
 
     
      [bookmark: pgfId-1017638]Best Practices For Mixing Drive Types in RAID Groups
 
      [bookmark: pgfId-1017639]For the best performance, follow these guidelines:
 
      
      	 [bookmark: pgfId-1017640]Use either all SAS or all SATA drives in a RAID group.
 
      	 [bookmark: pgfId-1017641]Use the same capacity for each drive in the RAID group.
 
      	 [bookmark: pgfId-1017642]Never mix HDDs and SSDs in the same RAID group.
 
     
 
    
 
   
 
    
     [bookmark: pgfId-1016854][bookmark: 71164]Battery Backup Unit
 
     [bookmark: pgfId-1016855]This server supports installation of one LSI RAID battery backup unit (BBU). The unit mounts to the chassis wall (see Replacing the SAS Riser Battery Backup Unit).
 
     [bookmark: pgfId-1016859]The optional LSI BBU is available only when using an LSI MegaRAID 9260-8i controller card. This BBU provides approximately 72 hours of battery backup for the disk write-back cache DRAM in the case of sudden power loss.
 
   
 
    
     [bookmark: pgfId-1016993][bookmark: 70368]RAID Controller Cabling
 
     [bookmark: pgfId-1016994]This section includes the following topics:
 
     
     	 [bookmark: pgfId-1016998]Cable Routing
 
     	 [bookmark: pgfId-1018492]Cisco UCS C460 Server Cabling
 
    
 
     
      [bookmark: pgfId-1018498][bookmark: 47517]Cable Routing
 
      [bookmark: pgfId-1017012]The red line in Figure C-1 shows the recommended cable routing path from the backplane to the SAS riser connectors. 
 
      [bookmark: pgfId-1017014]Figure C-1 [bookmark: 37402]RAID Controller Connectors
 
      [bookmark: pgfId-1017040]
 
      
      [image: ] 
     
 
      
       
       
         
         	
           
           [bookmark: pgfId-1017033]1
          
  
         	 [bookmark: pgfId-1017035]SAS riser slot (RAID controller)
  
         	
           
           [bookmark: pgfId-1017037]2
          
  
         	 [bookmark: pgfId-1017039]Drive backplane
  
        
 
       
      
 
     
 
    
 
     
      [bookmark: pgfId-1017042][bookmark: 51878]Cisco UCS C460 Server Cabling
 
      [bookmark: pgfId-1017043]The cable connections required for each type of supported controller are as follows:
 
    
 
     
      [bookmark: pgfId-1017054]LSI MegaRAID SAS 9240-8i PCIe Card
 
      [bookmark: pgfId-1017055]This controller can control a maximum of 8 internal drives. The required two SAS cables are included with the server. Cable 1 controls drives 1–4 and cable 2 controls drives 5–8.
 
      [bookmark: pgfId-1017056] 1. Connect SAS cable 1 from connector SAS1 on the controller to the SAS1 connector on the backplane. 
 
      [bookmark: pgfId-1017057] 2. Connect SAS cable 2 from connector SAS2 on the controller to the SAS2 connector on the backplane. 
 
    
 
     
      [bookmark: pgfId-1017063]LSI MegaRAID SAS 9260-8i PCIe Card 
 
      [bookmark: pgfId-1017384]This controller can control a maximum of 12 internal drives. The required two SAS cables are included with the server. Cable 1 controls drives 1–6 and cable 2 controls drives 7–12.
 
      [bookmark: pgfId-1017065] 1. Connect SAS cable 1 from connector SAS1 on the controller to the SAS1 connector on the backplane. 
 
      [bookmark: pgfId-1017066] 2. Connect SAS cable 2 from connector SAS2 on the controller to the SAS2 connector on the backplane. 
 
    
 
   
 
    
     [bookmark: pgfId-1016484][bookmark: 99780]Restoring RAID Configuration After Replacing a RAID Controller
 
     [bookmark: pgfId-1016485]When you replace a RAID controller, the RAID configuration that is stored in the controller is lost. Use the following procedure to restore your RAID configuration to your new RAID controller.
 
    
 
     Step 1[image: ] Replace your RAID controller. See Replacing a SAS Riser (RAID Controller).
 
     [bookmark: pgfId-1016490]Step 2[image: ] If this was a full chassis swap, replace all drives into the drive bays, in the same order that they were installed in the old chassis.
 
     [bookmark: pgfId-1016493]Step 3[image: ] If Quiet Boot is enabled, disable it in the system BIOS. 
 
     [bookmark: pgfId-1016495]Step 4[image: ] Reboot the server and watch for the prompt to press F.
 
     
      
    
 
    
 
    [bookmark: pgfId-1017771]Note For newer RAID controllers, you are not prompted to press F. Instead, the RAID configuration is imported automatically. In this case, skip to Step 7.

     
    

    
 
     when you see the following on-screen prompt:
 
    
     [bookmark: pgfId-1016497]Foreign configuration(s) found on adapter.
    

    
     [bookmark: pgfId-1016498]Press any key to continue or ‘C’ load the configuration utility,
    

    
     [bookmark: pgfId-1016499]or ‘F’ to import foreign configuration(s) and continue.
    

    
     [bookmark: pgfId-1016500]
    

     [bookmark: pgfId-1016501]Step 6[image: ] Press any key (other than C) to continue when you see the following on-screen prompt:
 
    
     [bookmark: pgfId-1016502]All of the disks from your previous configuration are gone. If this is 
    

    
     [bookmark: pgfId-1016503]an unexpected message, then please power of your system and check your cables
    

    
     [bookmark: pgfId-1016504]to ensure all disks are present.
    

    
     [bookmark: pgfId-1016505]Press any key to continue, or ‘C’ to load the configuration utility.
    

     [bookmark: pgfId-1016507]Step 7[image: ] [bookmark: 46698]Watch the subsequent screens for confirmation that your RAID configuration was imported correctly.
 
     
     	 [bookmark: pgfId-1016508]If you see the following message, your configuration was successfully imported. The LSI virtual drive is also listed among the storage devices.
 
    
 
    
     [bookmark: pgfId-1016509]N Virtual Drive(s) found on host adapter.
    

    
     [bookmark: pgfId-1016510]
    

     
     	 [bookmark: pgfId-1016511]If you see the following message, your configuration was not imported. This can happen if you do not press F quickly enough when prompted. In this case, reboot the server and try the import operation again wen you are prompted to press F.
 
    
 
    
     [bookmark: pgfId-1016512]0 Virtual Drive(s) found on host adapter.
    

    
     [bookmark: pgfId-1016513]
    

     
 
   
 
    
     [bookmark: pgfId-1014403][bookmark: 16728]For More Information[bookmark: marker-1016329]
 
     [bookmark: pgfId-1014404]The LSI utilities have help documentation for more information about using the utilities.
 
     .
 
     [bookmark: pgfId-1017448]Full LSI documentation is also available:
 
     
     	 [bookmark: pgfId-1016345]LSI MegaRAID SAS Software User’s Guide (for LSI MegaRAID)
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