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Executive Summary

The Cisco Unified Computing System™ (Cisco UCS®) is a next- generation data center platform that unites
computing, network, storage access, and virtualization into a single cohesive system. Cisco UCS is an ideal
platform for the architecture of mission critical database workloads. The combination of Cisc o UCS platform,
Pure Storage ® and Oracle Real Application Cluster (RAC) architecture can accelerate your IT transformation
by enabling faster deployments, greater flexibility of choi  ce, efficiency, high availability and lower risk.

Cisco® Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address t he business needs of customers.

Cisco and Pure Storage deliver FlashStack™, a modern converged infrastructure (Cl) solution that is smarter,
simpler, smaller, and more efficient than ever before. FlashStack is virtual machine - aware and hybrid cloud -
ready, while retaining the predictability and efficiency advantages of dedicated compute and storage tiers.

With FlashStack, customers can modernize their operational model, stay ahead of business demands, and
protect and secure their applications and data, rega rdless of the deployment model on premises, at the

edge, or in the cloud.

The FlashStack Advantage:
1 Simple no trade - off architecture eliminates disparate hardware silos
1 Proven, validated interoperability and for confident application deployment

1 Infrastructure for both traditional and converged operating models so you can consolidate operations
at your pace

1 Converged infrastructure for multi - hypervisor, bare metal or container deployments

1 Built for the cloud, including full integration with clou  d platforms from Cisco, VMware, OpenStack and
others

Architect Once and Adopt New Technology without Disruption

Infrastructure sprawl hinders the agility needed to adapt to changing business dynamics and the ability to
scale on demand. As a result, new te chnology is slow to deploy, requiring regular and time - consuming
changes to data center architectures. FlashStack's fully modular and non - disruptive architecture abstracts
hardware into software for non - disruptive changes which allow customers to seamlessl y deploy new
technology without having to re - architect their data center solutions

This Cisco Validated Design (CVD) describes a FlashStack reference architecture for deploying a highly
available Oracle RAC Databases environment on Pure Storage® FlashBlade ™ using Cisco UCS Compute
Servers, Cisco Fabric Interconnect Switches, Cisco Nexus Switches and Oracle Linux. Cisco and Pure
Storage have validated the reference architecture with  a Data Warehouse workload in Cisco’s lab. This
document presents the hardwar e and software configuration of the components involved, results of various
tests and offers implementation and best practices guidance
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Introduction

Database administrators and their IT departments face many challenges that demand a simp lified Oracle
RAC Database deployment and operation model providing high performance, availability and lower TCO. The
current industry trend in data center design is towards shared infrastructures featuring multitenant workload
deployments. Cisco® and Pure Storage have partnered to deliver FlashStack, which uses best -in- class
storage, server, and network components to serve as the foundation for a variety of workloads, enabling
efficient architectural designs that can be qu ickly and confidently deployed.

FlashStack solution provides the advantage of having the compute, storage, and network stack integrated

with the programmability of the Cisco Unified Computing System (Cisco UCS). This Cisco Validated Design
describes how Cisco UCS System can be used in conj unction with Pure Storage Flash Blade System to
implement an Oracle Real Applicat ion Clusters (RAC) 12¢c R2 Database solution.

Audience

The target audience for this document includes  but is not limited to  storage administrators, data center
architects, database administrators, field consultants, IT managers, Oracle solution architects and customers
who want to implement Oracle RAC database solutions with Oracle Linux on a FlashStack Converged
Infrastructure solution. A working knowledge of Oracle RAC Database, Linux, Storage technology , and
Network is assumed but is not a pre requisite to read this document.

Purpose of this Document

The goal of this CVD is to highlight the performance , scalability, managea bility, and simplicity of the
FlashStack Converged Infrastructure solution for deploying  for deploying a modern data warehouse with
Oracle databases .

The following are the objectives of this reference architecture document:

1. Provide reference architecture de sign guidelines for the FlashStack based Oracle RAC Databases .

2. Build, validate , and predict performance of Server, Network , and Storage platform on a per workload b  a-
sis.

3. Demonstrate the s eamless scalability of performance and capacity to meet growth needs of Oracle D a-
tabase.

4. Confirm the h igh availability of D atabase instances, without performance compromise through software
and hardware upgrades .

In this solution, we will demonstrate scalability and performance by executing business - related queries with
a high degree of complexity that represent typical data warehouse operations. For hardware calibration we
used Linux FIO tool to generate 10 patterns simulating data warehouse workload. This is followed by
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Swingbench test runs on “Sales History” schema that facilitates load tests for sustained 24 hour runs with

varying users and node scale tests.

L This solution is validated for Oracle RAC single domain cluster only. For Oracle RAC, a Flex Cluster is cre-
ated and tested with HUB nodes only. A Flex Cluster with leaf nodes is not tested and not supported.

FlashStack System Overview

The FlashStack platform, developed by Cisco and Pure Storage , is a flexible, integrated infrastructure
solution that delivers pre - validated storage, networking, and server technologies
FlashStack solution architecture and its many use cases while
creating a portfolio of detailed documentation, information, and references to assist customers in

transforming their data cent ers to this shared infrastructure model.

have carefully validated and verified the

This portfolio includes, but is not limited to

1 Best practice architectural design

, the following items:

. Cisco and Pure Storage

1 Implementation and deployment instructions  and provide s application sizing based on results
Figure 1  FlashStack System Components
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As shown in Figure 1, FlashStack Architecture can maintain consistency at scale. Each of the component
families shown in (Cisco UCS, Cisco Nexus, Cisco Fl and Pure Storage) offers platform and resource options
to scale the infrastructure up or down, while supporting the same features and functionality that are required
under the configuration and connectivity best practices of FlashStack.

FlashStack Solution Benefits

FlashStack provides a jointly supported solut ion by Cisco and Pure Storage. Bringing a carefully validated
architecture built on superior compute, world - class networking, and the leading inn ovations in all flash
storage. The portfolio of validated offerings from FlashStack includes but is not limite d to the following:

1 Consistent Performance and Scalability
- Consistent performance including bandwidth and latencies with all flash storage
- Consolidate hundreds of enterprise - class applications in a single rack
- Scalability design with capability to scale | /O bandwidth to match demand without disruption
- Repeatable growth through multiple FlashStack CI deployments.
1  Operational Simplicity
- Fully tested, validated, and documented for rapid deployment
- Reduced management complexity
- No storage tuning or tiers ne cessary
1 LowestTCO
- Dramatic savings in power, cooling and space with Cisco UCS and 100 percent Flash
1 Mission Critical and Enterprise Grade Resiliency
- Highly available architecture with no single point of failure
- Non-disruptive operations with no downtime
- Upgrade and expand without downtime or performance loss
- Native data protection including snapshots

Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack
solutions, from customer account and technical sales repr  esentatives to professional services and technical
support engineers. The support alliance between  Pure Storage and Cisco gives customers and channel
services partners direct access to technical experts who collaborate with cross vendors and have access to
shared lab resources to resolve potential issues.

Solution Summary

Oracle data warehouse deployments are extremely complicated in nature and customers face enormous
challenges in maintaining these landscapes in terms of  data scale, time, effort s and cost. Oracle RAC

10
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databases often manage the mission critical components of a customer ’s IT department, ensuring availability
while also lowering the IT TCO is always their top priority. A storage platform based on Oracle data
warehouse and analytics solutions supported by an all - flash storage solution, suc h as Pure Storage
FlashBlade, can help you solve the challenges of data warehousing, management, and analysis — no matter
where your data is stored.

DATA WAREHOUSE - KEY REQUIREMENTS

A
e’
=@

WRITE BANDWIDTH READ BANDWIDTH GROWTH
FASTER DATA INGEST FASTER DATA SCANNING PERFORMANCE SCALABILITY
FASTER AGGREGATIONS FASTER BACKUPS NON DISRUPTIVE GROWTH

A data warehouse is a relational or multidimensi onal database that is designed for query and analysis. Data
warehouses usually consolidate historical and analytic data derived from multiple sources in one single

place. This data is used for creating analytical reports for workers throughout the enterpri se. The datain a
data warehouse is typically loaded through an extraction, transformation, and loading (ETL) process from

one or more data sources such as OLTP applications, mainframe applications, or external data providers.

Users of the data warehouse p erform data analyses that are often time - related. Data warehouses are
typically used to optimize business operations . Typical operations on a data warehouse include trend
analysis and data mining, which use existing data to forecast trends or predict futur es. The data warehouse
typically provides the foundation for a business intelligence environment

Storage configurations for a data warehouse should be chosen based on the I/O bandwidth that they can
provide, and not necessarily on their overall storage ca  pacity .

To implement successful data warehouse solution, there are three metric considerations:

1 Write Bandwidth: Ability to quickly create and populate data warehouse or loading additional data for
various data sources can challenge |0 subsystem with sust ained writes

1 Read Bandwidth: Complex queries and analysis will require a huge amount of data reads.

1 Growth: Growth of a data warehouse is inevitable, so a solution must be able to scale, and scale
predictably, with that growth

Considering such characteris tics, w e heavily emphasized on write and read bandwidth by running FIO and
Swingbench performance test on this configured solution.

We will also demonstrate that this solution can scale with near - linear performance and provide s a flexible
platform for growth as needed on-demand.

11
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The reference architecture covered in this document leverages the Pure Storage FlashBlade for Storage,
Cisco UCS B200 M5 Blade Server for Compute, Cisco Nexus 90 00 series for the switching element and
Cisco Fabric Interconnects 6300 series for System Management. This solution is architected to modernize
Oracle data warehouse by delivering performance you need to keep up with the data growth

As shown in Figure 2, these components are connected and configured according to best practices of both
Cisco and Pure Storage and provide the ideal platform for running a variety of enterprise database workloads
with confiden ce.

12
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Figure 2 Solution Architecture
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FlashStack can scale up for greater performance and capacity (adding compute, network, or storage
resources individually as needed), or it can scale out for environments that require multiple consistent
deployments.

What’s New in this FlashStack Release?

This version of the FlashStack CVD introduces new hardware with the Pure Storage  FlashBlade which is
industry's most advanced file and object storage platform ever along with Cisco UCS B200 M5 Blade
Servers featuring the Intel Xeon Scalable Family of CPUs. This is the third Oracle RAC Database deployment
Cisco Validated Design with Pure Storage. It incorporates the following features

Pure Storage FlashBlade
Cisco UCS B200 M5 Blade Servers

Oracle RAC Database 12c Release 2

= =4 =4 =4

Oracle Direct NFS

13
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Solution Components

The IT industry has been transforming rapidly to converged infrastructure, which enables faster provisioning,
scalability, lower data center costs, simpler management infrastructure, and future - proofing with technology
advancement. The FlashStack solution provides best of breed technology to reap the benefits that

converged infrastructure bring to the table. This section details the various infrastructure com ponents that
make up FlashStack.

Cisco UCS 6332 - 16UP Fabric Interconnect

The 6332 - 16UP Fabric Interconnect is the management and communication backbone for Cisco UCS B -
Series Blade Servers, C - Series Rack Servers, and 5100 Series Blade Server Chassis. It implements 20x40
Gigabit Ethernet and Fibre Channel over Etherne t ports, with additional support for 16 unified ports that can
be configured to 1 or 10 Gbps Ethernet, or 4/8/16 Gbps Fibre Channel.

o vo TSGR T

|
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The Fabric Interconnect provides high - speed upstream connectivity to the network, or converged traffic to
servers throug h its 40 Gbps ports, but also allows for Fibre Channel connectivity to SAN switches like the

MDS, or alternately directly attached Fibre Channel to storage arrays like the Pure Storage FlashArray
through its unified ports.

Cisco Nexus 9372PX - E Switch

The Cisco Nexus 9372PX - E Switches are 1RU switches that support 1.44 Tbps of bandwidth and over 1150
mpps across 48 fixed 10 - Gbps SFP+ ports and 6 fixed 40 - Gbps QSFP+ ports..

I AN \\\\\ SN

Cisco UCS B200 M5 Blade Servers

The Cisco UCS B200 M5 Blade Server delivers performan ce, flexibility, and optimization for deployments in
data centers, in the cloud, and at remote sites.  This enterprise - class server offers market - leading
performance, versatility, and density without compromise for workloads including Virtual Desktop
Infrastructure (VDI), web infrastructure, distributed databases, converged infrastructure, and enterprise
applications and databases including Oracle.
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The Cisco UCS B200 M5 server can quickly deploy stateless physical and virtual workloads through
programmable, easy -to- use Cisco UCS Manager Software and simplified server access through
Cisco Single- Connect technology.

Cisco UCS 5108 Blade Server Chassis

Cisco UCS 5108 Blade Server Chassis, is six rack units (6RU) high, can mount in an industry - standard 19 -
inch rack, and uses standard front -to- back cooling. A chassis can accommodate up to eight half - width or
four full - width Cisco UCS B - Series Blade Servers form factors within the same chassis.

By incorporating unified fabric and fabric - extender tech nology, the Cisco Unified Computing System
eliminates the need for dedicated chassis management and blade switches, reduces cabling, and allowing
scalability to 20 chassis without adding complexity. The Cisco UCS 5108 Blade Server Chassis is a critical
component in delivering the simplicity and IT responsiveness for the data center as part of the Cisco Unified
Computing System.
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Cisco UCS 2304 Fabric Extender

Cisco UCS 2304 Fabric Extender brings the unified fabric into the blade server enclosure, providing multiple

40 Gigabit Ethernet connections between blade servers and the fabric interconnect, simplifying diagnostics,
cabling, and management.

The Cisco UCS 2304 connects the 1/O fabric between the Cisco UCS 6300 Series Fabric Interconnects and
the Cisco UCS 5100 Series Blade Server Chassis, enabling a lossless and deterministic Fibre Channel over
Ethernet (FCoE) fabric to connect all blades and chassis together.

Cisco UCS Virtual Interface Card (VIC) 1340

The Cisco UCS Virtual Interface Card (VIC) 1340 is a 2- port 40 - Gbps Ethernet or dual 4 x 10 - Gbps Ethernet,
Fibre Channel over Ethernet (FCoE) - capable modular LAN on motherboard (mLOM) designed for the Cisco
UCS B- Series Blade Servers. When used in combination with an optional port expander, the Cisco UCS VIC
1340 capabilities is enabled for two ports of 40 - Gbps Ethernet.

The Cisco UCS VIC 1340 enables a policy - based, stateless, agile server infrastructure that can present over
256 PCle standards - compliant interfaces to the host that can be dynamically co  nfigured as either network
interface cards (NICs) or host bus adapters (HBAS).
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FlashBlade delivers industiyading throughput, IOPS, latency, and capagity20x less space and 10x less

power and cooling. FlashBlade is built on the scalfemetadata architecture of Purity for FlashBlade, capable of
handlingii S y6fti#lions of files and objects while delivering maximum performance, effortless scale, and global
flash management. The distributed transaction database built into the coreritfyPneans storage services at
every layer are elastic: simply adding blades grows system capacity and performance, instantly. It also offers a
wave of new enterprise features, like snapshots, SMB, LDAP, network lock management (NLM), and IPv6, to
extendFlashBlade into new use cases

Figure 3
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performance for all daténtensive applications. Its massively distributed architecture enables consiste
performance for all analytics applications using NFS, S3/Object, SMB, and HTTP protocols.
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including IOPS, throughput, latency, and capacity. FlashBlade is as simple as it is powerful, offering elastic scale
out storage services at every layer alongside DirectFlasmtdaty for global flash management.
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Purel®, our cloud - based management, analytics, and support platform, expands the self - managing, plug - n-
play design of our products with the machine learning predictive analytics and continuous scanning of Purel
Meta™ to enable an effortless, worry - free storage experience.

For the first time in the industry, Purel Analyze delivers true performance forecasting - giving customers
complete visibility into the performance and capacity needs of their ~ arrays - now and in the future.
Performance forecasting enables intelligent consolidation and unprecedented workload optimization.
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Figure 4  FlashBlade Specification
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PERFORMANCE CONNECTIVITY PHYSICAL
17 GB/s bandwidth - 8x40Gb/s or - 4U
with 15 blades 32x 10Gb/s Ethernet « 1,800 Watts (nominal
Up to 1.5M NFS IOPS ports / chassis at full configuration)

The Evergreen™ Storage ownership model operates like SaaS and the cloud. Deploy storage once and
benefit from a subscription to continuous innovation as you expand and improve performance, capacity,
density, and/or features for 10 years or more - all without downtime, performance impact, or data
migrations. Evergreen Storage provides expandability a nd upgradability for generations via its modular,
stateless architecture, while FlashBlade’s blade- based design delivers the linear scale of DirectFlash
technology and compute simply by adding blades.

Oracle Linux 7.4

Oracle Linux, formerly known as Oracle Enterprise Linux, is a Linux distribution based on Red Hat Enterprise
Linux (RHEL), repackaged and freely distributed by Oracle, available under GNU General Public License

(GPL) since late 2006. Oracle Linux can be downloaded through Oracle’s E- Delivery s ervice or from a variety
of mirror sites, and can be deployed and distributed freely. Commercial technical support is available

through Oracle’s Oracle Linux Support program, which supports Oracle Linux, and existing RHEL or CentOS
installation.

Oracle Cor poration distributes Oracle Linux with two alternative kernels:
1 Red Hat Compatible Kernel (RHCK) - identical to the kernel shipped in Red Hat Enterprise Linux

1 Unbreakable Enterprise Kernel (UEK) - based on newer mainline Linux kernel versions, with Oracle’s
own enhancements for OLTP, Infiniband, and SSD disk access, NUMA - optimizations, Reliable
Datagram Sockets (RDS), async I/O, OCFS2, and networking.

Oracle Linux Support Program provides support for KVM components as part of the Oracle Linux 5, Oracle
Linux 6, Oracle Linux 7, RHEL5, RHEL6, and RHEL7. This does not include Oracle Product support on KVM
offerings.

19



Solution Components

Oracle 12cR2 Database

Oracle revolutionized the field of enterprise database management systems with the most extensive self -
management capabilitie s in the industry, ranging from zero - overhead instrumentation to integrated self -
healing and business - driven management. Oracle Database 12c, the next generation of the world’s most
popular database, makes DBA lives easier by providing various features lik e change and configuration
management, patching, provisioning, testing, performance management, and automatic tuning. Oracle
Database high - availability (HA) technologies, collectively referred to as Oracle Maximum Availability
Architecture (MAA), provide ¢ omplete resiliency against all types of outages - from component failures to
natural disasters. Industry -leading Oracle HA technology such as Oracle Real Application Clusters (Oracle
RAC) provides the highest levels of server HA while Oracle Active Data Gu  ard protects data and applications
against site - wide outages.

The FlashStack solution for Oracle includes the following Oracle 12c components and/or features:
1 Oracle Database 12c Release 2 (12.2.0.1) Enterprise Edition
1 Oracle Grid Infrastructure 12c (12.2.0.1)
1 Oracle Flex ASM & ASM Cluster File System (ACFS)
1 Oracle Direct NFS Client

Oracle dNFS (direct Network File System)

Oracle dNFS (direct Network File System) is the NFS client functionality directly integrated in the Oracle
RDBMS server. dNFS makes the task of configuring Oracle database on NAS storage much simpler
compared to Standard NFS (aka Kernel NFS). Direct NFS Client on Oracle 11g, 12c, or higher supports
NFSv3, NFSv4, and NFSv4.1 protocols to access the NFS server.

The key benefits of Direct NFS Client include simplicity, ease of administration, load balancing, high
availability and cost effectiveness. Oracle has optimized the 1/0O code path by avoiding kernel overhead and,
as such, it can improve I/O performance.
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ORACLE DIRECT NFS CLIENT

Kernel NFS Client Direct NFS
Client
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Direct NFS Client is capable of performing concurrent direct 1/0 by bypassing Operating System level

caches. It also performs asynchronous I/O, which allows processing to continue while the I/O request is
submitted and processed. These two key performance and scalability feat ures provide unparalleled
performance when compared to native kernel NFS clients. Another key feature of Direct NFS Client is high
availability. Direct NFS Client delivers optimized performance by automatically load balancing requests
across all specified paths (up to 4 parallel network paths). If one network path fails, then Direct NFS Client
will reissue I/O commands over any remaining paths, ensuring fault tolerance and high availability.

@ Mount Options

S NFS Tuning "TH 11 m%hhhh}
W High Resiliency |
M 0S Agnostic llllllllllll*‘llIIIIIJ.HIH

& No Extra License

One of the primary challenges of kernel NFS administration is inco nsistency with configurations across
different platforms. Direct NFS Client eliminates this problem by providing a standard NFS client
implementation across all platforms supported by Oracle Database. This also makes NFS a viable option on
platforms like W indows, which doesn’t natively support NFS. As NFS is a shared file system, it supports Real
Application Cluster (RAC) databases as well as single -instance databases. Oracle Direct NFS Client
recognizes when an instance is part of an RAC and automatically ~ optimizes the mount points for RAC,
relieving the administrator of manually configuring the NFS parameters.
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Solution Architecture

The FlashStack architecture brings together the proven data center strengths of the Cisco UCS and Cisco

Nexus network switches with the NFS delivered storage of the leading visionary in all flash arrays. This
collaboration creates a simple, yet powerful and resilient data center footprint for the modern enterprise. The
FlashStack Data Center with Oracle RAC database on Oracle Linux solution provides an end -to-end
architecture with Cisco , Oracle, and Pure Storage technologies and demonstrates the FlashStack
configuration benefits for running highly available Oracle RAC Database 12¢c R2 with Cisco VICs (Virtual

Interface Card s).
Physical Topology

FlashStack consists of a combined stack of hardware (storage, network and compute) and software (Cisco
UCS Manager, Oracle Database , Pure Storage GUI, Purity, and Oracle Linux ).

1 Network : Cisco Nexus 9372PX- E and Cisco UCS Fabric Interconne ct 6332 - 16UP for external and
internal connectivity of IP  network.

1 Storage : Pure Storage Flash Blade with 40Gb Ethernet c onnectivity
1 Compute : Cisco UCS B200 M5 Blade Server

Figure 5 illustrates the FlashStack solution physical infrastructure.
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Figure 5  Physical Topology
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Figure 5 is a typical network configuration that can be deployed in a customer's environment. The best
practices and setup recommendations are described later in this document.

As shown in Figure 5, a pair of Cisco UCS 6 332- 16UP Fabric | nterconnects carries both storage and

network traffic from the server blades with the help of Cisco Nexus 9372PX- E switch es. Both the Fabric
Interconnect and the Cisco Nexus switch are clustered with the peer link between them to provide high

availability. Three virtual Port - Channels (vPCs) are configured to provide public network , private network and
storage network paths for th e server blades to northbound switches and storage . Each vPC has VLANs
created for application network data , storage data and management data paths.

As illustrated in in Figure 5, eight (4 x 40G link per chassis) links go to Fabric Interconnect - A. Similarly,
eight links go to Fabric Interconnect - B. Fabric Interconnect - A links are used for Oracle Public Network
Traffic (VLAN - 134) and Storage Network Traffic (VLAN -21 & 23) shown as green lines. Fabric Interconnect -
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B links are used for Oracle Private Interconnect T raffic (VLAN 10) and Storage Network Traffic (VLAN -22 &
24) shown as red lines. NFS Storage access from Nexus Switch - A and Nexus Switch -B show as blue lines.

# For Oracle RAC configuration on Cisco Unified Computing System, we recommend to keep all private inte  r-

connects local on a single Fabric interconnect. In
connect s and will not be routed via northbound network switch.
communication will be resolved locally at the fabric interconnect and this significantly reduces latency for

Oracle Cache Fusion traffic.

this case, the private traffic stay s local to that fabric inte r-

All inter- server blade (or RAC node private)

Design Topology

This section describes the design considerations for th e Oracle RAC Database 12c Release 2 on FlashStack

deployment. In this solution design, we used two

Cisco UCS Blade Server C hassis with 8 identical Intel
CPU based Cisco UCS B - Series B200 M5 Blade Servers for hosting the 8 - Node Oracle RAC 12cR2

Xeon

Databases. The Cisco UCS B200 M5 S erver has Virtual Interface Card (V 1C) 1340 with port expander and

they were connected four ports from each Cisco F abric extender of the Cisco UCS C hassis to the Cisco

Fabric Interconnect s, which were in turn connected to the Cisco Nexus Switches for upstream connectivity

to access the Pure Storage Flash Blade.

Table 1 lists the inventory of th e components used in the FlashStack solution.

Table 1 Inventory and Bill of Materials

Vendor | Name Model Description Qty

Cisco Cisco Nexus 9372PX - E NO9K- C9372PX-E Cisco Nexus 9300 Series Switches 2
Switch

Cisco Cisco UCS 6332 - 16UP UCS- FI-6332-16UP Cisco 6300 Series Fabric 2
Fabric Interconnect Interconnects

Cisco Cisco UCS Fabric Extender | UCS-IOM-2304 Cisco UCS 2304XP 1/0 Module (4 4

External, 8 Internal 40Gb Ports)

Cisco Cisco UCS 5108 Blade UCSB-5108-AC2 Cisco UCS 5100 Series Blade 2
Server Chassis Server AC2 Chassis

Cisco Cisco UCS B200 M5 Blade UCSB- B200- M5 Cisco UCS B- Series Blade Servers 8
Servers

Cisco Cisco UCS VIC 1340 UCSB- MLOM- 40G- Cisco UCS Virtual Interface Card 8

03 1340

Cisco Cisco UCS Port Expander UCSB- MLOM-PT-01 | Port Expander Card for Cisco UCS 8
Card MLOM

Pure Pure FlashBlade Purity //FB 2.1.8 Pure Storage Flash Blade 1

Storage

Table 2 lists the server configuration used in the FlashStack solution.
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Table 2 Cisco UCS B200 M5 Blade Server Configuration

Server Configuration

Processor 2 x Intel® Xeon® Gold 6152 Processor (2.10 GHz, 140W, 22C, 30.25MB
Cache, DDR4 2666MHz 768GB)

Memory 16 x 32GB DDR4 - 2666 - MHz RDIMM/dual rank/x4/1.2v

Cisco UCS VIC 1340 Cisco UCS VIC 1340 Blade MLOM

Cisco UCS Port Expander Port Expander Card for Cisco UCS MLOM

Card

NIC1 (eth0) Management and Public Network Traffic Interface for Oracle RAC.
MTU=1500

NIC2 (ethl) Private Server - to- Server Network (Cache Fusion) Traffic Interface for
Oracle RAC. MTU=9000

NIC3 (eth2) Database 10 Traffic to Pure Storage FlashBlade. Controller VLAN 21.
MTU=9000

NIC4 (eth3) Database |0 Traffic to Pure Storage FlashBlade. Controller VLAN 22.
MTU=9000

NICS5 (eth4) Database |0 Traffic to Pure Storage FlashBlade. Controller VLAN 23.
MTU=9000

NIC6 (eth5) Database |0 Traffic to Pure Storage FlashBlade. Controller VLAN 24.
MTU=9000

# For this FlashStack solution design, we configured six VLANSs as described in Table 3 .

Table 3 VLAN and VSAN Configuration

VLANS

Name ID Description
Default VLAN 1 Native VLAN
Public VLAN 134 VLAN for Public Network Traffic
Private VLAN 10 VLAN for Private Network Traffic (RAC Interconnect)
Storage VLAN - 21 21 NFS VLAN for Storage Network Traffic A Side
Storage VLAN - 22 22 NFS VLAN for Storage Network Traffic B Side
Storage VLAN - 23 23 NFS VLAN for Storage Network Traffic A Side
Storage VLAN - 24 24 NFS VLAN for Storage Network Traffic B Side
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The FlashStack design comprises of Pure Storage FlashBlade enterprise class all - flash for increas ed
scalability and throughput. Table 4 lists the components of the array.

Table 4 Pure Storage FlashBlade Configuration

Storage Components Description

FlashBlade Pure Storage FlashBlade

Capacity 162.46 TB

Connectivity 8 X 40 Gb/s redundant Ethernet port
Physical 4U

For this FlashStack solution design, we used the Software and Firmware listed in Table 5 .

Table 5 Software and Firmware Configuration

Software and Firmware Version

Oracle Linux Server 7.4 (64 bit) Operating System Linux 4.1.12 - 94.3.9.el7uek.x86_64
Oracle 12c Release 2 GRID 12.2.0.1.0

Oracle 12c Release 2 Database Enterprise Edition 12.2.0.1.0

Cisco Nexus 9372PX - E NXOS Version 6.1(2) 12 (2a)

Cisco UCS Manager System 3.2 (2¢)

Cisco UCS Adapter VIC 1340 4.2 (2b)

Cisco eNIC (modinfo enic) 2.3.0.31

Pure Storage FB Purity Version 2.1.8

Oracle Swingbench 25971

TPC-H

FIO fio-2.1.10 - 1.el7.rf.x86_64
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Solution Configuration

Cisco UCS Configuration Overview

This section details the Cisco UCS configuration that was done as part of the infrastructure build out. The
racking, power, and installation of the chassis are  described in the install ation guide
www.cisco.com/c/en/us/support/servers - unified - computing/ucs - manager/products - installation - guides -

list.html .

.S

It is beyond the scope of this document to cover detailed information about Cisco UCS infrastructure setup
and connectivity. The documentation guides and examples are available at
http://www.cisco.com/en/US/products/ps10281/products _installation_and _configuration _guides_list.html

F.S

All of the tasks to configure Cisco UCS are detailed in this document, but only some of the screenshots are
included.

Cisco UCS Manager Software Version 3.2 (2c)

This document assumes Yyou are using Cisco UCS Manager Software version 3.2 (2c¢). To upgrade the Cisco
UCS Manager software and the Cisco UCS 6332 - 16UP Fabric Interconnect software to a higher version of
the firmware, referto Cisco UCS Manager Install and Upgrade Guides .

Configure Base Cisco Unified Computing System

The following are the high - level step s involved for a Cisco UCS configuration:

1.

Configure Fabric Interconnects for a Cluster Setup

Set Fabric Interconnects to Fibre Channel End Host Mode
Synchronize Cisco UCS to NTP .

Configure Fabric Interconnects for Chassis and Blade Discovery

a. Configure Global Policies
b. Configure Server Ports

Configure LAN on Cisco UCS Manager :

a. Configure Ethernet LAN Uplink Ports
b. Create Uplink Port Channels to Cisco Nexus Switches

c. Configure VLAN
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6. Configure IP, UUID, Server and MAC Pools:

a. IP Pool Creation

b. UUID Suffix Pool Cr eation
c. Server Pool Creation

d. MAC Pool Creation

7. SetJumbo Frames in both the Cisco Fabric Interconnect
8. Configure Server BIOS Policy .

9. Create Adapter Policy .

10. Configure Update Default Maintenance Policy .

11. Configure vNIC Template :

a. Create Public vNIC Template
b. Create Private vNIC Template
c. Create Storage v NIC Template

12. Create Server Boot Policy for Local Boot

Details for each step are discussed in the following sections .

Configure Fabric Interconnects for a Cluster Setup

To configure the Cisco UCS Fabric Interconnect s, complete the following steps:
1. Verify the following physical connections on the fabric interconnect:
a. The management Ethernet port (mgmt0) is connected to an external hub, switch, or router

b. The L1 ports on both fabric interconnects are directl y connected to each other

c. The L2 ports on both fabric interconnects are directly connected to each other

ﬂ For more information, refer to the Cisco UCS Hardware Installation Guide for your fabric interconnect.

2. Connect to the console port on the first Fabric  Interconnect.
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3. Review the settings on the console. Answer yesto Apply and Save the configuration.
4. Wait for the login prompt to make sure the configuration has been saved to Fabric Interconnect A.

5. Connect the console port on the second Fabric Interconnect and do as follows:

6. Review the settings on the console. Answer yesto Apply and Save the configuration.
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